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To Greg and Theresa Hayden



Foreword

There has never been a better time for the social fabric matrix. As this book is being 
published, the idea that unregulated market capitalism leads to the best of all 
possible worlds has been thoroughly discredited. A series of economic and social 
problems have come to the forefront of national discussion and policy debates. 
There is now widespread acceptance that human activity, particularly the consump-
tion of nonrenewable energy resources, has contributed to global warming. The lack 
of oversight of the financial industry encouraged reckless practices that endangered 
the stability of the entire financial system, prompting bailout efforts based on the 
fragile interdependence of the financial and economic systems. The shortcomings 
of our health care system are increasingly evident, including the growing number 
of uninsured citizens, the difficulties for businesses in offering health insurance, 
and the effects of health and health care on the ability of individuals and families 
to maintain a decent standard of living. Perhaps the best illustration of a complex 
system that cries out for coordinated policy-making is in the critical area of energy, 
where public and private decisions on energy policy not only have direct effects on 
consumer costs, but also have effects on global warming, local ecosystems, inter-
national relations, the health of our citizens, and the sustainability of companies 
and communities.

In short, there is growing recognition of the interdependence of the economic 
system with the environment and the broader institutions of society. The social 
fabric matrix is a critical tool for understanding and mapping this interdependence, 
looking not only at direct effects but also at the many indirect effects and interac-
tions that occur with almost every economic and policy decision. As the essays in 
this book make clear, it is highly versatile, with applications to a wide spectrum of 
public and private decision-making.

I first met Greg Hayden, who designed the social fabric matrix, when I was a 
college intern in the Nebraska legislature. I was working on a project on energy 
policy, for which he was an advisor. I was so impressed with Greg’s perspective 
that I chose to come to the University of Nebraska-Lincoln to study with him 
in graduate school. It was one of the best decisions of my life. He gave me a 
thorough grounding in institutional economics and excellent training in doing 
policy-relevant research. His intelligence, wit, and caring were an inspiration to me 
and many other young scholars. It was clear both then and now that he combines 
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excellent analytical skills with a deep concern about real-world outcomes, reflect-
ing his desire to ensure that social and economic institutions effectively serve 
society’s values.

Greg strongly impressed a candidate in the Nebraska Governor’s race, Bob Kerrey, 
so that when Kerrey was elected he asked Greg to be one of his top aides. I also 
joined state government at that time and helped Greg design and implement several 
task forces on economic development. All of our work was based on the principles 
that he developed in the social fabric matrix, examining the connections among 
economic activity, technology, public and private policy, social and physical infra-
structure, and environmental and community health. Those principles have stayed 
with me and informed all of my research and policy work.

More than ever, the actions of individuals and organizations can have cascading 
effects throughout the economic, social, environmental, and political systems. This 
book will help to spread awareness of the social fabric matrix and show how it is 
an excellent tool for addressing our mounting economic and social problems in an 
intelligent and humane way.

 Douglas Kruse
Rutgers University
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Abstract The purpose of this chapter is to introduce the reader to the Social Fabric 
Matrix approach to policy analysis (SFM-A) as laid out in Hayden (2006).  This 
chapter is better understood as a “how to” chapter rather than as a more traditional 
summary or discussion of the rest of the contributions in the volume.  The chapter 
describes the foundations of the SFM-A approach in general systems theory and 
instrumentalist philosophy.  It then describes the process of building an SFM, and 
presents extensions of the SFM-A to normative systems analysis, analysis of time 
and timeliness, quantitative modeling, and social indicators.  The chapter concludes 
with a brief summary of the rest of the chapters.

Introduction

In Policymaking for a Good Society: The Social Fabric Matrix Approach to Policy 
Analysis and Program Evaluation (hereafter referred to as Policymaking), F. Gregory 
Hayden lays out a rigorous, comprehensive methodology for undertaking policy-
relevant research on complex real-world problems. The Social Fabric Matrix Approach 
(hereafter, SFM-A) and methodology is philosophically and theoretically developed 
from, and consistent with, the original evolutionary-institutional economics (hereafter, 
OIE – “Original” Institutional Economics) and is one of the most comprehensive, 
empirical, and policy-relevant methodologies to come out of OIE.

The publication, subsequent discussion, and further applications of Policymaking  
provide an opportunity to further explore and demonstrate the potential for fruitful research, 
policy analysis, and policy recommendations in the context of the SFM methodology.

This volume is needed and presented because of the relevance of the SFM-A and 
its influence on scientific methodology and policy analysis. In short, the SFM-A is 
creating, if not a new school of thought, then a class of applied, empirical, and 
policy-relevant analyses of complex problems in networked configurations. We 
basically refer to complexity when there are direct interdependencies among many 
heterogenous agents. As one reviewer of Policymaking suggests, the SFM approach 

S.T. Fullwiler ( ) 
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The Social Fabric Matrix Approach  
to Policy Analysis: An Introduction

Scott T. Fullwiler, Wolfram Elsner, and Tara Natarajan



2 S.T. Fullwiler et al.

“in fact may serve as the future methodology not only for complex hete rodox 
 economic analysis but also for policy evaluation in order to make policy more con-
sistent with the complexity of reality” (Elsner 2007).

Modern society faces a number of already well-documented challenges from 
ecological destruction; globalization, uneven development, and economic inequality; 
un(der)employment; financial market shortcomings; power and hierarchical regula-
tions; innovation vs. vested interests; the aging of populations in many societies, 
and so forth – with other yet unnamed challenges sure to be added. They all reflect, 
among other things, an increasing complexity (Elsner 2005). Addressing such 
challenges appropriately will require critical analysis of complex interrelations 
and incentive structures, ceremonial and instrumental institutional arrangements and 
values, ideologies and belief systems, (often faulty) public policies, actions, and 
nonactions – hence, the need for relevant research methodologies.

Hayden (2006a, p. 1) writes that, unfortunately, “the understanding we have 
gained from science and from experiencing the technological society on a day-to-
day basis has… yet to produce a good society.” Instead,

people work more hours only to watch their wages and salaries fall; they support more envi-
ronmental protection endeavors only to learn that pollution levels continue to grow and spe-
cies continue to be lost; people gain higher levels of education and training only to remain 
underemployed. Government employees work hard, gather more data than ever, and access 
greater computer capability, yet productivity problems continue to abound; tax payments to 
governments and consumer payments to corporations continue to grow, but every day we see 
infrastructure deteriorating and consumer products becoming shoddier. Production has grown 
on a global scale and trade has increased among nations, while per capita income in over half 
of these nations is lower than a decade ago… the resource commitment to health care is mas-
sive yet the reality of the American health care system is that it is very sick; and billions of 
public dollars are poured into farm payments, while … family farms continue to fail. (p. 2)

Policymaking explains “an approach to policy analysis and planning that will allow us to 
capture the complexity of the world around us and be consistent with modern science” 
(p. 1; emphasis added). Thus, past and even current ongoing failures notwithstanding,

the premise here is that we know enough, care enough, and have adequate resources and 
technology to solve our social, economic, and environmental problems. Or, stated differ-
ently, this book is optimistic by current standards of cynicism and pessimism. Our knowl-
edge base is sufficient to do the research to understand our problems, our will is more than 
adequate, our work ethic is strong, our resources are abundant, and people are sufficiently 
educated to carry out the tasks in a technological society. (p. 2)

The shortcoming heretofore has been that “we have not had the analytical means 
necessary to meld our will, knowledge, and institutions into a policy paradigm that 
allows us to obtain success” (p. 2).

It is no small feat to design a method with such broad applicability as the SFM-A 
has already demonstrated, particularly since to do so also requires a significant break 
from previous dominant analytical paradigms that relied heavily upon reductionism and 
determinism (i.e., noncomplexity). Instead, Hayden argues that, a new approach, if it is 
to be successful, must integrate modern science with an instrumentalist philosophy:

because we no longer believe that life—as structured in an institutional and ecological 
milieu—is one dimensional, our measures and analytical tools cannot be one dimensional. 
Because we no longer think that beliefs and values can be ignored, if for example, we want 
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successful irrigation systems or health care plans, an approach is needed to integrate what 
sociologists and anthropologists know about beliefs and values with the expertise of engineers, 
ecologists, agronomists, economists, physicians, and other expertise as needed for the problem 
at hand. This integration can no longer be the kind that has persons working with different 
expertise working in isolation, and their independent work then placed under one cover. The 
analysts need to be guided by a common model, or, to use Einstein’s term, a common frame. 
The engineer’s work must be guided by belief criteria, the sociologists’ analysis should be 
consistent with the relevant technology, the economists’ models need to be non-equilibrium 
systems, policymakers’ actions are the results of integrated modeling, and so forth. (p. 1)

The editors and contributors to this volume suggest that the SFM-A provides not 
only a powerful framework for policy research but also a framework that is com-
prehensive and adaptable to a wide variety of socioeconomic and policy issues. 
Moreover, policy success obtained without such a complexity-reflecting analytical 
approach will be coincidental.

In this chapter, we introduce the SFM-A by first discussing its theoretical under-
pinnings, then the SFM itself, and finally its larger paradigm for policy analysis.

Instrumentalist Philosophy and the SFM Methodology

Marc Tool writes that “[v]alue premises permeate the whole of social inquiry. 
If inquiry is purposive—and it must be—it is value laden…. Value assumptions, 
premises, criteria, are involved in our perception of what is a proper object of 
inquiry” (1986, p. 57). Nobel Prize winning economist Gunnar Myrdal agreed that 
“valuations are always with us. Disinterested research there has never been and can 
never be… Our valuations determine our approach to a problem, the definition of the 
concepts, the selection of observations, and, … in fact, the whole pursuit of study 
from beginning to the end” (quoted in Hickerson 1988, p. 167). As mentioned, the 
SFM-A is based upon the instrumentalist approach to inquiry. The instrumentalist 
approach emphasizes the normative, embedded process of research and its influence 
on experience, the relationship of knowing to the purpose of solving problems, and 
the need for solutions to evolve with changing and evolving contexts.

Hayden (2006a, Chap. 3) lists three conceptual pillars for applying instrumentalist 
philosophy in the policy sciences: the transactional approach to science, a problem 
orientation, and judging actions by their consequences.

Regarding the first of these, Hayden writes, “‘trans’ means across, and the emphasis 
is on the reality that there are numerous rules, regulatory criteria, enforcement agencies, 
laws, institutions, and beliefs across any relationship or transaction; numerous overlap-
ping forces guide the agents and their actions” (p. 25). The argument here is that tradi-
tional, interactional approaches – such as neoclassical economics’ supply and demand 
equilibrium analysis – are by themselves overly simplistic to serve as the foundation for 
real-world policy analysis. For instance, instead of the interactional forces of supply and 
demand in a mythical “loanable funds” market, the real world of borrowing and lending 
includes

the Federal Reserve System, the International Group of Seven (G-7), the International 
Monetary Fund, the World Bank, the international electronic currency system, the local 
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savings and loan (and therefore the Resolution Trust Fund), the Federal Deposit Insurance 
Corporation (FDIC), the Community Reinvestment Act, state governments, labor union 
pension funds, the bond market, U. S. Supreme Court decisions, property rights, and so 
forth. Field of concern, upon field of concern; context overlapped with context; criteria 
layered upon criteria—that is the transactional world of finance. (p. 27)

More could certainly be added to that list. The transactional approach to science 
thereby calls upon the researcher investigating a given phenomena to “seek com-
plexity and order it” (p. 27).

But, of course, “policy inquiry would be impossible if all connections were 
pursued” (p. 28). Research in a transactional context thus begins not with the build-
ing of a model or a detailing of various interactions within a system, but rather 
through determination of what information is to be learned and which questions are 
to be answered. That is, “the solution [to the question of what part of a theory or 
real-world system to study] is to define the context of inquiry by the problem to be 
solved” (ibid.); if the problem to be investigated is not defined, “there is no indica-
tion of where to start, go, or stop the policy research” (p. 29). Thus, research based 
upon instrumentalist philosophy begins with the identification of a problem as the 
subject for analysis and develops the proper methodology to explore and analyze 
the complex interrelational sets of the problem structure.

The problem-based approach in a transactional context is also a natural fit with 
OIE. The founders of OIE long ago recognized the nonequilibrium, evolutionary 
nature of real-world capitalism. Thorstein Veblen, John Commons, Karl Polanyi, 
and Clarence Ayres (to name but a few) all made significant contributions to current 
understanding of the legal, sociological, and technological foundations of economic 
systems, while Wesley Mitchell pioneered efforts to quantify economic indicators 
and measure the outcomes of a modern capitalist system. More recently, OIE scholars 
have similarly advanced understanding in policy-relevant areas including the inter-
relationship between ecological systems and socioeconomic systems and the nature 
of money, finance, and accounting in a capitalist economy.

Finally, as instrumentalism is an evaluative approach based upon problems in a 
transactional context, policies should be judged by their consequences: “the pur-
pose of policy analysis is to discover the consequences of particular actions, and to 
formulate policy so as to secure some consequences and avoid others” (p. 29). 
Criteria used in evaluation are necessarily normative since problems and the nature 
of inquiry are normative in nature as well. Instrumentalist philosophy thus points to 
normative, social criteria as standards of judgment. As Warren Samuels has explained, 
the very concept of “efficiency” – in this case, as often proxied in economics research 
by “output” or like terms – is necessarily normative:

The definition of “output”—of what it is that one is to be efficient about—requires an 
antecedent normative specification as to the appropriate performance goal for society. 
Social output (the aggregate well-being of society), consumptive output (the value of goods 
from the consumer point of view), and productive output (the value of goods from the 
producer point of view, i.e., profits) are three examples of alternatives that are available.

The recognition of the multiplicity of efficient solutions and the contingency of any 
given efficient solution on the presumed structure of rights and the definition of output 
reveals the inherent normative element that is present in efficiency-based decision making. 
(Samuels 1978, 1981; quoted in Mercuro and Medema 1997, p. 119)
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Hayden (1982) suggests three sources of normative criteria for instrumental evaluation 
of consequences, drawing upon the work of Karl Polanyi, Walter Neale, and Marc Tool. 
Polanyi’s (1957) concept of sufficiency was necessary to evaluate consequences (Hayden 
2006a, Chap. 9). When a given process is insufficient for a desirable system to be sus-
tained, the process is not instrumentally efficient. Significantly, sufficiency may not be 
consistent with “optimization” of deliveries. Tool (1979) claims that participatory 
democracy provides a swift feedback to policies and proposed solutions, since affected 
groups or social interests are able to voice concerns. The increased speed of instrumental 
valuation of policies enables better refinement and application of normative criteria 
(Hayden 2006a, Chap. 3). Finally, Neale argues that “a requirement for social processes 
is that they be legitimate” (Neale 1980, p. 393; emphasis in original):

Legitimacy requires a social moral consensus on norms with regard to the consequences of 
social policy and with regard to the procedures which produce those consequences. 
Therefore, policy analysis for structuring social processes cannot be fruitful unless the 
social criteria guiding the policy analysis are fair and just. If there is not a social consensus 
on these criteria, then the resulting policy will be inconsistent with the social consensus. 
(Neale, cited in Hayden (1982, p. 643)

Given an evolving socioecological–technological context, solutions must be 
reevaluated for instrumental efficiency against normative criteria, while the criteria 
must be consistent with the evolving context:

There is no contextual shift if the problem can be solved by selecting policies that will align and 
strengthen the bonds of current institutions and beliefs. If, however, the socioeconomic problem 
is more pronounced, a common situation is for the policy criteria to be consistent with current 
beliefs, thereby selecting policy arrangements that perpetuate the problem or make it worse. 
Institutions usually need to be changed to solve problems. This means a major task of any policy 
analysis is to design a set of criteria that will be consistent with the new set of beliefs and institu-
tions necessary for solving the problem. (Hayden 2006a, p. 41; emphasis in original)

What Hayden refers to as “contextual shifts” are frequently driven by technological 
evolution, such as the “information revolution.” Technology contributes to faster 
paces of contextual shift, and “the faster disruptions happen, the less opportunity 
for the instrumental research process to gain an understanding of the most reason-
able policy to be successful” (p. 41). Thus, the evaluation of technology is crucial 
for instrumental efficiency. By way of contrast, the received view of economists 
and many policymakers that technological change is self-evidently good constitutes 
a ceremonial institutional behavior rather than an instrumentally efficient one. 
However, “If the source of human progress resides in the process of instrumental 
valuing rather than in technology…, then it is the evaluation of the consequences 
of any particular use of [technology] which is progressive. Ceremonialism is a 
failure to evaluate by testing consequences.” (Mayhew 1981, p. 515)

General Systems Analysis

In order to design effective policy solutions, there is a clear need to bring to bear 
the most current and up-to-date knowledge created by experts in the relevant fields, 
be they the natural environment, the financial system, physical infrastructure, 
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health policy, and so forth. Such expertise is also required for designing and then 
interpreting indicators of policy effectiveness. This is all rather straightforward, of 
course. However, there are some clear “do’s” and “don’ts,” since “policy relevant 
knowledge” is what is sought.

Systems theory originated in the natural sciences and has been central to the 
emerging chaos theory, complex-adaptive systems theory, or self-organizing sys-
tems theory literatures. Ludwig von Bertalanffy, one of the most important origi-
nators of systems theory similarly noted that the “concepts and principles of 
systems theory are not limited to material systems, but can be applied to any 
[whole] consisting of interacting [components]” (quoted in Greene 1991, p. 234). 
De Greene agreed that “we can speak of a transportation system, an urban system, 
a health services system, an anti-crime and violence system, etc.” (De Greene 
1973, p. 4; emphasis in original).

Within the economics literature, consideration of a systems-oriented approach is cen-
tral in the work of several of the founders of OIE. Thorstein Veblen’s dichotomy between 
ceremonial and technological aspects of society emphasized the need to examine inter-
relationships and conflict from a perspective incorporating both social customs and 
technical evolution. Polanyi (1957) argued that social systems are instituted processes in 
which human institutions, technology, and the ecology interact with one another. 
Commons (1924/1955) founded his analysis of the workings of capitalism on analysis of 
the codification of social beliefs, customs, and norms into laws and regulations. Each 
suggested that an appropriate approach to analysis of economic problems embedded 
economic analysis within an examination of the social fabric relevant to these problems.

The most fundamental point of emphasis within systems methodology is a holistic, 
or “top–down” approach, which “has been viewed by scientists and practitioners as 
a revolutionary departure from earlier mechanistic, reductionist thinking… [and] 
… represent[s] a major shift or global reorientation in scientific thinking” (Greene 
1991, p. 228). Reductionist thinking is the analysis of individual parts in isolation 
from the whole, and the whole is then seen as the sum of its parts, or isomorphic. 
Doyne Farmer, a chaos theorist, states,

The trend in science… has been toward reductionism, a constant breaking things down into 
little bitty pieces…. What people are finally realizing is that that process has a dead end  
to it. Scientists are much more interested in the idea that the whole can be greater than  
the sum of the parts [or non-isomorphic]. (quoted in Radzicki (1990, p. 57)

Systems analysts will obviously research the parts of a system, as well. However, 
in contrast to reductionist methods, systems theorists disaggregate the system into 
subsystems without engaging in reductionism by recognizing that “(a) each of the 
fractions, in isolation, is capable of being completely understood, and most impor-
tant, that (b) any property of the original system can be reconstructed from the 
relevant properties of the fractional subsystems” (Hayden 2006a, p. 54).

By taking a holistic approach to analysis, systems analysts have recognized 
several characteristics of real-world systems (Hayden 2006a, Chap. 4):

1. Real-world systems exhibit interdependence and openness. Consistent with the holis-
tic viewpoint, systems theory examines parts of a system with respect to their relation-
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ship to the whole. Von Bertalanffy defined a system as “a complex of components in 
mutual interaction” (von Bertalanffy 1974, p. 1,100). The systems approach posits that 
parts of a system do not act in isolation. For example, the weather influences the yields 
of agricultural crops, while farming methods ultimately influence the climate, as was 
visible during the Dust Bowl years of the 1930s (Hayden 2006a, p. 31). In human societ-
ies, behaviors influence and are influenced by value systems, government regulations, 
technologies, societal structures, and so forth. Indeed, it is the interaction and evolution 
of the components of the system that is under investigation in the systems approach.

Richard Mattessich argues that the insistence by systems researchers “that every 
system must be analyzed within the context of its environment [. . .] constitutes the 
crux of the modern systems approach” (1978, 21; italics in original). The technologi-
cal realities of modern society encourage particular activities that would not have 
been considered in other eras. Banking regulations and monetary policies in Western 
societies and in Islamic societies will be different due to different perspectives on the 
morality of debt and interest. In natural systems, Albert Einstein explained that time 
and motion were concepts that were relative to a particular context. Further, systems 
overlap in their actions with other systems, such as the interaction of human transpor-
tation systems and the effect on environmental systems of the resulting pollution, oil 
extraction, and highway construction. De Greene uses the term “sociotechnical sys-
tem” to refer to “the problems of the interaction of technology with society and with 
patterns of life and work [which have] been with us in force since the Industrial 
Revolution and even before” (De Greene 1973, 4-5). Hayden (2006a) likewise sug-
gests the terms “socioecological” and “socio-technical-environmental.”

Real world systems are open systems, having a context within and interdepen-
dence with other systems outside themselves. “Open systems are those with a 
continuous flow of energy, information, or materials from environment to system 
and return” (De Greene 1973, p. 36). Human systems interact with ecosystems and 
technological systems, for example:

The cell receives oxygen from the blood stream; the body similarly takes in oxygen from 
the air and food from the external world… The functioning personality is heavily depen-
dent upon the continuous inflow of stimulation from the external environment. Similarly, 
social organizations must also draw renewed supplies of energy from other institutions,… 
or the material environment. No social structure is self-sufficient or self-contained. 
(Katz and Kahn 1969, pp. 92–93)

2. Real-world systems, as all complex systems, typically are nonequilibrium 
systems, but at the same time exhibiting the potentials of self-governance and homeo-
stasis, or rather than short-run, static or stable equilibrium or becoming motionless, 
the concern within the system is with maintenance of certain system structures and 
properties of their processes within which evolution and sustainability may coexist. 
“At the simple level [the steady state] is one of homeostasis over time, [while] at 
more complex levels [it] becomes one of preserving the character of the system 
through growth and expansion” (Katz and Kahn 1969, p. 96). Complex systems may 
respond to changes in the environment in achieving goals and thus may exhibit some 
equifinality in that certain attractors system orbits can be achieved from a number of 
different points of origination and along a variety of different paths.
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Complex systems also may exhibit control and self-regulation mechanisms. Rules 
in cellular systems, such as that in DNA, provide “chemical messages from the col-
lections of cells that constrain the detailed genetic expression of individual cells that 
make up the collection” (Pattee 1973, p. 77). Social systems are continuously influ-
enced in their evolution by evolving technological standards and requirements (De 
Greene 1973; Hayden 1998, 2006a). Social systems have beliefs, rules, regulations, 
and requirements that influence the performance of the system (Hayden 1998). 
Finally, Swaney (1987) explains that ecological systems provide constraints and rules 
for themselves and for the interaction of ecosystems with sociotechnical systems.

Complex systems typically have hierarchical arrangements that can come in 
many forms. Flows of physical materials and/or information integrate levels of 
existing system hierarchies and reinforce relations among the system components. 
“Hierarchical growth [within an entire system] by restructuring to a higher level of 
organization can occur when subsystems having different properties come into 
contact” (De Greene 1973, p. 72). Among social systems, “Even egalitarian or the 
most dysfunctional of systems have hierarchies” (Greene 1991, p. 237). Such hier-
archy does not imply statics or authoritarianism. It is some structural property of 
complex systems rather, subject to evolution and some self-governance, reflecting 
the state of complexity and entropy of systems and allowing to extend the system’s 
capabilities of self-organization, homeostasis, or equifinality.

Always present in systems is some form of feedback. Positive feedback rein-
forces growth or encourages decay in systems (De Greene 1973, p. 22); it is “fun-
damental to all growth processes in both living and non-living systems… 
[including]… fire, organisms, knowledge, capital, fads and fashions, mob violence, 
and political bandwagons” (p. 22). Negative feedback may sometimes be associated 
with “self-regulation and goal directions” and can be seen in “oscillations, fluctua-
tions, and periodicities” associated with efforts to restore levels consistent with 
system sustainability (p. 22).

3. Sequenced deliveries and flows, or action–reaction sequences among agents, 
may integrate hierarchical levels and reinforce interdependent/overlapping compo-
nents, feedback, and control mechanisms within the system. As sequenced flows, 
systems exist in real or historical time, where the flows and deliveries are the actual 
“clock” for the system that must remain coordinated for the sustainability of the 
system’s functioning. Real time will be discussed further in the description of time 
and timeliness later.

4. Finally, systems exhibit differentiation and elaboration, evolving and becoming 
more complex; parts of social systems and ecosystems become more specialized in 
their roles. Such activities may enable a system to avoid entropy and preserve the 
character of the system through growth (see also above on hierarchy):

Growth [first] calls for supportive subsystems of a specialized character not necessary 
when the system is smaller. In the second place, there is a point where quantitative changes 
produce a qualitative difference in the functioning of a system. A small college which triples 
its size is no longer the same institution in terms of the relation between its administration 
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and faculty, relations among the various academic departments, or the nature of its instruction. 
(Katz and Kahn 1969, p. 98)

The properties of differentiation and elaboration imply that the future products or 
outcomes of system processes are truly uncertain, path-dependent, and nonergodic 
(Arthur 1988; Davidson 1996), since the past record may not be a mirror of 
the future behavior. More complex combinations within systems produce more 
possible outcomes. According to De Greene, the “jumps from the Ptolemaic to 
the Copernican systems in astronomy and from classical mechanics to quantum 
mechanics, both within two or three decades, represent well known examples” of 
sociotechnical systems differentiating and becoming more elaborate through 
self-restructuring (De Greene 1973, p. 72).

In sum, the systems approach emphasizes examination of real-world systems 
through a holistic “lens” while recognizing the interdependent, homeostatic/self-
sustaining potentials of real-world systems. During examination, research focuses 
upon describing and modeling system structures, processes, orbits, attractors or 
sustainability thresholds, the paths that the system follows to achieve its outcomes, 
system control mechanisms, hierarchical arrangements, positive and negative 
feedback, sequenced flows, and characteristics contributing to differentiation and 
elaboration, all in an attempt to understand, predict, and generate suggestions for 
future use by actors, regulators, and policymakers within the system.

The Social Fabric Matrix

To ensure that the approach of the scientist is consistent with the goal of creating 
research relevant for real-world economic systems, “tools” of analysis must be 
developed:

[Researchers] can only operationalize a perspective through tools of analysis, and the tools 
must exist before the analysis can proceed. The tool kit is not as important as the perspec-
tive, but it is imperative for giving the perspective meaning in any applied sense. (Hayden 
1982, p. 638)

The SFM is “an influence map or matrix…[which serves as a] systematic attempt 
to identify the relevant set of influences that shape the behaviour of a system.…  
It is a picture of a system” (Gill 1996, p. 169). Consistent with the systems 
approach, the SFM enables a rigorous way to go about thinking about a particular 
problem or issue, from which useful information and efficient solutions can be 
obtained. The SFM essentially forces the researcher to take a systems perspective 
and to understand all of the relevant parts of a system and their interrelationships:

The focus of the SFM is to provide a means to assist in the integration of diverse fields of 
scientific knowledge, utilize diverse kinds of information in order to describe a system, 
identify knowledge gaps in a system for future research, analyze crises and opportunities 
within a system, evaluate policies and programs, and create social indicators for future 
monitoring. (Hayden 2006a, p. 73)
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The context of analysis undertaken is “holistic and transactional” (p. 218), and 
thus inescapable a priori value judgments of the SFM’s design are consistent with 
the design of an integrated framework for the purpose of bringing holistic, systems-
oriented theory and research into the policy arena in an organized and effective 
manner (Hayden 1993, p. 307).

Once a problem is defined, the next step is to begin to consider the various 
components of the system within the “SFM taxonomy,” which is made up of six 
component categories: cultural values, social beliefs, personal attitudes, natural 
environment, technology, and social institutions (Hayden 2006a, pp. 76–85). 
The categories are drawn from interdisciplinary scholarship in both the social and 
natural sciences (Hayden 1993, p. 308) and “by tracing the evolution of the [OIE] 
paradigm” (Hayden 1982, p. 638). There is also a taxonomy of possible deliveries 
among the six categories, shown in Fig. 1 and for which arrows imply that deliveries 
are possible between those component categories. The placement of the arrows in 
the figure is based upon anthropology, social psychology, institutional economics, 
and natural resource-based literatures, which together indicate that sociotechnical-
ecological systems are organized in this manner (Hayden 2006a, p. 75).

Although the component categories are separated for explanatory purposes in 
the figure, they “are in fact instituted in many interdependent, transdependent, and 
recurrent ways” (p. 88):

Fig. 1 Transactions for social fabric matrix component categories (Source: Hayden 2006a, p. 18)
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Fig. 2 Simple social fabric matrix (Source: Hayden 2006a, p. 93)

For example, technology does not exist separately from social institutions, and the societal 
relations are in turn structured around a tool base. Likewise, the environment does not exist 
as unmolested nature, that is, there is no natural environment (no natural nature?). Both 
flora and fauna are embedded—sometimes to extinction—in the social and technical 
process. (Hayden 1982, p. 644)

The system’s components are listed in the SFM as in a standard input–output matrix 
(though deliveries within an input–output matrix would typically make up only a 
small percentage of those in a SFM), such as the sample SFM in Fig. 2. The system’s 
values, beliefs, institutions, and so on – the components – are listed in the first column 
of the matrix (one for each row); these are then duplicated in the top row (one for 
each column) of the matrix. The components in the first column, listed vertically, 
are “delivering entries”; those listed in the first row, horizontally, are “receiving 
entries.” As the entries in the first column have been repeated in the first row, the 
list of receiving entries duplicates the list of receiving entries, meaning that receiving 
entries may be deliverers, and vice versa. “What is immediately found with respect 
to any problem is that many of the separately listed components affect each other” 
(Hayden 2006a, p. 88). For this reason, the same list of components is listed for 
matrix rows as are listed across the columns, which means that “a row component 
can be followed horizontally across the matrix to discover the direct columns to 
which it makes deliveries based upon research available” (p. 88).

The purpose of illustrating deliveries and receipts within the SFM is twofold: 
One principle is that flow levels are needed to fully describe societal and environ-
mental processes. The flows of goods, services, information, and people through 
the network both structure and maintain community relationships. For example, the 
flow of investment to particular kinds of cultivation technology will determine the 
level of organic matter in the soil. (Hayden 1993, p. 312; emphasis in original)
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The other principle is that real-world systems depend on delivery among the 
component parts. Systems deliver bads and disservices as well as goods and services. 
Natural environments deliver nitrogen-fixing bacteria as well as floods. Factories 
deliver output as well as pollution. The continuity of a system depends on delivery 
among components according to social rules and natural principles. For example, 
income must be delivered to households for the continuance of the economic 
system, and organic residue and amino acids must be delivered to ammonia-producing 
bacteria for the continuance of the nitrogen cycle. Problems are created in systems 
when the delivery among the components is inconsistent with the maintenance of 
the system (Hayden 1993, p. 312; emphasis in original). The underlying implication 
is that the process of delivering and receiving is ongoing and the analysis is of a 
system in motion (Hayden 1989, p. 37).

The SFM is completed as the researcher notes where deliveries between components 
occur, a process which requires the researcher to articulate the system’s component 
parts as well as the integrated process of the whole. As this is being done,

the SFM becomes a tool to aid thinking and organize research. As researchers is conducted 
cell-by-cell across each row, linkages among components and elements will be discovered 
that otherwise would have been overlooked. This process helps to discover research gaps, 
identified as particular matrix cells for which there is inadequate information. Furthermore, 
the process of completing the research for the matrix will job researchers’ memories of 
additional components to be added to the original list. They can quickly be inserted as new 
row and column entries and their deliveries noted in the cells. (Hayden 2006a, p. 88)

As Gill (1996 p. 173; emphasis added) puts it, “the final configuration of the matrix 
is less important than the process underlying its construction. Through building the 
matrix, the analyst will derive relevant insights into the cause of the problem under 
investigation.”

The character of the delivery is dependent upon the problem and resulting 
characteristics of the system under investigation. As Hayden (2006a, p. 87) 
explains, “the SFM is a non-common denominator process matrix.”

For example, it can handle energy, pollution, and dollars as well as water, steel, and belief 
criteria.… All the information in the rows and columns [therefore] are not summative 
([contrary to] an input-output matrix). (Hayden 1989, p. 39)

The information needed for each cell depends upon the context of the delivery and 
the problem being studied, but the following should be considered: What is delivered? 
What is the level of delivery? Geographic location of delivery? Time of delivery? 
Appropriate rule for delivery? For example, Meister’s (1990), study on U.S. farm 
policy included deliveries of rice from the U.S. to wheat importing nations, payments 
from importing countries to U.S. grain traders, and subsidies to grain traders from 
government agencies. Hayden and Stephenson (1992, 1993, 1995) illustrated 
interlocking directorships with the entries into the SFM cells. Hayden and Bolduc 
(2000) included payment flows and requirements from legal contracts.

Finally, it cannot be emphasized enough that during each step of constructing a 
SFM – listing components, determining where there are deliveries, determining the 
nature of the deliveries – the researcher is always consulting and interacting 
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with documents and agents from the real-world system under consideration. 
For instance, Hayden and Bolduc developed an SFM describing costs and opera-
tions of a low-level radioactive waste site that would serve five different states in 
the following manner:

The analysis is based on a great deal of personal experience by the authors with the actors 
and institutions of the network. In addition, numerous primary documents have been con-
sulted. They include the main contracts and agreements, the invoices and accounting sys-
tems, meeting minutes, the legal opinions and court decisions, legislative bills, considerable 
correspondence, the U.S. Security and Exchange Commission (SEC) 10-K reports of the 
primary corporations, and the Safety Analysis Report (SAR) which is the name given to a 
multiple volume application submitted for a license to build and operate the CIC radioac-
tive waste facility. (Hayden and Bolduc 2000, p. 238)

Once again, Gill (1996, p. 173) gets at the heart of the matter: “the final product 
should reflect the thinking of the system’s constituency, not just that of the analyst.”

Extensions and Uses for the Social Fabric Matrix

Several further uses for the SFM have been demonstrated, and there will surely be 
more in the future given the increasing interaction and overlap between those famil-
iar with the systems-oriented sciences and those familiar with the SFM approach. 
This section discusses three uses or extensions presented by Hayden in Policymaking 
or other previously published research: normative systems analysis, system time 
and timeliness, and quantitative analyses and methods.

Hayden (1998) describes qualitative analysis of the normative details of a social 
system. The goal is to further detail and thereby understand the purposive actions 
of actors in a system that contribute to how it achieves its goals and sustains itself. 
Richard Mattessich describes a duality between purposive actions of actors in a 
system and “material” representations of a system:

If a system can be identified with some goal, and thus be looked at from a teleologic point 
of view, we might be able to catch a glimpse of the norms which determine or dominate 
this goal. We might also discover that some of these norms are, more or less permanently, 
incorporated into the system structure while others are, more or less temporarily, imposed 
from the environment. In other words, the notions of goal, prescription, norm, value judg-
ment, reflection, mind, consciousness and those of related terms, belong to one category, 
serving to represent the specifically reflective or mental facet of every system; whereas the 
notions of datum, fact, description, assertion, empirical judgment etc. belong to an entirely 
different category, serving to represent the specifically material facet of every system. 
(Mattessich 1978, p. 17; emphasis in original)

The distinction is not between abstraction and fact, since “all scientific thought is 
based upon abstraction” (Hayden 1998, p. 90). Mattessich understands that a strict 
duality that brings the separation of reflective, mental, prescriptive, or normative 
aspects of a system from so-called facts, descriptions, or positive knowledge of a 
system is not useful. Rather,
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we must recognize that the processes of “being created” (as a system) and of “creating” (e.g. 
pursuing a specific goal) depict the connection between the normative reflective aspect and 
the positive-material aspect better than do traditional means of representation, because these 
system processes not only reveal the material aspects but also the creation, incorporation, 
mutation and transfer of norms. (Mattessich 1978, p. 18; emphasis in original)

Thus, understanding the goal-oriented, normative character of a system is imperative 
since it is through such characteristics that the facts of the system are “created” or 
come into being. As Hayden puts it, norms “determine the patterns of institutional 
activity that give institutions correlative capability and statistical regularity” 
(Hayden 1998, p. 92), whereas neoclassical economists increasingly combine more 
sophisticated econometrics with exceptionally thin institutional analysis; the former 
is not much use without the latter.

OIE researchers have also emphasized the normative nature of systems. Veblen, 
for example, explained economic behavior through analysis of social beliefs and 
customs and through their conflicts and interaction with technology. Polanyi devel-
oped deontic categories of norms providing prohibitions, obligations, and permissions 
to influence actions of institutions within a system (Hayden 1998, pp. 91–92). 
Common’s (1924/1955) analysis of capitalism similarly described “working rules” 
that serve as normative evaluative criteria for duties, liberties, rights, and exposures. 
Hayden (1998) points out that importance of understanding evolving normative 
concerns and related deontic categories of norms was at the core of Commons’s 
critique of orthodox economics:

Economic theory, in directing its attention to commodities and feelings, overlooked the 
significance of property and liberty as those concepts were developed by the courts. 
Consequently, its definitions of values and cost were fashioned in terms of commodities, 
or pains and pleasures, instead of terms of persuasion, coercion, command, and obedience. 
(Commons 1924/1955, p. 379)

As Walter Neale put it, “one may speak of individualism or individual motives, but 
it is within the constraints and meanings given by institutions that the individual 
feels and responds and plans” (Neale 1988, p. 229; emphasis in original).

In describing a real-world system, then, one should explain how normative criteria 
from social beliefs, environmental systems, and technology become articulated to 
guide institutional behavior. A tool such as the SFM provides a method for uncover-
ing, explaining, and illustrating which components determine, and are influenced 
within, an evolving social system with regard to a particular problem or context. 
Further normative analysis as presented in Hayden (1998) can illustrate how norms 
become operative guides to behavior. To do this, one must describe the relevant 
rules, regulations, and requirements, as well as the technological and ecological 
criteria, which create the manifestation and operationalization of norms in a social 
system. To aid in this, Hayden (1998) presents a framework based upon a “turn to 
deontic logic, the logic of duty and obligation” to enhance qualitative modeling of 
socio-economic systems. He argues that deontic logic “provides the tools to define 
the extent of duty and obligation” lying within the existing rules, regulations, 
requirements and other criteria in a social system (Hayden 1998, p. 90). Mattessich 
agrees that “the connection between systems analysis and deontic logic becomes 
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more obvious through the insight that norms, value judgments, and imperatives play 
a particularly important role in systems” (Mattessich 1978, p. 26).

As in the previous discussion of general systems analysis, time within the con-
text of the pursuit of timeliness in policy (Hayden 2006a, Chap. 8). Hayden defines 
systems as “flows of sequenced deliveries” for which an SFM is an illustration. In 
order to properly understand how the deliveries are sequenced and how to under-
take successful planning, time must be properly understood. Time is “not a natural 
phenomenon; rather it is a societal construct. What exists in society are duration 
clocks and coordination clocks selected by society, and the sequencing of events as 
scheduled by societal patterns” (Hayden 2006a, p. 146). It is well known that sci-
entists have defined time differently depending upon the nature of that which was 
being analyzed (Henry and Wray 1998). As a societal construct, different societies 
also have taken very different perspectives on time, which have become more com-
plex as societies have become more complex.

The integration of science (and the notion of relative time), technology, and 
holistic science results in another construct: real time (Hayden 2006a, pp. 168–169). 
Real time, or system time, refers to the sequential events of a system, rather than to 
clock time. In real time, “the system determines the measurement instrument… 
Real time is defined in a system context that takes account of the appearance, dura-
tion, passage, and succession of events as they are interrelated within a system” 
(Hayden 1987, p. 1,306). In other words, the sequential deliveries themselves are 
the “clock” with which to measure time in modern sociotechnical processes.

Real-world processes have several characteristics consistent with a real-time 
perspective. Processes within a system occur at different temporal rates; for example, 
the very slow pace of the US Court’s or Congress’s decisions with regard to the function 
of markets compared to the much more rapid pace of market transactions themselves 
(p. 180). Real world systems are polychronic in that events occur simultaneously 
(p. 175–178). Succession and evolution in real-world systems, common in both the 
social sciences and the natural sciences, create alternating as well as new time and 
durational relationships (pp. 180–181). Real-world processes are nonequilibrium 
systems since stability is not maintained through achievement of a “point of rest” 
but rather through maintenance of sufficient levels of sequenced flows (p. 179). 
In real-world systems there is no duality of dynamic change and stability; since 
processes are evolutionary in nature, both dynamic change (including influences of 
legislative, court, or regulatory decisions) and “control are necessary to maintain 
stability and the re-creation of processes” (p. 179).

Consequently, any uniformly flowing time construct that is independent of a 
process will be inadequate for analyzing and planning sociotechnical processes in 
modern societies. Researchers, planners, and policymakers want to be able to effect 
instrumentally efficient outcomes from a system. In order to do this, Commons 
(1924/1955), p. 379) explained that we “must know what, when, how much, and 
how far to do [a particular activity] at a particular time and place in the flow of 
events. This we designate the principle of timeliness.” In other words, because 
“policies determine which species are to exist, which children are to go hungry, 
how soon the ozone cover will be depleted, how high the incidence of cancer will 
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be, how high the flow of income and investment will be, and so forth,” Hayden 
argues,

the task goes beyond simple coordinating processes; the task is to determine them. With 
this recognition, we step beyond real time to social time through which societal decision 
making determines […] timeliness. (Hayden 2006a, p. 182)

In social time, “the events are not just sequenced by the system, but the socio-
technical-environmental system is determined by the conscious temporal concept 
of timeliness through discretionary social institutions” (Hayden 1987, p. 1,306). 
Hayden (2006a, pp. 170–171) suggests detailed mapping of processes and system 
deliveries in order to enable analysis of systems operating in real time. Digraphs, 
for instance, can be made to illustrate different temporal rates, polychronicity, 
nonequilibrium characteristics, succession, evolution, and dynamic stability, which 
are all characteristic of real-time processes. In the attempt to achieve timeliness, the 
design of SFMs and digraphs “that will permit policy analysts to computerize 
the databases that describe processes, to model socioecological collectives, to 
determine the thresholds of deliveries, to monitor change, to allow for real-time 
order and response, and to conduct network evaluation” becomes an important tool 
of analysis (p. 185).

Finally, there are a number uses for the SFM in quantitative modeling; two of 
them – Boolean algebra matrix manipulations and System Dynamics – are discussed 
here. The customary use of zeroes and ones in the SFM’s cells enables Boolean 
algebra matrix manipulations of the SFM (Hayden 1989, 2006a). The SFM itself is 
a form of adjacency matrix, which shows the one-step connections between parts 
of a network (Hage and Harary 1983). A short list of other Boolean-algebra-based 
matrix manipulations [as explained in Hage and Harary (1983)] includes the limited 
reachability matrix [which shows whether or not each component can be reached 
from each other component across a prespecified number of deliveries (or n-steps) 
through other components], the reachability matrix (which shows how many n-step 
connections there are for each pair of component in the matrix), the distance matrix 
(which indicates for each component of the matrix the smallest possible number of 
steps across other components taken to reach from one component to another), and 
measures of centrality [which estimate the control of flows by one or more compo-
nents of a system (Freeman 1979; Bonacich 1987) and were applied using the SFM 
by Hayden and Stephenson (1995)].

The approach taken in System Dynamics simulations, like that taken in the SFM, 
is holistic, systems oriented in nature. Radzicki (1988) has suggested that incorpo-
ration of system dynamics computer simulation modeling into systems-based 
economic analysis can add mathematical rigor to the latter. Further, Radzicki (1990) 
illustrates how insights from chaos theory and the theory of self-organizing sys-
tems, both of which embed a systems perspective into analysis, can be joined with 
systems-based, holistic economic analysis through system dynamics simulations.

Of particular interest within the system dynamics literature is the modeling of 
the consequences of positive and negative feedback loops in a system, which are the 
sources of nonlinear and self-correcting behavior in real-world systems. In integrating 
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system dynamics with socioeconomic analysis, Radzicki argues that the process of 
instrumental valuation can be modeled in system dynamics due to the fact that “it 
is a goal-seeking process that can be represented mathematically with negative 
feedback loops” (Radzicki 1990, p. 61). Significantly, feedback patterns in a system 
can be explicitly revealed through design of the SFM and subsequent digraph 
transformation of the SFM (Gill 1996). As Gill writes,

The social fabric matrix is a powerful process through which an investigator might develop 
insights into the nature of system functionality. As a qualitative modeling procedure, the 
emphasis is on the development of insights shared with actual system actors. The social 
fabric matrix may be regarded as a systematic learning process. If some subsequent quan-
titative investigation is required, revealed system insights may be directly translated into a 
formal sytem dynamics model for further exploration. The two procedures are highly compatible, 
in both conceptual and applied terms. (1996, pp. 175–176)

Further, through construction of a SFM and through real-time descriptions and 
digraphs of the sequenced deliveries, minimum and maximum thresholds for system 
stability maintenance can be sought (Hayden 1987, 1989, 2006a). System dynamics 
simulations offer researchers the ability to simulate how different flows would 
affect the ability to maintain stability or how they might even affect the conditions 
required for stability. Dierdre McCloskey, in The Rhetoric of Economics, argues 
that it is more important for a researcher to know “how big is big” than to know if 
a given coefficient is “statistically different from zero.” In the future, understanding 
how parts of a system and system evolution affect system stability thresholds 
(“bifurcations” or “phase transitions”) and the ability of the system to remain 
within the threshold boundaries might constitute determining whether a given 
delivery was “big” or not; such analysis is a natural context for the integration of 
SFM and system dynamics methodologies.

In a recent exchange, Hayden (2006b) argues that System Dynamics is an 
inadequate tool for explaining the OIE principles of hierarchy, feedback, and open-
ness.  Radzicki and Tauheed (2009) argues that Hayden has misinterpreted and/or 
misunderstood System Dynamics, and suggests to the contrary and as above that 
the latter can be a powerful tool for blending OIE with quantitative modeling. The 
discussion over how the SFM and System Dynamics methodologies can potentially 
be blended is thereby clearly a continuing one, as chapters in this volume by 
Radzicki and Gill and Gray further suggest. Some studies utilizing the SFM-A and 
incorporating System Dynamics software have not necessarily employed the field’s 
methodologies to digraph and quantitatively model real-world processes. For 
example, Hayden and Bolduc’s (2000) analysis of a low-level radioactive waste 
compact integrated the SFM of the legal structure of the compact and a system 
dynamics simulation that predicted, according to the normative criteria set forth in 
legal documents, how the system would function. The study thus illustrated how 
cellular information from an SFM can be transformed into a System Dynamics 
computer simulation while not employing formal System Dynamics techniques or 
methods. The chapter by Hoffman in this volume similarly utilizes System 
Dynamics software, but not the methodology, to create a quantitative model of state 
school financing from SFM cellular information.
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The SFM Approach to Policy Analysis

The complete SFM-A is shown in Fig. 3 (from Hayden 2006a, p. 17). Note that the 
process of policymaking follows a path of qualitative criteria from values, beliefs, 
and then goals to eventual quantification of system outcomes in social indicators. 
Via the SFM, the researcher has a method of organizing research that embeds a 
holistic, social systems perspective within it that is consistent with the relevant 
beliefs, values, and norms involved in the system. Once a system is detailed through 
the SFM, a researcher can determine which indicators ought to be gathered from 
the real world in order to assess the consequences of a particular policy according 
to instrumental criteria. Because “facts” are never value-free, one must choose the 
right values with which to generate facts. It is therefore necessary to design social 
indicators consistent with the goals of policy, the latter having been derived from 
social beliefs and cultural values (Hayden 2006a, Chap. 5).

Social indicators are at once both the culmination and the beginning of the policy 
research process. The outcomes of a particular process that are measured by social 
indicators are assessed for their consistency with values, beliefs, and policy goals. 
Overall, when measurements indicate that consequences do not conform to values, 
beliefs, and resulting goals, the process begins anew: policies may be altered, laws 
may be changed, and alterations to models are made as a result in order to generate 
indicators of the new policies. The success of markets, central banks, regulatory 
institutions, and so forth, must be judged in a social or cultural setting since “social 
efficiency requires a much broader base” than any one of these institutions (Hayden 
1977, p. 133). For instance, evaluating the social efficiency of production of final 

Fig. 3 The social fabric matrix approach to policy analysis (Source: Hayden 2006a, p. 17)
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goods and services by whether or not GDP rises or falls is not consistent with the 
principles of instrumental valuation, since “in designing social evaluation indicators, 
it is tautological to use [only] an institution’s own data as a criteria of its own 
efficacy” (Hayden 1977, p. 133).

Lastly, Hayden (2006a, Chap. 10) shows that the SFM approach has a central 
role within a comprehensive or “meta” framework for policy making and policy 
research. This framework, as should have been made clear in the foregoing, has 
rightly been referred to as “the most comprehensive effort yet made to define a 
specifically institutionalist approach to policymaking” (Lower 1993, p. 332).

Conclusion and Remarks on This Volume

The published research on the SFM-A spans more than 30 years. The methodology 
has been applied many times and thus honed further, often applied by Hayden himself 
in his capacity as a frequent policy advisor and consultant to local, state, and national 
level policymakers or as an appointed state commissioner, and it has been put into 
use by several of Hayden’s students working in the public sector in various contexts 
and in various countries.

The SFM-A has proven to be tremendously adaptable as researchers have found 
it applicable to a wide variety of policy issues, including US farm policy (Meister 
1990), French telecommunications (Groenewegen and Beije 1989), low-level 
radioactive waste disposal policy (Hayden and Bolduc 2000), the bee pollination 
industry in Australia (Gill 1996), overlapping corporate directorships (Hayden and 
Stephenson 1992, 1993, 1995), the operational tactics (Fullwiler 2001, 2003), and 
inflation targeting policies (Fullwiler and Allen 2007) of the Federal Reserve, cap-
and-trade pollution reduction policies (Bolduc 2004), community development in 
rural India (Natarajan 2001), water resource management (Yang 1996), and state-
level education funding (Hayden and Hoffman 2007).

Such adaptability is vividly on display yet again in this volume. The seven chap-
ters contained in Part I highlight the SFM-A’s methodological contributions and 
extensions of these contributions. In Chap. 2, Richard Adkisson defines the con-
cepts of economic development and sustainability within the context of ecological, 
technological, and social criteria. James Sturgeon connects the SFM and institutional 
habit adjustment in Chap. 3. Sebastian Berger’s chapter integrates the SFM-A and 
K. William Kapp’s “normative economics,” demonstrating how the former provides 
the “toolbox” for utilizing the latter in policymaking. In Chap. 5, Michael Radzicki 
provides a careful presentation of the system dynamics methodology and considers 
the possibilities and challenges of integrating it with the SFM. The chapter by 
Roderick Gill and Matthew Gray describes the use of the SFM in dealing with what 
they call “wicked problems,” which by nature require holistic, transdisciplinary 
approaches to research and policy analysis. In Chap. 7, F. Gregory Hayden extends the 
SFM to normative systems analysis, which involves describing how normative criteria 
are articulated via rules, regulations, and requirements to guide institutional action.
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Part II presents further applications of the SFM-A. In Chap. 8, Scott Fullwiler 
discusses the Federal Reserves operations, the SFM and normative systems analysis 
and applies general principles derived therein to the recent financial crisis. Saeed 
Parto and Akshay Regmi use the SFM to assess the introduction of microcredit in 
Afghanistan and provide recommendations for policy in Chap. 9. In Chap. 10, F. 
Gregory Hayden applies the SFM to government formulas for the distribution of 
funds to local public schools. Jerry Hoffman applies the SFM state finance systems 
for public elementary and secondary education and then from this develops a quan-
titative model using ithink computer software in Chap. 11. In Chap. 12, Steven 
Bolduc applies the cap-and-trade model of market-based pollution control to the 
SFM-A. Wayne Edwards’ chapter identifies crucial factors in basic public service 
access rigidities in rural Alaska via the SFM methodology in Chap. 13. In Chap. 14, 
Tara Natarajan uses the SFM and its components to describe the process of trade 
liberalization, scientific research, and agricultural policy in India. Tristan Markwell 
presents analytical tools and techniques for the creation and editing of SFM dis-
plays and also for producing summary statistics from SFMs, in Chap. 15. Lastly, the 
concluding chapter by Richard Adkisson surveys research incorporating the 
SFM-A and considers how it has influenced actual real-world policies.

In closing this chapter as it began, flatly “value-free” analysis is not possible. 
Rather, scientists bring with them an approach to their research that influences the 
nature of the “facts” that are gathered. Values need to be handled in transparent, 
overt, and systematic ways. The SFM-A is a methodological tool to do so in com-
plex, transdisciplinary contexts that are increasingly recognized as the norm. In 
conducting research useful for addressing socioeconomic issues, particularly when 
policy matters are the concern, the necessary preconditions are then the relevance 
of research and an understanding of instrumentally effective outcomes in making 
predictions. As Hayden puts it:

In addition to Albert Einstein’s tremendous substantive contribution to physics, he pointed 
out that the results found in scientific investigation depend, even in physics, on the frame 
of reference and view of the investigators. This knowledge has had a pronounced impact 
on scientific methodology. This is true in all sciences, but it is especially true in the policy 
and decision sciences. Therefore, in order for research to be relevant to the problem, it is 
necessary to structure the policy research consistent with the decision maker’s frame of 
reference and primary criteria. A policy research and information model can be designed 
which encourages researchers to ask the right questions and compile the appropriate infor-
mation in order to answer them. In this way, diverse technical expertise can be harnessed 
into a unified system to strengthen evaluation and decision making. Thus, the context of 
the SFM is consistent with its use as a tool for organizing policy analysis for complex 
systems. (Hayden 1989, p. 27)

It is in this way that scientific knowledge and research capability may be led to 
more relevant, applied, policy-oriented, and future-based problem-solving. We 
have to go into it, getting dirty hands, as economic researchers and theorists doing 
societally and humanly relevant work.

This book shall demonstrate that this is possible, in a serious scientific, method-
ologically disciplining, but nevertheless properly complex frame.
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Abstract The main purpose of this chapter is to set the stage for the rest of this 
volume by describing the economic system in a way consistent with original institu-
tionalist principles, principles that prescribe an open system view of economies. 
The chapter emphasizes the ways in which technology, nature, and culture transact 
with the economic process. From this view the terms sustainability and development 
take on broader meanings. Strict sustainability requires adherence not only to 
environmental criteria but also to technological and social criteria. Development 
implies that the socioeconomic system changes in the direction of improved adherence 
to social criteria broadly defined.

Introduction

Original institutional economics takes a broad perspective on economic analysis and 
policy formation. Petr (1984: 4) argues that the institutionalist approach to economic 
policy is (1) values-driven, (2) process-oriented, (3) instrumental, (4) evolutionary, 
(5) activist, (6) fact-based, (7) technologically focused, (8) holistic, (9) nondogmatic, 
and (10) democratic. Many of the chapters in this volume provide examples of insti-
tutionalist policy analysis built on this ten-point foundation. One purpose of this 
chapter is to set the stage by briefly describing the economic system in a way consistent 
with these policy principles – as an open system.1 Hayden (2006: 13) insists that 
“policy paradigms should be consistent with the complexity of reality.” This chapter 
aims to help the reader appreciate the complexity of reality.

R.V. Adkisson ( ) 
Department of Economics and International Business, New Mexico State University,  
Las Cruces, NM, USA

The Economy as an Open System:  
An Institutionalist Framework  
for Economic Development

Richard V. Adkisson

1 The details and philosophical underpinnings of open systems analysis are discussed in Kapp (1976), 
Berger and Elsner (2007), Mearman (2006), Hayden (2006), Hodgson (2004), and elsewhere.
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The same complexity that colors the institutionalist perspective also shapes the 
institutionalist approach to economic development and sustainability. For one thing, 
the evolutionary approach of institutionalists means that economies are always 
developing. For another, sustainability takes on a richer meaning, for sustainability 
now means much more than the maintenance of natural systems. Sustainability in 
this context requires that the full set of environmental, technological, and cultural 
criteria be met to assure the sustainability of an economic system.

The Economic System

An economy is an important social system. An economy organizes a variety of 
people, objects, processes, and activities in such a way as to accomplish the purpose 
of the system. The economic system’s purpose is to solve a society’s economic 
problem(s). Economic problems can take many forms but, in the broadest sense, the 
problem is that of provisioning society. Scott Nearing referred to provisioning as 
“getting a living.” Nearing wrote that the purpose of economics (the economy) is to:

provide and ensure an adequate and regular supply of the goods and services needed by a 
community in order to maintain its physical well-being. (Nearing 1952: 23)

Nearing’s definition is equivalent to Tool’s notion of the economic problem being 
one of providing “real income” (Tool 1985: 72). Alfred Marshall referred to economic 
activity as “social action which is most closely connected with the attainment and 
with the use of the material requisites of wellbeing” or “the ordinary business of 
life” (Marshall 1890: 1).

Society, as a broadly defined system, incorporates a number of interrelated sub-
systems. For example, a society will have subsystems for provisioning (the economy), 
for rearing its young, for making community decisions, and for defending itself 
from internal and external threats. Social subsystems do not stand alone; rather, 
they are intertwined with other social systems and all interact with nonsocial systems, 
in particular, the natural environment and technology that, while not a social system, 
is a social product. Each system or subsystem involves the coordination of various 
processes working together to cause the system to accomplish its goal. Kapp briefly 
describes the open systems approach to economics in this way: “[E]conomic 
systems are parts of a much broader political and institutional system from which 
they receive important impulses and which they, in turn, are capable of influencing 
and even changing in a variety of ways” (Kapp 1976: 91).

Georgescu-Roegen uses thermodynamics to emphasize the open nature of economic/
productive processes: “From the viewpoint of thermodynamics, matter-energy 
enters the economic process in a state of low entropy [high grade energy] and 
comes out of it in a state of high entropy [low grade energy]” (Georgescu-Roegen 
1993: 76–77). The implication is that without solar energy inputs (openness) to 
restore low entropy, the economic system would slowly lose its ability to convert 
energy and material into the objects of human need and desire as energy and materials 
devolved into less and less usable forms (see also Daly 1993).
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As a social system, the economic system is where the economic process plays 
out. The economic process is the set of activities leading to the provisioning 
(production and distribution of real income – goods and services) of society (Tool 
1985). For simplicity the economic process is broken down into several subpro-
cesses to demonstrate the transactional character of economic activities (Hayden 
2006). Nothing in the system stands alone.

The Economic Process(es)

The economic process transforms that which is available (resources) into that 
which serves society by providing goods and services. Transformation is required 
because the raw resources themselves do little to satisfy human needs. Perhaps 
more to the point purely natural production processes (unassisted by technology) 
will not sustain the human population at its current size or in the manner to which 
humans have become accustomed.

Neither the economic system nor the economic process is self-contained or 
otherwise independent of other systems or processes. Rather the economic system is 
intertwined with other social and natural systems. It is a complex system. Likewise 
the economic process incorporates several subprocesses and interacts with and/or 
relies on other processes both social and natural. To begin to understand how the 
economic system interacts with other systems and processes, it will be useful to define 
three other categories of processes: technological processes, natural processes, and 
social processes.

Technological Processes

Technology has been described as the accumulated tools, skills, and knowledge of 
humankind, used together (Ayres 1962). Eric Beinhocker discusses two technologi-
cal categories: “Physical technologies are methods and designs for transforming 
matter, energy, and information from one state into another in pursuit of a goal or 
goals” (Beinhocker 2006: 244). Social technologies “are methods and designs for 
organizing people in pursuit of a goal or goals (Beinhocker 2006: 262). Ayres warns 
of the folly of considering tools (physical technologies) alone, or skills (a social 
technology) alone to be technology”:

[T]echnological processes can be understood only by recognizing that human skills and the 
tools by which and on which they are exercised are logically inseparable. Skills always 
employ tools, and tools are such always by virtue of being employed in acts of skill by 
human beings. (Ayres 1962: vii, emphasis in original)

The essence of Ayres’ statement is that physical technologies must interact with 
social technologies to be made useful (and vice versa). It is possible to think of 
technology in the abstract, as a set of possible combinations of tools, skills, and 
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knowledge that could accomplish a goal or goals. However, technological goals are 
only met when the physical and social interact.

Technological processes are those that employ accumulated tools, skills, knowl-
edge, and energy. They would not continue without human intervention to coordinate 
them. For example, newspapers, automobiles, and skyscrapers do not appear in 
nature. Newspapers, skyscrapers, and automobiles can only be produced because, 
over time, humans have accumulated the tools, skills, and knowledge required to 
produce them, harnessed the energy required for production, and developed the 
social processes to make things work together. Technology enhances humans in 
their ability to transform that which is available into that which they want.

Natural Processes/Systems

Natural processes are those that would continue to function without the application 
of technology. Assuming the continued existence of earth in a form similar to its current 
form, it is safe to say that natural processes were at work before humans showed up 
and that they would continue should humans leave the scene. Like other processes, 
natural processes involve transformation and energy use. The primary energy source 
for natural processes is the sun. Using the energy of the sun, and working within the 
limits of the fundamental forces of nature, natural processes use a wide variety of 
inputs to produce a wide variety of outputs that will be referred to here as natural 
products. Some well-known natural processes are the carbon cycle, the hydrological 
cycle, the nitrogen cycle, and the sulfur cycle. Jointly these are referred to as biogeo-
chemical cycles because they involve life, geological minerals, and chemicals. Some 
familiar natural products are crude oil, coal, timber, quarry, and oxygen.

Obviously, natural processes and cycles are many, and a thorough understanding 
of them is beyond the scope of these few paragraphs. The important points to 
remember are that natural processes use energy (solar) to transform inputs into outputs, 
that individual natural processes fit together to form a system we are inclined to call 
nature, and that the natural processes do not rely on technology or human interven-
tion to continue. Although as discussed later, natural processes can be captured, 
displaced, or modified by human effort and the application of technology.

Social Processes/Systems

Social processes, combined in systematic ways, are the means a society uses to 
organize and reproduce itself. Social processes involve the use of social technolo-
gies, “methods and designs for organizing people in pursuit of a goal or goals” 
(Beinhocker 2006: 262). Because social processes are so intertwined with one 
another it is difficult to provide clear and simple examples, so a few general examples 
will have to suffice. Societies will have processes to bring potential mates together. 
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They will have processes for assigning status. They will have processes for educating 
and socializing children. They will have processes for organizing production. They 
will have processes for assigning responsibility. Social scientists spend their lives 
studying social processes and social systems.

System Diversity and Change

Even casual observation and a cursory understanding of history reveal that, like 
natural systems, technological and social systems and processes exhibit great diversity, 
interdependence, resilience, and variation. There is no one-best system. The envi-
ronments in which systems operate change, sometimes suddenly and sometimes 
slowly, while at all times subject to physical constraints such as gravity, laws of 
thermodynamics, and the like. Observing the dynamic nature of the economic system, 
economists have found it useful to interpret and analyze the economy as an evolving 
system and apply evolutionary theories in the study of the economy.

The impetus for change can come from outside the system, for example, a 
destructive storm or an unanticipated terrorist attack (exogenous change). Change 
can also come from within the system through the ongoing interaction of natural, 
technological, and social phenomena (endogenous change). As in natural systems, 
environmental change (broadly defined) calls for the selection and replication of the 
individual and system characteristics that are fitted to the new changed environ-
ment. In this context, one might think of development as any change that brings the 
system closer to meeting system criteria – natural, technical, or social. The primary 
difference between natural and sociotechnical change is that the latter involves 
humans and introduces reason and/or discretion (Tool 1985) into the selection process, 
a process Beinhocker (2006: 264) referred to as deductive tinkering.

Sociotechnical (Economic) Subprocesses

Again, by Tool’s (1985) definition, the economic process is that set of activities 
leading to the provisioning of society. In a sense, the economic process is a squirm-
ing nest of other processes, natural, technological, and social. Societies organize 
themselves, develop technologies, and coordinate their use to capture and/or modify 
natural processes in ways that (hopefully) serve social ends. For the sake of simplicity, 
consider that the economic process involves several categories of subprocesses, all 
of which both rely on and are constrained by natural processes and physical laws, 
involve the application of energy, and involve both production and consumption. 
When humans become involved in the processes, it is tantamount to saying that 
technology is being applied. The consequence of the imposition of these processes 
on the natural environment will be discussed later:
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Extractive processes capture natural materials and processes to feed other 
(natural/technological/economic) processes. Examples of extractive processes 
are human inhalation of air, pumping of water, mining, and logging. Extractive 
processes consume energy, natural materials, tools, and human resources. 
They produce raw materials and wastes. They also alter natural processes, social 
processes, and technology.
Productive processes use technology, energy, and natural materials to convert 
raw (and intermediate) materials into goods and services. Examples are the con-
version of coal to electricity, ore to metal, and metal to locomotives. Productive 
processes produce goods, services, and wastes and alter natural processes, social 
processes, and technology.
Consumptive processes convert the products of the productive processes (as well 
as natural and recycled/reused products) into human satisfaction. Consumptive 
processes consume goods, services, energy, natural materials, human resources, 
etc. They produce both satisfaction and wastes and alter natural processes, social 
processes, and technology.
Disposal processes involve the processing of wastes. They take three forms. 
Wastes are expelled back into natural systems in raw or processed form. Wastes 
are sometimes recycled. Sometimes they are reused. Disposal processes con-
sume wastes. Depending on the degree of waste processing, natural materials, 
goods and services, human resources, and energy are also consumed. As wastes 
are reprocessed by nature they produce food for natural processes. In some cases 
wastes can produce death and illness (in nature and humans). When wastes are 
recycled or reused they are made useful again. Disposal processes also alter 
natural processes, social processes, and technology.
Distributive processes are the flows between and within other processes. They 
consume goods and services, natural materials, human resources, and energy. 
They produce distributive services and wastes. They also alter natural processes, 
social processes, and technology.
Coordinating processes work to organize the functioning of the other subpro-
cesses. Traditionally, economists spend most of their time and energy discussing 
coordinating processes (market interactions or government policy, for example). 
Coordinating processes consume goods, services, natural products, energy, 
human resources, etc. and, hopefully, steer the economic process toward the end 
of provisioning society in socially satisfactory ways.

Notice that these processes are not uniquely human processes. All or most of these 
economic processes are evident in nature.

Nature, Humans, and Technology

Consider the relationship between nature, humans, and technology. Humans are 
ill-equipped to survive and thrive in nature without the aid of technology. If non-
technological humans were to exist in this state their numbers and impact on the 
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rest of nature would almost certainly be minimal. Without technology humans 
would find themselves several links down on the food chain. With technology, 
especially as it has advanced over the last few hundred years, humans enter the 
natural world with tremendous capacity to capture, alter, and displace natural pro-
cesses. Extraction, production, consumption, disposal, and distribution processes 
are all evident in nature. However, with the human application of technologies the 
potential impacts of these processes can be substantial.

Figure 12 emphasizes the relationships between economic and natural processes. 
Society’s ability to continue its economic process depends on nature’s ability to 
maintain and reproduce itself through natural processes. At the same time, society 
relies on nature to accept and process its discards. Osvaldo Sunkel (1980) likens the 
situation depicted in Fig. 1 to the simultaneous existence of two environments. One, 
the natural environment, supports a second, human-created, artificial environment, 
which, once created, requires continued inputs of material and energy from the 
natural environment for its maintenance and growth.

The ability of natural processes to support society’s demands on them depends 
on the rates and types of extraction and disposal commanded by the economic pro-
cess. Without accumulated technology, natural checks and balances moderate the 
human impact on the balance of nature. With accumulated technology, humans gain 
the ability to expand their range, extract otherwise inaccessible natural products, 
and extract from and dispose into nature at nonsustainable rates without necessarily 
feeling any immediate consequences. The technological ability of humans gives 
humans the ability to dominate nature and exploit it to the fullest extent, if they 
have the will to do so. According to Edward Hall:

The risk, of course, is that by enormously multiplying his power, man is in the position of 
being able to destroy his own biotope—that part of the environment that contains within it 
the basic elements for satisfying human needs. (Hall 1989: 38)

Coordinating the Technical and Natural  
Processes Through Institutions

The various processes previously discussed are largely physical processes involving 
physical movement, manipulation, and interactions. It is through these physical 
processes that the economy and the natural environment interact. Less evident in 
Fig. 1 are the coordinating processes that govern technological/natural interactions. 
Technologies must be applied in appropriate ways, in appropriate places, and at 
appropriate times if society hopes to exploit the technical/natural interaction to its 
advantage. Farm equipment and hybrid cotton seeds will not serve human wants if 
they are sent to Antarctica. Likewise, electric motors are of little use if electricity 

2 Inspiration for this figure comes from Bryant (1980).
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is not available or if electrical power is available but provided at a voltage and/or 
frequency inappropriate for the motors. If workers are necessary for a process to 
function, the workers must show up at appropriate times. Additionally, the process 
of specialization and exchange that marks modern economies means that produc-
tion and consumption decisions are not made by the same people. For the economic 
process to play out, the technological/natural processes must be coordinated. 
Coordination implies the need for evolving institutions that govern human behavior 
and, thus, govern technical/natural interactions.

Tool emphasizes the importance of institutions in the economic process:

The economic process is given effect in experience only through institutions. The term 
institution means any prescribed or proscribed pattern of correlated behavior or attitude 
widely agreed upon among a group of persons organized to carry on some particular pur-
pose. Institutions are the working rules, the codes, the laws, the customary ways which 
shape and pattern behavior and attitudes in a manner to accomplish some end-in-view or 
purpose. (Tool 1985: 73–74)

Similarly, Neale (1988) says that institutions can be identified by three characteris-
tics. There are “people doing,” that is, there are patterns of human activity. There 
are “rules” that give order to these activities, and there are “folkviews” that justify 
both the activities and the rules.

Institutions govern all sorts of human activity. They tell us when to applaud, 
when to dress up, what time to arrive at work, and what color socks to wear. Some 
institutions (rules) are explicit – traffic and bankruptcy laws, for example. Others 
are implicit – social norms that govern our day-to-day interactions, manners, and 
the like. Deviations from the institutional norms have consequences. Speeding can 
result in fines. Belching loudly or dressing inappropriately can result in social ostracism, 
job loss, or perhaps failure to find a mate. The present focus is on the role of institu-
tions in coordinating technological/natural interactions. The fact that institutions 
permeate all social interactions should not be understated.

Figure 2 captures the essence of the relationships between nature, technology, 
culture (folkways), and institutions. The rectangle labeled, “Physical Environment 
(Nature),” represents the natural system from Fig. 1. The economic processes discussed 
are embedded in the circle labeled social institutions. The characteristics of these 
physical processes, the composition, rates, directions of flows, etc. are governed by 
the social institutions. In turn, the character of the institutions is shaped by the insti-
tutional criteria transmitted by the environment, the society’s cultural values and 
beliefs, and technology. In other words, each component of the diagram is influenced 
by the others through feedback loops moderated by the social institutions.

The physical environment provides the original parameters for economic/institu-
tional activity. Natural processes do not deliver the same materials at all times or 
places. Coal cannot be mined nor can bananas be grown everywhere. Water does not 
flow uphill. Barges do not float in a desert. These natural limits influence the evolution 
of social institutions by defining feasible patterns of activity. The arrow from the 
environment to social institutions represents this flow of environmental criteria.

The arrow in the opposite direction represents the influence of social institutions 
on natural processes. As societal activities modify natural processes, environmental 
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criteria may change, thus calling for institutional modification. For example, the 
presence of a river may invite the development of irrigated agriculture. Society 
organizes itself in ways that allow it to accomplish this end-in-view (irrigated agri-
culture). The diversion of water from its original path slows the river flow, alters 
the flora and fauna of the river channel, and perhaps causes silting of the river. 
Meanwhile, water is redistributed to previously dry land, changing the flora and 
fauna and perhaps causing salt to accumulate in croplands. If these things happen, 
new environmental criteria arise. For example, it may become necessary to change 
cropping patterns, to begin dredging channels to maintain the flow of the river, or 
to genetically modify crops to increase their salt tolerance. In other words, environ-
mental criteria shape institutions but the criteria are not constants. They change as 
society changes the environment.

The circle labeled technology represents the stock of possible technologies. The 
stock of technology grows as technologies are used, combined, and recombined 
when applied by society. The adoption of any particular technology will impose 
institutional criteria on society. For example, the use of continuous flow steel pro-
duction requires that machines be tended around the clock. If society wants to use 
this technology it will need to institute work patterns that bring workers to the 
machines at regular intervals over the 24 h of the day. The arrows from technology 
to social institutions represent flows of technological criteria. The arrow from 
social institutions to technology represents the contributions to evolving technology 
that result from the application of technology in the economy. For example, perhaps 
computer technology is combined with steel production technology, and the com-
puterization of the controls in the steel mill allows the mill to run without direct, 
24 h, human intervention. The technological criteria imposed on institutions then 

Fig. 2 Institutions as coordinating mechanisms
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change. Instead of a regular flow of workers to the site, now remote workers with 
a different set of skills might be required.

In addition to the constraints of environmental and technological criteria, institu-
tions are also faced with cultural criteria. Culture can be seen as the foundation of 
the “folkviews” mentioned earlier. Culture refers to “the collective programming of 
the mind which distinguishes the members of one category of people from another” 
(Hofstede 1994: 12). Hall says:

Culture is man’s medium; there is not one aspect of human life that is not touched and 
altered by culture. This means personality, how people express themselves (including shows 
of emotion), the way they think, how they move, how problems are solved, how their cities 
are planned and laid out, how transportation systems function and are organized, as well as 
how economic and government systems are put together and function. (Hall 1989: 16–17)

Culture, per se, is transcendent. All mature humans have a culture but exactly 
what it is and where it came from is not always obvious:

Everything man is and does is modified by learning and is therefore malleable. But once 
learned, these behavior patterns, these habitual responses, these ways of interacting gradu-
ally sink below the surface of the mind and, like the admiral of a submerged submarine 
fleet, control from the depths. The hidden controls are usually experienced as though they 
were innate simply because they are not only ubiquitous but habitual as well. (Hall 1989: 
42; emphasis added)

Museums are full of physical expressions of culture but, at the social interaction 
level, culture manifests itself through the values, beliefs, and attitudes held by a society 
(Hayden 1988). As suggested by the aforementioned Hall quote, once a culture is 
internalized it may become quite inflexible3; for the acculturated individual, right 
and wrong have been identified and internalized. Cultural values, individualism, or 
rule-based orientation, for example, are the most basic expressions of culture and 
tend to change little after their adoption. “Values are cultural criteria or evaluative 
standards for judgment with regard to what is ideal” (Hayden 1988: 416). Social 
beliefs [and attitudes], on the other hand, “are activity- and institution-specific” 
(Hayden 1988: 418). For a society’s institutions to be socially satisfying and there-
fore sustainable, its members must be able to rationalize the patterns of activity 
with its cultural values. Beliefs and attitudes become the shock absorber between 
institutions and cultural values. Being more malleable than values, beliefs and atti-
tudes can be adjusted until institutional changes demanded by environmental or 
technological criteria can be justified by the values. Consider the following example 
from McFerrin and Adkisson (2005):

Think of a society that is guided by values of strong individualism and universal human 
dignity. The human dignity value might dictate that some minimum living standard be 
available to all members of the society. The individualist value might dictate that those who 
do not achieve the minimum standard of living must accept individual responsibility for 
their failure. In this circumstance, the society might institute a system of transfer payments 
(welfare) but also insist that welfare system promotes individual responsibility. To allow 
both criteria to be satisfied, beliefs (institutional rules) must be developed that can satisfy 

3 Culture is more malleable when viewed over generations of individuals.



36 R.V. Adkisson

both cultural values. For example, welfare recipients might be required to search for work, 
pursue training or education, accept low benefits, or accept a short duration of benefits. 
Any of these could be seen as a way to provide a minimum standard of living while also 
encouraging welfare recipients to accept individual responsibility for their well-being. 
(McFerrin and Adkisson 2005: 8)

Given the importance of institutions, one might ask, which institutions are the 
“right” institutions? Very simply, the right institutions are the institutions that 
match the ends (provisioning of society) to the means (technological and natural 
elements required to accomplish the provisioning of society), hopefully in a sustainable 
way. Such institutions are “right” because they are patterns of behavior driven by 
instrumental values – values that “correlate behavior by providing the standards of 
judgment by which tools and skills are employed in the application of evidentially 
warranted knowledge to the problem-solving processes of the community” (Bush 
1987: 1,080). “Wrong” institutions are generally those driven by ceremonial values 
that reinforce “invidious distinctions, which prescribe status, differential privileges, 
and master-servant relationships and warrant the exercise of power by one social 
class over another” (Bush 1987: 1,079) and thereby constrain economic choice.4

Institutions, Development, and Sustainability

The perspective on the economy presented earlier leads to at least three fundamental 
conclusions about the economy and economic analysis. First, the economic process 
is coordinated by institutions. These institutions can take many forms from the 
simplest social norm governing supervisor–supervisee conversations to complex 
rules regulating the purchase and sale of corporate shares. Institutions are both 
shaped by social, technological, and natural environments and, in turn, shape the 
environments around them. Second, the interactions of nature, technology, and 
society are dynamic and nondeterministic. Humans can act purposely to shape 
these interactions. Finally, sustainability cannot be viewed narrowly.

Sustainability, in its strictest definition, implies that a pattern of activity can 
continue indefinitely. This would mean that extraction rates could not exceed 
nature’s ability to replace the materials and energy being extracted. Neither could 
disposal rates exceed nature’s ability to reprocess the waste products. At the same 
time, the level of goods and services delivery would have to satisfy society’s 
demand that the economic process provides for its living. The demands of technology 
would need to be heeded as would the values and beliefs that dictate a society’s 
sense of right and wrong. To be strictly sustainable, all system criteria would need 
to be completely and simultaneously satisfied.

Since it is unlikely that any pattern of economic development will fulfill the 
requirements for strict sustainability, it may be more useful to view sustainability 

4 Details on this dichotomy of values are discussed in the following chapter by James Sturgeon.
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by degrees. Different patterns of economic development will have different degrees 
of compliance with the full set of systemic criteria. From a policy perspective, if 
sustainability is desired, the goal would be to think in terms of activities as being 
more or less sustainable rather than sustainable or not sustainable and would consider 
social sustainability as well as environmental sustainability. This approach to develo-
pment is similar to what Colby (1989) has called the “eco-development” paradigm 
of environmental management.

Conclusion

The earlier discussion briefly outlines a view of the economy that is consistent with 
the original institutionalist paradigm. Moreover, the aforementioned model con-
forms to the general systems principles outlined by Hayden (2006), in particular, 
that the economy be viewed as an open system. Not all institutionalists will agree 
on every point and some might view it as overly simplistic. It could be expanded. 
In particular, the discussion assumes only one natural environment, only one set of 
available technology, only one culture, and a single set of institutions coordinating 
it all. Obviously the real world is much more complicated. Still, the chapter should 
set the stage for the work presented in the other chapters of this volume.
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Abstract The social fabric matrix (SFM) together with the principles of institutional 
adjustment (PIA) may be used within the theoretical framework of the Veblenian 
dichotomy. This combination advances the conceptual and empirical reach of both. 
The Veblenian dichotomy is used to analyze the relationship of instrumental and 
ceremonial behaviors to institutions. It ties together the PIA and the SFM. The 
SFM identifies and incorporates several components for examining a problem and 
attempting to develop policies. The analysis of change is an important aspect of 
Institutional economics. Change involves adjustment of ceremonial behaviors to 
instrumental ones. Change in both group and individual behavior is controlled by 
the PIA. Habit adjustment is the individual counterpart to institutional adjustment. 
Perception of circumstances and consequences control behavior, and perceptions are 
controlled by habits. The potential directions and ability of an institution/habit to 
change can be informed by use of the SFM. The subject matter of this chapter is the 
connection of these and their application to institutional and individual adjustment.

Introduction

F. Gregory Hayden’s work, grounded in his invention and application of the social 
fabric matrix (SFM), has importantly advanced policy analysis and formulation. 
The SFM is an analytical construct based on a dichotomy of social forces at work 
in human affairs. J. Fagg Foster developed three principles of institutional adjust-
ment (PIA). These form the bases for understanding, at a conceptual level, the 
process of change in institutions and how institutions adapt to bring their elements 
into closer correlation. The same principles that govern institutional adjustment are 
applicable to the process of individual behavioral change. One thesis of this chapter 
is that these principles may be joined, if only in a rudimentary way, with the SFM. 
The combination advances both the conceptual and empirical reach of both. I shall 
argue that the SFM implicitly employs the PIA.

J.I. Sturgeon ( ) 
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The Veblenian dichotomy is a theoretical construct that ties together the PIA and 
the SFM. After each of these is explained the interrelationship of the SFM and PIA 
is examined. Finally, it is argued that individual behavior is connected to the PIA 
and may be revealed by the SFM, thus connecting individual behavior to the behavior 
emerging through value change and adjustment.

Theoretical Framework: The Veblenian Dichotomy

A principle of institutional economics is that human activity is organized by institutions. 
Using Veblen’s distinctions as a starting point the Veblenian dichotomy has been 
developed into an analytical tool.1  This tool is a main part of the theoretical frame-
work of institutional economics in the Veblenian school. Analytically, institutions 
are separated into two primary aspects: instrumental behavior and ceremonial cus-
toms. Each is a way of knowing, doing, and valuing. This means that there are two 
ways of knowing (method), two ways of doing (action), and two ways of valuing 
(valuation). Both are aspects of human behavior and both help explain human 
activities, including economic activities. We make a living, at bottom, as an interac-
tive process of these two learned behaviors. They are the “stuff” of which the 
economy is made. Thus, both of these aspects of human behavior are used to ana-
lyze the functioning of the economy. Figure 1 illustrates the major components of 
the Veblenian dichotomy.

Instrumental behavior covers a broad range of learned activities. It forms correlated 
patterns based upon and deriving from a functional process. Instrumental behavior 
derives from sequences of cause and effect, understanding of consequences, 
warranted experimental/scientific knowledge, trial and error, and instrumental 
logic. It is technological and pragmatic.2 The instrumental process is a tool-using 
process (both physical and symbolic). And, while the instrumental aspect of behav-
ior involves tool-using activities, it is not merely tools. It involves patterns of 
behavior that are instrumentally verifiable and justifiable. It is best understood as 
internal, a part of human behavior; just as the head and hands are internal and trans-
actional so too are tools and tool-using behaviors. Instrumental behavior is cumula-
tive and developmental. It involves the accumulation and elaboration tools and tool 
using through processes of combination of existing tools and skills.

Ceremonial behavior is also defined to cover a broad range of learned behaviors 
and it too forms correlated patterns. Its patterns come from and are validated by 
processes comprising myths, legends, and traditions. This behavior is past-binding 

1 See Waller (1982). I came of age on C.E. Ayres’ version of the Veblenian dichotomy, but gradually 
came to Foster’s view. The main force in changing my thinking was the Principles of Institutional 
Adjustment. Bill Williams had much to do with it. Those who knew Bill or his work will recognize 
his influence on this present chapter.
2 Pragmatic is used in the classical sense as found in the work of C.S. Peirce and John Dewey. See 
Webb (2007).
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and involves combined continuities and discontinuities with antecedent ceremonies. 
Past-binding resistance persists in part because we are taught to believe in the  
truthfulness and worthiness of traditional reactive habits of behavior that derive 
from activities that cannot be experimentally verified. For example, prosperity 
myths prescribe the traditional behavior necessary for continued well-being and the 
traditional way of life or calamity and decline befall the society; for example, balanced 
yearly budgets and self-adjusting markets qualify as part of the contemporary pros-
perity code. In addition, vested interests have a supreme incentive to perpetuate 
arrangements of which they are the chief beneficiaries. They usually exercise a 
major influence over many institutional arrangements.

Included in both instrumental and ceremonial behavior is the arts of associated living, 
the rules, customs, laws, ideologies, accumulated folklore, myths, licenses, policies, 
and traditions that form the constraints and freedoms of human interaction. These arts, 
not unlike the industrial arts, are cumulative and developmental, learned, and evolving. 
If not adjusted to correlate with institutional changes they grow stale and outdated and 
restrain unnecessarily the ability to compromise and resolve conflict, social tensions, 
and disagreements. Among the assertions here is that the PIA may be more accurately 
and pragmatically achieved as these arts progress and that the SFM may be used to 
discover and reveal these patterns of association and consequently advance the ability 
to develop arts of associated living. Notice too that the social fabric may be included in 
this dichotomy with no necessity to adjust the conceptual apparatus. And, of course, 
the SFM is analytically grounded in the dichotomy.

Culture
Social Structures

Social Fabric 

Institutions

Instrumental Behaviors 
(knowing—doing—valuing)

Ceremonial Behaviors
(knowing—doing—valuing)

Ceremonial 
Logic

Myth & 
Legend

Tools &
Skills

Instrumental 
Logic

Instrumental
Technological 

Scientific
Progressive

Ceremonial
Mythological

Imbecilic
Invidious

Fig. 1 A dichotomy of culture (social fabric) and institutions
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Social Fabric Matrix

Societies have traditions, beliefs, and habits that are believed necessary, revered, and 
taught to succeeding generations. Behavioral attributes display many patterns, but 
they are not an undifferentiable conglomeration of activities. The SFM may be used 
to differentiate these patterns by applying it to the structure and functioning of a situ-
ation, problem, or circumstance. It represents a snapshot of the constitute elements of the 
network of social behaviors. The first degree of differentiation in the analysis, based 
on the Veblenian dichotomy, is to separate behaviors into instrumental and ceremonial 
aspects. From there further analytical elements form the constitute elements of the 
SFM.

Hayden developed the SFM “to allow the convergence and integration of con-
ceptual works in instrumental philosophy, general systems analysis, Boolean algebra, 
social system analysis, ecology, policy analysis, and geobased data systems” 
(Hayden 2006). It allows multiple forms of data to be incorporated into one analytical 
tool. While not comprehensive, it identifies and incorporates six main components 
in examining a problem and in attempting to develop a policy to solve the problem. 
These elements are (1) cultural values, (2) societal beliefs, (3) personal attitudes, 
(4) social institutions, (5) technology (here termed instrumental behavior), and (6) 
the natural environment (Hayden 2006). Each component is analyzed with an eye 
toward determining the flow and delivery of one component to another. By conducting 
the analysis in this manner the SFM can “express the attributes of the parts as well 
as the integrated process of the whole” (Hayden 2006).

There are seven major characteristics of the SFM itself: (1) it is based on the concept 
of delivery, (2) rows deliver to the columns, (3) it is a noncommon-denominator 
matrix (meaning that all kinds of data can be incorporated), (4) cell observations are 
the flows of the system (that is a 1 in a cell represents a direct delivery; therefore, 
indirect deliveries are not counted), (5) the number of cells is dependent on the study 
at hand, (6) the matrix defines the system as it exists, and (7) the matrix allows for 
model building and data collecting consistent with theory (Hayden 2006).

In addition to the SFM Hayden uses digraphs that allow a pictorial display of the 
delivery and flows of the elements connected in the SFM. Digraphs “illustrate the 
sequential structure of the system and provide a picture that is easier to comprehend 
than the matrix” (Hayden 2006). Later a model of behavior (knowing, doing, and 
valuing) that helps visualize the principal elements of behavior as they relate to 
both the PIA and the SFM is presented. This model is not a SFM or a digraph, but 
rather is a simplified combination of the PIA, the SFM, and a digraph.

After a discussion of the PIA there follows a discussion of how the SFM helps 
identify and disclose the fabric or network of connections among institutions and 
individuals that are not easily discerned. In the process it discloses junctures of 
activity that may be particular points of focus for institutional adjustment.
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Principles of Institutional Adjustment

Change and its analysis are important aspects of institutional economics, possibly 
the most important. The idea advanced here is that the ability of an institution/habit 
to change can be analyzed by use of the SFM. It can reveal quantitative and qualitative 
aspects of an institution that indicate how and in what direction adjustment is possible 
or more probable. Change requires adjustment (closer correlation) of ceremonial 
behaviors to instrumental ones. In this section the PIA are enumerated and explained.

1. Instrumental primacy is the principle that indicates that change is predicated on 
the actual ability to do something. This involves technological progress – additions 
to the warranted stock of knowledge.3 Instrumental primacy, as the impetus to 
adjustment, may be read to mean that one requirement for change is a reasonably 
accurate perception of what can be done in relationship to what is now being 
done. This is a critical part of instrumental correlation.

2. Recognized interdependence is a principle that specifies that the pattern of 
adjustment is bounded by the pattern of interconnectedness and interdependency 
of the members affected by the change (Foster 1981). It is almost axiomatic that 
recognized interdependence is more likely to be achieved in institutions that are 
structured around participation – cooperative interaction, since the participants will 
be better able to understand their interaction and the consequences of changing them. 
The pattern of dependency is, in part, indicated by the SFM. It helps show the 
levels of dependency and indicates the areas where receipts and deliveries will be 
affected. To recognize and to experiment with different ways of bringing about 
change requires consideration of the means–ends–consequences continuum. These 
can be simulated with the SFM so that actual consequences may be better antici-
pated, accepted, or avoided. Just how close that perception is to the instrumental 
reality is a critical feature in the adjustment process. This relates to the other two 
principles.

3. Minimal dislocation deals with the circumstance that adjustments must actually 
be capable of integration into the remainder of the existing social fabric. 
The principle discloses the limits, in term of rate and degree, of any adjustment 
(Foster 1981). This does not mean that adjustments are necessarily small, only 
that there is a limitation based on the integration of associated institutions. The 
social fabric of any institution is finitely elastic at any point of change implemen-
tation. The adjustment is more likely to be achieved if the adjustments follow a 

3 Foster’s term was technological determinism (Foster, 1981). In this chapter it has been renamed 
as instrumental primacy. The latter is more in line with terminology used to define the Veblenian 
dichotomy and in light of contemporary usage of technological determinism, it is less likely to be 
misunderstood.
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path with relatively small increments of continuous change. If adjustments are 
deferred and build to a situation where change involves significant dislocation 
there will be more resistance as vested interests accumulate around the prevail-
ing institutional structure. This situation is more likely to create the condition of 
ceremonial encapsulation (Bush 1987), making adjustments less likely and less 
susceptible to deliberative processes.

Notice that none of the principles is ceremonially derived. This is because 
adjustment is a change in the relationship or synchronization of the ceremonial 
behaviors to instrumental. In other words, while adjustment is an interaction of 
ceremonial and instrumental behavior, the causative agent is instrumental behavior 
while ceremonial behavior is the passive and resistive force.

Means–End Continuum

In addition to the aforementioned three principles there are two processes involved 
in institutional adjustment. Each of these is implicit in the SFM and the PIA. The 
first is the relationship of means–ends–consequences. This process relates to the 
problem of selecting actions that will bring about the desired change including the 
axiom that choosing means is choosing ends. It is a hypothesis about what to do, but 
without the knowledge to do it. This continuum is an endless succession of means, 
which become ends. The means–ends continuum is deceptively simple, but it may 
sometimes have complex implications. How are means chosen, especially when 
there are multiple ways to solve a problem? Are they workable? If they are not 
workable what adjustments are in order? These questions involve not only how we 
know, but what is known, what is valued, and what action (doing) is undertaken. The 
answer lies in the process of instrumental knowing, based on experiment and learned 
by trial and error.

Selection processes are based not only on the “immediate” consequences of a 
choice but future consequences as well. Means cannot be separated from ends 
since the very arrival at an end has consequences for where we will be able to go 
once we have “arrived.” It is a truism that means are ends and their continuum is 
based on seeking to understand the consequences stemming from choosing alter-
native means. Institutional theory sees these selections as derived from two dif-
ferent ways of knowing, valuing, and doing. One relies on trial and error, 
experiment, science, empirical evidence, and openness to using these. It is instru-
mental. The other is based on superstition, myth, ideology, the forces of vested 
interest and the like. It is ceremonial. Both posit a fact-based cause-and-effect 
relationship, but the former is while the latter is not. For example, the most reli-
able way to stop an automobile is to apply the brakes. Nobody would seriously 
entertain praying as a means of stopping– at least they would not actually use it 
very long.
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Deliberation

Deliberation is a process that precedes instrumental choice and action. It is an intellectual 
process of examining the consequences of actions prior to acting – a dress rehearsal 
as it were. It is an intellectual experiment in which the consequences of alternative 
means are extended into the calculable future. The goal is to sort out alternative 
paths and their possible consequences and to evaluate the means with an eye toward 
directing choices in a way that is consistent with the goal and the instrumentalities 
of a situation. In the process of institutional adjustment deliberation improves the 
likelihood of reasonable choices. The analytical process is concerned with discov-
ering whether the possible choices or action plans prove reliable. Deliberation 
involves (a) a felt difficulty, conflict, or discrepancy; something is clearly wrong; 
(b) clarification of the specific problem to be solved, (c) development of hypotheses 
concerning the nature of the problem and possible solutions; this means that tradi-
tional theories are not to be accepted a priori as correct; they may well be a mixture 
of folk beliefs and facts; (d) examination of the logical consequences of proposed 
hypotheses, a rehearsal in imagination of the possible hypotheses and lines of action. 
No action has been taken beyond recall. And finally, (e) choosing – hitting in imagi-
nation upon a line of action that permits overt action.4

Deliberation and choice are in conjunction with a relevant problem, a reaction, 
or adjustment to a situation. It arises to help solve a recognized difficulty. Ideas 
serve as plans of action because they suggest themselves as problem solvers. We 
may seek to choose an action that is perceived as “better,” “more satisfactory,” or 
“more successful” for the problem in hand. In this context, it is analogous to saying 
that this diagnosis is “better” or “more successful” than that one. The “success” or 
“satisfactoriness” of a plan of action is to be understood in terms of predicted and 
actual consequences. In science a general pattern of inquiry has been developed 
which is competent to integrate and test our ideas about the nature of the world. The 
hypothesis here is that the rationale of scientific methods is applicable to human 
behavior (knowing, doing, and valuing) and that in any particular situation, by the 
use of intelligent methods of analysis, one course of conduct can be established as 
“better” than another. These elements of inquiry for the process include (a) sensitivity 
to the uniqueness of different situations, (b) patience and persistence to carefully 
formulate the problem, (c) creative imagination to envision new possibilities, (d) a 
bias for objectivity and an ability to discount one’s own prejudices, and (e) the 
courage to revise one’s beliefs in the light of new experience.

In a reasonable or deliberative choice multiple hypotheses may be considered in 
dealing with a problematic situation. No choice is to be given precedence over others, 
meaning that one is just as diligent in looking for knowledge that may question a 
plan of action as knowledge that questions other plans. We criticize our hypotheses 
or ends by inquiring into what results come from the use of the means designed to realize 

4 For a more complete explication of deliberation as used in pragmatic philosophy see Dewey (1922).
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them. When action is intelligent and responsible, the means are part of the end. 
We carefully consider the probable consequences of acting upon one or another 
hypothesis. Unreasonable choice leads to a path of action in which some precon-
ception, some desire, overrides all alternatives and secures the sole right of way, 
usually without benefit of intelligent habits and deliberative processes.

Social Fabric Matrix and Principles of Institutional Adjustment

The SFM forms a useful and potentially powerful source of social analysis. As an 
empirically based analytical tool it assists in laying bare the relationships that, if 
known, provide an improved probability of understanding and anticipating the con-
sequences of means selection. It helps illuminate transactions types and points to 
nodes of activity where these occur. Functioning as an integral part of inquiry, the 
SFM adds to the stock of knowledge about the structure, function, and intercon-
nectedness of socioeconomic activities. In this it adds to the scope of instrumental 
primacy by enhancing our understanding of the arts of associated living. This is 
related as well to insights about interdependencies of activities and as such exposes 
(helps recognize) for better understanding these interdependencies. Further, by 
revealing interdependencies the SFM helps lay bare the interconnection of institu-
tions that will have to be accommodated (minimally dislocated) as part of the 
adjustment process.

In this section the analysis achievable with the SFM is related to the explicit 
knowledge and value premises of the PIA via a schematic model of the behavioral 
interaction. The SFM requires information and data, and the PIA provide guides to 
the types of information that may be useful. Further the SFM provides a guideline 
for connecting the PIA with the social circumstances in question (institutions up for 
adjustment).

Figure 2 is a model of the interactive processes of instrumental knowing, doing, 
and valuing (K–D–V model) and the relationships of each to institutional adjustment. 
The model is also a simplified combination of the logic that underpins the SFM and 
the PIA and points to the behaviors that emerge from a deliberation process of 
individual and collective choice that result in institutional adjustment. In the pragmatic/
instrumental view of the life process there is no separation of knowing, doing, and 
valuing. Life involves a process of constant adjustment to problematic situations 
and control of perceptions. The adjustment process also embodies the idea of progress 
as the enhancement of alternatives in any problematic situation. The model illustrates, 
in simplified form, the relationships among these. The basic structure of the model 
employs the PIA as well as the processes of deliberation as related to choosing means 
and evaluating consequences. The process of understanding and explicating the 
underlying social fabric that defines, determines, and reveals the context of the 
problem (area of adjustment of an institution) under consideration is included in the 
model in the form of both the processes of inquiry and of judgment as they interact 
to shape behavior. The contingent rather than determinate qualities of this dynamic 



47The Social Fabric Matrix, the Principles of Institutional Adjustment

W
ar

ra
nt

ed
 A

ss
er

tio
ns

Pr
ob

le
m

s
Pe

rc
ep

tio
ns

H
ab

its
A

ct
io

ns
/B

eh
av

io
r

D
oi

ng
M

in
im

al
D

is
lo

ca
ti

on

K
no

w
in

g
In

st
ru

m
en

ta
l

Pr
im

ac
y

Fe
ed

ba
ck

/A
dj

us
tm

en
t

V
al

ui
ng

R
ec

og
ni

ze
d

In
te

rd
ep

en
de

nc
e 

Warranted
 Valuations

C
ho

ic
es

Pr
ob

le
m

at
ic

 S
itu

at
io

ns
E

va
lu

at
io

n

R
ef

le
ct

iv
e

 T
ho

ug
ht

L I F E P R O C E S S

D
el

ib
er

at
io

n 
- 

In
qu

ir
y

D
el

ib
er

at
io

n
- 

Ju
dg

m
en

t

Warranted
Assertions 

H
yp

ot
he

se
s

E
xp

er
ie

nc
e

E
xp

er
im

en
ts

E
vi

de
nc

e

W
ar

ra
nt

ed
 J

ud
gm

en
ts

R
ef

le
ct

iv
e 

T
ho

ug
ht

In
fe

re
nc

e

D
ou

bt

Ju
dg

m
en

ts

So
ci

al
 F

ab
ri

c 
M

at
ri

x

Fe
ed

ba
ck

/A
dj

us
tm

en
t

C
on

se
qu

en
ce

s

Id
ea

s

So
ci

al
 F

ab
ri

c 
M

at
ri

x

A
lte

rn
at

iv
es

F
ig

. 2
 

Si
m

pl
if

ie
d 

m
od

el
 o

f 
in

st
itu

tio
na

l a
dj

us
tm

en
t i

n 
re

la
tio

ns
hi

p 
to

 in
st

ru
m

en
ta

l k
no

w
in

g,
 d

oi
ng

, a
nd

 v
al

ui
ng



48 J.I. Sturgeon

process are embodied in the PIA. These are considered in light of their relation to 
the adjustment process as indicated in the K–D–V model. The strike point is the 
choosing of a means to adjust and the consequences that result from that choice. 
Actual behavior results in consequences not all of which can be known in advance. 
But the SFM and the PIA used in concert increase the likelihood of an improved 
understanding of the potential consequences and perhaps more importantly of more 
timely future adjustments as the consequences, desirable or undesirable, emerge.

The PIA work together and depend upon a perception of the objective circum-
stances of possible achievement. The SFM aids in achieving this perception. 
Meeting the contours and requirements of instrumental function depends upon the 
relative strength and depth of the layers of ceremonial imagination and practice. 
If enough of these can be peeled back an adjustment toward more instrumental cor-
relation is more probable. Recognized interdependence and minimal dislocation 
depend critically on the participant’s perception. Instrumental reality may be seen 
as unacceptable because it will cause too significant a change in the status relations 
of the community. Whatever may be the outcome, a prerequisite to institutional 
adjustment is the perception of a gap between what is instrumentally possible and 
what is being done. The SFM is used to disclose these interrelationships and to 
those activities to be targeted for the application of the PIA.

Adjustment occurs as a change in perception leading to a change in behavior – an 
adjustment of habit. The ease of adjustment depends on habit structure and tenacity. 
In part, a change in habit is a process of discovering and adjusting to error in knowledge 
and judgment. Institutional adjustment depends in part upon an individual psychology 
of perception of the objective circumstances of possible achievement. But, only 
individuals can perceive. The psychology of perception means that behavior is the 
control of perception. The ability to control perception and adjust it to meet the 
contours and requirements of instrumental function depends upon the relative 
strength and depth of ceremonial practice interacting with instrumental capability.

Ceremonial means are without genuine causal or experimental linkages. Thus, 
selection of such a means has little hope of solving a problem in a way that permits 
continuity or even of solving a problem. But within the bounds they set, however 
elastic, there is a required accommodation for a successful adjustment. Progressive 
change requires adjustment of behaviors to instrumental requirements. Change is 
not found in reenactment or routine – but by experiment and trial and error. Error 
is born in unfulfilled expectation. Instrumental behavior involves the correlation of 
expectation and action, error detection, and adjustment. It strives to bring action 
into correlation with expectation – without prejudice. Ceremonial behavior is 
imaginary, misspecified, misplaced, or mistaken if–then relations/correlations.

Instrumental patterns impose structure and behavior on other patterns, but these 
impositions are not necessarily known in advance or addressed in advance of tech-
nological change. Instrumental primacy can be discerned by the SFM. Since the 
actual ability to do something is a prerequisite to any adjustment it is necessary to 
know what is now possible or may soon be possible. The SFM is suitable to this 
task and can also disclose patterns of power and control in a situation.

Synchronization of tools and tool-using behaviors, what Veblen called the 
machine process, is a process of deliberate or rational behavior. The SFM is capable 
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of disclosing the required connections to assist in this synchronization. An absence 
of this creates a stretch of tension in the social fabric or institutional collage. The SFM, 
while it does not necessarily reveal what is needed to make an adjustment, helps 
disclose where institutional adjustment is likely or required. Rational behavior is 
exhibited with the deliberate synchronization of the instrumental possible with the 
institutionally actual.

Consider a simple example of institutional adjustment, based primarily on tool 
synchronization that may be illustrated by railroad track gauge. In the USA the 
period from 1830 to 1840 was one of experimentation with locomotive power, 
tracks, rolling stock and the like. After two decades railroad gauge in the USA was 
without a national standard, that is, accepted institutional pattern. Western railroad 
construction in the 1850s created a “web of transport” binding together the east and 
west. But the web of rails was not tightly tied together. The lack of a standard 
gauge, a lack of correlation of the instrumental tool processes with the individual 
business practices of the separate railroad companies, frequently made it nearly 
impossible for a car of one company to roll on the track of another. In 1861, eight 
changes of cars were required on a trip between Charleston and Philadelphia 
(Stover 1987). Teamsters, porters, tavern keepers, and yet to be born Keynesians 
were happy that not a single rail line entering either Philadelphia or Richmond 
made a direct connection, that is, on the same gauge track, with any other railroad 
entering the city. Consequently cross-country shipments often had to be moved to 
other cars. It was a tool using system that was out of synchronization. After a not 
inconsiderable period of discussion the lines began to shift to a “standard gauge” 
often by relaying one rail and changing axel lengths of rolling stock. Sometimes 
during a single night or on Sunday hundreds of miles of track were adjusted to the 
standard. For example, the Louisville & Nashville railroad changed more than 
2,000 miles of track from 5 4  to 4 8.5  on Sunday May 30, 1886. The Erie laid a 
third rail between the two existing ones shifting gradually from one to the other. 
Clearly this is recognized interdependence. And the fact that they standardized on 
the “narrow” gauge is evidence of minimal dislocation, that is, there is less disrup-
tion and cost in moving from broad gauge to narrow gauge, than conversely. Note 
that the adjustment does not mean that the “best” solution was chosen only an 
instrumentally/ceremonially workable one. This, as it turned out to be a mistake 
that locked the USA into a narrow gauge system. But it demonstrates that institu-
tional adjustment is an evolutionary process not an “optimal” one. Of course, the 
series of inventions leading to railroads was the impetus that “created” the problem 
in the first place and was instrumental primacy. It had to be technologically possible 
to standardize and it was the machine process, or instrumental logic of tools, that 
required a standard if there was to be rational behavior, that is, a behavior leading 
to an adjustment of the actual to the possible.

A more socially complex example may be drawn for the experience of instituting 
the social security system in the USA. This was an adjustment, in part, from the 
institutions of an agricultural/rural economy to an industrial/urban one. In order to 
accommodate these changes specific institutions had to adjust. First, the technology 
of production had to be sufficient to maintain a dependency ratio allowing specific 
persons (retirees/disabled) to be exempt from employment. Second, there had to be 
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recognition of a need to adjust the existing system of elder care – the institution of the 
family – to another system. As technology permitted greater mobility the family 
structure changed from an extended structure to a nuclear one – instrumental primacy. 
In this regard more families faced similar situations making it more and more difficult 
to care for elderly dependents – recognized interdependence. Third, the new system 
had to be capable of being integrated into the existing pattern of institutions. Consider, 
for example, in the USA it was part of the process to explicitly exempt social security 
benefits from a means test. This accommodated the strong ceremonial resistance to 
“welfare” programs – minimal dislocation. Fourth, the various constitute elements 
and interests had to be identified and understood. The first three involve the PIA and 
the last one the SFM. The Social Security Act was passed in the USA in the midst of 
the depression in 1930s. This somewhat extreme condition eased the enactment 
because there was pressure on existing ceremonial patterns of resistance to change. 
These patterns were weakened and feathered out, making it easier to adjust. Even so 
it was necessary, even in the depression to exempt part of the population from paid 
productive activity. Since many were unemployed this was easier to permit.

Of course, at the time of both of the earlier examples the SFM and PIA were not 
yet available to the participants. The former would have made the adjustment pro-
cess better understood and possibly yielded improved results. The latter are actually 
revealed by the examples. Once articulated, the PIA may be more or less easily seen 
in the adjustment of institutions.

Individual Action

If we follow John R. Commons in defining an institution as “collective action in 
control and liberation of individual action” we are led to place individual action in the 
context of institutional adjustment, in other words to analyze individual action as it 
relates to institutional adjustment. Actions in the context of institutional adjustment 
flow from valuations of alternatives in a problematic situation. Adjustments arise 
as part of the patterns of social arrangements and derive from the transactional 
activities of individuals with each other as well as with the environment. The sig-
nificant fact of human behavior is not found in instinct or reason, but in habit.5 
Individual habit may be thought of as equivalent to institutions, and the processes 
of institutional adjustment and individual adjustment are amenable to the same 
principles, that is, habit adjustment is the individual counterpart to institutional 
adjustment. Perceptions are controlled by habits, and habits are formed by the 
inchoate interaction of the mass of instincts present in human abilities with the total 
environment and experience6 of the individual.

5 Here, the argument is not significantly different from that made by Dewey (1922). It is only in its 
application to the theory of human behavior as the control of perception that the argument is expanded.
6 Here, the term experience is meant as Dewey expresses it, perhaps best in Art as Experience, 
Chap. 3: “Having an Experience.”
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Individuals acquire their values from both the instrumental and the ceremonial 
forces of a social process. Instrumental values are experiential in character since they 
are formed by experiment, trial and error. John Dewey made instrumental values 
directly related to science. “. . . without physics, chemistry, and biology a grounded 
empirical theory of valuation, capable of serving as a method of regulating the pro-
duction of new valuation was out of the question. With no adequate knowledge of 
physical conditions and propositions regarding the relationships to one another, the 
forecast of consequences of alternatives by was impossible” (John 1929).

This lodges intellectual habit and instrumental values in experiential processes 
capable of being verified by the consequences emerging from their application to 
action.

Ceremonial values are dictum in character and formed by the transmission of 
traditions, beliefs, and habits that are deemed necessary, revered, and faithfully 
taught to oncoming generations. These ceremonial norms that justify and sanctify 
power, authority, class inequality, rank, status, and superior/ subordinate are based 
on the ceremonial aspect. The norms and mores teach belief in the correctness of 
the inequalities of authority. The ceremonies form a network of means which they 
support and reinforce the validity of each other. The method of knowing and arriv-
ing at the validity of ceremonial values involves tradition, appeal to authority – “self-
evident” truths.

Instrumental values, being based in instrumental logic, exhibit the ability to 
adjust and adapt as knowledge and experience change. However, as they change 
they put pressure on ceremonial values that are based on myth and tradition. 
Problems create stresses in the value structure. The stress may be thought of as a 
two-way stretch in the value structure – a tension between the two ways of valuing: 
instrumental and ceremonial. This stretch in the value structure cannot be indefi-
nitely sustained. When the tension reaches a breaking point either the instrumental 
process of value formulation is stalled or the ceremonial values will crumble.

This is illustrated later in Fig. 3. The illustration points to the process of increasing 
tension between the two ways of valuing. The tension is applicable to the process 
of individual habit adjustment and formulation. As intellectual habit and instrumental 
processes expand they put pressure on the ceremonial values, which are inherently 
unchanging since they are dictum in nature. For behavior to change a break or 
adjustment in ceremonial values is required. This often leads to an expansion of the 
application of intelligence to the process of habit formation. If the dictum values do 
not change the process of habit formation continues to be lodged in ceremonial 
practice and it arrests the ability of an individual to adjust to changing circumstances. 
This may push the value structure to the breaking point.

Consider the so-called Giffen paradox as an example drawn from the theory of 
consumption. Many think it is inconsistent with the standard theory of demand 
since it gives rise to the paradox of an increase in consumption of a good when its 
price increases. Yet in institutional theory it is no paradox at all, being explained 
with a theoretical argument based on habit adjustment and perception.

Suppose one’s diet consists of meat and potatoes in amounts just enough to 
maintain basic nutritional requirements. If the price of potatoes increases it is impossible 
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to consume the same amounts in the new situation. The situation is problematic for 
the retention of the old pattern of consumption and requires an adjustment to the 
new circumstances. Yet, before the required adjustment is possible several things 
are required. First, there must be the actual perception that a change in diet is 
required. Reduced to its simplest form the individual is faced with four interrelated 
conditions.

1. An instrumental function – in this case a minimum number of nutrients for a 
subsistence diet [some combination of meat and potatoes such that the price to 
nutrient ratio (p/n)] is lower for potatoes than for meat.

2. A preference (ceremonial) function – in this case a preference for meat over 
potatoes of a least the combination of the previous situation.

3. A budget limitation such that no more can be spent on the two than previously.
4. A perception of the need to adjust based on the aforementioned conditions.

The latter does not require a particular adjustment; only a perception of that one 
is needed. The individual may prefer to remain with the habits and patterns of 
behavior of the previous situation, but the environmental conditions have changed 
such that it cannot. The situation can be analyzed as follows. From the K–D–V 
model, if meeting the instrumental function is the action chosen at the conclusion 
of the process, the adjustment of habits will begin with an increase in potato consumption 
and a decrease in meat consumption. This is because it is the only way to get 
enough nutrients to forestall malnutrition. It means that the individual has perceived 
the instrumental requirement of maintaining a sufficient number of nutrients for 
basic requirements – the presence of felt difficulty and an adjustment to it. If the 
difficulty is passed through the comb of deliberative inquiry and if the warranted 
stock of knowledge allows for proper judgment of the diet, one may act to adjust to 
meet the instrumental function. This results in an increase in consumption of potatoes 
and a reduction in meat. In the alternative, one may decide to meet the preference 
(ceremonial) function first. This does not mean immediate starvation, but it does 

Value
change 

Time

Ceremonial Values
(dictum)

Instrumental Values
(experiential)

Fig. 3 Schematic of two-way stretch in the value structure
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involve malnutrition. Note that there is no necessity of an immediate perception of 
the instrumental consequences. In fact, it may take a while to notice that one cannot 
eat as much meat as before. Nonetheless, this choice would lead to an increase in 
meat consumption and a decrease in potato consumption. The simplicity and home-
liness of the example should not reduce its importance in understanding human 
behavior. It may be applied to any level of finite budget constraint, type of instrumental 
function and preference function. Further, it illustrates that habit adjustment 
involves a tension, a stretch in the value structure. In the aforementioned example 
the tension is between the two sources of habit formation. It involves the instrumental 
value function (nutrition) and the ceremonial function – preference for meat over 
potatoes. This two-way stretch creates a situation where either the preference function 
cannot be sustained over time and will eventually either adjust or the individual will 
starve. This is the equivalent of an institution being unable to adjust.

Conclusion

The relationship between the SFM and PIA exists and is compatible and synergis-
tic. This essay has sought to demonstrate aspects of that compatibility and to illustrate 
the synergisms. For example, it was shown that recognized interdependence has 
patterns and that these can, in part at least, be revealed by the SFM. It helps show 
the levels of dependency and indicates the areas where receipts and deliveries will 
be affected. It is almost axiomatic that recognized interdependence is more likely 
to be achieved in organizations that are structured around participation – teams, 
since the participants will be better able to understand their interaction and the 
consequences of changing them. Further, the social fabric of any society/economy 
is finitely elastic at any point of change implementation. The adjustment is more 
likely to be achieved if policy development and implementation follows a path with 
increments of continuous change. This involves the principle of minimal dislocation. 
To recognize and to experiment with different ways of bringing about change 
requires the principle of the means–ends–consequences continuum as well as an 
understanding of how these changes may affect the existing matrix of social relations. 
Thus, the combination of the SFM and the PIA may yield an advance in institutional 
theory that ties together more strongly institutional theory and policy analysis 
derived from an institutionalist perspective. Hayden’s work thus will be seen as a 
significant step in this direction.

In the evolution of a species an adaptation requires the replacement of some trait 
with another. There is a loss of something that was once adequately adapted and 
useful. This is likely the case in social evolution as well. The PIA take this into 
account and therefore may be relied upon to assess the process of social change, 
and the SFM is a way to disclose and analyze the transactional relationships 
involved in the process of adjustment and how institutional adjustment may be 
achieved. Any adjustment means the loss of something that was once useful or 
thought to be useful to the life process. This helps explain why there is resistance 
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to change; it is sometimes seen as the loss of something of value. If the improvement 
from the adjustment is not recognized as worthwhile the resistance continues and 
the social shackles retard institutional change. An extension in the use of the SFM 
in conjunction with the PIA represents one way to improve the rate and progress of 
institutional evolution.
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Abstract One of the most promising applications of Gregory F. Hayden’s Social 
Fabric Matrix is within the context of policymaking to counter environmental 
degradation and social costs. Developing his institutional theory of social costs 
since the 1930s, K. William Kapp proposed policymaking that is very similar to 
Hayden’s approach. Both aim at minimizing social costs by working with primary 
and secondary criteria based on systems principles, such as openness, negative and 
positive feedbacks. By presenting Kapp’s “normative economics” this paper shows 
how primary and secondary criteria serve policymaking as a basis to evaluate social 
costs in a nonutilitarian way and to avoid the theoretical and practical limitations 
of the purely formal Coasian and Pigouvian frameworks. The paper concludes that 
Hayden’s SFM provides the tool box for putting Kapp’s normative economics to 
work in policymaking.

Introduction

This article is inspired by Gregory F. Hayden’s Policymaking for A Good Society: 
The Social Fabric Matrix Approach to Policy Analysis and Program Evaluation 
(Hayden 2006), a foundational work for policymaking that combines insights of 
American Institutionalism and Pragmatism into a unique methodology. Hayden 
calls it a “how to” book for policy analysts and policymakers in order to design 
policies and programs that more efficiently and effectively solve problems.

Environmental degradation is one of the most pressing problems that modern 
policymakers have to grapple with particularly in the form of social costs. Rational 
evaluations of a situation as a means for deliberation require knowledge about 
social as well as private costs and benefits. An elaboration of different paths and 
scenarios depends on the adequate representation of alternative total costs and ben-
efits. The three major theoretical contributions dealing with the problem of social 
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costs are by the neoclassical economists Pigou and Coase, and the institutional 
economist Kapp. Since the 1950s Kapp proposed a kind of policymaking to minimize 
social costs that is similar to Hayden’s approach in that it emphasizes working with 
primary and secondary criteria and the application of systems principles, such as 
openness, negative and positive feedbacks.

First, this chapter explores how Hayden’s main concern is closely linked to 
problems of social costs and why he insists on the importance of primary criteria. 
The paper then presents Kapp’s “rational humanism” or “normative economics” 
because it shows how primary and secondary criteria can be applied to evaluate 
social costs in a nonutilitarian way to avoid the theoretical and practical limitations 
of the Coasian and Pigouvian frameworks. The paper concludes that Kapp is an 
important precursor of Hayden’s approach whose work provides important insights 
for policymaking to minimize social costs.

Framing Social Costs: The Need for General Systems  
Analysis and the Limitations of Utility Theory

Hayden refers to the problem of social costs explicitly in relation to the importance 
of General Systems Analysis (GSA): “The function of GSA in evaluating govern-
ment programs, social costs, public goods, and environmental policy is a tool kit of 
principles for understanding systems. The principles are to be used to describe and 
explain the working of the socioecological systems in order to allow for the evalu-
ation of the system and its parts […] They are theories for organizing analysis, 
explaining systems, and judging policies.” (Hayden 2006:51) It can thus be inferred 
that Hayden considers GSA useful for evaluating social costs because their systemic 
nature requires a systems approach.

Hayden’s belief is that policymaking paradigms should be consistent with the 
complexity of reality. One important principle of Hayden’s GSA is the open system 
approach: “All real-world systems are open systems, and all open systems are non-
equilibrium systems. ‘Open systems are those with a continuous flow of energy, 
information or materials from environment to system and return’” (ibid:52). This is 
in the tradition of ecological institutional economists Kapp and Nicholas Georgescu-
Roegen who applied institutional economics to conceptualize problems of environ-
mental degradation (Berger and Elsner 2007). The principle of positive and negative 
feedbacks is another important and logically connected GSA principle. “For policy 
purposes, especially with regard to the natural environment, the system concept of 
negative and positive feedback is very important. […] What makes the open systems 
approach so vibrant from a policy standpoint is the fact that it views the environ-
ment as being an integral part of the functioning of a […] system. Thus, external 
forces that affect the system need to be accounted for in the analysis of the system. 
[…] Positive feedback systems […] tend to be unstable since a change in the original 
level of the system provides an input for further change in the same direction” 
(ibid:58). This GSA principle was applied by Gunnar Myrdal and Kapp under the 
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name of “circular cumulative causation” to address social costs (Berger 2008) and 
will be dealt with in the second part of the paper.

Consequently, approaches that simplify or even distort the problem at hand are 
rejected: “Ideas like utility maximization ignore culture, social beliefs, institutions, 
power relations, traditions, procedures, and so forth, and, therefore, are not useful 
with regard to real-world policy analysis and decision making” (ibid:14). Hence, 
Hayden concludes that “utilitarian ideas for capturing and analyzing the real world 
are irrelevant to those who want reliable policy analysis” (ibid:15). By arguing that 
utility maximization and utilitarian ideas are not fit to deal with the complexity of 
the real word, Hayden actually reiterates Kapp’s argument regarding the limitations 
of neoclassical “solutions” to problems of social costs, which Kapp had based in an 
understanding of openness and circular cumulative causation. This point will be 
further elaborated in the second part of the paper.

Another limitation of utilitarianism that concerns the framing of social costs is 
the assumption that the pecuniary prices charged by the corporation can be utilized 
as “the measure of benefits and costs for the analysis of public programs and that 
monetary prices are to be the common denominator” (ibid:15). Hayden argues that 
by adopting price as the measure of value, neoclassical policymaking concepts, such 
as cost–benefit analysis and the Coase theorem, endow the corporations with exag-
gerated legitimacy and power because its analytical apparatus becomes the dominant 
model of analysis. “In terms of policy power, the selection of the corporation’s 
criterion of success – that is in dollar flows – as the social criterion of success provides 
[corporations with] a definite advantage in terms of political legitimacy, standing 
and power” (ibid:16). Hayden calls it a category mistake to take price as a measure 
of social value for the purpose of a policymaking paradigm. “The willingness to pay 
for a good is a subjective want. That is inconsistent with the purpose of public policy. 
The purpose of public policy is to provide for social beliefs through political associa-
tion and public processes […] [and not] to submit to the criterion of market price” 
(ibid:16). Hayden argues, that neoclassical economists have selected money making 
as the dominant policy criterion, as narrowly focused and misguided criteria that 
lack a concern for multisocietalism and multiculturalism (ibid:39). This usually 
leads to following market rules of pecuniary enhancement so as not to have to judge 
consequences by society’s criteria (ibid:46). “Our system will not be allowed to 
prosper if the neoclassical standard of the market is to be the scientific criterion for 
making judgments about ecological systems policy” (ibid:48–49).

A Normative Matrix for Social Costs: Primary Criteria  
and Socioecological Indicators

Against the aforementioned background of GSA and the limitations of utilitarian 
criteria for analyzing and evaluating social costs, Hayden raises the important question 
regarding the role of primary and secondary criteria that stand between the social 
system and policy evaluation (ibid:37). Hayden stresses the importance of deriving 
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alternative norms and values, that is, primary and secondary criteria. Criteria are to 
be consistent with belief clusters in the relevant context which does not preclude 
that beliefs are sometimes the object of policymaking themselves (ibid:40–41). 
Importantly, criteria also become the object of inquiry in evaluating their effects on 
socioecological processes: “[…] a major part of policy analysis will be to study the 
community structural changes that take place as a result of the application of a set 
of criteria and their resulting policies, and to change the criteria if they lead to 
undesirable consequences” (ibid:41–42). Criteria can be modified and refined: 
“The refinement of the interpretation and application of criteria is achieved through 
discretionary processes made up of legislative bodies, judicial proceedings, research 
inquiries, advocacy efforts, and so forth” (ibid:42). What is more, Hayden denies 
that there is one single set of criteria and argues that a different set of criteria are 
needed for every context particularly if contexts overlap (ibid:43). This matches his 
rejection of seeking and enforcing one unified common ground with regard to normative 
criteria (ibid:43). Yet, Hayden argues that it is possible that the problem itself 
generates the criteria of its resolution (ibid:36) so that, for example, the primary 
normative criteria for the ecological system have to be consistent with the mainte-
nance of a particular kind of ecological systems (ibid:19).

This is why Hayden deals with the difficult task of generating a database of 
information for the guidance of the policymaking process and presents a methodol-
ogy for developing socioecological indicators. “As was emphasized in the social 
indicator movement that began in the 1960s [cf. Kapp], all useful measures are 
ultimately social. They are recognized as social indicators to indicate that they are 
relevant to some social context, rather than as ultimate ‘measures’ having universal 
applicability” (ibid:61–62). Hayden applies John Dewey’s measurement standards 
for the design of indicators “from quality to quantity,” mentioning especially site-
specific ecology and consistency with the problem. In addition, Hayden underlines 
that the indicators must be consistent with the primary goal because operationally 
the indicator becomes the public policy decision criterion. Indicators as secondary 
criteria become the action criteria (ibid:62–63). In reality, policy indicators determine 
the final policy result because the evaluation of alternatives depends on indicators 
used for their valuation. Hence, it becomes important that the indicators used to 
measure and value alternatives are consistent with the primary goals.

In conclusion, Hayden’s approach points to the difficult task of subjecting values 
and criteria to the policymaking process as they are not outside the scope of science 
but can be evaluated in terms of their consequences. This hints at the primary task 
of an institutional approach to social costs, that is, to develop alternative criteria for 
the evaluation social costs when utilitarian criteria are not considered. Since social 
costs and benefits cannot meaningfully be measured in terms of market prices, there 
is a need to outline alternative criteria for measurement and evaluation. The question 
arises as to what forms of criteria exist that are suited to measure social costs. 
If problems provide the criteria for their solution, as Hayden argues, then it should 
be possible to find a normative common ground for the problem of social costs. It is 
here that Kapp’s approach to policymaking for the environment (social and physical) 
can be fruitfully incorporated into Hayden’s approach. Kapp proposed the universal 
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value of basic human needs from which context-dependent criteria (social minima) 
can be developed as primary criteria. The degree to which social minima are not 
fulfilled would then be an objective nonutilitarian measure of social costs.

Kapp’s Humanist Approach to Policymaking and Social Costs

Kapp is perhaps best known as the economist who developed a theory of social 
costs in the tradition of American institutionalism (Veblen 1904) (Kapp 1950, 
[1963] 1977) and a policy approach that links Dewey’s pragmatic instrumentalism 
(Dewey 1922) with Max Weber’s substantive rationality (Weber [1925] 2005).

The Complexity Theory of Social Costs  
and the Limitations of Utilitarian Policies

According to Kapp’s theory, the extent to which social costs are accounted for 
depends on the political structure of society requiring environmental policy and 
institutional reforms to minimize them. “[Social costs] are damages […] which 
under different institutional conditions could be avoided. For, obviously, if these 
costs were inevitable under any kind of institutional arrangement they would not 
really present a special theoretical problem. […] to reveal their origin the study of 
social costs must always be an institutional analysis. Such an analysis raises inevi-
tably the question of institutional reform and economic policy which may eliminate 
or minimize the social diseconomies under discussion.” (Kapp 1963:186) “No 
democratic society can and will tolerate this subordination of the social system to 
the dictates of formal rationality. The universal reaction of society to the neglect of 
social costs […] has taken a variety of forms […] compelling private producers to 
internalize […] social costs” (Kapp 1963:202)

Realizing the normative-political character of the problem of social costs and its 
problematic dependency on asymmetric power relations, Kapp sought a way of dealing 
with problems of social costs scientifically without resorting to formal approaches 
of the utilitarian kind. In fact, his divergence from Pigouvian (1924) and Coasian 
(1960) policy approaches does not only result from the realization of the problem’s 
normative-political character but also from their faulty logic and practical limita-
tions. For instance, Kapp considered it as logically faulty to define the concept more 
precisely than is justified: “An element of inescapable indeterminacy may remain 
either due to the lack of homogeneity of the facts or of people’s valuations or due to 
a lack of knowledge about causal interrelationships.” (Kapp [1971b] 1977:309) 
Kapp pointed to circular cumulative causation in the ecological system and funda-
mental uncertainty: “Pollution and the disruption of the environment are the results 
of a complex interaction of the economic system with physical and biological  
systems which have their own specific regularities. Moreover, pollutants from different 
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sources act upon one another and what counts are not only the effects of particular 
effluents and toxic materials but the total toxological situation. […] Those who 
have studied these complex relationships know that environmental disruption can 
easily become cumulative with pervasive and disproportionate effects per unit of 
additional pollutants” (ibid:314–315). Kapp’s theory of social costs stresses “the 
cumulative character and complexity of the causal sequence which gives rise to 
environmental disruption and social costs” (ibid:315) and “the delicate system of 
interrelationships” (Kapp [1963] 1977:94). His theory can in this sense be coined a 
“complexity theory” of social costs that does not exclude less tangible effects. Kapp 
emphasized that social costs cannot be considered as being minor side effects in rela-
tively isolated locations, but have to be seen as all pervasive. He even combined this 
with a historical hypothesis: “as the economy becomes more complex, nonmarket 
interdependencies are likely to assume greater significance. For this reason social 
costs are bound to become increasingly important.” (Kapp [1965a] 1983:5) Under 
conditions of complexity and uncertainty the price mechanism that relies on  
individual subjective evaluations alone cannot identify a viable output position. It is 
largely impossible for “the individual to ascertain the full range of short and long run 
benefits of environmental improvements, or for that matter, of the full impact of 
environmental disruption upon his health and well-being.” (Kapp [1971b] 1977:314) 
Likewise, it can sometimes be difficult to causally determine who is responsible for 
effects either because of incomplete knowledge or because effects are out of propor-
tion to each individual cause. Referring to Myrdal, Kapp reminded us “that statistical 
convenience and measurement must not be permitted to set limits to concept forma-
tions and thus to exclude relevant elements” (ibid:309–310).

Kapp rejected the application of the utilitarian principle, that is, the willingness 
to pay or accept compensation that assigns monetary exchange values to ecological 
effects. This method is, according to Kapp, as arbitrary as the distributional 
inequality which it expresses because the “willingness to pay” depends on the 
“ability to pay” and has nothing to do with the objective and real exigencies of 
states of socioecological balance. “The use of the willingness to pay as criterion of 
quantifying and evaluating the quality of the environment has the insidious effect 
of reinterpreting original human needs and requirements into a desire for money 
and of evaluating the relative importance of such needs in terms of criteria which 
reflect the existing inequalities and distortions in the price, wage and income structure” 
(ibid:313). Kapp made the case that monetary criteria such as the willingness to pay 
are not appropriate because they do not evaluate the characteristics that define the 
quality of the environment and its potentially negative impact on human health, 
human well-being, and human survival (ibid:316). In addition to these theoretical 
inconsistencies, Kapp argued on practical grounds that formal approaches have the 
effect of neither guaranteeing the fulfillment of the requirements of socioecological 
balance nor the satisfaction of basic human needs because they focus on rule-
following, that is, their solutions are predetermined and limited by a prescriptive 
formal apparatus. In addition, they remedy social costs only ex-post, which can be 
too late if damaging effects are irreversible, and they can be too little if the formal 
calculus prevents taking into account the whole range and full extent of repercussions: 
“making the content and extent of the control of environmental quality dependent 
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upon individual willingness to pay could at best lead to piecemeal measures and an 
ineffective formal suboptimization if it does not become the pretext for endless 
delays or a policy of doing too little too late” (ibid:315).

Rational Humanism and Primary Criteria

Kapp proposed a new rational humanism that would humanize economics by starting 
from a clear notion of universal human needs (Kapp [1967] 1985:99–120). 
According to Kapp basic human needs are universal values and should become the 
basis of substantive rationality in the tradition of Max Weber (Weber [1925] 2005). 
“Any substantive treatment of human needs and the resulting notion of substantive 
rationality is based in part on the normative axiom that human life and human 
development and survival are values which need no further proof or demonstration” 
(Kapp, unpublished manuscript, Chap. 4:11). In his unpublished manuscript “The 
Foundations of Institutional Economics” Kapp argued that Marxists and 
Institutionalists start from the value premise of human needs (ibid:11).1 Kapp also 
referred to the concept of “social reproduction,” which was first developed by the 
Physiocrats and later adopted by Marx and Engels. Social reproduction is consid-
ered as a goal in itself and as a useful tool for elaborating hypotheses regarding 
defects and inefficiencies of the social system (Kapp 1974:132, 134–135).

Regarding values Kapp explicitly refers to, on the one hand, the Myrdalian 
position that value judgments always influence economic science and that they have 
to be made explicit in order to escape the danger of claiming value-free results 
(Myrdal [1929] 1954; Kapp 1968:6). On the other hand, however, Kapp seems to 
have gone further than Myrdal when he proposed that a substantive (value-laden) 
formulation of concepts with “objective” categories that does not depend on an infinite 
variety of subjective values is in fact possible. For him “objectively” ascertainable 
values exist and therefore a “science of the essential being” (Wissenschaft des wahren 
Seins) (Blum 1982:49, 1977:51). For Kapp facts and values are not only interlinked 
but values, especially the universal value of human existential needs is the object of 
science. Regarding the interrelationship of facts and values, Kapp also adopted 
Marx’s point of view that the analysis of facts is capable of yielding normative con-
clusions (Sollenspostulate), while rejecting naive empiricism (Kapp 1974:39).

To understand Kapp’s rational humanism as a version of Weber’s substantive 
rationality it is helpful to take a look at what is considered the central humanistic 
reference point (Blum 1977:49; Steppacher 1994:435). Kapp started from the 
“uniqueness of the biological structure of the human organism” (Kapp 1961:139). 
His biocultural concept argues that beyond certain basic physiological needs no 

1 In this context it is interesting that the importance of K. Polanyi’s “substantive” meaning of 
“economic” has been emphasized more recently because of its usefulness for the integration of 
modern heterodox economics, such as neo-marxist and neo-institutionalist approaches (O’Hara 
2000:128–134).
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innate needs exist. Yet the human being has to satisfy certain universal or essential 
needs if he is to develop as a human being. These needs result from the fact that 
humans are born in a quasiembryonic state without the safety of a fixed instinct 
hierarchy and experience helplessness, anxiety and dependency: (1) the need for 
cooperation and communication, (2) the need for self-esteem, self-affirmation, and 
individuation, (3) the need for safety, order, and security. These needs are social in 
character because they can only be satisfied in society, so that humans and society 
are interrelated aspects of life that cannot be meaningfully separated. This consti-
tutes the unique biological structure of humans that is “open” and that necessitates 
a “process of growth” as a condition of the actualization of latent potentialities 
(Kapp 1961:156). The failure to satisfy these needs may lead to various forms of 
stress, tension, and anxiety (ibid:174). From this Kapp concluded that human 
beings share universals by virtue of being human in close accordance with findings 
of theorists, such as Abraham Maslow and Erich Fromm. According to Blum, even 
depth psychology shows that there is an objectively observable and scientifically 
determinable “common denominator” in humans that expresses a quality that is 
both uniquely and universally human (Blum 1977:50). Kapp formulated the usefulness 
of such an understanding of human nature: “An empirically validated concept of 
man and human nature and an understanding of the impact of the enculturation 
process on the human personality and self-actualization may ultimately enable the 
social scientist to appraise […] [the] impact [of the social and physical environ-
ment] on the individual” (Kapp 1961:178).

This background allowed Kapp to derive criteria for a rational humanism that are 
substantive, meaning that they are sought and found in the degree of satisfaction of 
human needs. This process embodies a differentiation of human needs according to 
their urgency into basic and higher needs. According to Kapp, it is possible to determine 
minimum standards in the fields of public health, medical care, education, housing, 
transportation, and recreation based on empirical data with greater agreement than 
usually assumed. Hence, human needs become operable as social minima. While 
remaining subject to revision in the light of new scientific research they have to 
become ends in themselves because they reflect basic human and social needs (Kapp 
[1971a] 1983:117). In this context, Kapp praised Carl Menger for having faced the 
difficult task in the 2nd revised edition of Grundsätze der Volkswirtschaftslehre of 
differentiating between needs of first order and those of higher order (Menger 
1923:32–56; Kapp 1972:217). As criteria human needs are clearly very different 
from the formal subjective maximizing, undetermined utility functions, or abstract 
money units of formal rationality that conceal great disparities (Blum 1982:67, 69). 
Referring to Immanuel Kant, Kapp argued that that which cannot be exchanged has 
no exchange value but intrinsic absolute value. Thus, for him human life and survival 
are not exchangeable commodities and their evaluation in terms of market prices is 
in conflict with reason and human conscience (Kapp 1974:132).2

2 This is analogous to Polanyi’s concept of “commodity fiction” (Polanyi 1947).
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Kapp emphasized that the door remains open for empirical validation and 
refutation and the possibility of disproving evaluations (Kapp 1963:188–189). 
Kapp applies the term “objectivity” of norms in a pragmatic sense of a susceptibility 
to revision in the light of experience and the empirical test. Human needs as norms 
become a reference point that makes it possible to say which means and ends are 
“healthy” or “good.” Norms and values are open to scientific evaluation and guide 
economic policy. In this, rational humanism links Weber’s concept of substantive 
rationality to Dewey’s pragmatic instrumentalism that considered value judgments 
to guide theoretical and empirical analysis (Bush and Tool 2001:198–200). 
In elaborating rational humanism Kapp drew farther away from Weber and closer 
to Dewey who stated that all crucial decision making must invariably include an 
exploration of the objectives pursued both as far as their content and their implications 
are concerned (Kapp 1965b:59). Kapp also referred to Dewey’s distinction between 
the “manipulative” use of reason (formal rationality) and the “constructive” use of 
intelligence. He favored the latter because it is concerned with the realization of 
genuine opportunities, the exploration of new possibilities, and it requires the pro-
jection of the full repercussions of action under different circumstances (Kapp 
1963:194–195).

Rational humanism moves beyond the limit of Weber’s notion of objectivity that 
was tied to his version of “scientific” instrumental reasoning that is not concerned 
with criteria. Building on the contribution of Dewey, Kapp found a way to treat 
value-related decisions as also “objective” in a pragmatic sense. It seems that Kapp 
associated freely with Weber’s notion of substantive rationality and it can be 
considered his innovation to build this orientation toward higher norms, in particular 
human needs, into economic reasoning and to render them operational as primary 
criteria. The very concepts of substantive rationality and value-related reasoning 
are evidence of Weber’s intuition that even his scientific instrumentalism has 
certain limits. This is what inspired Kapp’s theoretical innovation and brings into 
the open what Weber had only hinted at. Kapp’s concept of universal human needs 
demonstrates that there is not an infinite amount of possible standards of value and 
that values are not beyond the scope of science. Yet, it is important that rational 
humanism does not enter into what Weber called “ethics of conviction” with its 
uncritical and unconditional devotion to an absolute idea and fixed aim which leads 
to a neglect as to its consequences. Instead it remains within the confines of what 
Weber called “ethics of responsibility” (Kapp 1963:188–189). Kapp fully agreed 
with Weber by emphasizing that science must never be used to impose dogmatic 
value judgments (Blum 1977:51).

Kapp’s rational humanism in policymaking means that fundamental require-
ments of human life and survival are integral parts of the constellation of goals of 
economic policy and social controls. For example, particular aspects of the quality 
of the environment such as clean air and water must be an end in itself via scientifi-
cally derived environmental norms that reflect basic human needs. Kapp’s policy-
making places the human being and basic needs in the center by proposing social 
minima, ecological maximum tolerance levels, socioecological indicators, and 
social controls (Kapp [1971a] 1983, [1973] 1974, [1974] 1983). Kapp was convinced 
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that the solution to the problem of social costs required a new Political Economy 
(Kapp 1950, [1963] 1977) or normative economics: “the new task of [normative] 
economics would be to elucidate the manner in which collectively determined 
social goals and objectives could be attained in the most effective and socially least 
costly manner” (Kapp 1976:102). In elaborating his humanist approach to policy-
making Kapp relied on Dewey’s instrumentalism: “the instrumental elaboration of 
the paths to be followed, the choice of means in its broadest sense, both belong to 
the rational setting of objectives and their rational achievement, i.e., rational in the 
light of empirically testable criteria [i.e. social minima]. […] The logic of the deter-
mination of objectives is added to the logic of the achievement of objectives by the 
introduction of means suited to the objectives. When political economics is oriented 
towards the preservation of life and providing the means of existence [...] it includes 
the exploration of what is necessary and possible and, in the form of political 
action, deals at the same time with the question of how appropriate reforms may be 
used to realize sets of objectives that have been recognized as necessary and found 
social acceptance.” (Kapp [1967] 1985:112–113)

Social Minima and Socioecological Indicators  
for Measuring Social Costs

Rational humanism applied to policymaking aims at objectifying scientifically and 
making operational the value of human needs via social minima. Social minima are 
objective criteria – a kind of measuring rod – for the appraisal of the “health” of the 
social and physical environment which enables economists to establish norms and 
values scientifically. Social minima can further be transformed into maximum 
tolerance levels. These are ecological norms, which allow evaluating and exploring 
different means and ends in the light of their differing costs and benefits, their 
effects on the physical and social environment, hence their effect on the satisfaction 
of human needs. Maximum tolerance levels can be used to measure social costs in 
terms of existing deficiencies by comparing, for example, the actual state of pollution 
with the maximum permissible concentration of pollutants. “What we suggest as 
undeniable is the fact that as we extend the applicability of [social minima] we 
‘rationalize’ and ‘objectify’ the determination of social costs and social benefits 
and remove their evaluation increasingly from the realm of subjective or ideological 
self deceptions and distortions” (Kapp 1963:202).

At this point it becomes clear that Kapp’s realization about the social nature of 
the problem of social costs and the importance of finding workable and scientifi-
cally sound solutions forced him to break with Weber’s position on value-free 
instrumentalism: “In contrast to M. Weber we suggest that the substantive definition 
of social costs and social benefits is possible in terms of objective requirements […] 
[because they] can be determined with a considerable degree of scientific method 
and objectivity. That is to say, the identification of social costs and social ben-
efits calls for scientifically determined social minima” (Kapp 1963:193–194). 
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Yet, at the same time Weber’s notion of substantive rationality remained the 
main inspiration for his rational humanism: “The identification of social costs and 
social benefits derives its objectivity from an orientation toward a substantive ratio-
nality which reflects the extent to which a given group of persons is or could be 
adequately provided with goods and services, or protected against unnecessary 
losses” (Kapp 1963:190, 193). Kapp acknowledged that social minima do not make 
the decision process free of conflict. “We do not deny that the social evaluation of 
the relative importance of social benefits and social costs will always carry elements 
of political decision as to social purposes and goals. […] Admittedly this relationship 
[social minima] does not give rise to an unequivocal and self-evident determination 
of social goals and social values; but it […] facilitates the formulation of aims and 
priorities which are accessible to scientific interpretation and the pragmatic test” 
(Kapp 1963:203).

Kapp’s policy approach also offers derived (secondary) criteria for environmental 
policy. Kapp argued that environmental policies, the evaluation of environmental 
goals and the establishment of priorities require a substantive economic calculus in 
terms of social use values (politically evaluated) for which the formal calculus in 
monetary exchange values fails to provide a real measure. Hence, an integral part of 
Kapp’s policymaking is a comprehensive system of social accounting with a diver-
sity of heterogeneous socioecological indicators that reflect the present state and 
exigencies of the socioecological system and its effect on the condition of human life 
in the light of explicitly stipulated environmental objectives (minimum environmen-
tal standards). Socioecological indicators include an inventory of the total situation, 
a kind of stock taking as a departure point. This inventory of the present state of the 
environment has to contain the actual and potential dangers for human health and 
well-being, to social productivity and indeed to human life and survival. Yet, Kapp 
cautions, that it is important not to conceal that vested interests are affected by 
implementing a more comprehensive accounting system (Kapp [1973] 1974).

Conclusion

In conclusion, Kapp’s approach fits into the framework of Hayden’s Social Fabric 
Matrix (SFM) because both are based on the same philosophical foundation, that 
is, Dewey’s pragmatic instrumentalism and a nonutilitarian approach to value. 
SFM’s key system principles and components are also found in Kapp’s open system 
approach to social costs. Thus, SFM is the technique that makes it possible to apply 
Kapp’s theory of social costs in concrete problem settings to effectively resolve 
problems of social costs. The real advantage is SFM’s graphical-formal tool box 
that allows the framing of the problem situation by better understanding circular 
cumulative causation between the open economic system and its physical and 
social environment. In addition, SFM’s method to policymaking as a social process 
under the influence of different values allows for approaching social costs as Kapp 
did, i.e. by means of primary criteria (social minima and maximum tolerance lev-
els) and secondary criteria (socioecological indicators).
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Abstract System dynamics is a computer modeling technique that is used to 
solve problems in complex socioeconomic systems through the design or redesign 
of system structure. Its application often involves the elicitation and mapping of 
knowledge from experts and stakeholders who possess detailed information about 
the relevant structure and behavior of the system under study. A digital computer 
is then used to accurately trace through the dynamics inherent in the mapping – a 
task that humans cannot do reliably via thought and debate due to their inherent 
cognitive limitations.

The purpose of this chapter is to illustrate how Hayden’s Social Fabric Matrix 
can add value to system dynamics modeling by introducing discipline and an orga-
nizational framework based on institutional economic theory to the knowledge 
elicitation process. Potential pitfalls are discussed and examples are provided. An 
important conclusion is that the combination of the two tools can be profitably used 
for consensus building among experts – a result that is vital for effective policy 
formulation.

Introduction

In the early 1980s, F. Gregory Hayden (1982a, b) revealed his now famous social 
fabric matrix (SFM) method to his fellow economists. Since that time he has used 
it to help policy makers from a variety of public sector institutions systemically 
think through the implications of changes to complex socioeconomic systems. The 
applications to which Hayden has applied the SFM method are numerous and 
diverse (Hayden 2006), and the impact on actual policy making, particularly at the 
state and local levels, has been significant (Tool 2003). Hayden’s successes in the 
policy arena, however, raise an important question: Can the SFM method, which is 
now quite mature, be improved and extended? The purpose of this chapter is to 
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provide at least one answer to this question. More specifically, the case will be 
made that the SFM is a tool that can profitably be combined with system dynamics 
computer simulation modeling to form a more powerful approach to socioeconomic 
policy analysis.

The System Dynamics Modeling Process

System dynamics is a computer simulation modeling process that is used to solve 
problems in complex socioeconomic systems through the design or redesign of 
system structure. Its intellectual origins lie at the interface of feedback control 
theory, cognitive psychology, and digital computer simulation. Although a compre-
hensive presentation of the details of system dynamics modeling are beyond the 
scope of this chapter a brief overview of the method will be presented.1

The most fundamental idea in system dynamics modeling is that a system’s struc-
ture causes its dynamic behavior. Broadly, a system’s structure consists of its:

Physical structure

Resources
Constraints and limiting factors
Delays

Organizational structure

Organization of the system’s decision making units
Lines of authority
Information availability and quality

Psychological decision making structure

Heuristics
Culture and tradition
Habits and routines
Standard operating procedures
Incentives and rewards
Values and goals
Forecasts and expectations

The goal of a system dynamics modeler is to identify and map-out the particular 
elements of a system’s structure (i.e., its socio-techno-environmental-economic “fab-
ric”) that interact to create its problematic behavior. Once this has been accomplished 
the resulting model can be used to run “what-if” experiments aimed at determining 
which changes to the system’s structure can alter its behavior in a desirable manner.

1 For detailed information on the system dynamics method the reader should consult Sterman 
(2000).
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System dynamics modeling is a pattern modeling process (Wilber and 
Harrison 1978) that essentially yields a dynamic case study of a system experi-
encing a problem. In mapping out a system’s crucial structure, the modeler acts 
like a detective who is trying to piece together an explanation for a crime or a 
physician who is trying to diagnose a disease afflicting a patient. As shown in 
Fig. 1, the modeler is guided in this problem-solving process by knowledge of 
“generic structures,” which are models and/or pieces of system structure that 
have been found to be common to many system dynamics studies, and “princi-
ples of systems,” which are the fundamental rules of system dynamics to which 
all generic structures and system dynamics models must adhere.2 In this sense, a 
system dynamics modeler acts very much like a lawyer who is assembling a 
legal argument related to a particular case, using insights from other, similar, 
cases and fundamental legal principles. Note too that this pattern modeling process 
is endogenous in that new models can lead to new generic structures and 
principles of systems.

2 See Forrester (1968).

System Dynamics
Models

Generic
Structures

Principles of
Systems

Identified
regularities

lead to

Identified
regularities

lead to

Guides
modeling
process

Guides
modeling
process

Fig. 1 Endogenously determined guides to the system dynamics pattern modeling process
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System dynamics modeling is also an evolutionary learning process. Figure 2, 
adapted from Saeed (1992), shows that the creation of a system dynamics model is 
an iterative process involving the modeler’s interpretation of measurements and 
observations about system structure and behavior in the light of information from the 
mental models of system experts and stakeholders, the relevant scientific literature, 
generic structures, and principles of systems. These interpretations help the modeler 
form opinions about important system structure and relevant system behavior that 
serve as targets for model structure and behavior. Based on these targets, the modeler 
creates a mapping of the system’s crucial structure (i.e., the system dynamics model) 
and simulates it to reveal its inherent behavior. Comparisons are then made to target 
the structure and behavior. Discrepancies are resolved by either modifying the model 
and its associated behavior and/or by the modeler changing his/her mind about the 
relevant target structure and behavior, in the light of the results from the simulation. 
Seen from this vantage point, the structure of a system dynamics model evolves over 
a period of time and the evolutionary learning process, not the “finished” model, is 
the thing that generates value (Forrester 1985).

The Components of a System Dynamics Model

To map out the structure of a system that is generating problematic behavior, a 
system dynamics modeler utilizes four main building blocks: stocks, flows, feedback 
loops, and limiting factors. Stocks can be thought of as bathtubs that accumulate 

Problem
Conceptualization

Model
Formulation

Mental Models, Literature,
Generic Structures, &

Principles Related to System
Behavior

Mental Models, Literature,
Generic Structures, &

Principles Related to System
Structure

Opinions About
System Structure

Comparison &
Reconciliation

Representation of
Model Structure

System Dynamics
Modeling Tools

Dynamic
Simulation
Techniques

Revelation of
Model Behavior

Comparison &
Reconciliation.

Measured & Inferred
Time Series Data

Observations &
Measurements Related to

System Structure &
Behavior

Structure
Identification

Loop

Behavior
Identification

Loop

Fig. 2 Iterative nature of the system dynamics modeling process: identifying structure and behavior 
(Adapted from Saeed (1992))
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physical or informational flows over a period of time. Flows can be thought of as 
pipe and faucet assemblies that fill-up or drain the tubs. The process of flows accu-
mulating in stocks is called integration in the calculus and is the fundamental 
source of the dynamics of any system.

Stocks and flows are components of feedback loops. Feedback is the transmission 
and return of information about the amount of “stuff” that has accumulated in a 
system’s stocks over time. This information feeds back, directly or indirectly, to the 
system’s flows and, based on a specified set of rules (often representing the system’s 
psychological decision making structure), governs the behavior of the flows.

Two types of feedback loops exist in system dynamics modeling: positive loops 
and negative loops. Positive loops represent self-reinforcing processes such as 
speculative bubbles, wage-price spirals, and capital accumulation. They tend to 
destabilize systems and are responsible for the growth or decline of socioeconomic 
systems. Negative loops, on the other hand, represent goal-seeking processes such 
as inventory control mechanisms, basic supply and demand relationships, and open 
market transactions by a central bank aimed at keeping an overnight interest rate at 
its target value. They tend to stabilize systems, although when their corrective 
action is significantly delayed they have a tendency to make systems oscillate 
around their targets. As such, negative loops are responsible for both equilibrium 
and cycles in socioeconomic systems.3

Negative loops are also responsible for a phenomenon that is quite common in 
socioeconomic systems called “policy resistance.” This behavior occurs when the 
goals of policy makers are in conflict with the goals of other agents in the system. 
Any intervention by policy makers that pushes a system in a particular direction is 
often counter-acted by the actions of the other agents in the system, as their negative 
loops try to pull the system back toward their (conflicting) goals (Sterman 2000, 
pp. 5–12). Policy resistance can be overcome if policy makers align their goals with 
those of the other agents in the system.

To sum up, from a system dynamics perspective the behavior of a system is sig-
nificantly influenced by the types and numbers of its feedback loops and their asso-
ciated strengths. The positive and negative loops can be thought of as fighting for 
control of the system with the dominant loops determining the system’s time path.

A fourth building block used to map-out a system’s structure is limiting factors. 
More specifically, since almost any conceivable stock cannot contain an infinite 
amount of material or information, the factors that limit the capacity of a system’s 
important stocks must be identified and modeled. This forces a system dynamics 
modeler to look for the physical, financial, and psychological limitations that con-
strain a system’s components.

In order to describe how a system behaves as it approaches any of its limiting 
factors, a system dynamicist must often specify nonlinear relationships. This has 

3 Of course, most evolutionary economists such as Gregory Hayden feel that actual socioeconomic 
systems never reach a state of equilibrium.
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two important implications. The first is that simulation must be used to solve 
system dynamics models because in almost all cases nonlinear dynamic models 
do not have closed-form analytical solutions. The second is that the existence of 
nonlinearities means that the strength of the system’s feedback loops (i.e., its 
“active structure”) can change endogenously over a period of time. This imparts an 
evolutionary flavor to system dynamics models and makes it nearly impossible to 
predict their future time paths with the unaided human mind. Figure 3 offers an 
example of a simple generic system dynamics model that contains each of the 
four building blocks described above.4

Group Model Building

One of the most important uses of system dynamics modeling (and of the SFM 
method) is to help a group of experts and stakeholders reach a consensus about 
policy prescriptions. Indeed, it is quite common for experts and stakeholders to 
disagree on policy choices, as they bring different mental models to the policy 

Fig. 3 Generic components of a system dynamics model

4 Figure 3 was created with a system dynamics software package called Vensim. The figure is 
essentially a user-friendly picture of the equations that underlie the system dynamics model. If a 
user wishes to see the equations, they are a simple mouse click away.
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formulation process. From a system dynamics point of view, the key is to use the 
modeling process to surface individual assumptions, test proposed strategies that 
are “obvious” and “known to be effective,” and structure debate so that a shared 
mental model can be developed and a “learning organization” can be created 
(Vennix et al. 1997, p. 103).

Over the years, a lot of research has been conducted into what works and what 
doesn’t when using system dynamics to do group model building.5 The fundamen-
tal research questions involve uncovering, codifying, and standardizing best practices 
for systematically eliciting knowledge from a group of experts and stakeholders and 
for dealing effectively with group interactions. To a larger degree, answering these 
questions involves introducing insights from behavioral decision theory, small group 
dynamics, and group facilitation into the system dynamics modeling process (Vennix 
1996; Vennix et al. 1997, p. 103).

A key aspect of group model building is the knowledge elicitation process. The 
goal of this endeavor is to accurately map-out the knowledge of the system and its 
problems that is held by the various experts and stakeholders who are participating in 
the modeling exercise. Moreover, to be useful this process must proceed in a manner 
that is amenable to the creation of a system dynamics model. This usually involves 
introducing the experts and stakeholders to “systems thinking” concepts so that they 
can organize and present their knowledge from both a holistic and dynamic point of 
view. A useful tool for accomplishing the former goal is causal loop diagramming and 
it will be argued that the SFM can become an important tool as well.

Causal Loop Diagramming

Causal loop diagramming is often used in the conceptualization or brainstorming 
stage of a group model building project (Randers 1980; Gill 1996; Lane 2008).6 
The goal is to have experts and stakeholders identify important variables in the 
system experiencing the problem and connect them in chains of cause and effect 
until feedback loops are formed. This forces the participants to think holistically 
and endogenously, and turn their thoughts about the causes of system problems 
inward toward the design of the structure of the system (Lane 2008). The intercon-
nected set of feedback loops that emerges from this process is considered to be a 
“first cut” of a possible explanation for a system’s problematic behavior.

5 Excellent summaries of most of the research that was conducted in group system dynamics model 
building up through the mid-1990s can be found in Vennix (1996) and Vennix et al. (1997).
6 Causal loop diagrams are also often used to present key feedback relationships from a completed 
system dynamics modeling project to an audience or reader.
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As an example, Fig. 4 presents a “raw” or unrefined causal loop diagram that 
was created during an actual brainstorming session, held in July of 2007 that was 
aimed at uncovering the main cause of exchange rate problems in the nation of 
Columbia.7 Each arrow represents an important cause and effect relationship 
perceived to exist by at least one economist participating in the exercise. The variable 
at the tail of each arrow (the independent variable) is assumed to cause a change, 
ceteris paribus, in the variable at the head of each arrow (the dependent variable). 
A plus sign next to the head of an arrow indicates that an increase in the indepen-
dent variable will cause an increase in the dependent variable above what it would 
otherwise have been, and a decrease will cause a decrease below what it would 
otherwise have been. A minus sign next to the head of an arrow indicates that an 
increase in the independent variable will cause a decrease in the dependent variable 
below what it would otherwise have been, and a decrease will cause an increase 
above what it would otherwise have been.8 Whenever possible, the arrows or 
“causal links” in Fig. 4 were joined to form closed feedback loops.9

Although causal loop diagramming can be a very useful part of the system 
dynamics modeling process, it must be used with caution because it possesses sev-
eral inherent limitations (Richardson 1986, 1997; Sterman 2000, Chapter 5; Lane 
2008). According to Lane (2008) these include:

A lack of precision. Due to their inherent simplicity, the thought processes  
underlying some of the links in a causal loop diagram may be unclear to someone 
who has not participated in the brainstorming session.
A lack of variable and link distinctions. Causal loop diagrams do not distinguish 
between stocks and flows or between conserved flows (flows of “stuff” between 
two stocks) and information links (flows of information about stocks). As such, 
the logic behind some causal links can be misleading. For example, in a causal 
loop diagram of a simple demographic model in which a birth rate influences a 
population and the population feeds back to influences the birth rate (i.e., a higher 
population leads to more births per year and more births per year causes a higher 
population), each causal link would have a plus sign at the head of its arrow. Yet, 
if a population decrease is considered, the causal chain would seem to indicate 
that a smaller population causes fewer births per year and fewer births per year 
causes a smaller population. Of course, this is silly because a smaller birth rate 
will still, ceteris paribus, increase the population, albeit at a slower rate.

7 Actually, the causal loop diagram was first drawn iteratively on a white board during the brain-
storming session, then copied onto notebook paper, and finally reproduced in a software program 
for presentation in this chapter.
8 In the case in which the dependent variable is not a stock, a causal link is actually a picture of a 
partial derivative. See Sterman 2000 (p. 139).
9 Most of the variables in Fig. 4 that are not part of a feedback loop(s) were not conceptualized to be 
exogenous, but rather as important components of feedback loops that exist in other sectors of the 
model economy. In other words, they represent points of linkage to other sectors of the model.
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Loop polarity errors. The lack of variable and link distinctions can also cause 
the polarity of some feedback loops to be misidentified. A classic example from 
Richardson (1986) involves a simple causal loop diagram of the feud between 
the Hatfields and the McCoys. What appears to be a positive loop that wipes out 
one family and makes the other grow exponentially is actually a negative loop 
that gradually reduces the size of both families, when the appropriate stock and 
flow structure is considered.
Inability to reveal the dynamics of a system. By far, the biggest problem with any 
causal loop diagram is that the dynamics of the socioeconomic structure it repre-
sents cannot be determined through simple inspection. Instead, the conversion 
of the causal loop diagram into a full-blown system dynamics model, and its 
subsequent simulation, is required to accurately reveal the dynamics inherent in 
its structure.

The last limitation of causal loop diagrams has been the source of some contro-
versy over the years in the field of system dynamics. Practitioners of what is called 
“soft systems” or “soft OR” argue that significant insight into socioeconomic problems 
can be gained from causal loop diagramming and other knowledge elicitation and 
systems thinking techniques and as such, it is often unnecessary to go beyond this 
level to formal modeling and simulation. Of course, traditional system dynamicists 
have disagreed with this view for the reasons outlined above.10

Turning a causal loop diagram derived during a brainstorming session into a full-
blown system dynamics model is not a trivial task. Indeed, anyone new to system dynamics 
modeling would find it incredibly difficult in all but the most trivial of cases, because, 
in and by themselves, causal loop diagrams do not contain enough information to facili-
tate simulation. Instead, a modeler must use his/her experience and knowledge to 
convert the ideas embodied in a causal loop diagram into dynamic equations and their 
equivalent stock-flow-feedback loop-limiting factor representation. Several authors, 
however, including Burns (1977), Burns and Ulgen (2002), and Binder et al. (2008), have 
proposed formal methods for fixing the problems associated with causal loop diagrams and 
allowing computer algorithms to automatically turn them into system dynamics models. 
Although automating the causal loop diagram conversion process takes away most of 
the learning that occurs during a system dynamics policy intervention, it represents an 
interesting (and perhaps inevitable) area of research that is currently being pursued by 
some within the field of system dynamics.

Social Fabric Matrix and System Dynamics

Gregory Hayden’s SFM approach can be used to add significant value to the system 
dynamics modeling process by providing a powerful way of organizing knowledge 
elicitation sessions with system experts and stakeholders. In fact, getting experts 

10 For a collection of papers devoted to this controversy see Richardson et al. (1994).
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and stakeholders to take what they know and offer it in a manner that easily facili-
tates the creation of an insightful (consensus) model may be the most important 
advancement that can be made in the field of system dynamics.

The SFM approach is essentially a way to map out the feedback structure of a 
complex socioeconomic system in a disciplined and organized fashion, with the 
organizational framework coming from institutional economic theory. In other 
words, it is a way of helping experts and stakeholders produce a causal loop diagram 
by helping them structure their thinking from a particular point of view. It is also 
potentially valuable to system dynamicists because it requires experts and stake-
holders to include information that goes beyond what is minimally required in 
traditional system dynamics knowledge elicitation sessions.

Figure 5 presents a simple example of a generic SFM. It contains five primary 
categories of influence that have their origins in institutional economic theory: 
Societal Institutions, Technology, Environment, Norms (Beliefs), and Values. Although 
the details of the individual components grouped within each category (e.g., A1, 
A2, etc.) are not specified in this example, in practice they would be identified by 
the experts and stakeholders participating in the modeling exercise and included in 
the matrix.11
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Fig. 5 Simple generic social fabric matrix

11 See Hayden (1982a, b, 2000) and Gill (1996) for more details and examples.
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In Fig. 5, row components are assumed to deliver a flow of something to column 
components. The deliveries must be specified as occurring via processes of reci-
procity (e.g., deliveries from one industry to another via cartel arrangements) and 
redistribution (e.g., deliveries from one industry to another via government agree-
ment) and exchange (e.g., deliveries from one industry to another via market trans-
actions).12 Further, the process of creating a SFM requires experts and stakeholders 
to specify, for each cell, the sufficiency level (i.e., the required/desired/contractual 
amount to be delivered), locational aspects (i.e., the beginning and end points of 
deliveries), and appropriative aspects (i.e., the details of the transactions) of each 
delivery.

As in Hayden’s original approach, the SFM can be converted to Boolean matrix 
that can in turn be used to make a causal loop diagram.13 In Fig. 5, a one in a cell 
indicates that a flow of deliveries are made from the row component to the column 
component. Information about the link’s polarity can be added by including a plus 
or minus sign in the cell. Figure 6 shows the causal loop diagram that corresponds 
directly to the SFM in Fig. 5.

A1 B1

C1D1 E1

+

–

–

–

–

–

–

+

+ +

Fig. 6 Causal loop diagram associated with simple generic social fabric matrix

12 Hayden (1982a).
13 Hayden calls causal loop diagrams “sequence digraphs.”
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Discussion

As the SFM forces experts and stakeholders to structure their knowledge about the 
fabric of a socioeconomic system holistically and endogenously, and according to 
the characteristics of delivery flows organized into five categories based on institutional 
economic theory, it represents a potentially superior way of organizing knowledge 
elicitation sessions during a system dynamics group modeling intervention. In fact, 
during the mid-1990s Roderick Gill (1996) explored this very idea by using a SFM 
to produce a system dynamics model of the slow developing Australian bee pollinating 
industry. Unfortunately, after several years of research, Gill and his colleagues concluded 
that an “IdeaMaP” approach is preferable to the SFM method because experts and 
stakeholders found it difficult to make the conceptual jump from the SFM to the 
actual system dynamics model. Gill and Wolfenden (1998) write:

In an earlier work, Gill (1996) proposed the prefacing of formal system dynamics modelling 
with the community participative development of a social fabric matrix (after Hayden 
1982a). Though it was invariably successful in generating a high level of shared insight and 
learning, a major problem remained in effecting an intuitively seamless transition from the 
matrix to the model. The matrix approach is laterally different at least in appearance to the 
graphical interface underlying subsequent system dynamics modeling efforts though it is 
directly analogous to ‘mud mapping’. It was always difficult (though never impossible) for 
participants to consider both aspects as two components of a unified overall process. 
Following an extensive review of cognitive mapping procedures, the current format for 
IDeaMaP was developed as a successful process for bridging the gap between the articula-
tion of intuitive system understandings and computerized scenario testing and analysis.

With the IdeaMaP approach, experts and stakeholders brainstorm by producing 
a “mud map,” which is essentially a hand-drawn causal loop diagram. The mud 
map is then translated into a quasi-system dynamics model on the computer (no 
equations, parameters, initial values, etc.). A sub-group of the experts and stake-
holders then meets to add hard/soft data to the quasi-system dynamics model (equations, 
parameters, initial values, etc.), which turns it into a traditional system dynamics 
model. Finally, the traditional system dynamics model is turned into a “flight simu-
lator” or “learning laboratory,” which enables participants to interact with the 
model (e.g., run scenarios, test ideas) in a user-friendly manner (e.g., via buttons, 
switches, slider bars, gauges, etc.).

Hence to sum up, Gill’s initial research showed that Hayden’s SFM method can 
be profitably used to do group system dynamics model building, but his subsequent 
research led him and his colleagues to conclude that an alternative method, which 
eliminates the use of the matrix, is superior. The outstanding research question thus 
appears to be whether or not it is possible to eliminate participant confusion generated 
during the transition from matrix to simulation model while preserving the utility 
generated by the intellectual discipline and organizational framework inherent in the 
SFM method. Clearly, research conducted in the controlled setting of a laboratory 
instead of the uncontrolled environment of the field is required to answer this ques-
tion. Moreover, the ultimate solution might involve a modification of the SFM 
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method to include the specification of the polarities of the causal links, the stocks 
that accumulate the delivery flows, and a reference mode.14

Some Comments on the Notion of “Open”  
and “Closed” Systems

One of the issues that have historically generated confusion in both institutional 
economics and system dynamics involves the distinction between open and closed 
systems. More specifically, institutional economists such as Gregory Hayden have 
argued (correctly) that socioeconomic systems are “open,” which means that they 
draw in inputs from, and expel outputs to, their environments. As a consequence 
institutional economists believe that, to be deemed appropriate for institutional 
analysis, a modeling technique must be able to create “open” models of socioeco-
nomic systems. Some institutional economists, however, also argue that system 
dynamics models represent “closed” systems, which do not import inputs from, nor 
export outputs to, their environments because their structures consist of closed 
feedback loops that generate endogenous behavior.15 Unfortunately, this belief is 
totally incorrect. Although it is certainly technically possible to create system 
dynamics models that are “closed,” it is fairly uncommon to do so. The overwhelm-
ing majority of system dynamics models of socioeconomic systems are in fact 
“open.”

The decision about whether or not to model a system as open or closed is really 
a decision about where it is best to draw a model’s boundaries. Since models are by 
definition simplifications of reality, system dynamicists do not try to include all 
aspects of the systems they study in their models.16 Indeed, experienced system 
dynamicists are experts at leaving things out of, as opposed to putting things into, 
their models!

Figure 7a presents a simple demographic model in which people migrate to and 
from the state of Massachusetts. In this example the particular place from which 
immigrants arrive, and the particular place to which emigrants depart, are unim-
portant for the purpose of the model and thus omitted. Instead, the flow of immi-
grants originates from a “cloud,” which is an infinite source from the model’s 
environment, and the flow of emigrants terminates in a cloud, which is an infinite 
sink into the model’s environment. In this example, the clouds define the boundaries 
of the model and the model can be defined as “open.”

14 See Randers (1980) for more information on specifying a reference mode during the system 
dynamics modeling process. Specifying a reference mode would help experts and stakeholders tie 
the fabric of a socioeconomic system to its dynamic behavior.
15 Mathematically, open systems are “dissipative” and closed systems are “Hamiltonian.” For more 
on this distinction see Radzicki (1988). 
16 In the extreme, the models would end up being exact replicas of the actual systems.
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On the other hand, Fig. 7b presents an alternative version of the state demo-
graphic model. In this case the particular place from which immigrants arrive 
(Connecticut), and the particular place to which emigrants depart (Vermont), are 
deemed important for the purpose of the model and thus included within its boundaries. 
Therefore in order to facilitate this modification of the model, the clouds in Fig. 7a 
have been replaced by population stocks. The immigrants and emigrants never 
leave the system and the model does not interact with its environment. As a result, 
if this is the complete model, it can be defined as “closed.”17

From Fig. 7a, b it is clear that the distinction between open and closed systems 
has nothing to do with feedback loops. The confusion surrounding this issue seems 
to have arisen from two sources. The first is Ludwig von Bertalanffy, the father of 
general systems theory. Richardson (1991, p. 122) writes that von Bertalanffy:

might have confused the concept of a closed loop of circular causality with his own notion 
of a ‘closed system.’ The latter is a system that exchanges no material or energy with its 
environment, an entirely distinct and independent idea from the notion of a closed sequence 
of causes and effects. Alternatively, [he] may have equated information with ‘material’ and 
‘energy,’ and thus found information loops equivalent to materially closed systems.

Immigration Rate Emigration Rate

Model Boundary

a

Massachusetts
Population

Fig. 7 (a) Simple demographic model of an open system. (b) Simple demographic model of a 
closed system

Massachusetts
Population

Immigration Rate Emigration Rate

Model Boundary

Connecticut
Population

Vermont
Population

b

17 Since the clouds in Fig. 7a represent an infinite source and an infinite sink, there are no limits 
to the number of immigrants and no constraints on the number of people who wish to leave 
Massachusetts (except a Massachusetts Population stock of zero) in the model. On the other hand, 
since the stocks in Fig. 7b cannot hold an infinite number of people, they implicitly have limits. 
Feedback from these stocks to the rates of immigration and emigration could be added that would 
reduce these flows as the system’s limits are approached.
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The second source is, ironically, Jay Forrester, the father of system dynamics. 
Forrester (1968, pp. 1-5–1-7) chose to classify systems as either “open” or “feedback” 
(i.e., “closed”). According to Richardson (1991, pp. 297–298):

The concept of the closed boundary signals the system dynamicist’s endogenous point of 
view…It also serves indirectly to show Forrester’s independence of von Bertalanffy and the 
general systems theorists…A ‘closed system’ in general systems theory is a system that 
experiences no interchange of material, energy, or information with its environment – a 
corked bottle at constant external conditions, for example. In contrast, Forrester’s concept 
[of a “feedback or “closed” system] represents a system that is not ‘materially closed,’ but 
rather ‘causally closed’ – the closed boundary separates the dynamically significant inner 
workings of the system from the dynamically insignificant external environment…The two 
views of closed systems – materially closed and causally closed – are related but are sig-
nificantly different. No serious system dynamics model is closed in the general system 
theory sense. Every one exchanges material with its environment – the little clouds repre-
senting sources and sinks in Forrester-like flow diagrams representing stocks of material 
outside the system boundary. Because of such exchanges, Forrester’s ‘closed boundary’ 
systems are, in von Bertalanffy’s terms, ‘open systems.’

Conclusions

Gregory Hayden’s SFM method is an efficacious and mature approach to holistic 
socioeconomic analysis and he should be applauded for both its creation and its 
many successful applications. From a system dynamics point of view, however, it 
is essentially a tool for eliciting knowledge from a group of experts and stakehold-
ers in a rich, disciplined, and theory-based fashion, to produce a causal loop  
diagram of a socioeconomic system’s feedback structure or “fabric.” As a conse-
quence, the SFM method suffers from the same strengths and weaknesses as traditional 
causal loop diagramming. In order to take the SFM to the next level, research into 
how it can best be used as a part of the system dynamics modeling process is 
required. Field studies by Gill have suggested that experts and stakeholders find it 
difficult to make the conceptual leap from the SFM to the system dynamics stock-
flow-feedback loop nomenclature. As such, research in the more controlled setting 
of the laboratory is required to determine how participants in system dynamics 
modeling interventions can be taught to easily make the transition from matrix to 
model. In the mean time, institutional economists need not worry that combining 
system dynamics with the SFM method will result in “closed” models of socioeco-
nomic systems, as any concern along these lines stems primarily from definitional 
differences and historical confusions.
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Abstract One of our most pressing needs in creating a more sustainable world is 
the explicit development of holistic policy. This is becoming increasingly apparent 
as we are faced with more and more “wicked problems,” the most difficult class of 
problems that we can conceptualize. Such problems consist of “clusters” of prob-
lems and include socio-political and moral-spiritual issues.

This paper articulates a methodology that can be applied to the analysis and 
design of underlying organizational structures and processes that will consistently 
and effectively address wicked problems while being consistent with the advocated 
“learning by doing” approach to change management and policy making.

This transdisciplinary methodology – known as the institutionalist policymaking 
framework – has been developed from the perspective of institutional economics 
synthesized with perspectives from ecological economics and system dynamics. In 
particular it draws on the work first presented in Hayden’s 1993 paper “Institutionalist 
Policymaking” – and further developed in his 2006 book, at the heart of which lies 
the SFM – and the applicability of this approach in tackling complex and wicked 
problems.

Introduction

One of our most pressing needs in creating a more sustainable world is the explicit 
development of holistic policy. Such problems consist of “clusters” of problems; 
problems within these clusters cannot be solved in isolation from one another, and 
include socio-political and moral-spiritual issues (see Rittel and Webber 1973). 
Wicked problems are problems defined within the realistic setting of complexity; a 
setting wherein the behaviors of those systems are described by interacting “loops” of 
positive and negative feedback relationships. These real-world systems are too “uncon-
trollable” for preconfigured policy responses. At least some of the relationships that 
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describe the behavior of any system will always remain beneath the resolution of any 
model. This is equally so for quantitative and mental models alike. We simply cannot 
know all the “facts” that describe contemporary problems, including environmental 
problems that are the focus of this paper. Those facts change continuously.

Following on from the earlier work of co-author Roderic Gill on planning for 
sustainability as a learning concept (Meppem and Gill 1998), this complex systems 
setting for dealing with the complex real world of environmental policy making, and 
with its inherently wicked problems, requires a shift in paradigm and an intentional 
reflexivity in relation to how each and every one of us (and in particular those of us 
engaged directly in the policy making process) sees the world and understands it. 
There can be no single overriding world view to underpin our progress, rather, the 
need is to accept a multiplicity of world views and understandings and to proceed by 
working with those sometimes divergent understandings towards more “robust path-
ways” through which to direct change. Finally, the “transdisciplinary learning per-
spective” we advocate also implies much about how the change management process 
should work as well. Again, the simultaneous existence of sometimes divergent 
world views and understandings of any problem set will suggest a change manage-
ment process characterized by great caution, with an emphasis on experiential learn-
ing and continuous reflexivity in relation to how our collective understandings of 
these problem settings emerge over time. The need is, in other words, for a process 
that is supportive of continuous learning and that learning should work with the 
realities of “hermeneutical diversity” or a multiplicity of world views.

This multiplicity of world views is very evident in the case study context chosen 
as the focus in the paper. Forestry issues around the world have for many years been 
highly contentious and divisive problems and have been called – and can quite eas-
ily be argued as being – a wicked problem. Forestry on the island State of Tasmania 
has been an even more highly charged issue than that seen on the Australian main-
land. It is argued here that it is in large part the divergent world views held by those 
involved in this issue in Tasmania that perpetuate the ongoing conflict revolving 
around conservation, land use, and resource management. The current institutions 
and processes being employed in Tasmania are insufficient to adequately address 
the complexity of interacting “loops” of positive and negative feedback relation-
ships that are at play.

This paper articulates a methodology that can be applied to the analysis and 
design of underlying organizational structures and processes that will consistently 
and effectively address wicked problems while being consistent with the advocated 
“learning by doing” approach to change management and policy making. This 
transdisciplinary methodology – known as the institutionalist policymaking frame-
work – has been developed from the perspective of institutional economics synthe-
sized with perspectives from ecological economics and system dynamics. In 
particular it draws on the work of Hayden’s 1993 paper and 2006 book – at the heart 
of which lies the SFM – and the applicability of this approach in tackling complex 
and wicked problems.

Substantive and lasting solutions to wicked problems need to be formed endog-
enously, that is, from within the system. These solutions are the product of interactive 



89Tackling “Wicked” Problems Holistically with Institutionalist Policymaking

learning. They are not end point solutions given the likelihood of never ending 
learning pathways; rather, the solutions we seek are to be regarded as “steps along 
the way,” or in more enlightened language, the solutions we seek should be regarded 
as points of intervention within a system that might exert leverage on the behavior 
of the system in directions considered to be desirable by those participating in the 
discourse we recommend. The institutionalist policymaking framework is a trans-
disciplinary, discursive, and reflexive vehicle through which this endogenous creation 
of solutions to wicked problems may be realized.

Wicked Problems

Continuing to seek solutions to ‘tame problems’ when we face ‘messes’, let alone ‘wicked 
problems’, is potentially catastrophic hence fundamentally irresponsible. (King 1993:n.p.)

Rittel and Webber (1973) were the first authors to use and define the term “wicked 
problem.” Since then it has been applied to describe a range of issues (natural 
resources in particular), with Wolfenden (1999) stating that typical examples of 
wicked problems include urban design, social policy, and environmental problems, 
and King (1993) applying the term to the American nuclear industry.

Rittel and Webber in their original work (1973) describe two types of problems, 
“tame” problems and “wicked” problems. Ackoff (1974) expanded upon this to 
describe “messes,” an intermediate type of problem. Kesik (1996, cited by 
Wolfenden 1999:37) developed a similar typology for classes of problems, named 
“Well Defined,” “Ill-Defined,” and “Wicked” problems.

Tame problems are solvable through analytical methods, and as such are  
amenable to reductionist problem solving approaches; King (1993) states that this 
type of problem has been the “forte of science for several hundred years.” They may 
also be called convergent problems; the more the problem is studied, the more different 
answers tend to converge towards a single correct solution. Some examples are 
alphabetical sorting, analytical geometry (Kesik 1996, cited in Wolfenden 1999), 
development of a vaccine for smallpox, or analyzing the chemical components of 
air pollution (King 1993). Typically, a mono-disciplinary approach is most appropriate 
for tame problems (Wolfenden 1999).

“Messes” consist of “clusters” of problems and problems within these clusters 
cannot be solved in isolation from one another. A range of systems methods have 
been used to solve “messy problems”; the understanding of the interactions between 
the parts is as important as the parts themselves. Such methodologies are appropriate 
because they are non-linear and explorative in nature and develop solutions in an 
iterative and evolutionary way (Wolfenden 1999). Some examples of messy problems 
include automobile congestion, water pollution (King 1993), architectural design, 
and management systems (Wolfenden 1999).

Policy makers by-and-large have difficulties coming to terms with messy prob-
lems. Sterman (2002) addresses this problem when he says, “Thoughtful leaders 
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increasingly recognize that we are not only failing to solve the persistent problems 
we face, but are in fact causing them.” There seems to be an underlying inability of 
traditionally trained leaders, managers and policy makers to understand and come 
to terms with problems other than tame problems. King (1993) offers some insight 
into this situation when he suggests that “messes offend our sense of linear logic, 
the linear syntax of our language, and our continuing belief in prediction.” Typical 
mental models that our political leaders use are, largely, unsuitable for the resolution 
of messy problems. Political leaders seem to be called upon by their constituents to 
“make tough decisions,” to “take the reins,” and to “solve the problems.” Such 
approaches are perfectly applicable for tame problems, but inapplicable for messy 
or wicked problems. Indeed, King (1993:n.p.) suggests:

Politically, messes require top and middle managers to relinquish traditional authority and 
forms of control, something most are loath to do. More disturbing, in turbulent times 
people often feel insecure and threatened, turning to those who offer reassuring but  
simplistic answers.

Rittel and Webber (1973) coined the term “wicked problems” to refer to the most 
difficult class of problems that we can conceptualize. Applying the typology of 
problems explained here, they may be thought of as messy problems that have had 
their boundaries expanded to include socio-political and moral-spiritual issues 
(King 1993).

Such problems call for a new approach, and more particularly for an approach 
which goes beyond the typical mono-disciplinary, multi-disciplinary, or even inter-
disciplinary approaches. To deal with wicked problems a transdisciplinary approach is 
most appropriate, and institutional economics and ecological economics are two com-
munities of practice that have claimed significant contributions to such approaches.

Integration of Institutional Economics  
and Ecological Economics

Institutionalist policymaking is a vehicle through which the reflexive and iterative 
integration of institutional economics (IE) and ecological economics (EE) can be 
accomplished. This integration of IE and EE has been argued for by Radzicki 
(2003b) and this framework facilitates this integration.

Ecological economics has been described as a methodologically pluralistic 
approach because it “tries to integrate and synthesize many different disciplinary 
perspectives” (Costanza et al. 1991:3). Institutionalist policymaking (Hayden 
1993, 1995, 2006a) as a methodology can be pragmatically selected from an EE 
perspective as an appropriate methodological approach for policymaking and as a 
framework within which policy can be made in an institutionalist (i.e. a holistic) 
way. This framework articulates many steps (detailed in Hayden 1993, 2006a) in 
a complicated process that for most policymakers is implicit. As it is an implicit 
process, many policymakers are unaware of the underlying assumptions and 
perspectives they bring to the process. The explicit graphical form of the institutionalist 
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policymaking framework is shown in Fig. 1. In developing and implementing 
policy using this framework, one moves roughly from the top left box to the 
bottom right box. Boxes either vertically or horizontally adjacent inform each 
other. Rather than being a linear, prescriptive approach, the process is intended to 
be iterative and reflexive, with progress in each part of the process reflected upon 
in light of progress in other parts of the process. Boxes from left to right indicate 
the progression of the policymaking process. Moving from top to bottom indicates 
the level at which the phase is being tackled, from theory, to strategy, and then 
tactics. All three levels are necessary to make the complete process work, but no 
one level can be used in isolation to formulate holistic policy.

In applying the methodology of the institutionalist policymaking framework, the 
policymaker is given an opportunity to articulate explicitly her epistemological 
position (Fig. 1, box 1). The importance of this phase cannot be reiterated strongly 
enough. A policymaker’s epistemological position underpins all subsequent think-
ing and theories with regard to policymaking and decision-making, and all analyses 
begin with epistemology, either implicitly or explicitly. The importance of a con-
structionist approach from the point of view of developing the best approach to 
policymaking is also important (see Crotty 1998; Honderich 1995). Totally objec-
tivist or subjectivist epistemologies may result either in the illusion that reality can 
be directly accessed by humans as totally objective observers (when in fact we are 
simply objectifying subjective truths), or in radical subjectivism and solipsism 
(Hayles 1991, 1995, 1996, cited in Binkley 1998).

An instrumental or pragmatic approach to policymaking in (Fig. 1, phase II) is 
the approach that both IE and EE recommend as most appropriate, as they are 
problem-focused approaches (remembering not to confuse “instrumental” and 
“pragmatic” terms with “instrumental rationalist” and “pragmatist,” which are 
starkly different in their meaning; see Honderich 1995).

Phase III of the institutionalist policymaking framework (Fig. 1, phase III) involves 
reflection on and articulation of the ideology of the policymaker. All policymakers 
have underlying ideologies in forming their decisions, because they are humans with 
underlying cultural values and societal beliefs (see Hayden 1995, 2006a).

The underlying ideology seen as essential by Hayden (1993, 2006a) is one that 
treats the world as a complex place displaying emergent properties. In relation to 
human affairs, Hayden uses the word communitarian, meaning that human society 
is not a collection of unrelated parts, but it displays complex, emergent behavior. 
This perspective is consistent with the perspective of EE, in which complexity is 
seen as a vital contributor to both natural and social systems (see van der Lee 2002; 
Grant et al. 1997; Stacey et al. 2000; Brooks 2005; Gleick 1987; Bar-Yam 2000:1; 
Gell-Man 1994).

Having explicitly defined the position of the policymaker and having reflected 
upon the underlying assumptions and biases of that position, the stage is set for the 
appropriate articulation of the policy problem at hand; the phase of problem definition 
is defined from the perspective of wicked problems (Fig. 1, phase I). The explicit 
definition of the problem as a wicked problem brings with it the powerful realization 
that attempts to simplify the complex problem to common flows such as money in 
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order to resolve it are totally inappropriate and to deal with the situation approaches 
that deal with multiple system components simultaneously are required.

It is not possible to reduce systems to simple money flows but flows of environ-
mental and social capital must be included as well, and the economic system is only 
part of much larger socio-ecological system (see Costanza et al. 1997). It is argu-
able that wicked problems often arise when this fact is not foremost in the minds of 
policymakers. When economists insist on the use of money flows as the dominant 
concern, it assists in the conversion of our system from one in which government 
is the dominant governing institution to one in which corporations become domi-
nant (Hayden 2003). Citizens within a democracy (largely) expect (rightly) that 
their elected government should be the dominant governing institution. When the 
situation that Hayden alludes to above occurs, it disenfranchises those citizens, and 
may lead to the development or exacerbation of wicked problems, as communitar-
ian ideas are abandoned, to be replaced by attempts to maximize “net present 
value.” Important in the definition of wicked problems is the EE concept of optimal 
scale (see Holling 2004; Kremen et al. 2000; Wolfenden 1999). Wicked problems 
often consist of nested problems, or problems within problems, and to effectively 
deal with such problems they must be addressed at the highest level possible, which 
institutionally often means State or Federal governments. Beyond these national 
institutions lie international institutions, and it may be that these higher levels may 
need to be addressed, including their beliefs, values, and epistemologies. At which-
ever higher level it is most appropriate, addressing an institution without addressing 
the underlying beliefs, and the cultural values and epistemologies that form those 
beliefs may be a fruitless exercise.

Once again, the approaches of IE and EE converge within the institutionalist 
policymaking framework in the contextualization of problems (Fig. 1, phase V). 
Both argue the need to make policy within the context of concrete and specific 
cases (Shi 2004). A variety of techniques may be used at this phase (again a conver-
gence of IE and EE in their methodologically pluralistic approaches); the method 
recommended by Hayden (1993, 2006a) is the SFM (first introduced by Hayden 
1982). Measurement of the system under investigation (Fig. 1, phase VI) may 
incorporate a number of methods from a number of fields, such as economics, ecol-
ogy, botany, zoology, geology, anthropology, sociology, criminology, ethnography, 
statistics and so on. The integration of these techniques within the institutionalist 
policymaking framework makes it a transdisciplinary approach, one which unifies 
these diverse fields that are able to deliver valuable insights into the important 
variables of the policy problem. Ecological economics stresses the importance of 
social and biological indicators for the assessment of system performance rather 
than just the use of monetary indicators (Low 2003; Simon 2003). Concurrent with 
this concern for social and biological indicators is the need for analyses to evaluate 
multiple variables (Hamilton 1994:63; Munda 2003). The development of a 
complete set of indicators is a time consuming task and must be undertaken for 
each policy problem. The design of alternative programs is an important phase of 
the institutionalist policymaking framework (Fig. 1, box 7). Both the institutionalist 
policymaking framework and EE agree that the creation of models that allow these 
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alternative programs to be tested is an important component of the processes of the 
framework. The SFM is an approach that allows such an analysis. Another appli-
cable methodology is the use of System Dynamics (SD) to model the behavior of 
these policy alternatives (Forrester 1961; Sterman 2000). While SD modeling is a 
methodology that is relevant and useful for implementing the institutionalist 
policymaking framework, it is not the only methodology that may be suitable for 
such a task. Further, the development of an SD model needs to be undertaken by 
the researchers and stakeholders who are actually involved in the implementation 
of the framework in the actual development of alternative policy and management 
approaches. This is in contrast to more common “imposed solutions” where the 
development of models is undertaken far removed from the stakeholders of the 
system. Any SD model that might be presented here would simply be illustrative of 
the possible usefulness of such an approach in the context of the institutionalist 
policymaking framework. It has been argued that SD should be integrated with IE 
(Gill 1993, 1996; Radzicki 2003a) and with EE (Wolfenden 1999). The use of SD 
within the institutionalist policymaking framework allows the integration of all 
three, EE, IE, and SD. It should however be noted that Hayden (2006b) takes issue 
with the use of conventional Forrester-type computer programs which he considers 
to be “inconsistent with institutional economics” (p. 535).

The implementation stages of the institutionalist policymaking framework are 
shown in Fig. 1, box 8. As suggested by this diagram the implementation of policies 
can involve a broad range of approaches and methodologies, as long as these are 
consistent with the foundational phases of the institutionalist policymaking frame-
work, which are utilizing holism, instrumentally focused and reflecting a constructionist 
epistemology, and built upon a participatory, democratic system. Such systems 
have been discussed by other researchers in this area (for example, Wolfenden 
1999; Meppem 1999, 2000; Smith 2003). There is a potential cornucopia of 
research focused around these latter phases of the institutionalist policymaking 
framework, but they have not been the focus of this research.

The full development of the institutionalist policymaking framework for any 
given example is beyond the scope of any single researcher. Hayden (1993, 2006a), 
in developing the institutionalist policymaking framework stated, “institutionalists 
need to fill the 30 boxes in [the framework] with tools and integrate them in a complete 
policymaking process. No one scholar, or policymaker, can be an expert in all the 
areas; each box is an area of study and expertise.” It is therefore appropriate that it 
should act as a vehicle for the integration of perspectives from IE and EE; the 
framework is itself a transdisciplinary approach to policymaking.

Epistemological and Philosophical Underpinnings

The strength of the institutionalist policymaking framework in the resolution of 
wicked problems is its usefulness as a transdisciplinary framework through which 
epistemologies, theoretical perspectives, methodologies, and methods suitable for 
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addressing the elements of wicked problems may be integrated into a novel and 
system specific approach that will allow the resolution of wicked problems. The 
application of the institutionalist policymaking framework is predicated, of course, 
upon there being a policymaker at the appropriate level who has a desire to tackle 
a wicked problem in a novel way. This may come, for example, from someone with a 
strong latent commitment to holistic, reflexive policymaking, who has come into a 
position where that commitment may be realized; alternatively, a long-term policy-
maker may simply see the institutionalist policymaking framework as an opportunity 
to “try something different.” It is in a situation such as this that the institutionalist 
policymaking framework may be an appropriate tool for allowing policymakers at, 
say, the State and Federal government level to, develop policy in a holistic and 
reflexive way, and in the process resolve the wicked problem they have been trying 
to address.

Features that may be thought of as contributing to wicked problems include 
conflicting paradigms, regulation and regulatory capture, environmental discourses, 
and complexity and chaos. The institutionalist policymaking framework can be 
used as an approach that specifically and systematically addresses these issues, and 
in doing so allows for the resolution of specific wicked problems.

One of the most important insights that the institutionalist policymaking frame-
work brings into conflict between paradigms is a reflexive, constructionist episte-
mology. Such an approach recognizes that there are different ways of knowing, and 
that these different ways of knowing are held by people who may be said to operate 
within different paradigms. Two such conflicting paradigms relevant to wicked 
problems associated with “natural resource management” (the term itself reflects a 
particular underlying perspective of the natural world) are shown in Table 1, the 
“dominant” and “new” natural resource paradigms.

Table 1 Contrasting natural resource management paradigms (Shindler and Cramer 1999)

Dominant resource  
management paradigm New resource management paradigm

Nature to produce goods and services 
(anthropocentric perspective)

Nature for its own sake (biocentric 
perspective)

Amenities are coincidental to commodity 
production

Amenity outputs have primary importance

Commodity outputs over environmental 
protection

Environmental protection over commodity 
outputs

Primary concern for current generation 
(short-term)

Primary concern for current and future 
generations (long-term)

Intensive forest management such as 
clear-cutting, herbicides, slash burning

Less intensive forest management such as 
“new forestry” and selective harvesting

No resource shortages – emphasis 
on short-term production and 
consumption

Limits to resource growth, emphasis on 
conservation for long-term

Decision-making by experts Consultative/participative decision-making
Centralized/hierarchical decision 

authority
Decentralized decision authority
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Through the institutionalist policymaking framework, and in particular through 
the contextualization of the wicked problem itself, the impact of conflicting para-
digms may be deconstructed. Such deconstruction is seen by Dryzek (1997) as vital 
to the breaking down of the barriers between people holding divergent paradigms 
or discourses. The systematic uncovering of these divergent views is possible 
through the SFM, which is a central plank of the institutionalist policymaking 
framework. Having systematically deconstructed these relationships, it is possible 
then to develop systems which work to break down the barriers between these dis-
courses and paradigms, to expand the “hermeneutic circles” (see Stones 1996) of 
those involved in the wicked problems and to allow for the fusions of horizons 
necessary for participants to come to terms with and resolve their issues.

What is required for either the transition from this old paradigm to the new paradigm, 
or a reconciliation of the two, is a change from a positivist, reductionist mindset, 
which objectifies and treats all problems as tame problems (Rittel and Webber 1973) 
to a holistic approach which recognizes not only that all the various elements of the 
problem must be addressed simultaneously, because they are all interconnected and 
interdependent, but also that an epistemologically constructionist and reflexive 
approach is needed. In addition, to be effectively addressed, these problems must be 
addressed at the highest level possible, which in the Australian case is the State and 
Federal Governments, although it may be argued that many wicked problems in 
Australia are a subset of global phenomena (see, for example, Buckman 2004; Clark 
2001; Commission on Global Governance 1995; Daly 1993, 1998). While problems 
need to be addressed at these institutionally higher levels, governments should not 
intervene directly to implement their own “solutions” to problems, even though it 
may appear that their electorates are calling for such simple solutions. People often 
turn to those who offer reassuring but simplistic answers when they feel threatened 
or insecure (King 1993). However, substantive and lasting solutions to wicked prob-
lems need to be formed endogenously, that is, from within the system. The formula-
tion of such solutions often requires the relinquishing of traditional authority and 
forms of control (ibid). In many examples top and middle managers have in the past 
implemented “technocratic” and “objectivist” solutions, but these “solutions” have 
themselves become contributors to wicked problems. Rather, the fundamental prob-
lem of these governments themselves must first be addressed, namely a lack of 
holistic, sustainability-focused systems thinking, essential in the application of an 
integrated and holistic approach to policymaking. If this underlying issue can be 
addressed, and a culture of holistic, system based, sustainability-focused decision-
making can be inculcated in State and Federal Governments in particular, many 
current wicked problems may come closer to being resolved; the problem situations 
would be quite different if these institutions reconstructed their thinking from new 
fundamentals. The institutionalist policymaking framework presented in this thesis 
can be seen as a vehicle for the facilitated expansion of objectivist mindsets in the  
creation of policy and management alternatives, and in the synthesis of novel solutions 
from within the system. The superiority of solutions generated from within the system 
over those that are imposed from outside the system can be exemplified by regulation, 
a contributing component of a number of wicked problems.
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Two types of regulation in particular may be identified as contributing to wicked 
problems, namely command-and-control regulation and self-regulation. Underlying 
those approaches is a common epistemology that may be called objectivism; that is, 
there is a truth and systems can be directed towards it. This truth is objectified in the 
selection of targets and the processes used to achieve them, with the main difference 
between command-and-control and self-regulation being whether those objectified 
truths are assessed by an external or internal agent. Such a perspective creates linear 
thinking, rather than complex or systems thinking, and is a perspective that assumes 
away feedback. In contrast, there are alternative regulatory instruments that are 
underpinned by a different epistemology, one that might be called constructionism. 
Such instruments may be seen as acting endogenously, and as such may be more 
effective in addressing ongoing regulatory problems and issues contributing to 
wicked problems. Within the regulatory approaches that fall within that epistemol-
ogy, there may be said to be two groups. There are those that are reflective; that is, 
they reflect upon their position relative to others. Such instruments may be said to 
include some economic instruments, such as price-based instruments. The other 
group consists of instruments that may be thought of as reflexive (see Honderich 
1995), requiring a degree of evaluation of epistemological position, and typically 
such instruments are those that involve the addressing of one’s own position and 
ways of knowing, in the context of other stakeholders and their priorities (Shindler 
and Cramer 1999). The next section briefly explores the analysis of these stakeholders 
via the SFM for the case study examined for this project.

A Case Study: Forestry in Tasmania

Forestry is one of the areas which has been described as prone to produce wicked 
problems (King 1993), and the forestry situation in Tasmania is arguably one such 
problem. In attempting to grapple with this situation, tools such as the SFM and the 
institutionalist policymaking framework can assist in understanding, unraveling, 
and making explicit the complex interactions that can contribute to this situation 
and be so apparently intractable. Needless to say, there is insufficient space here to 
fully articulate a complete analysis of such a complex system. Table 2 does however 
show a condensed version of a SFM of the Tasmanian situation. This SFM has been 
further expanded elsewhere (Gray 2006); the resulting matrix contains over 3,000 
potential relationships, far more than can be explained here.

From this simplified SFM, a digraph can be constructed that graphically repre-
sents the relationships between these system components; such an example is shown 
in Fig. 2. Note that most arrows (indicating “deliveries” between components) are 
bi-directional. Arrows that are single-headed have been drawn to be obviously so.

From this digraph more complex interactions can be extracted and explained, 
and obviously the creation of a single diagram that included all the relationships of 
the expanded SFM would truly earn the label “horrendogram”; this digraph shows 
only 84 such relationships.
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The key strengths of such tools however lie not in the ability of a researcher such as 
the author to create them with ever increasing complexity, but in the use of such 
visual tools to be the catalyst of dialog, learning, and the evolution of shared under-
standing by conflicting stakeholders of the complex relationships they find them-
selves within. This is especially the case if these diagrams are constructed within 
an interactive environment where stakeholders are providing the guidance regard-
ing these relationships. The SFM in particular acts as a systematic tool for the 
extraction of information regarding the relationships that are contributing to the 
wicked problem and the value and beliefs that influence those relationships, as the 
“empty boxes” cry out for data (are they really empty?) and the simple indication 
that a relationship exists demands further elaboration. Conflicts between stakehold-
ers with different underlying value and belief sets, such as for example between 
anthropocentrism and ecocentrism (see Dryzek 1997), may be thought of as occur-
ring because both “camps” objectify the “truths” they hold regarding the environ-
ment. An approach to the development of policymaking and management that 
brings these people into a situation where dialog is possible allows the expansion 
of “hermeneutic circles.” Within this now reflexive and constructionist space, the 
resolution of wicked problems can begin. Expansion of their understanding through 
active dialog within a discursive cooperative management environment (see 
Meppem and Gill 1998; Meppem and Bourke 1999; Meppem 1999, 2000) provides 
an opportunity for a “fusion of horizons.”

Meppem and Gill (1998) in particular sought to redefine “sustainability” (today 
with over 250 published definitions) as a concept which inherently involves the 
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breaking down of barriers between perspectives to produce a continual state of 
transition where the following can be noted:

The objective of sustainability is not to win or lose and the intention is not to 
arrive at a particular point
Planning for sustainability requires explicit accounting of perspective (world-
view or, mindset) and must be involving of broadly representative stakeholder 
participation (through dialog)
Success is determined retrospectively, so that the emphasis in planning should 
be on process and collectively considered, context related progress rather than 
on achieving remote targets. A key measure of progress is the maintenance of a 
creative learning framework for planning
Institutional arrangements should be free to evolve in line with community 
learning
The new role for policy makers is to facilitate learning and seek leverage points 
with which to direct progress towards integrated economic, ecological, and 
sociocultural approaches for all human activity

The expansion of understanding suggested here can arguably be brought about in a 
twofold way. First, the implementation of the institutionalist policymaking frame-
work as a catalyst for reflexive processes of systems thinking can create alternative 
policies that are holistic and reflexive. Second, the implementation of these new 
approaches to management can itself continue to facilitate the ongoing expansion of 
stakeholder understandings.

Conclusion

When confronted by wicked problems, most policymakers and managers are 
unable to conceptualize appropriate responses and may even fail to recognize that 
they are dealing with a wicked problem at all. The use of the institutionalist policy-
making framework provides an approach that makes the phases of the policymak-
ing process explicit and through methods such as the SFM allows for the systematic 
unraveling of the complexity that lies at the heart of all wicked problems. This is 
accomplished in part through the inclusion of wicked problem stakeholders in the 
iterative policymaking process. The integration within this framework of perspec-
tives from institutional economics and ecological economics is a vehicle for the 
further integration of the communities of practice of both ecological economics and 
institutional economics; the integration of these two areas that lay claim to being 
transdisciplinary makes significant progress in developing approaches that will 
adequately address a range of wicked problems. The institutionalist policymaking 
framework is one of the first methodologies to explicitly integrate institutional 
economics and ecological economics, but it is doubtful that it will be the last.
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Abstract This chapter refines and formalizes the normative concepts of duty and 
obligation consistent with the ideas of institutional economics. To do so, deontic logic 
and normative system philosophy is utilized in order to formalize a methodology 
that enhances normative description, empirical investigation, and decision making. 
This formalization assumes the normative sets of social, technological, and ecological 
criteria as expressed in the social fabric matrix, and is grounded in the concepts of 
prohibition, obligation, and permission as emphasized by Karl Polanyi and John R. 
Commons. The deontic system necessary for a society to integrate authority and 
processing institutions to create and fulfill normative criteria through rules, regulations, 
and requirements is developed in a temporal setting. This explanation does not suggest 
that real-world normative systems are harmonious or continuous, or that they main-
tain commonality of normative criteria, avoid excess or inadequate redundancy, and 
are without gaps and conflict. In fact, it is quite to the contrary. The explanation is 
structured so studies can be completed to find the gaps, discontinuity, disharmony, 
and conflicts. Given the fragility of the modern world, analytical tools that assist in 
this task are of paramount concern.

Introduction

The conventional view with regard to scientific methodology and philosophy has 
been to emphasize a distinction between the analytical approach, which is based on 
linguistic or conceptual analysis, and the empirical approach, which lets empirical 
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findings guide science and philosophy as much as possible. The original institutional 
economics’ view is that methodology and philosophy should be guided as much as 
possible by empirical investigations; a view that does not conform to the linguistic 
or conceptual tradition. Institutionalists usually designate the linguistic or conceptual 
approach as a formal approach in which formalized abstractions are laid down as 
immutable rules of the game (usually axiomatically) without respect to whether or 
not there is an empirical base for the rules of the game. They usually refer to the 
empirical approach as a substantive approach by which the results of real-world 
investigations are used to identify the substance of systems and to change the substance 
as social and technological changes, or the new investigations create problems for 
the systems methodology. Institutionalists agree with Richard Schlagel that: 
“Philosophical problems do not arise primarily from conceptual or linguistic confu-
sions, but because of the dislocating effects of our established beliefs or conceptual 
linguistic frameworks owing to empirical discoveries or theoretical developments 
in the sciences and other intellectual or cultural disciplines” (Schlagel 1995, 1, 
original emphasis).

Empirical studies, as they reveal social, economic, and technological changes, 
continuously upset philosophical systems. When the properties of philosophical 
and methodological approaches are found to be inconsistent with the real world, the 
approach can be changed to conform to the new findings or it can be treated as a 
game and continue to perform analytical techniques allowed by the game. For 
example, when it was discovered that all real-world systems are open systems, it 
was clear that real-world systems cannot be equilibrium systems. This meant that 
formalized models based on equilibrium were not relevant analytical devices for 
analyzing real-world socioecological systems. Therefore, institutionalists aban-
doned equilibrium models while others continued to develop equilibrium models 
into more complex intellectual games.

Although institutionalists have traditionally termed the linguistic and conceptual 
approach to methodology and philosophy as formal, such terminology is mislead-
ing because empirical studies of substantive socioecological systems are completed 
according to a formal methodology. The emphasis of institutionalism should be that 
the methodological form should change as evidence indicates that it is inconsistent 
with empirical findings or that it is inconsistent with relevant linguistic and concep-
tual analysis. Paul Dale Bush recognized the need for developing formal methods 
for institutionalism and contributed significantly toward providing a formal base for 
institutional theory and methodology (Bush 1983, 1987, 1991). This is important 
for assisting empirical studies, for theoretical development and for policy applica-
tions. Bush (1983), 61–62) has suggested that the future work on his analytical model 
would require extension and refinement.

The purpose here is to refine part of Bush’s formalization with the assistance of 
the ideas, tools, and nomenclature of normative philosophy and deontic logic. Bush 
has given an explication of the concept of a normative system as defined by insti-
tutionalists. The explication of the normative world is the method by which abstract 
concepts are transformed into more exact concepts so they become consistent tools 
of empirical analysis, thus providing for greater efficiency of research. Some have 
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wondered whether such a method of reconstruction is by its nature incapable of 
assisting us in grasping reality, because they claim it proceeds by abstraction and 
leads to an impoverishment of our understanding. Objections of this kind are based 
on a misrepresentation of abstraction and appear to be unaware of the philosophy 
of the normative system. All scientific thought is based on abstraction. What is 
important is that such thought be relevant to understanding real-world systems 
which are guided by social norms. Institutionalists have traditionally emphasized 
the importance of duty and obligation embedded in socioeconomic institutions. 
Thus, to complete a normative system, it is necessary to turn to deontic logic, the 
logic of duty and obligation. Decisions within a normative system provide for a 
range of possible actions, called the normative range. Deontic logic provides the 
tools to define the extent of duty and obligation. Bush’s work has provided a general 
framework for the concerns of institutionalists. With the assistance of normative 
system philosophy and deontic logic, analysis can be refined to allow for enhanced 
empirical analysis, decisions, and action.

The intent here is to take us a step closer to fulfilling a statement of purpose 
made by John Groenewegen of Erasmus University at a professional meeting. 
During a panel discussion he said that since there is no evidence of universal models, 
our goal should be to have well-developed models on the shelf for different types 
of institutional structure. Then, as investigations are undertaken to study different 
kinds of problems, institutionalists can retrieve the most appropriate model from 
the shelf. The intent here is to begin with the foundations laid by Bush, in order to 
discuss a methodology for building toward Groenewegen’s shelf models.

It was stated above, that this work would depend on the ideas, nomenclature, and 
tools of the normative systems. Let me emphasize, however, that normative phi-
losophers will not agree with some of the applications that will be made of their 
tools; although dependent upon, the applications will not always be consistent with. 
In an Ayresian sense, the work here is a new combination of normative technology 
for an alternative use. The purpose is to articulate a methodology to guide norma-
tive description and empirical investigation. The normative system of the real world 
does not always fit the normative requirements of normative philosophy. This is not 
meant as an adverse criticism; rather, it is to clarify the different purpose. Normative 
philosophers have been interested in logical systems based on axioms from philoso-
phy, while institutionalists are interested in tools for articulation and evaluation of 
real-world socioecological systems.

Some normative philosophers emphasize that for a system to be valid, it must 
not contain contradictions or tautologies. Yet social systems contain numerous 
contradictions and tautologies. For example, the powerful ideology of supply-side 
economics is based on neoclassical methodology, which is constructed with the 
assistance of numerous tautologies. Supply-side economics cannot be ignored as an 
important normative force just because it is based on tautologies; its impact on 
social, economic, and ecological components has been too significant for social 
scientists to ignore. As another example, tautologies are the base of computers 
because computers are based on boolean mathematics which is, in turn, based on a 
series of tautologies. We cannot exclude the computer world and its social, economic, 
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and ecological impacts because it contains tautologies. The tools of normative and 
deontic philosophers are important; the purpose here is to bend them toward the 
needs of institutionalism.

With regard to contradiction, Bush clarified with the axiom of transience the 
difference between the axioms of logical systems and the axioms of the real world. 
Neoclassical methodology assumes transitive relations. Yet Bush pointed out that 
empirical investigations have found dominance relations that are not transitive. 
He demonstrated a nontransitive dominance system based on graph theory from 
mathematics (Bush 1983, 44–45).

Foundation of Normative Systems and Deontic Categories

Karl Polanyi explained that the norms of a social situation include (1) prohibitions, 
(2) obligations, and (3) permissions. This was consistent with his advice that socio-
ecological analysis should be centered on and guided by process, norms, and policy 
(Polanyi 1957, 248–250). To focus on process, norms, and policy, it is necessary to 
define the normative prohibitions (Ph), obligations (O), and permissions (P) that 
provide the rules for socioecological transactions. (A symbolic reference is provided 
at the end of the text/chapter for the readers’ convenience.) These are the norms that 
guide the actions taken in an ongoing social process. They determine the patterns 
of institutional activity that give institutions correlative capability and statistical 
regularity. Polanyi emphasized the constant motion of social processes; thus, normative 
components are action oriented. John R. Commons had completed a particular 
application consistent with Polanyi’s general theory prior to Polanyi’s writing the 
general theory. In Commons’s Legal Foundations of Capitalism, he described the 
normative criteria in a capitalist social system as the working rules of going concerns 
that specified what individuals (1) must do, (2) must not do, (3) may do, (4) can do 
with the aid of collective power, and (5) cannot expect from the collective power 
(1924, 6). The first three are consistent with Polanyi’s obligation, prohibition, and 
permission. The last two can be deleted because all social norms are collective.

Although it will not be discussed here, Polanyi and Commons needed to add 
optional to their deontic categories of prohibition, obligation, and permission in 
order to include their respective concerns for privilege in socioeconomic situations. 
Both scholars explained that some actors may have the status and power to be indif-
ferent toward a normative rule. That deontic modality allows that the norm-subject 
may either perform or not perform the act.

Walter C. Neale and Georg H. Von Wright are two scholars who have emphasized 
the question “why?” and provided answers to it in explaining the relationship between 
norms and human action. The most important aspect of their emphasis on that ques-
tion is paradigmatic. Their paradigms explain that institutional action is completed for 
a reason or reasons. The answer to the question “why?” is the reason. In explaining 
institutional activity, Neale wrote that belief norms are a set of ideas or representa-
tions explaining or justifying the activities and governing rules and are answers to 
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questions starting with “why” (Neale and Pearson 1962, 1). The reason includes the 
norm that orders, permits, or prohibits the doing of an action and the necessary con-
nections that make (or do not make) the doing or forbearing of the action a practical 
necessity (Von Wright 1983, 74). Paradigmatically, institutional action has an end in 
view with normative statements to the effect that something ought to or may not be 
done. Neale and Von Wright have both clarified that persons involved in an institution 
can neither be depended upon to know the social belief criteria nor be depended upon 
to be truthful about them. Beliefs are social and are not necessarily known by all the 
different agents involved in a process. “Conscious awareness of the function of an 
institution is not necessary and will often be absent” (Neale 1987, 1,196).

The Social Fabric Matrix of Social, Technological,  
and Ecological Criteria

The literature of normative philosophy, although emphasizing social systems, has 
not developed a whole-system approach. The emphasis has been on particular logic 
rather than the transactional whole. The task here is to explain the analysis of 
normative systems within the context of the overall social fabric matrix (SFM). 
Figure 1 is a simple overall view of the social and cultural components and the 
reticulate fabric of a social system. The components are cultural values, social 
beliefs, social institutions, attitudes, technology, and ecological systems. With 
respect to Fig. 1, the analysis and discussion below will concentrate on the criteria 
that are concomitant with social institutions; the three normative sets are social 
belief criteria (N

B
), technological criteria (N

T
), and ecological system criteria (N

E
). 

These norms are the standards for judging whether institutional patterns are appro-
priate. Since normative philosophy does not take a whole-system approach to 
normative decision making, N

T
 and N

E
 are seldom of concern in that literature, 

while the institutionalist tradition makes them apparent. N
T
 and N

E
 are not defined 

in any anthropocentric sense. Technology, which is the combination of tools, skills, 
and knowledge, does not think about and decide upon normative criteria. 
Technological norms are the criteria conveyed to society as a result of the combina-
tion selected by societal units such as corporations. Likewise, no assumption is 
being made that an ecological system is reflective about values and beliefs. N

E
, 

instead, represents the normative criteria consistent with the maintenance of a par-
ticular kind of ecological system as institutions apply technology to that system.

The three sets of criteria (N
B
, N

T
, and N

E
) are the first components entered in the 

SFM in Fig. 2. The SFM is an integrated process matrix designed to express the 
attributes of the parts as well as the integrated process of the whole (Hayden 1982, 
1985). The rows represent the components which are delivering, and the columns 
represent the components which are receiving. The participle form serves to denote 
that the SFM is designed to model an action process. The SFM is “a systematic 
attempt to identify the relevant set of influences that shape the behavior of a system” 
(Gill 1996, 169). If the SFM in Fig. 2 were complete, it would include all the 
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Fig. 1 Relationships among values, beliefs, attitudes, institutions, technology, and the ecological 
system
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SFM cells
NB O (nB1 & nB2 & nB3)/ IA1 (1,4)
NT O (nT1 & nT2)/ IA1 (2,4)
NE O (nE1 & nE2)/ IA1 (3,4)

Fig. 3 Norms and obligations for institutions

components in Fig. 1. The SFM in Fig. 2 does not contain all components of a full 
SFM, nor does it indicate all deliveries among the components. It is limited to nor-
mative concerns. Deliveries made among matrix components (from rows on the left 
to columns on the right) are indicated by a 1 being placed in the cell where the 
delivery is made. If one wanted to complete Boolean manipulations on the matrix, 
0 could be placed in the cells where deliveries are not indicated. Below in this 
chapter, when particular deliveries in the matrix are discussed, the cells of interest 
will be laid out in digraph format, with the deliveries in the cells indicated on the 
edge (directed line) between cells. The designation of the cells will be included in 
the textual discussion, designated as the ith row that is delivering to the jth column. 
The numbers of the rows and columns are indicated in Fig. 2.

Normative Criteria and Institutions

Each major norm that applies to numerous institutional settings has a number of 
subcriteria (n

B
, n

T
, and n

E
) that apply to particular institutional situations or cases. 

Thus, N
B
 obligates the application of n

B1
, n

B2
, and n

B3
 under the conditions of the 

institutional authority of I
A1

; N
T
 obligates the application of n

T1
 and n

T2
 under the 

conditions of I
A1

; and N
E
 obligates the application of n

E1
 and n

E2
 when applied to 

institution I
A1

. The first row of Fig. 3 informs us that N
B
 directs ( ) an obligation (O) 

of n
B1

 & n
B2

 & n
B3

 given institution I
A1

. The conjunction (&) means that the subcri-
teria are to be applied together. This is the delivery in cell (1,4) of the SFM. The 
second statement in Fig. 3 is similar in which the technological norm N

T
 directs an 

obligation for n
T1

 and n
T2

 to be applied together to institution I
A1

 and the third row 
contains a statement about a similar delivery for the subcriteria of N

E
. The delivery 

in a SFM digraph format between norms N
B
, N

T
, and N

E
 and institution I

A1
 is found 

in Fig. 4 with the deliveries indicated on the edges (directed lines) from the norms 
to the institution I

A1
. Normative criteria deliver instructions for subcriteria to be 

applied with other subcriteria in order to complete the respective super criterion. 
In turn, the designated subcriteria outlined above become the criterial standards to 
be applied by institutional authority I

A1
, as indicated in Fig. 4.

As John R. Commons emphasized, institutional authorities come in many forms. 
They may be explicitly designated as government agencies or judicial branches. 
However, institutional authorities are also designated by those agencies within 
other kinds of institutions. For example, a used car salesperson may be given the 



110 F.G. Hayden

authority (obligated) to make sure that safety requirements are met on automobiles 
before they are sold. Thus, we do not attempt to find an authority institution within 
a particular kind of agency. As Bush has explained, institutions are patterns of  
correlated behavior (Bush 1987, 1,076), so the authority patterns of an institutional 
authority can be correlated across different kinds of agencies.

From the array of criteria delivered to the authority institution, rules (r), regulations 
(re), and requirements (rq) need to be articulated in order for the norms to influence 
and guide action. In the normative philosophy literature, r, re, and rq are often used 
interchangeably, and sometimes inconsistently. Here, we will designate rules as the 
broader and more authoritative code that guides regulation to achieve a particular conduct 
or establish a pattern with regard to particular institutions. Regulations are completed 
to control or govern the action of an institution through action requirements. 
Requirements are required responses to symbols. They usually take the form of orders, 
requests, and questions. Requirements are given externally. If requirements are consis-
tent with the regulations and rules, they are instituted to carry out action to achieve the 
purpose of regulations. As instituted and presented to the agents, requirements exist, 
so to speak. Although agents undertaking the action often do not know the reasons for 
the required action, actions can still be consistent with a normative end (Von Wright 
1983, 54). The human agent may have an end quite different than the normative reason 
for the requirement. A worker may be following order requirements for a paycheck 
without reflection on the normative end for which the requirement exists.

An example of a rule statement could be as follows: To permit maximum utiliza-
tion of sources of radiation consistent with the health and safety of the public. 
A regulation consistent with that rule could be as follows: The calibration should 
be performed under the direct supervision of a radiological physicist who is physically 
present at the facility during the calibration. Requirements regarding calibration 
would be numerous, with precise instructions about when and how to calibrate and 
exactly what instruments to use.

Regulations are usually justified and explained, especially when codified in an 
operations manual. There are reasons given for carrying out the regulations. The 
reasons for carrying out regulations appeal to normative rules in the discourse 
because it emphasizes the actions the regulations are aiming to accomplish. In a 
corporate setting, managers, attorneys, directors and executives are expected to 

Fig. 4 SFM digraph: norm delivery of conjunctive subnorms to institutions
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know and be accountable to the reasons given for the regulations. Without the reasons, 
administrative personnel will not know how to adjust requirements as situations 
change in order to achieve the intent of the rules.

Rules are made in order to fulfill norms and are usually explained in a discourse 
similar to norms discourse. Great effort usually goes into explaining the norms and 
the reason the rules are necessary in order to fulfill normative beliefs. Such rules are 
found in court decisions and legislation. An example is when the courts give trees 
standing in the courts to bring lawsuits in order that the courts can make rules to 
protect trees in a manner consistent with the norms of the ecological system. .

For the purpose of explaining normative systems, two types of authority systems 
are described with regard to carrying norms to the action field. The higher (meaning 
most authoritative) authority was designated as I

A1
 above. These are institutions that 

interpret norms for a particular situation and the particular properties of a situation and 
then frame, structure and explain the rules for the situations in which the rules are to 
be applied, and the acceptable reasons for applying the rules. I

A1
 authorities are institutions 

like courts and legislative bodies, and they “lay down the law” to other authoritative 
institutions, such as corporate authorities, designated as I

A2
. I

A2
 represents authority as 

rule maker, while I
A1

 represents authority as regulator and enforcer.
Corporations are divided between authority institutions and processing or production 

institutions. The latter will be designated as I
p
. The authority I

A2
, often referred to as 

headquarters for a corporation, promulgates the numerous regulations that are utilized 
to determine the requirements of the corporate production process, I

p
.

Rules of Institutional Authority

I
A1

 authorities deliver, as indicated in cell (4,5) of the SFM, a number of rules, r
1
 . . 

. r
n
, to I

A2
 authorities. Rules come in the form of rulings with regard to properties of 

a situation (S). Therefore, where r represents rules of obligation, prohibition, or 
permission with regard to situations, in general I

A1 
O(r

1
 . . . r

n
)/S

1
 . . . S

n
). I

A1
 obligates 

the application of an appropriate rule or rules given a particular situation or situa-
tions. We can think of numerous different possibilities. For example, I

A1
 O(r

2
 & 

r
3
)/S

1
 states that I

A1
 obligates rules r

2
 and r

3
 to be applied together to situation S

1
.

Alternatively, cell (4,5) of the SFM can be expressed in digraph format as in 
Fig. 5, where I

A1
 delivers an obligation to I

A2
 to apply rules, r

1
 . . . r

n
 to situations S 

. . . S
n
 as those situations are formulated in rulings by I

A1
. In a more complete SFM, 

each of the relevant situations in the series, S
1
 . . . S

n
, would be included in the SFM 

with its own row and column under I
A2

.

Regulations of Institutional Authority

A major task for those studying a problem area is to identify the convergence of vari-
ous rules, socioecological properties, and situations. Social life is never so simple as 
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to have set rules and regulations that obligate or prohibit the same action in all 
situations within the same institution. We do not observe rules being applied to an 
institution as a whole. Rather, what can be observed are such activities in situations 
(see Neale 1987, 1,184). The situations are made up of properties. As the deontic 
content of social properties changes, the deontic status of particular action changes.

This can be demonstrated with a simple example of a real-world problem. It is 
the issue of whether waste from a production process, I

p
 can be spread on farmland 

in the region near the production centre in order to minimize production costs. This 
action issue can be called U. Under what conditions should I

p
 workers be obligated 

to spread the waste and under what conditions should this action be prohibited? To 
simplify, assume that there are three properties that make up situations that are 
relevant to the corporate leadership’s decision making. The properties are: the river 
has a high volume of water, so the waste would be diluted and dissipated quickly if 
rainfall washed the waste from the land before being absorbed by the soil (F); the 
soil temperature is high enough to allow high rates of waste absorption (G); and the 
waste is spread (H). The compound of the properties (F, G, H) defines the socio-
ecological situations. A simple technique from deontic logic for discovering the 
potential number of situations is 2n where n is the number of properties. Given the 
three properties, there are eight possible situations, as demonstrated in Fig. 6.

We see in Fig. 6 that property F is negated (~) in situation S
2
 which means the 

volume of water in the river is low. Which situations provide for what deontic 
requirement? That depends on the normative rules which, as explained above, 
depend on normative criteria. If the normative rule is that pollution of the river 
should be a concern, a regulation, re, could be promulgated that would obligate the 
spreading of waste whenever either F or G exists. This means situations S

1
, S

2
, and 

S
3
 are situations obligating action U, or OU. The action solution is indicated in the 

right-hand column, given the regulation re. The solution content of situation S
4
 is 

Ph U  ~F & ~G, or action U being prohibited is equivalent ( ) to a situation 
where the properties, F and G, are negated.

Although the paradigm here differs from that in the book, Normative Systems 
(Alchourron and Bulygin 1971), the book is very helpful, in general, and especially 

O (r1. . . rn)

IA2

S1
S2
.
.
.

Sn

IA1

Fig. 5 SFM digraph: institutional delivery of rules to another institution
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with regard to formulae (beyond the simple 2n used above) for various combinations 
of properties and situations. There are more than three properties in most institutional 
situations, and there may be more properties in some situations than others in a 
specific institution, or, the number of properties may change on different occasions. 
For example, the religion of human entities may become a property in situations 
when persons of that religion become involved in those situations. Let us assume 
that Irish Catholics, for example, are not allowed to have jobs in a region and the 
rented trucks (from another region) that arrive to haul waste (property H) are driven 
by Irish Catholics, then that special property comes into play when such truck drivers 
enter the situation. The above advice to consult property and situation techniques 
in Normative Systems is not to suggest that such techniques be used to determine 
what is happening in a society. Rather, it is that such techniques can serve as tools 
to help identify potential possibilities that researchers should look for in institutions 
being investigated.

In the SFM digraph format, regulations are delivered to the processing institu-
tion, for example, a corporate production center, as in Fig. 7. Figure 7 is the delivery 
in cell (5,6) of the SFM in Fig. 2. I

A2
 delivers the regulation that I 

p
 is obligated to 

undertake action U if confronted with situation S
1
 or S

2
 or S

3,
 and I

p
 is prohibited 

from undertaking action given situation S
4
 or S

5
 or S

6
 or S

7
 or S

8
.

Requirements of Processing Institutions: Action Entities  
and Temporal Events

S
1
, S

2
 and S

3
 are known by the condition of their respective properties. How are 

they known? By monitoring, indicating, measuring, auditing, observing, gauging, 
accounting, producing, storing, loading, hauling, spreading, supervising, and so 
forth. These are actions accomplished by requirements being delivered to agents 
and other entities that are in action settings. The relevant situations to which the 

Fig. 6 Properties of situations and consequential action, given a regulation

Situation Properties Action Solution/re

S1 F G H
S2 ~ F G H
S3 F ~ G H

OU/F V G
OU/F V G
OU/F V G

S4 ~ F ~ G H
S5 F G ~ H
S6 ~ F G ~ H
S7 F ~ G ~ H
S8 ~ F ~ G ~ H
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process, I
p
, are to direct entities have been defined by more authoritative institutional 

settings. As situations develop, and are recognized, entities are sent into action 
settings through requirements to accomplish their required action, that is, to ful-
fill their roles. Whenever ends and necessary connections justify a normative 
statement to the effect that a certain thing ought to (may, must not) be done, then 
a command (permission, prohibition) to somebody to do this thing, given by some-
body in pursuit of these ends, has a teleological foundation in the ends of the 
norm-authority (Von Wright 1983, 74). The agents and other entities necessary to 
fulfill the requirements of any process are varied and numerous. They can be 
categorized as human entities (h), technological entities (t) and ecological entities 
(e), which are sometimes difficult to separate neatly. (Humans are biological as 
well as thinking and working beings.) To accomplish the action solution, say of 
spreading waste, the action solution U is divided into several subactions (W, X, Y, 
Z) that must be coordinated around an event or events (E). Thus the subactions 
are equivalent to U or U  [W & X & Y & Z]. The requirements (rq

1
 . . . rq

n
) 

prohibit, obligate, or permit the subactions by directing the human, technological 
and ecological entities to perform some act or acts depending on the action the 
normative system has formulated as appropriate.

Events, happenings, and occasions make the state of affairs temporal. Agents 
ought to act in conjunction with the appropriate events, happenings, and occasions. 
“For it is in the act and the state of affairs which together with their consequences, 
do or do not make the world preferable, and not the mere presence of an obligation. 
Thus we should restate all ‘ought statements’ so that whatever falls within the scope 
of an ‘ought’ operator receives an explicit temporal index” (Forrester 1996, 214). 
Requirements are given to entities to act on certain events, happenings, or occa-
sions. Therefore, the delivery in SFM cell (6,6) would be as indicated in Fig. 8.

In Fig. 8, the production institution I
p
 directs, with requirements rq

1
 to rq

n
, to 

produce actions W, X, Y and Z with entities h, t and e on the occasion of event E 
to sustain the situation S

1
 or S

2
 or S

3
. The coordinated action [W & X & Y & Z]

h&t&e
 

can be performed only on the condition that the combination of properties of a situ-
ation is present. S

1
 as a whole, for example, ceases to exist unless some institution 

such as I
p
 maintains it because property H of S

1
 is an institutional action.

OU/(S1 V  S2 V  S3 ) & PhU/(S4 . . . S8)  
Action

sets
IA2

Ip

Fig. 7 SFM digraph: institutional delivery of action solution to another institution
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Conflict in the Modern World

This explanation of how to organize the analysis of a normative system is not presented 
in order to suggest that all real-world normative systems are harmonious or continuous, 
or that they maintain commonality of normative criteria, avoid excess or inadequate 
redundancy, and are without gaps and conflict. It is  quite the contrary. This holistic 
approach to normative discourse is intended to encourage studies to be completed to 
find the gaps, discontinuity, disharmony, and conflicts. Given the fragility of the 
modern social world, the adequate redundancy of institutional patterns that assure 
conformance to ethical norms, and concomitant rules and regulations, is a para-
mount concern; likewise is the concern for providing for such redundancy through a 
policy when institutional patterns are changing. The current global economic system 
has very much gained the upper hand in defining institutional patterns, regulations, 
and requirements and, in turn, in creating global chaos. This is all the more reason 
why holistic studies of normative systems need to be completed in order to define 
the characteristics of the current system, so that we will have an opportunity to find 
the system particulars that lead to deleterious consequences and, in turn, recommend 
policy alternatives. However, system completeness, that is, creating redundancy, 
closing gaps, resolving conflicts and so forth, is not sufficient if the teleological 
beginning is flawed. That issue, which is a major issue in the modern world, is one 
that has been very much ignored by social scientists.

Conflict of Normative Ends

The teleological ends of the normative system were defined above as being made 
up of three sets or normative criteria. They were defined as social belief criteria 
(N

B
), technological criteria (N

T
), and ecological criteria (N

E
). What has not been of 

much concern for either normative system philosophers or social scientists is 
whether these criteria are consistent. The concern for consistency of the normative 
criteria is not just a deontic concern for logical completeness and consistency. It is 
a real-world concern of major importance. Society has lost the institutional ability 

(rq1 . . . rq ) O[W & X & Y & Z] h&t&e E(S1 V S2 V  S3)    Ip
Action 
sets of 
Ip

Fig. 8 SFM digraph: internal delivery of requirements by an institution
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to make N
B
, N

T
, and N

E
 consistent with each other and consistent with an instrumental 

flow of events and actions in its processing institutions. The dominant norms are in 
conflict; therefore, the subnorms, as well as the consequent rules, regulations, and 
requirements for directing action, are conflicted.

Such conflicts lead to results that have left some agents destitute or destroyed, 
and others frustrated, when they learn of the resulting degradation and destruction. 
An example is the removal of peasant farmers from their land in South America so 
that European-based corporations can denude and intensely cultivate the land for 
soybean production, so the soybeans can be shipped to the United States to produce 
plastic used in weapons that are exported to Africa, so that different tribal groups, 
whose traditional societal patterns have been hopelessly disrupted, can slaughter 
each other. The peasant families move into a destitute status in slum areas, the 
numerous species that occupied the wetlands and woodlands of the peasant farms 
are destroyed as the wetlands and woodlands are destroyed, the soil becomes 
eroded by the agribusiness-selected technology utilized for cultivation, and water 
sources are polluted because of chemical runoff from the corporate farms and 
because of the waste byproducts of plastic production in the first world. The weapons 
lead to more dislocation and destruction in Africa. In addition, the whole process 
of production, involving overland hauling and oceanic and air shipping, is extremely 
energy intensive. Volumes could be filled with similar examples. We deplore this 
system. No one could call such a world efficient. Yet those kinds of examples continue 
to escalate at the community, regional, and global level. Why? Mainly because 
institutional structures have not developed to enforce the coordination of N

B
, N

T
, 

and N
E
, nor has much effort gone into investigating how such coordinating institu-

tions should be structured.

Conflict Between Bureaucracies and Institutions

What has happened is that more and more of our decisions are made by goal-oriented 
bureaucracies that have a narrow focus on what their goals ought to be. Lives in the 
modern world are dominated by bureaucracies rather than by broader-based institutions. 
An increasing proportion of the lives of decision makers is spent in bureaucracies, 
and they think increasingly in terms of bureaucratic goals. The automatic impulse 
to fulfill bureaucratic goals has replaced social reflection of social norms. Those in 
academic communities watch their colleagues race after research funds to fulfill 
bureaucratic goals of money acquisition rather than reflecting on what kind of 
research is consistent with social needs. How can professors very easily acquire 
money for research; by following the research goals of the multinational corporate 
bureaucracies? Those in homes watch marketing bureaucracies define consumption 
impulses via television. How do family members learn how they will be most 
admired by others; by following the marketing bureaucracies’ goals? How can 
corporate executives stationed around the world by global corporations get promoted; 
by following corporate goals. Societal decision making becomes a series of impulses 
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to bureaucratic goals rather than a reflection of consistent social, technological, and 
ecological norms. Bureaucracies are overpowering social institutions, especially 
democratic institutions. In addition, given the power of modern technology, 
impulses can cause immense damage, first, because the impulsive decisions direct 
powerful technology and, second, because modern communication technology 
quickly transmits bureaucratically designed goals into reality across the globe.

We can use Fig. 1 to help conceptualize the magnitude of the issue. As displayed, 
a set of institutions is at the center. The information processing and decision making 
of those institutions are, increasingly, determined by bureaucracies and, increasingly, 
those bureaucracies are not guided by transcendental norms or transactional analysis. 
Some of those institutions are important in defining the combinations of tools, 
skills, and knowledge that define technology. As demonstrated in Fig. 1, the kind 
of technology utilized defines criteria (N

T
) for how institutions are to function. 

Thousands of years of human history have demonstrated that new technological 
combinations can improve and sustain social and ecological life and can be coordinated 
and adjusted to fit other socioecological components. Numerous examples exist to 
the contrary, especially recently. We know of new technological combinations that 
have depleted and contaminated water supplies, poisoned wildlife and people, and 
made the expression of important social norms impossible. We should not expect 
otherwise if those making decisions about technological combinations are not 
being guided to provide for criteria commensurate with appropriate social and eco-
logical criteria.

Figure 1 indicates a relationship between institutions and ecological systems. 
This connection has become increasingly important in determining the functioning 
of ecological systems. Nature is not as natural as in the past. The application of 
technology establishes the relationship between the ecological systems and social 
institutions that establishes normative criteria (N

E
) for society to follow. For example, 

the combination of technology for growing peanuts (to provide peanut oil to 
Europe) in Africa imposes a set of criteria upon society requiring it to convert land 
into deserts. A different technology would direct a different set of criteria.

Currently the matrix of social institutions, technology, and ecology creates criteria 
that, in turn, direct the formation of rules, regulations, and requirements to function 
which further erode commitment to social beliefs. Societies are falling apart 
because institutions that carried and enforced norms across different organizations 
have become less important to people. Those institutions are increasingly ignored 
in some cases, and despised in other cases. A society that has the basic criteria by 
which it lives dissolves and disintegrates which is neither pretty nor predictable, 
and it often loses its ability to recognize authority that is not authoritarian. Without 
strong commitment to consistent norms, the only real authority in a society is the 
one with a monopoly on weapons. We learn this in reports about cities in Russia 
where a mafia-type fascism is providing authority and also come across it in similar 
reports from all around the world. The new world disorder brought about by the 
attempt to rapidly replace legitimate social processes (often with bureaucratic market 
processes) is creating authoritarian systems which are not at all concerned about the 
coordination of the normative components of society, technology, and ecological 
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systems. Those closest to the environment (for example, workers and managers in 
African peanut fields) may be able to see the damage caused by the criteria direct-
ing societal action. Yet there is seldom a social means for those observations to 
change the ecological criteria (N

E
) or to direct a change in technological criteria 

(N
T
) or social beliefs (N

B
) in order to bring about a change in the normative 

system.
The social belief (N

B
) connection in Fig. 1, beyond needing to be coordinated 

with N
T
 and N

E
, needs to be protected and slowly adjusted when change is needed. 

Beliefs cannot be coordinated or their adjustment paced if analysis does not identify 
an institutional means for such control. The importance for coordination has been 
made above in the discussion about technological and ecological criteria. Pacing 
change is even more important with regard to social beliefs. Karl Polanyi explained 
in the Great Transformation the fragility of social institutions if change is too rapid 
and the suffering of humans if institutions break down. If an attempt is made to 
change social beliefs too quickly, human society loses its ability to know its own 
social norms and to recognize legitimate authority; therefore, institutions cease to 
function to provide for human needs. This is a current problem because rapid devia-
tions from social norms, in order to fulfill bureaucratic goals, have become a domi-
nant trend across the globe.

Concluding Remarks

The normative systems approach explained above clarified the importance of norma-
tive belief criteria, along with technological and ecological criteria, for the maintenance 
of authority and the working of socioecological processes. Professor Bush devoted 
most of his work to the understanding of evolutionary change and the process of instru-
mental decision making. As world affairs are revealed to us today, it would be difficult 
to find two more important concerns. Consistent with Professor Bush’s leadership, the 
work here has attempted to utilize the assistance of normative philosophy and deontic 
logic to refine the description of normative processes. The approach is more holistic 
than that found in normative philosophy, yet the suggested way to describe normative 
relationships calls for more precise description than has been practiced in institutional 
economics. If this kind of description can be used to more precisely define normative 
systems, databases can be created consistent with the description; normative gaps and 
inconsistencies can be identified; and research agendas can be refined to determine the 
way that social, technological, and ecological system norms should be structured to 
provide for a more instrumental instituted process.

We need to become precise in the modeling of requirements in institutions in 
order to know whether the consequences of the requirements are consistent with the 
normative standards, because it is through requirements being placed on the human, 
technological, and ecological entities that beliefs and value criteria are manifested 
in reality. A small change in a requirement with regard to radiation exposure can 
lead to results quite different than were expected. A change of a few degrees in 
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water temperature in a river due to industrial activities can render a species extinct. 
What are the requirements regarding radiation and temperature levels consistent 
with normative standards? We cannot know this without precise modeling that connects 
requirements to the normative system through the instituted process.

Appendix: Symbol Reference

SFM        social fabric matrix
Ph        prohibited or forbidden
O        obligation or obligatory
P        permission or permitted
N

B
        social belief norms or criteria

N
T
        technological norms or criteria

N
E
        ecological norms or criteria

n
B1

, n
B2

, and n
B3

   subnorms or subcriteria of N
B

n
T1

 and n
T2

    subnorms or subcriteria of N
T

n
E1

 and n
E2

    subnorms or subcriteria of N
E

I
A1

     authority institution for making rules
I

A2
     authority institution for making regulations

I
p
     processing institution for delivering requirements

r     rules
re     regulations
rq     requirements
E     event happening or occasion
F     situational property of a high volume of water in the river
G     situational property of high soil temperature
H     situational property of spreading waste
S     situation
U     action to spread waste to solve a problem
W     subaction of U
X     subaction of U
Y     subaction of U
Z     subaction of U
h     human entities
t     technological entities
e     ecological entities
n     number
~     negation
&     conjunction
V     disjunction

     directs or necessarily implies
     equivalence

/     given
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Abstract This chapter utilizes the social fabric matrix approach (SFM-A) to provide 
a detailed description of the Federal Reserve’s (Fed’s) daily operations and the recent 
financial crisis. The SFM of the Fed’s operations presents the primary components 
– major norms, institutions, technologies – relevant on a day-to-day basis. The SFM 
is then used for normative systems analysis (Hayden 1998) to show the articulation 
of major norms via sub-criteria, rules, regulations, and requirements into significant 
influences on the actions of authorizing and processing institutions in the Fed’s opera-
tions. From the normative systems analysis, three types of time – intraday, mainte-
nance period, and seasonal – in the Fed’s daily operations can be explained. Overall, 
the Fed’s operations are driven by the goals of stabilizing the payments system and 
the financial system. Other major norms, such as market efficiency, are important 
in terms of their influence, but they can become counterproductive to the Fed’s 
ability to stabilize the payments system and the financial system at times, as they 
were during the mid-to-late 1990s. Given the SFM, normative systems analysis, and 
description of time and timeliness in the Fed’s operations, seven general principles of 
the Fed’s operations are presented, several of which are contrary to popular opinion 
(even among economists) regarding how central bank operations actually work. Of 
overarching importance is the realization that the Fed’s operations are concerned with 
setting an interest rate, not controlling the money supply, which is in fact not pos-
sible. The events of August 2007 through December 2008 relevant to the Fed’s daily 
operations are described and considered within the context of the previously laid out 
general principles, while as a result of information gathered during this period, three 
additional general principles of the Fed’s operations are provided.

Introduction

While a detailed understanding of monetary operations has been central to research 
in the Post Keynesian endogenous money tradition for decades, it is not a stretch to 
suggest that it is now also a well-established area of research within neoclassical 
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monetary economics. Until recently, however, neoclassical research related to bank 
behavior in the US federal funds market had little relation to research on the Fed’s 
behavior, and vice versa, beyond a few notable exceptions. This all change in the late 
1990s, as neoclassical economists “found” several policy issues that required an 
understanding of Fed operations and bank behavior together – such as concerns about 
policy options at the zero bound for interest rates, retail sweep accounts, payments 
system crises, and increased use of non-central bank wholesale settlement options.

Particularly noteworthy is that a number of authors in the Post Keynesian tradition, 
and a few in the neoclassical tradition (e.g., Bindseil 2004), have argued that central 
bank operations bear little resemblance in reality to the traditional models such as the 
money multiplier that have nonetheless been overwhelmingly prevalent. Fullwiler 
(2001, 2003) applied the social fabric matrix approach (SFM-A, presented in Hayden 
2006) in detailing the Federal Reserve’s (the Fed’s) operations and came to similar 
conclusions. The purpose of this chapter is to extend previous analyses applying the 
SFM-A to the Fed’s operations and to consider this within the context of the function-
ing of US money markets during the recent mortgage or “subprime”-related financial 
crisis. The significance of the SFM-A for this particular area of research is that the 
institutional context under investigation is at the core of the United States’ financial 
system; clear thinking about this core enables the subsequent development of a larger 
paradigm for future macroeconomic policy research that is more consistent with real-
world financial interactions than has traditionally been the case.

Social Fabric Matrix of the Fed’s Daily Operations

Figure 1 presents a basic social fabric matrix (SFM) of the Fed’s daily operations. Each 
of the components listed vertically on the left as “delivering components” are also 
listed horizontally across the top as “receiving components.” As is normal practice, a 
“1” within a cell of a matrix denotes that a delivery occurs from a particular delivering 
component to a particular receiving component. From the figure, nearly every compo-
nent aside from the beliefs has several deliveries and receipts, and due to space con-
straints it is not possible to explain in a detailed manner every one of the deliveries; 
instead, the approach here is to begin by discussing the components and then to discuss 
deliveries in individual cells as they become important to the analysis.

Beliefs are indispensable to understanding the normative context of the Fed’s 
operations. The beliefs listed in Fig. 1 are denoted as NBi (where i = 1, 2, 3, and so 
forth), which is the notation in Hayden (1998) used to model beliefs as “normative 
belief” criteria within a normative systems analysis; this is discussed in more detail 
and applied in the following section. The belief that the Fed controls the money 
supply (NB1) is at the core of the neoclassical paradigm and is readily seen in 
economics textbooks from the introductory to the doctoral level in the form  
of the money multiplier model, in which the central bank deliberately alters the quantity 
of reserves in order to achieve a desired rate of bank deposit expansion. Also 
central to the neoclassical paradigm is a belief that markets are efficient (NB2).  
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In this case, the reference is primarily to finance literature suggesting that financial 
markets are efficient in pricing risk, providing liquidity, allocating scarce funds, set-
tling payments, and so forth. The social belief criteria for NB3 refers to the policy 
goal of stabilization or the desirability of ensuring that economic and financial out-
comes are well within certain thresholds. The neo-Jeffersonian view of banks (NB4) 
refers to a traditional American suspicion of enabling the amassing of economic 
power in the financial system, and banks in particular, in contradistinction with the 
Hamiltonian view of banking and finance; in modern times, this belief is often held 
by political liberals and some small government, more populist-oriented political 
conservatives (such as Pat Buchanon or Lou Dobbs). Both political liberals and 
conservatives – as well as economists of either persuasion – subscribe to the view 
that there are financial constraints upon the federal government (NB5) that must be 
taken into consideration when evaluating policy and policy proposals.

The institutions listed in the SFM range from key law making institutions such 
as Congress and the President (here listed together for simplicity instead of break-
ing down further, as the distinction is not overly crucial to the analysis in this case); 
regulatory institutions such as the Fed (in this case, again for simplicity, the Board 
of Governors, Federal Open Market Committee (FOMC), and regional Federal 
Reserve Banks are listed as a single institution), bank regulators (which also 
includes the Fed), and the Treasury; and, finally, the rest of the institutions listed 
are directly involved in some manner in the Fed’s monetary operations. As with 
beliefs, a more detailed discussion of the institutional structure (and of the notation 
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NB1.  Central bank controls money supply 1 1

NB2:  Market efficiency 1 1 1 1 1

NB3:  Stabilization 1 1 1 1 1 1 1

NB4:  Neo-Jeffersonian view of banks 1

NB5:  Taxes/bonds finance govt spending 1

IA1-1:  Congress & President 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

IA2-1:  FOMC/Board of G’vners/Fed Banks 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

IA2-2:  FDIC 1 1 1 1 1 1 1 1 1 1 1

IA2-3:  Comptroller of the Currency 1 1 1 1 1 1 1 1 1 1

IA2-4:  State bank regulators 1 1 1 1 1 1 1 1 1

IA2-5:  Treasury 1 1 1 1 1 1 1 1 1 1

IP-1:  NY Fed Open Market Desk 1 1 1 1 1 1 1 1 1 1

IP-2:  Banks 1 1 1 1 1 1 1 1 1 1 1 1 1 1

IP-3:  Primary dealers 1 1 1 1 1 1 1 1 1 1 1

IP-4:  Private payment clearinghouses 1 1 1 1 1 1 1 1 1 1

T1:  Double-entry accounting 1 1 1 1 1 1 1 1 1 1

T2:  Payment clearing/settlement 1 1 1 1 1 1 1 1 1 1

T3:  Financial innovations 1 1 1 1 1 1 1 1 1 1

Fig. 1 Social fabric matrix for the Federal Reserve’s operations
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used in Fig. 1 for labeling the different types of institutions) is in the normative 
systems section below.

There are three important technologies (Ti) in the SFM for the Fed’s operations. 
The most fundamental of these is double-entry accounting (T1). That double-entry 
accounting has impacted the system is beyond dispute, particularly where finan-
cial markets are concerned, as the creation of any financial asset by definition 
simultaneously creates an entry on the liability/equity side of a balance sheet. 
Views on how important double-entry accounting has been to the origins of the 
capitalist system and its continued evolution range from those suggesting it is a 
key technology in creating a conceptual framework for planning and control (e.g., 
Sombart 1924, Most 1972) to suggestions that accounting practices instead 
respond to changes in the business environment rather than vice versa (e.g., Yamey 
1964, Edwards 1991). Consistent with Hayden’s (1982, 1998, 2006) incorporation 
of technology and technological criteria into the SFM methodology, Previts and 
Merino’s (1998) history of accountancy in the USA suggests a middle view in 
which double-entry accounting is “a ‘condition’ affecting and affected by market 
evolution” (5).

In the present context, the Fed’s daily operations are financial transactions that 
occur on its own balance sheets and those of other banks, primary dealers, and other 
financial institutions. The development of electronic payment systems (another 
important technology in the Fed’s monetary operations discussed below) that 
enable trillions of dollars to change hands daily is built upon the reality that loans, 
trades, and other sorts of electronic payment flows – including Fed operations – are 
simply credits and debits on the balance sheets of various institutions. In fact, finan-
cial assets (such as stocks, bonds, and deposits) largely do not exist in tangible form 
anymore, but instead exist solely as balance sheet entries. Similarly, the various 
trading and valuation techniques that were at the center of the rise and fall of 
mortgage-related securities, as well as the attempted policy responses to the latter, 
are necessarily embedded within the modern technology of accounting. In short, to 
understand the Fed’s operations, one must understand the technology of double-
entry accounting.

Payment clearing and settlement technologies (T2) – which, as noted above, are 
likewise necessarily embedded within modern accounting methods – have been 
referred to as the infrastructure of the modern business world (Shen 1997). Most of 
the Fed’s operations are concerned with wholesale payment clearing and settle-
ment, which is therefore the focus here. Large value transfer systems (LVTS), such 
as Fedwire, the Fed’s LVTS, and CHIPS, a private clearinghouse whose member 
ship consists of primarily large New York banks and which handles most interna-
tional transactions that involve the US dollar, are the largest wholesale settlement 
systems. In 2007, average daily value of funds transfers on Fedwire was $2.7 tril-
lion, or around 20% of annual nominal GDP (Board of Governors 2008). Fedwire 
also operates a book-entry security settlement system which enables bonds issued 
by the Treasury, government sponsored enterprises, and other institutions to deliver 
ownership of securities against payment; in other words, these securities exist only 
as accounting entries, not in physical form. Securities transfers on Fedwire’s 
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book-entry system were about $1.7 trillion per day in 2007 (Board of Governors 
2008). Total dollar value of payments settled via CHIPS rival Fedwire funds trans-
fers. A large percentage of securities transactions are cleared through subsidiaries 
of the Depository Trust and Clearing Corporation (DTCC) including the Depository 
Trust Corporation (DTC), National Securities Clearing Corporation (NSCC), and 
the Fixed Income Clearing Corporation (FICC), which together provide clearance 
services for “virtually all equity, corporate debt, municipal debt, government 
securities, mortgage-backed securities, and emerging market sovereign debt trades 
in the USA totaling more than $1.7 trillion daily” (Bond Market Association and 
the Depository Trust and Clearing Corporation 2003, 9). Lastly, there are several 
small- and medium-size payment clearing systems in the US, such as automated 
clearinghouses (ACH) and check clearing, which actually account for the majority 
of payment transfer volume.

Wholesale payments systems settle payments either via netting (where only net 
changes to an institutions account must be settled at the end of the day or at specific 
times) or via real-time gross settlement (RTGS, where final settlement via debits 
and credits to accounts occurs immediately). Fedwire is the largest of the RTGS, 
while CHIPS moved in 2001 from netting to a sort of RTGS/netting hybrid that 
settles most payments immediately but nets others for final settlement later in the 
day. DTCC’s subsidiaries settle netted transactions via Fedwire transfers of reserve 
balances, while most small banks use local clearinghouses to clear local transac-
tions and then settle netted obligations using Fedwire.

Financial innovations (T3) in the private sector financial system related to the 
Fed’s daily operations – particularly in the money markets and in the wholesale 
payments system – have been ongoing. Hyman Minsky recognized in 1957 that the 
continued evolution of the federal funds market as a central borrowing and lending 
market for banks was enabling fewer reserve balances to support the same level of 
economic activity (Minsky 1957). The proliferation of liability management tech-
niques by banks and the continuing evolution of wholesale markets for short-term 
borrowing such as the federal funds, Eurodollar, repurchase agreement, and com-
mercial paper markets influence the Fed’s operations since they provide avenues for 
banks to quickly meet reserve requirements, payment needs, or the maturing of 
short-term commitments.

Innovations in the wholesale payments system have had similar effects on the 
Fed’s operations. As noted, electronic payment clearing and settlement is simply a 
method of crediting and debiting account balances in a double-entry accounting 
system. For instance,

A typical Fedwire transaction takes only a few seconds… Once Fedwire receives the pay-
ment instruction from [a] bank, the bank’s account at the Federal Reserve will be debited 
… while the account of [the receiving] bank at the Federal Reserve will be credited … . 
Once this funds transfer is completed, the payment is said to be settled. Fedwire sends an 
electronic message to [the receiving] bank to confirm the settlement. (Shen 1997, 46)

However, since payments can be cleared electronically and the information can be 
stored in computers, the same quantity of reserves is able to facilitate far more payments 
due to the increased speed that results. Consequently,
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In recent decades, even while the banking industry was growing faster than real economic 
activity, the dollar value of funds transmitted via large-dollar electronic payments systems 
was growing relative to the size of banks… . Two decades ago, daily transfers were less 
than one-tenth as large as total bank liabilities. By the mid-1990s, the ratio had risen to 
seven times its value in the early 1990s… .

[Over the same period] the sum of banks reserve and clearing balances … at Federal Reserve 
Banks relative to their total liabilities fell markedly: After averaging close to 4% in the early 
1970s, reserve balances as a proportion of liabilities averaged less than 1% by the mid-
1990s. As a consequence, the value of banks’ electronic payments relative to their reserve 
balances increased dramatically: By 1994, the ratio of the value of fedwire transfers to 
reserve balances was about forty times its 1973 value. (Hancock and Wilcox 1996, 871)

At present, it is not uncommon for individual banks to have daily payment flows 
that are 100 or 200 times the reserve balances that are kept in a bank’s reserve 
account at the Fed (Furfine 2000).

A Normative Systems Analysis of the Fed’s Daily Operations

Putting together a SFM is but a first step within the SFM-A approach, albeit an 
important and indispensable one. One must then decide how to use the completed 
SFM. Here, normative systems analysis based on Hayden (1998) is carried out in 
order to define and describe the normative criteria guiding relevant institutional 
interactions in the context of the Fed’s daily operations. The normative systems 
analysis thus complements the SFM by providing a framework for more detailed 
investigation into the interaction of normative criteria and institutional action. 
Specifically, it requires the researcher to detail the criteria, rules, regulations, 
requirements, authoritative institutions, and processing institutions; together 
these determine the ends toward which the system is dynamically evolving.  
The process of normative systems analysis will generally lead the researcher to 
primary sources such as legal or regulatory documents, speeches or other 
accounts by regulators and policymakers, and well-documented accounts by other 
researchers of the normative characteristics of the system. In short, the normative 
systems analysis enables a researcher to answer the question “how do we know 
that we know how a system works?”

Subcriteria, Authorizing Institutions, and Processing Institutions 
in the Fed’s Daily Operations

The beliefs or major norms described in the previous section are, to use Hayden’s 
words, normative criteria that serve as standards for evaluation of institutional 
processes. The application of Hayden (1998) here is to recognize that these 
beliefs or major norms have direct or indirect influence at a number of different 
points in the process, and to provide a framework for explicating these influences. 
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To begin, Hayden (1998, 95) writes that “each major norm that applies to numerous 
institutional settings has a number of sub criteria … that apply to particular institu-
tional situations or cases.” Thus, sub-criteria or sub-beliefs are evaluative criteria in 
particular circumstances that are consistent with primary belief criteria or major 
norms; they can also reflect or further elaborate upon the ideological or otherwise 
theoretical basis for the belief itself. Table 1 lists the beliefs or major norms (NBi) 
from Fig. 1; the right-hand column of Table 1 lists corresponding sub-beliefs or 
sub-criteria (nbi-j, where i refers to the corresponding major norm, and j= 1, 2, 3, 
etc., to denote different sub-criteria for a given NBi).

Consider NB1 (“Central Bank Controls the Money Supply”) from Table 1, 
which has three sub-criteria, nb1-1 (“Deposits and Reserve Balances Fund Bank 
Loans”), nb-2 (“Reserve Requirements Constrain Banks’ Abilities to Lend”), and 
nb1-3 (“The Fed Exogenously Controls Reserve Balances”). As previously noted, 
NB1 is central to the neoclassical economics paradigm for monetary policy and 
originates in the money multiplier model. Specifically, these sub-criteria reflect the 
belief – which remains influential among policy makers – that the quantity of 
excess reserve balances is set directly and exogenously (in the policy sense) by Fed 
actions (the traditional “three tools” of monetary policy: discount lending, open 
market operations, and setting reserve requirements) and this quantity has a direct 
effect upon the growth or contraction of bank liabilities, if not immediately then at 
least over some time horizon. NB2 (“Market Efficiency”) and NB3 (“Stabilization 
as a Primary Policy Goal”) are shown in Table 1 to each have three sub-criteria, as 
with NB1. NB4 (“Neo-Jeffersonian View of Banks”) and NB5 (“Taxes and Loans 
Finance Government Spending”) are a bit different in the context of this paper than 

Table 1 Major norms and beliefs in the Fed’s operations

Major norms (NBi) Subcriteria (nbi-j)

nb1-1.  Deposits and reserve balances fund 
bank loans

NB1.  Central Bank controls the money 
supply

nb1-2.  Reserve requirements provide control 
over loan creation

nb1-3.  The Fed can exogenously control reserve 
balances

nb2-1.  Markets efficiently price risk and allocate 
funds

NB2: Market efficiency nb2-2.  Markets can efficiently and safely settle 
payments

nb2-3.  Government intervention creates 
instability/moral hazard

nb3-1. Stabilization of the payments system
NB3: Stabilization as a primary policy goal nb3-2: Stabilization of the financial system

nb3-3: Stabilization of the macroeconomy

NB4: Neo-Jeffersonian view of banks nb4-1: Government should not subsidize banks

NB5:  Taxes and Bonds Finance Government 
Spending

nb5-1:  Avoid negative effects on the federal 
government’s fiscal position
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NB1, NB2, and NB3. This is due to the fact that while the former have only a single 
sub-criteria each in Table 1, both have several more sub-criteria that would become 
relevant were the context of the analysis expanded beyond monetary operations.

The notation for the institutions in Fig. 1 is to denote sub-categories presented 
in Hayden (1998). These are higher institutional authorities (denoted as IA1-i), 
other or lower institutional authorities (denoted as IA2-i), and processing institu-
tions (denoted as IP-i). The US Congress and the President are listed together as the 
primary higher institutional authority (IA1-1). Together, they are responsible for 
important legislation (such as the Federal Reserve Act, and revisions to it) and 
operational directives (such as foreign exchange rate policy) that influence the 
normative context of the Fed’s operations. The FOMC, Board of Governors, and 
Federal Reserve Banks together are the most important lower institutional authority 
(IA2-1), since they set monetary policy given the criteria and rules (defined below) 
set down by the higher authorities; this component will be referred to simply as “the 
Fed” below. Other institutional authorities are the other bank regulators besides the 
Fed (FDIC (IA2-2), Office of the Comptroller of the Currency (IA2-3), and state 
bank regulators (IA2-4)), which are discussed in more detail in the later section on 
recent events in the financial system, and the Treasury (IA2-5), whose authority in 
this context is primarily derived from its role in the collection of taxes.

The processing institutions are denoted as IP-i; these institutions receive regula-
tions and requirements from institutional authorities which set the context for their 
behavior. The Open Market Desk at the New York Fed (IP-1) is responsible for 
carrying out open market operations in accordance with the policy and strategy set 
by the Fed. Banks (IP-2) are the key processing institutions for monetary policy, the 
payments system, and the financial regulatory structure; they trade reserve balances 
held in Fed accounts in the federal funds market, use reserve balances to settle pay-
ments, meet Fed regulations and requirements, and are subject to requirements of 
bank regulatory agencies. Primary dealers (IP-3) are dealers in US Treasury securi-
ties, some of which are also banks, which engage in the private sector side of the 
Open Market Desk’s trades related to open market operations. Private wholesale or 
retail payment clearinghouses (IP-4) encompasses a number of institutions, some 
very large and some very small, that clear and settle private and public sector pay-
ments; many of these clearinghouses settle payments on a netted basis, leaving only 
a small percentage of gross payments to be settled by direct payments sent usually 
via balances in Federal Reserve accounts.

Rules, Regulations, and Requirements in the Articulation  
of Major Norms

Hayden (1998) writes that both John R. Commons (1995) and Karl Polanyi (1957) 
demonstrated that normative criteria were established and then implemented or 
otherwise “carried out” through prohibitions, obligations, and permissions, or what 
Commons referred to as “working rules.” As Commons put it,
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A working rule lays down four verbs for the guidance and restraint of individuals in their 
transactions. It tells what the individual must or must not do (compulsion or duty), what they 
may do without interference from other individuals (permission or liberty), what they can 
do with the aid of collective power (capacity or right), and what they cannot expect the col-
lective power to do in their behalf (incapacity or exposure). (1995, 6; emphasis in original)

Hayden (1998) presents a taxonomy utilizing the terms rules, regulations, and 
requirements, which is inspired by Hayden’s reading in the area of normative phi-
losophy. Hayden’s approach explicitly incorporates the normative process by which 
institutions articulate prohibitions, obligations and permissions such that major 
norms ultimately guide or at least significantly influence institutional action.

The normative systems analysis framework presented in Hayden (1998) might 
be summarized as follows: primary normative criteria – such as major norms NB1 
through NB5 in Fig. 1, and their respective sub-criteria shown in Table 1 – give rise 
to policy goals, standards, and so forth. To carry out the process and achieve the 
desired normative ends, the appropriate rules, regulations, and requirements are 
articulated and implemented. Figure 2 illustrates the relationships between major 
norms, institutional authorities, and processing institutions as described by Hayden. 
From the figure, the sub-criteria are delivered to the higher institutional authorities 
as standards for rules, which frequently appear in legislation and are written to both 
embody and be consistent with the primary criteria. Hayden (1998, 97) writes that 
higher institutional authorities generally undertake great effort to explain the norms 
and the reason the rules are necessary; the higher institutional authorities addition-
ally frame, structure and explain the rules, the situations in which the rules are to 
be applied, which rules are to be applied, and the acceptable reasons for applying 
the rules. Lower authorizing institutions design regulations that appeal to rules as 
reasons for their existence and which attempt to control, govern, or otherwise shape 
the behavior of processing institutions in a manner consistent with rules by setting 

Fig. 2 Articulation of major norms into rules, regulations, and requirements
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down various requirements. Requirements require responses by processing institutions 
to situations in order to fulfill the regulations, such as a bank adhering to an estab-
lished required reserve ratio on deposits, capital requirements against assets, criteria 
and collateral requirements for receiving loans from the central bank or against 
government deposits held by the bank, or the specific procedures for managing a 
reserve account at the central bank.

Overall, institutional actions occur within the context of rules, regulations, and 
requirements and are thus normative in that “working rules” that dictate prohibitions, 
obligations, and permissions are in place and ultimately derive from the primary 
belief criteria. The dotted lines in Fig. 2 correspond to the indirect influence of major 
norms on the actions of lower institutional authorities and processing institutions via 
the design and implementation of rules, regulations, and requirements. This is consis-
tent with the SFM in Fig. 1, which – as is common practice – presents beliefs or major 
normative criteria being delivered to a variety of institutions at various levels of 
authority; however, even as there is an implied influence of major norms upon pro-
cessing institutions in Fig. 2, Hayden (1998, 96) notes that institutional actions may 
be consistent with the desired normative ends even as the individual processing insti-
tutions may not know or at least may not be in agreement with the required action. 
Thus, while deliveries in Fig. 1 present belief criteria specific to individual institu-
tions (i.e., banks and other private financial institutions have a general belief that 
financial institutions can efficiently price financial assets, settle payments, and gener-
ally abhor government intervention in these areas; financial regulatory institutions are 
generally designed to be concerned with stability of particular parts of the financial 
system), the articulation of major norms into rules, regulations, and requirements may 
provide prohibitions and obligations that result in behaviors inconsistent with some 
other belief criteria. As Hayden (1998, 100–103) points out, when such conflicts are 
significant, the negative consequences for the entire system can be significant.

Major Norms, Subcriteria, and Rules in the Fed’s Operations

Given space constraints, neither each entry in the SFM in Fig. 1, nor the role of each 
rule, regulation, and requirement related to the components of Fig. 1 can be 
described completely. But enough of the key characteristics of the system can be 
explicated within this framework to create an understanding of the Fed’s daily 
operations. The approach here is to begin with two important rules: The Federal 
Reserve Act of 1913 (FRA), and the Depository Institutions Deregulation and 
Monetary Control Act of 1980 (DIDMCA), which amended the FRA. The analysis 
will then broaden and deepen in order to develop a working framework for under-
standing the normative context of the Fed’s operations.

The FRA established the Federal Reserve System as the nation’s central bank, 
and thus as a lower institutional authority according to the framework here. There 
are several primary belief criteria from Table 1 for the FRA with respect to the Fed’s 
operations, namely control of the money supply (NB1), market efficiency (NB2), 
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stabilization (NB3), and a neo-Jeffersonian view of banks (NB4). The FRA defines 
the existence and powers of the regional Federal Reserve Banks in Sects. 2, 4, 5, 
13, and 14. The establishment of the Board of Governors is made in Sects. 10 
and 11. The power of the Federal Reserve Banks to print Federal Reserve notes is 
given in Sect. 16. The establishment and powers of the FOMC are in Sect. 12A. 
The establishment of commercial banks as member banks of the Fed – that is, as 
processing institutions according to the normative systems analysis here – is explained 
in Sects. 6–9. The Board of Governors’ power to set reserve requirements on member 
banks is provided in Sect. 19. Section 15 enables the Secretary of the Treasury to 
deposit Treasury funds in the Federal Reserve Banks and to use the Federal Reserve 
Banks as its fiscal agents.

Stabilization (NB3) was originally one of the most important, if not the most 
important, primary evaluative criteria – and remains so – particularly in regard to 
the payments system (nb3-1) and the financial system (nb3-2) as far as the Fed’s 
operations are concerned, though there was also significant emphasis placed upon 
promoting operating procedures consistent with a “sound currency,” a reference to 
macroeconomic stabilization (nb3-3) as understood at the time. The first paragraph 
of the FRA announces that the purpose is “to provide for the establishment of 
Federal reserve banks, to furnish an elastic currency, to afford means of rediscount-
ing commercial paper, to establish a more effective supervision of banking in the 
United States, and for other purposes.” The statement “to furnish an elastic cur-
rency” is generally interpreted as obligating the Federal Reserve to ensure liquidity 
and stability in the payment system – again, as in nb3-1 – particularly in regard to 
difficulties frequently encountered with both prior to 1913 that often led to broader 
financial panics (e.g., Spahr 1926; Myers 1970).

A neo-Jeffersonian view of banks (NB4) was and still is significant as there has 
been political opposition to a central bank throughout the nation’s history; for 
instance, the separation of powers within the Fed and the twelve district banks 
presiding over regions drawn according to the distribution of the population in 1913 
arise essentially from the influence of this primary belief. Political opposition to the 
Fed’s existence has become less significant (though some opposition certainly still 
exists), however the Jeffersonian perspective remains important with respect to the 
role of regional Fed banks in the Fed’s operations such as managing the payments 
system and extending credit to commercial banks.

Regarding the daily operations, Sects. 13 and 14 define the possible scope of 
discount loans and open market operations. Section 13 requires that discount loans 
be done only for depository institutions (including US branches of foreign banks). 
The assets eligible as collateral for discount loans are US Treasury securities,  
government agency securities, some mortgages, banker’s acceptances, and “notes, 
drafts, and bills of exchange issued or drawn for agricultural, industrial, or com-
mercial purposes.” A number of financial assets normally considered “invest-
ments,” including private equity issues, are not permitted as collateral. Section 14 
sets the types of financial assets that can be purchased by the Federal Reserve in 
open market operations, which primarily encompasses obligations of the US federal 
government and its agencies.
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Significantly, there is no express authority provided in the Federal Reserve Act 
for the Federal Reserve to purchase corporate bonds, commercial paper, mortgages, 
equity, or land (Johnson et al 1999; Small and Clouse 2000; Clouse et al. 2000). 
Rather,

In contrast to bills of exchange … debt instruments such as corporate bonds and mortgages 
are “promises to pay”: they are two-party instruments [while a bill of exchange is a three-
party instrument]. Thus, [the] first paragraph of section 14 of the Federal Reserve Act 
places a restriction on the Federal Reserve’s open market operations because the only 
promises to pay that the paragraph authorizes for purchases or sale are bankers’ accep-
tances. Because private-sector promises to pay other than bankers’ acceptances are not 
made eligible for purchase under the first paragraph of section 14 or under any other part 
of the Federal Reserve Act, there is no express authority under which they may be pur-
chased by the Federal Reserve. Thus there is no express authority for the Federal Reserve 
to purchase such promises to pay as corporate bonds, bank loans, mortgages and credit-
card receivables, for example. Nor is there any express authority for the Federal Reserve to 
purchase equities. (Clouse et al. 2000, 54)

However, and importantly, Sect. 13 does provide for possible purchases of an 
expanded class of private sector debt instruments under special circumstances, 
which again recognizes the need for payments system stability (nb3-1) and financial 
stability (nb3-2) to override other concerns:

The class of private-sector debt instruments eligible for purchase could be expanded to 
include corporate bonds, mortgages, and other instruments under section 13(3) of the 
Federal Reserve Act. Under 13(3), if the Board of Governors found there to be “unusual 
and exigent circumstances” and voted by a majority of at least five governors to authorize 
lending under 13(3), the Federal Reserve could discount [that is, make discount loans] to 
individuals, partnerships, and corporations “notes, drafts and bills of exchanges … . 
indorsed or otherwise secured to the satisfaction of the Federal Reserve Banks …” This 
broadening of the class of instruments eligible for discount would correspondingly broaden 
the class eligible for purchase. (Johnson et al 1999, 27n)

In other words, by expanding the class of institutions eligible for receiving discount 
loans from depository institutions to include firms and households, through the first 
paragraph in section 14 an expanded class of assets would be eligible for open 
market purchases whenever the Board of Governors decides conditions are “unusual 
and exigent.” This obviously has been a significant provision in the FRA during the 
most recent difficulties in the financial system.

The limitations placed upon open market operations and discount lending in the 
FRA are frequently explained by reference to NB2 (market efficiency). That is, the 
Fed’s daily operations are normally viewed as “interventions in the markets” and 
thus these “interventions” should be as limited as possible, except for instance in 
which failing to facilitate stabilization (NB3) is at risk. For instance, in a study 
drafted by the Fed in 2002 regarding potential “alternative” operations (that is, 
operations different from standard practice) permitted by the FRA for use in the 
event that more standard or typical uses of the discount window and open market 
operations became “ineffective,” the authors set out market efficiency (NB2) as 
one of four primary evaluative criterion derived from the FRA. In their words,
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In general, market price mechanisms allocate resources most effectively when undistorted 
by government actions. (Federal Reserve System Study Group on Alternative Instruments 
for System Operations 2002, I-3)

The monetary mission of the Federal Reserve is statutorily cast in terms of macroeconomic 
outcomes. In contrast, outcomes for specific sectors and for relative prices of credit or assets 
are within the purview of private markets and fiscal policy… . The broad mission of mon-
etary policy and its transmission through the reserves market, together with the desirability of 
allowing private decisions to allocate credit, imply that, the Federal Reserve, in choosing 
its portfolio composition, should attempt to minimize effects on relative asset prices. (I-3; 
emphasis in original)

However, conducting monetary policy operations requires designating instruments and 
counterparties, thus potentially giving those instruments and counterparties at least some 
advantage over others. While fulfilling its needs to acquire assets, the Federal Reserve 
should avoid as best it can any such favoritism. Not only would the favoring of specific 
entities in the private sector distort resource allocation, but even appearing to influence 
relative asset prices in the financial sector through asset selection might invite pressure 
from special interest groups to achieve specific outcomes. (I-3, I-4)

From this, it is clear that sub-criteria nb2-1 (markets efficiently price risk and 
allocate funds) and nb2-3 (government intervention can create moral hazard) sig-
nificantly influences the context within which the Fed views its mandate for carry-
ing out its daily operations.

The belief that the central bank controls the money supply (NB1) had been a 
guiding tenet of the Fed’s public statements regarding its tactics since the 1920s 
when the Fed “discovered” open market operations as a policy tool (e.g., 
Bindseil 2004; Meulendyke 1998). However, the DIDMCA even more explicitly 
embedded both the belief in central bank control over the money supply (NB1) 
and market efficiency (NB2) as major norms related to the Fed’s daily opera-
tions. Regarding the former, the DIDMCA directed the Fed (and thereby gave it 
the authority) to set reserve requirements for all commercial banks, whether Fed 
members or not (i.e., the state banks), in order to enable better control over the 
money supply. The DIDMCA sets specific ranges for the Fed to set reserve 
requirements on transaction accounts (3%minimum on deposits below $25 mil-
lion, 8–14% on deposits beyond that), savings accounts (same as for transaction 
accounts), and time deposits (0–9%). These were enacted for the sole purpose 
of increasing the amount of reserves “to a level consistent with the conduct of 
monetary policy” in accordance with nb1-1, nb1-2, and nb1-3 and as described 
in the money multiplier framework. Regarding market efficiency (NB2), the 
DIDMCA required the Fed to charge banks for its services related to processing 
and settling payments, which had heretofore been provided free of charge to 
banks, primarily in order to promote private sector payment clearing and settle-
ment. In promoting private sector payment clearing and settlement, the 
DIDMCA required the Fed to price its services not just based upon its costs but 
also required the Fed to determine its imputed cost of capital (as in a share-
holder’s required return to capital) and add that to its operating costs in setting 
prices its services. Regarding sub-criteria, this is based upon nb2-1 and nb2-2.
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Rules, Regulations, and Requirements in the Fed’s Daily 
Operations

Table 2 presents a list of some of the more important rules (denoted as ri, for  
i = 1, 2, 3, and so forth), regulations (rgi), and requirements (rqi) in the Fed’s daily 
operations, within the context of institutional authorities (Congress/President 
(IA1-1) and the Fed (IA2-1)) and processing institutions (the New York Fed’s Open 
Market Desk (IP-1), Banks (IP-2), Primary Dealers (IP-3), and Private Payment 
Clearinghouses (IP-4)). The following discusses these in relation to the Fed’s discount 
lending, management of the payments system, reserve requirements, and open 
market operations.

Discount Lending

As described above, the FRA (r1) sets out a number of guidelines for the Fed’s 
discount lending to banks. The Fed’s Regulation A (rg1) lays out its policy regard-
ing these loans, including required collateral, interest rates, and maturities. Since 
2003, the Fed has provided collateralized loans, mostly on an overnight basis, to 
banks at a rate set as a “penalty” above the federal funds target rate. This replaced 
a long-standing policy of lending at a rate slightly below the target rate, but with 
the added condition that a bank had already attempted to attain credit from other 
sources. The latter were frequently referred to as the Fed’s “frown costs,” as it made 
no secret of the fact that it “frowned” on banks taking out discount loans for any-
thing other than seasonal liquidity needs. The changes to Regulation A since 2003 
eliminated the “frown costs” and enable all banks in good standing to borrow at the 
“primary credit” rate set initially at one percent above the target (since fall 2008, 
this has been reduced to 0.25% above the target rate); other banks are generally 
offered “secondary credit” at an additional penalty that is currently 0.5%. The basic 
requirements and procedures banks must follow for establishing and maintaining 
an account at the Fed are provided in the Fed’s Operating Circular No. 1, while the 
various collateral requirements and lending rates are spelled out in the Fed’s 
Operating Circulars No. 10 and No. 8 (Operating Circulars are listed as rq1 in 
Table 2). Step by step guides regarding how banks go about receiving credit from 
their regional Fed Bank are also provided and updated in real time on a website 
maintained by the Fed (www.frbdiscountwindow.org, which is rq2 in Table 2).

Payments Clearing and Settlement

The FRA (r1) directs the Fed to make stability in the payments system (nb3-1) a 
priority for the Fed’s operations. As the Board of Governors puts it, “a reliable pay-
ments system is crucial to the economic growth and stability of the nation. The 
smooth functioning of markets for virtually every good and service is dependent 
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upon the smooth functioning of banking and financial markets, which in turn is 
dependent upon the integrity of the nation’s payments system” (Board of Governors 
1990, 2). To facilitate stability, the FRA authorizes all commercial banks, govern-
ment agencies, government sponsored agencies, and several other institutions to 
have access to reserve accounts at the Fed. The DIDMCA (r2) in fact required the 
Fed to provide the same access to Fed reserve accounts and to all of the Fed’s pay-
ment services that Fed member banks already have to all non-member banks.

It is useful here to define terms, as “clearing” and “settlement” have distinct 
meanings:

Clearing comprises three main steps: processing payment instruments, delivering them to 
paying banks, and calculating interbank payment obligations. Settlement involves dis-
charging the payment obligations. To illustrate the distinction between these two functions, 
consider the clearing and settlement of checks among banks that are members of a clear-
inghouse. Banks rely on the clearinghouse to perform the clearing function when they 
exchange checks drawn on each other. Then the clearinghouse calculates the multilaterally 
netted payment obligations due to and due from each clearinghouse participant. Banks 
participating in the clearinghouse have various options for settling these obligations. 
Members of the clearinghouse can agree to settle using cash or more likely the deposit 
liabilities of a private bank, which might also be a member of the clearinghouse, or through 
another institution. (Summers and Gilbert 1996, 6)

Because most Federal Reserve services in the payment system combine the clearing 
and settlement functions, the two terms are frequently used interchangeably when 
referring to Federal Reserve services (6).

Obviously, though, as the above statement points out, clearing and settlement are 
not the same. This is most clearly the case with the private sector clearing and 
settlement organizations that provide clearing but usually only netted settlement 
that is only finally settled via reserve account debits or credits. As the discussion of 
the SFM in Fig. 1 earlier in the chapter describes, there are a number of significant 
private payments systems that use Fedwire or at least bank Fed accounts for  final 
settlement. Beyond settling payments, final netted settlement of trades involving 
US Treasury securities and obligations of US agencies and government sponsored 
enterprises also occurs exclusively via Fedwire’s book-entry settlement system. 
Thus, as also noted, total dollar value of payments settled via reserve accounts 
approaches 20% of annual US GDP on an average business day.

Consistent with the goal of stability in the payments system, the Fed provides in 
Regulation J (rg2) that payments sent from one institution’s reserve account to 
another’s reserve account are final and irrevocable “at the time a Federal Reserve 
Bank notifies the receiving bank that a payment has been credited to its reserve 
account, regardless of whether the sending bank makes good on the payment 
request” (Hancock and Wilcox 1996, 871–872). In practice, this means that the Fed 
provides both intraday overdrafts to banks whenever their reserve accounts are 
drawn down, while collateralized loans at the regional Fed Banks’ discount win-
dows (discount lending) are available if an overdraft cannot be cleared by the end 
of the business day. For banks, the Operating Circulars (rq2) contain procedures for 
using reserve accounts to purchase currency from the Fed (Operating Circular 2), 
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check clearing and float (Operating Circular 3), using reserve accounts to settle 
Automated Clearing House payments (Operating Circular 4), sending payments via 
Fedwire (Operating Circular 6), and final settlement of securities using Fedwire’s 
book-entry system (Operating Circular 7). Additional information for banks is 
available in Fed’s Account Management Guide (rq3) that also describes procedures 
for payment settlement and overdrafts, and on a website maintained by the Fed to 
provide guides and information for utilizing the Fed’s payment services (www.
frbservices.org (rq4 in Table 2)).

As mentioned, the DIDMCA requires the Fed to charge banks for its payments 
services, and required the Fed to set pricing principles by September 1, 1980. The 
Board of Governors thereby set out its Principles for the Pricing of Federal Reserve 
Bank Services (rg3), while the Fed then provides more detailed content for banks 
regarding up-to-date fee schedules and precise calculation of charges for services 
in its Account Management Guide (rq3) and its informational website on its pay-
ment services (www.frbservices.org (rq4)). Recall that an overarching goal of the 
DIDMCA in requiring the Fed to set fees for its payment settlement services is to 
encourage the development of private sector settlement systems, a result of the 
primary belief in market efficiency (NB2). By requiring the Fed to recoup its own 
costs of providing payment clearing and settlement services plus an imputed cost 
of capital, the opportunity obviously arises that private sector providers may be able 
to gain market share by providing banks and other financial institutions with the 
same clearing and settlement services at a lower price.

Returning to the Fed’s overdrafts in promoting “elasticity” in the quantity of 
reserve balances to enable the settlement of payments, the Fed has since the 1980s 
been concerned about default risks related to the large quantities of credit it extends 
to banks while enabling payment settlement to continue as normal. Prior to 1986, 
the Fed essentially provided these overdrafts as unsecured loans at no cost, and the 
Fed apparently believed that banks were taking advantage of the underpriced credit 
(Richards 1995).

By the early 1980s, banks’ daylight overdrafts of their reserve accounts had become very 
large, and regulators recognized that at some point a very large bank might be unable to 
repay its unsecured, and possibly very large, overdraft… . During the period, the maximum 
value of daylight overdrafts grew as rapidly as the value of transfers, which in turn grew 
faster than the value of bank liabilities … . By the early 1990s, daily maximum aggregate 
overdrafts often exceeded $150 billion and averaged about $125 billion. (Hancock and 
Wilcox 1996, 871)

Starting in 1986 the Federal Reserve imposed limits on maximum daylight overdrafts, 
and in 1994 it began charging a modest fee, which amounts essentially to an interest 
charge, for daylight overdrafts beyond a percent of a bank’s capital (see Richards 
(1995) and Panigay-Coleman (2002) for a discussion of the evolution of payments 
system risk policies at the Fed). It also imposed collateral requirements and caps on 
total overdraft privileges (beyond which significantly greater penalties are incurred). 
On an average business day in 2005 the Fed was providing around $36 billion 
in overdrafts to the banking system every minute, and over $116 billion during a 
typical day’s peak settlement period near the end of the day (Bank for International 
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Settlements 2007); researchers found, however, that daylight overdrafts were 
significantly reduced as a result of the fees, collateral requirements, and caps at the 
time they were implemented, rising slowly over time to again nearly reach mid-1980s 
levels around 20 years later but this time in support of a vastly greater dollar volume 
of payment settlement (e.g., Richards 1995; Hancock and Wilcox 1996; Shen 1997; 
Panigay-Coleman 2002).

In order to further minimize its own credit risk, the Federal Reserve is very clear 
in discouraging banks from permitting a daylight overdraft to become an unsecured 
overnight overdraft by imposing a substantial penalty of 400 basis points above the 
day’s federal funds rate with a minimum charge of $100 (Federal Reserve System 
2007, VI-2). Higher overdraft charges are assessed if an institution exceeds three 
overdrafts in a moving twelve-month period. Chronic overdraft problems can result 
in administrative controls. As a result, banks attempt to avoid these unsecured over-
night overdrafts at nearly any cost (Clouse and Elmendorf 1997; Furfine 2000).

Within the context of the normative systems analysis, fees, collateral require-
ments, and caps for overdrafts detailed in the Fed’s Payments System Risk Manual 
and Guide (rq5), the Account Management Guide (rq3), and on the Fed’s informa-
tional websites for banks (www.frbservices.org (rq4) and www.frbdiscountwindow.
org (rq2)) are requirements that shape bank behavior in the payment system. As a 
result, banks manage daily reserves closely, and whereas they might have utilized 
more federal funds trades requiring gross settlement on Fedwire in previous 
decades to manage liquidity for payment settlement and to perform asset/liability 
management, they now accomplish a large percentage of both via netted settlement 
using competing settlement systems (IP-4). Finally, researchers have also found 
that banks routinely wait to send payments at high payment flow periods during the 
beginning and end of the business day since an overdraft cleared within a minute 
does not count as an actual overdraft according to the Fed’s Payments System Risk 
Policy (McAndrews and Rajan 2000; Armantier et al. 2008).

Reserve Requirements

The DIDMCA (r2) requires the Fed to set reserve requirements. The Fed has laid 
out its policies on reserve requirements in Regulation D (rg5) of the Federal 
Reserve System. Regulation D prescribes a computation period during which 
banks’ end-of-day deposits and holdings of vault cash are averaged over a two-
week period; a bank’s reserve requirement is then the relevant reserve requirement 
ratio multiplied by its average deposits held during the period less its average vault 
cash holdings. Regulation D then prescribes a two-week maintenance period begin-
ning seventeen days after the end of the computation period during which time 
banks are obligated to hold end-of-day average balances in their reserve accounts 
equal to or greater than their reserve requirement. A bank deficient in meeting 
reserve requirements for a given maintenance period will be provided with a loan 
to cover the deficiency by the Fed and be charged the Fed’s collateralized loan rate 
plus one percent. The Fed publishes a Reserve Maintenance Manual (rq6) for banks 
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that explains in detail how reserve requirements are calculated and met, and also 
explains various technical details and adjustments that might be necessary in a 
number of specific instances (Federal Reserve System 2008). The Fed also pub-
lishes updates to its manual in real time and offers additional day-to-day reserve 
requirement management procedures on a special website for banks (http://www.
reportingandreserves.org (rq7)).

Open Market Operations

The FOMC’s annual Authorization for Domestic Open Market Operations (rg6) is 
the source of the New York Fed’s Open Market Trading Desk’s (IP-1; hereafter, 
Desk) authority for purchasing different types, quantities, and maturities of finan-
cial assets in its open market operations. The FOMC delivers instructions in its 
directive (rq8) after each FOMC meeting, which since 1988 has set the target for 
the federal funds rate that the Desk then attempts to achieve via its open market 
operations.

Timeliness in the Fed’s Daily Operations

This section is based on Fullwiler (2003), albeit in revised and updated form here, 
which applied “time” and “timeliness” as defined in Hayden (2006, Chap. 8) to the 
Fed’s operations. Hayden defines time within the context of a given system as a 
series of event sequences. Time or the particular sequencing of events within 
any socio-economic system is unavoidably framed by the normative characteristics 
of the system that define the rights, obligations, permissions, and prohibitions. 
The event sequences in the Fed’s daily operations are similarly and unavoidably 
linked to the primary beliefs, sub-beliefs, rules, regulations, and requirements that 
provide the context for interactions among various institutions involved in these 
operations. The point of policy in any socio-economic system, though, is to effect 
instrumentally efficient outcomes for that system. The normative criteria established 
by policy makers to influence system behavior ought to therefore be enhancing or 
at the very least consistent with the manipulation of event sequences such that outcomes 
or consequences are consistent with normative policy goals. The successful design 
and implementation of normative criteria at various levels of the socio-economic 
system is referred to by Commons (1995) and by Hayden (2006) as “timeliness.” 
The overarching goal of timeliness thereby suggests the system’s dynamic stability 
during a given sequence of events, while recognizing, of course, that “stability” and 
other terms such as “optimal” or “efficient” often used to describe outcomes have 
meaning only within the normative context.

From a tactical standpoint, timeliness within the Fed’s daily operations is 
currently defined by the Desk’s (IP-1) ability to achieve the FOMC’s target rate. 
Doing so is considered consistent with stability (NB3) in the payments system (nb3-1), 



142 S.T. Fullwiler

the financial system (nb3-2), and the macroeconomy (nb3-3). The Desk (IP-1) 
regularly announces, for instance, that “the [FOMC’s] objective for the [federal] 
funds rate will be achieved if the rate is sufficiently certain to trade close to the 
indicated target over the long run, so that temporary deviations from the target do 
not influence other asset prices” (Federal Reserve Bank of New York 1999, 2). 
Consistent with minimizing deviations in the federal funds rate, the Desk attempts 
to keep volatility in the rate at low levels, too. As former Fed Governor Laurence 
Meyer (2000, 4) suggests, “A significant increase in volatility in the federal funds 
rate … would be of concern because it would affect other overnight rates, raising 
funding risks for most banks, securities dealers, and other money market participants.” 
This view is also backed by a good deal of published empirical and theoretical 
research in monetary economics, which suggests that such volatility would become 
problematic “if [it were] transmitted to maturities which are deemed directly relevant 
for decisions of economic agents” (Bindseil 2004, 100–101).

Central to understanding how the Fed’s daily operations function within the 
normative context described in this chapter to this point is an understanding of 
double-entry accounting (T1) for the balance sheets of the Fed and banks, and most 
importantly how it relates to reserve balances. Table 3 presents the components 
typically found on the Fed’s balance sheet. Due to double-entry accounting, both 
sides of the balance sheet must equal; more importantly in this case, only changes 
to either assets or liabilities aside from reserve balances can affect the quantity of 
reserve balances. This means that, for the aggregate banking system, only changes 
to the Fed’s balance sheet can affect the system-wide quantity of reserve balances. 
Individual banks may lend or borrow reserve balances in the federal funds market 
or other competing money markets, but these activities can only shift existing 
reserve balances between banks, not alter the aggregate quantity. In other words, 
the Fed is the monopoly supplier of aggregate reserve balances held in reserve 
accounts via changes to its balance sheet. Several economist have recently taken to 
labeling accounting identities such as this one (i.e., aggregate reserve balances held 
in reserve accounts  Fed assets – Fed liabilities other than reserve balances) as 
“operational” realities, as they are true by definition, and necessary for any relevant, 
real-world analysis.

The operational realities of double-entry accounting (T1) must similarly be 
applied to reserve accounting for individual banks in the loan-creation process. As is 
well known by economists familiar with the literature on endogenous money, 

Table 3 Items commonly found on the Fed’s balance sheet

Assets Liabilities and equity

Treasury securities held outright Currency in circulation 
(including vault cash)

Repurchase agreements Reserve balances
Loans Treasury account balance
Float Foreign accounts
Gold and special drawing rights Other liabilities
Other Assets Equity
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the creation of a loan by a bank at the initiation of a credit worthy borrower creates 
a liability on the bank’s balance sheet (normally a deposit, but not necessarily) for the 
borrower on the bank’s balance sheet. In other words, in contradiction to the sub-
criteria “deposits and reserve balances fund bank loans” (nb1-1), neither deposits nor 
reserve balances actually fund bank loan creation. Many have difficulty understand-
ing that loans are created “out of thin air,” but of course this is what any number of 
non-bank businesses do daily when they provide trade credit to business customers or 
offer credit to retail customers. For banks, though, the bank liability created by the 
loan can and probably will be withdrawn by the borrower, perhaps immediately, and 
the latter is the key difference from credit creation by non-banks. The borrower gener-
ally instructs the bank to make a payment on his/her behalf, and at this point (and not 
before) the bank’s reserve account at the Fed can come into play.

Note, however, that as the bank carries out the borrower’s request to deliver 
funds, the bank may or may not need to debit reserve balances from its own account 
at the Fed. For instance, if the borrower’s payment is going to a current customer of 
the same bank, then the bank simply debits the borrower’s account and credits the 
receiver’s account. Or, if the borrower’s payment is to be sent via any number of 
private wholesale payments systems (IP-4), then recall that the bank is usually only 
responsible for delivering reserve balances if there is a net debit in its position with 
the clearing house at the end of the day (or at various points in the day), which again 
may or may not require the bank to debit its reserve account. And if a debit to the 
account is necessary as a result of the netted settlement, then recall that Regulation 
J (rg2) ensures that the payment will be sent and that the bank will receive an over-
draft automatically in the case of its account balance turning negative. Finally, if the 
borrower’s payment is to be delivered via Fedwire or any other debit to the reserve 
account as with ACH payments, then again Regulation J (rg2) ensures an overdraft 
is provided in the case of the account balance turning negative.

Thus, in every conceivable scenario, and (again) in contradiction to sub-belief 
nb1-1, neither prior reserve balances nor prior deposits funded the loan. Rather, if 
the bank needed reserve balances to settle a payment resulting from the loan, the 
regulations and requirements designed according to the FRA (r1), which itself is 
the result of belief criteria in support of stability in the payments system (nb3-1), 
ensured any needed reserve balances for settling the payment were provided via 
overdrafts (at penalty rates set in the Fed’s payments system risk policy (rg4)). 
Consequently, there is no loan officer anywhere in the US that consults with his/her 
bank’s liquidity manager to see how many reserve balances or deposits the bank has 
before approving a loan; it is simply not how the real-world loan creation process 
works. The role of deposits in the bank’s decision to make the loan relates to the 
profitability of the loan; that is, if the bank can increase core deposits as it creates 
new loans, this is less costly than borrowing from the Fed or in the money markets, 
and the profit margin on the loan is that much greater. Finally, instead of the quan-
tity of reserve balances, it is the bank regulators such as the Fed (IA2-1), the FDIC 
(IA2-2), the Comptroller of the Currency (IA2-3), and state bank regulators (IA2-
4) that are empowered and charged by Congress and the President (IA1-1) with 
ensuring that banks hold capital (placing their own shareholders sufficiently at risk 
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for management’s activities) and are not expanding their balance sheets via loan 
creation in ways that unnecessarily risk insolvency or, even worse, more systemic 
risks related to instability in the financial system (nb3-2) or the macroeconomy 
(nb3-3).

In achieving timeliness in the Fed’s daily operations, the Desk balances three 
different forms of time created by the combination of normative criteria and opera-
tional reserve accounting identities: intraday time, maintenance-period time, and 
seasonal time. First, there is intraday time, which refers to the needs of banks to 
settle payments throughout the day. Of course, intraday overdrafts are provided by 
the regional Fed Banks, not the Desk. Nonetheless, to avoid the risk of an overnight 
overdraft, or a collateralized discount loan at the Fed’s penalty rate, banks in the 
aggregate have held a “buffer” of reserve balances that typically changes from day-
to-day. Partly, this is also due to the lack of perfect coordination among the several 
thousand banks in the US system, as national banking systems with more precise 
coordination of lending between banks holding surpluses and those with overdrafts 
hold little to no aggregate buffer for this purpose. At the same time, US banks have 
historically preferred that this buffer be as small as possible, since Congress and the 
President (IA1-1) would not permit the Fed to pay interest on balances banks held 
in reserve accounts (the recent change in the law to permit remuneration on reserve 
account balances is discussed in more detail below).

The end result is a daily demand for reserve balances that is quite interest inelas-
tic at the “buffer” banks desire to hold on a given day. If there are fewer balances 
in the aggregate, overdraft banks can have difficulty finding surplus banks willing 
to lend, and the federal funds rate can be bid up until a bank in overdraft turns to 
its regional Fed Bank for a collateralized overnight loan. At times, the federal funds 
rate may move well above both the FOMC’s target rate and the Fed’s collateralized 
lending rate, as prior to 2003 Regulation A (rg1) strongly discouraged banks from 
using this source of credit. On the other hand, if more balances are supplied than 
the desired aggregate “buffer,” then banks are left holding more surplus reserve 
balances than are desired in the aggregate and would not be able to find enough 
banks with overdraft positions to lend the balances to. Prior to October 2008, the 
Fed paid no interest on reserve balances, and until November 2008, the rate the Fed 
paid (hereafter, the remuneration rate) was set below the FOMC’s target rate. As a 
result, the larger than desired “buffer” of reserve balances would result in the fed-
eral funds rate being bid below the Fed’s target rate.

Recall that the Desk’s job is to prevent deviations from the federal funds rate 
from occurring, on average. The source of the change in the rate could be demand-
driven, as in a change in the desired “buffer,” or supply-driven, as in a change in 
some component on the Fed’s balance sheet that by definition changes the aggre-
gate quantity of reserve balances. For the demand-driven sources, the Desk attempts 
to predict these via various technical means, though some changes are as predict-
able as the days of the week. For instance, Mondays tend to be higher payment flow 
days than Fridays. Similarly, beginnings and ends of months and ends of quarters 
tend to be high payment flow days, as well as days on which Treasury auctions 
settle. On the supply side, the Desk prepares each day a forecast of changes to its 
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balance sheet, most notably bank purchases of currency (which debits their reserve 
accounts) and changes in the Treasury’s balance at the Fed, but there can also be 
other significant sources such as changes in float and repurchase operations on 
behalf of foreign accounts. Regarding the Treasury’s balance, the Treasury is the 
largest transactor in the world (Garbade et al. 2004, 1), and thus flows to and from 
its account have potentially the largest effects on the quantity of reserve balances. 
The Treasury therefore maintains a rather complex system of hundreds of accounts 
in private commercial banks to and from which it transfers balances toward the 
overarching purpose of minimizing the net effect on reserve balances of the 
Treasury’s total transactions (see Garbade et al. 2004 for a thorough description). 
The Desk’s forecasts of the Treasury’s balance are thus enhanced by a conference 
call with the Treasury regarding the latter’s plans and expectations for the day’s net 
flows (Thornton 2003).

The Desk’s operations to manage intraday time are short-term repurchase agree-
ments (to temporarily add balances) and reverse repurchase agreements (to tempo-
rarily reduce balances). The operations to add balances temporarily far outweigh 
operations to reduce them, as the Desk’s management of maintenance period time 
and seasonal time (both discussed below) generally leave an anticipated shortfall in 
the projected difference between the supply of reserve balances and the average 
demand for them, which it then attempts to manage more precisely at the intraday 
frequency. Typically the Desk undertakes all of its operations (that is, operations for 
various maturities) on a given business day early in the morning as settlement from 
the previous day in the repurchase markets is occurring.

Maintenance period time is related to reserve requirements and Regulation D 
(rg5). As previously described, a bank is required to hold an average end-of-day 
balance over the two-week maintenance period at least equal to its requirement. 
Maintenance-period time has two significant effects on banks’ behavior in the fed-
eral funds market. First, it raises the overall demand for reserve balances and thereby 
reduces the likelihood that banks will be in overdraft at the end of the business day. 
Second, because banks are permitted to meet reserve requirements on average dur-
ing the maintenance period, deficiencies or surpluses on any given day can usually 
be offset later in the maintenance period. This has the effect of increasing the elastic-
ity of banks’ demand for reserve balances on most days compared to the effects of 
intraday time alone, and provides the Desk with a bit more “room for error” than 
otherwise would be the case in terms of correctly forecasting the demand and supply 
for reserve balances and gauging its operations to achieve the target rate. It also 
provides the Desk with a bit more certainty in forecasting the demand for reserve 
balances, as Regulation D (rg5) since 1998 has stipulated that reserve requirements 
are determined prior to the beginning of the maintenance period.

Of course, this added elasticity reduces as the maintenance period continues and 
the days left for averaging surpluses or deficiencies shrink in number; not surpris-
ingly, researchers have found that volatility in the federal funds rate rises signifi-
cantly in the latter days of the maintenance period. Thus, the Desk’s operations 
related to maintenance-period time must recognize that (1) while there is more 
“room for error,” significant over- or under-shooting by the Desk in providing daily 
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reserve balances will still create deviations in the federal funds rate from the 
FOMC’s target, and (2) by the end of the maintenance period, much like intraday 
time, the aggregate demand for meeting reserve requirements becomes very inelas-
tic and significant system-wide surpluses or deficiencies will bring large deviations 
from the FOMC’s target rate until banks eventually (in the case of deficiencies) 
borrow from the Fed at the collateralized loan rate (or end up deficient and receive 
a Fed loan at one percent above the collateralized loan rate) or (in the case of sys-
tem-wide surpluses) bid the rate down to the remuneration rate. As with intraday 
time, the Desk’s primary tools for managing maintenance period time are short-
term repurchase agreements (reverse repurchase agreements are rare for mainte-
nance-period time), though these are frequently of a bit longer maturity, varying 
between overnight and several days.

For seasonal time, the Desk’s operations offset changes in the Fed’s balance 
sheet that are larger and longer lasting in their effect on the quantity of reserve bal-
ances in circulation than simply a day or a maintenance period. The purpose in this 
case is to leave a much smaller volume of operations to undertake at the intraday 
and maintenance period frequencies. As with intraday time and maintenance period 
time, the primary sources of changes in the Fed’s balance sheet are currency in 
circulation and the Treasury’s balance. Regarding the former, more permanent 
increases in the public’s desired holdings of currency lead the Desk to conduct 
outright purchases of Treasury securities. Less permanent variations, such as the 
typical rise during the shopping season at the end of the year and the significant dip 
after the beginning of the year, result in longer-term repurchase agreements, the 
maximum length of which are set in the FOMC’s directive (rq8). The Treasury’s 
account balance tends to rise as important tax dates arrive and for some time there-
after as payments to the Treasury net of outflows can grow larger for some time 
than the maximum capacity in its accounts in private commercial banks. Again, the 
Fed uses repurchase agreements at a variety of maturities to offset add reserve bal-
ances and thereby offset the reserve drain caused by net tax revenues. Lastly, 
because the Treasury issues securities when it runs deficits, this aids the Desk by 
eliminating the need for the Desk to do the same to support the FOMC’s interest 
rate target (since a deficit would by definition add more reserve balances than it 
drained).

Overall, the Fed’s operations have been able to weather several minor or even 
major crises that otherwise might have brought significant disruption to the pay-
ments system and the financial system. For instance, during the months and weeks 
leading up to Y2K in late 1999, the public increased their holdings of currency by 
more than $100 billion, while there was also significant uncertainty among finan-
cial institutions regarding the effects of Y2K on private settlement systems. The 
Fed was able to rather seamlessly provide for the additional desired currency, and 
the Desk was able to use repurchase agreements to maintain the quantity of reserve 
balances such that, aside from the last few weeks of the year, there was little devia-
tion in the federal funds rate from the FOMC’s target (and the deviations in this 
case were not much greater than is usually the case during late December, as a 
number of seasonal factors and intraday factors regarding the demand and supply 
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of reserve balances come into play). The Desk also offered call options to protect 
financial institutions from the possibility of significant increases in the federal 
funds rate in the event if the millennium date change proved to be chaotic. The date 
change came and went without event, and the Desk then again rather seamlessly 
offset the $100 billion increase in reserve balances caused by the reduction in 
desired currency holdings mostly via reverse repurchase agreements that occurred 
in the first few weeks of the year.

The Fed was also able to avoid serious problems in the payments system in the 
days and weeks following the terrorist attacks in September 2001. As the attacks 
created significant uncertainty with regard to the private settlement of payments, the 
Fed was able to raise the quantity of reserve balances circulating via overdrafts, 
discount lending, and repurchase agreements (by the Desk) by more than $130 billion 
on demand (McAndrews and Potter 2002). And when this temporary increase in 
balances then also resulted in rising deposits and thus rising reserve requirements 
for the next several weeks, the Desk was able to quite easily accommodate this 
increase without significant effect on the federal funds rate.

The Fed was able to achieve timeliness in its operations in the face of these events 
because the institutional structure designed by the FRA (r1) and related regulations 
and requirements were consistent with the primary goal of promoting and sustaining 
stability (NB3) within the payments system (nb3-1) and the financial system (nb3-
2). The overarching goal spelled out in the FRA (r1) of ensuring an “elastic” cur-
rency has been achieved in terms of both the Fed’s and the Desk’s abilities to expand 
the quantity of reserve balances and currency circulating to meet the private sector’s 
requirements for settling payments and obtaining overnight finance.

On the other hand, the proliferation of retail sweep accounts during the mid-to-
late 1990s provides an example where there is less consistency in the normative 
structure within which the Fed operates daily and thus timeliness was much more 
difficult to maintain. The financial innovation of retail sweep accounts were 
enabled by computer software that allow banks to track the account activity of 
individual customers and “sweep” unused balances into money market deposit 
accounts (MMDAs), which were “invented” by the Garn-St. Germain Act of 1982 
(r3 in Table 2). The Garn-St. Germain Act stipulates that banks are not required to 
hold reserves against MMDAs, so retail sweep accounts had the effect of reducing 
bank deposits (as deposits were “relabeled” as MMDAs at the end of the business 
day) and reducing required reserves. By the end of the 1990s, deposits had fallen 
by nearly 50%, and so many banks were able to meet reserve requirements via 
normal vault cash holdings that reserve requirements fell in kind to the point that 
they were essentially voluntary (Anderson and Rasche 2001).

The difficulties arose because with the decline in reserve requirements and 
reserve balances came an increase in the likelihood that banks would end the day 
with difficulties clearing overdrafts. In other words, the role of intraday time was 
magnified in the Desk’s operations, and its room for error in achieving the target 
rate normally provided by maintenance period time was greatly diminished. With 
a decreased overall demand for reserve balances, and a more inelastic demand as 
well, small deviations from banks’ desired “buffer” for settling payments (which 
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now could frequently outsize banks’ aggregate required reserve balances) could 
lead to large swings in the federal funds rate away from the FOMC’s target. 
Furthermore, through the summer of 1998, Regulation D (rg5) had set the mainte-
nance period to overlap the computation period almost completely, except for the 
last two days for the former; this was primarily in accordance with the sub-belief 
that reserve requirements provide the Fed with control over loan creation and thus 
money supply growth (nb1-2), since in the money multiplier model greater mon-
etary control can be had if banks’ reserve requirements can be more directly tied 
to the quantity of reserve balances. In reality, though, the effect was to significantly 
reduce the Desk’s ability to correctly forecast the demand for reserve balances 
related to reserve requirements. And while Regulation A (rg1) set the collateral-
ized lending rate below the FOMC’s target prior to 2003, because the Fed strongly 
discouraged banks from utilizing this source of overnight liquidity via its “frown-
ing,” the federal funds rate could move well above its target range before banks in 
overdraft would think to turn to the Fed for a collateralized loan. Finally, as men-
tioned previously, until late 2008 the Fed was prohibited by Congress from paying 
interest to banks on reserve balances (this is discussed in more detail in the follow-
ing section but is related to both the neo-Jeffersonian view of banks (NB4) and the 
widely held view that there are financial constraints on the federal government 
(NB5)), which would have reduced banks’ desire to economize on their holdings 
of reserve balances and thereby raised the aggregate “buffer” banks were willing 
to hold at the FOMC’s target. The effect of a larger desired “buffer,” given that it 
would necessarily be accommodated by the Desk, would have been to reduce the 
likelihood of large numbers of banks ending the day in overdraft; this would have 
reduced the likelihood of large increases in the federal funds rate beyond the 
FOMC’s target, while at the same time it effectively would have put a floor on how 
far below the FOMC’s target rate the federal funds rate could be bid down in the 
event that the Desk “overshot” in its estimate of how many reserve balances to 
supply through repurchase agreements.

As a result of these factors, the federal funds rate became exceptionally volatile 
and frequently deviated significantly from the FOMC’s target rate. The Fed’s 
response was to alter both Regulation D (to begin the maintenance period 17 days 
after the end of the computation period) and Regulation A (to raise the penalty rate 
to one percent above the FOMC’s target while ending the practice of “frowning” 
on banks that desired to obtain overnight collateralized credit) in 2003, while the 
Desk also put more emphasis on intraday forecasts than previously. And while the 
Fed was at that time not yet permitted to pay interest on reserve balances, it was 
able to encourage banks to hold greater numbers of “required clearing balances,” 
which were voluntary agreements banks made with the Fed to hold a pre-deter-
mined (by each bank individually) quantity of balances during the maintenance 
period; these balances would earn “credits” equivalent to the FOMC’s target rate 
that could be used only for paying off fees incurred by using the Fed’s payments 
services. Since they could only be used for paying these fees, there was a limit to 
the quantity of required clearing balances each bank would hold, but nonetheless 
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these agreements with the Fed raised the quantity of reserve balances circulating 
and thereby somewhat reduced the likelihood of large numbers of banks ending 
the day in overdraft.

By 2004, the Fed reported that volatility in the federal funds rate had been 
reduced significantly, partly as a result of the steps taken above, and partly as a 
result of the fact that the FOMC’s target rate had been reduced so much that banks’ 
opportunity costs of holding reserve balances had declined and so their desired 
“buffer” had increased (e.g., Federal Reserve Bank of New York 2008). What is 
significant to note here, though, is how the goal of stability in the payments system 
(nb3-1) and financial system (nb3-2), which are partly reflected by the volatility in 
the federal funds rate, became inconsistent with regulations and requirements in 
place that had been intended to enhance the Fed’s control over the money supply 
(NB1), encourage banks to use alternative sources of liquidity (NB2), discourage 
subsidization of banks (NB4) and government outlays (NB5) via interest payments 
on reserve balances (NB4). It is also not a coincidence that volatility in the federal 
funds rate eventually diminished as more and more changes were made to rules and 
regulations that were increasingly consistent with the goal of stabilization (NB3) in 
the payments system (nb3-1) and the financial system (nb3-2) and less concerned 
with the other major beliefs.

General Principles for the Fed’s Operations

Given the foregoing description of the Fed’s operations derived from the SFM-A, a 
number of “general principles” are clear, some of which are counter to traditional 
monetary theory (see Fullwiler 2010 for a more detailed discussion of these and 
other “general principles” of central banking within a comparative context) and 
even counter to some of the important beliefs in Fig. 1. This section briefly 
describes seven such principles.

The Fed’s Daily Operations Are Mostly About the Payments 
System, Not Reserve Requirements

Consider a world with no reserve requirements and no maintenance-period time.  
In this case, banks hold reserve balances only for the purpose of settling payments. 
The demand for aggregate reserve balances is very interest inelastic; if the Fed, as 
the monopoly supplier of reserve balances, provides more or fewer balances than 
banks desire to settle their payments results in large swings in the federal funds rate. 
This is because beyond the desired “buffer” of aggregate balances, banks have no need 
for more (since loans create deposits by double-entry accounting (T1)) and will be 
forced into overdraft and to the Fed for a collateralized loan if too few are provided. 
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Adding reserve requirements and maintenance-period time means banks now 
hold reserve balances to settle payments and also to meet reserve requirements. 
The maintenance period gives the Desk more “room for error” in accommodating 
the demand for reserve balances. But by the end of the maintenance period, just as 
without maintenance-period time, the Desk must accommodate an inelastic 
demand for reserve balances. Although most learn of central bank operations first 
via consideration of reserve requirements, this is backward; the Fed’s obligation to 
the stability of the payments system (nb3-1) is primary and represents the general 
case, while the addition of reserve requirements is actually the special case. As an 
earlier report on comparative central bank operations by the Government 
Accountability Office put it, “the primary objective of all central banks is to ensure 
the smooth functioning of their countries’ payments systems” (Government 
Accountability Office 2002, 2).

The Fed’s Operating Target Is Necessarily an Interest Rate Target. 
The Money Multiplier Framework Is Inapplicable and Untenable 
in Practice

Because the demand for reserve balances is very interest inelastic on a daily basis 
(when payment needs dominate the aggregate demand for reserve balances) or at least 
by the end of the maintenance period (when reserve requirements dominate), to repeat 
from the previous principle, supplying more or fewer reserve balances than banks in 
the aggregate desire to hold will result in the federal funds rate falling to the remunera-
tion rate (if too many balances are supplied) or rising to the penalty rate assessed on 
collateralized lending from the Fed (if too few are otherwise supplied). As such, a 
reserve balance “target” would be actually a de facto interest rate target at either the 
remuneration rate or the collateralized lending rate. In practice, a reserve balance oper-
ating target would send the federal funds rate fluctuating between these two rates as 
the demand for reserve balances shifted, sometimes significantly, from day-to-day.

Overall, the operating target is necessarily an interest rate target given the Fed’s 
obligation to the payments system (nb3-1) and the Fed’s stated desire to minimize 
volatility in the federal funds rate. Reserve aggregates can be targeted only 
indirectly via manipulation of the interest rate target – though the link between 
these has shown itself empirically to be rather unreliable since loans and deposits 
are created at the initiative of creditworthy borrowers whose motivations are often 
not easily explained by the FOMC’s interest rate target alone. In short, this means, 
again, that support of the payments system (nb3-1) and financial system stability 
(nb3-2) are primary, while beliefs related to use of Fed operations and reserve 
requirements to enable more direct control over the money supply (NB1 and nb1-2, 
nb1-2, nb1-3) are essentially inapplicable if not counterproductive to achieving 
stabilization. Of course, again, due to double-entry accounting (T1), loans create 
deposits, and thus neither reserve balances nor deposits can provide additional 
“funding” for bank lending.
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The Fed’s Operations Accommodate Banks’ Demand for Reserve 
Balances While Offsetting Changes to Its Balance Sheet 
Inconsistent with Such Accommodation

As the Fed’s target is necessarily an interest rate target, the Fed’s operations 
necessarily accommodate banks’ aggregate demand for reserve balances at that 
target rate. In doing so, its operations must also offset changes to the Fed’s balance 
sheet such as increases in currency in circulation or a rise in tax revenues 
received by the Treasury, which would (in these cases) reduce the quantity of 
reserve balances and send the federal funds rate above the FOMC’s target. This 
means that the Fed’s operations are largely defensive in nature; the textbook 
view of a central bank “flooding the economy with money” is inapplicable, as 
the Fed’s balance sheet essentially grows only as banks’ demand for reserve balances 
grow or as the public’s demand for currency grows (since this brings forth an 
open market purchase by the Desk to replenish drained reserve balances). 
The exception to this is only in the historically exceptionally rare case that the 
remuneration rate is set equal to the central bank’s target rate, as this would 
enable the Fed to oversupply reserve balances – and thus grow its balance sheet 
according to its own preferences – without having the federal funds rate fall 
below the FOMC’s target rate. Here again, though, the additional reserve bal-
ances would not “fund” bank loan creation, and thus would not be any more 
inflationary, just as in the previous principles.

Reserve Requirements Have to Do with Interest Rate Targeting, 
Not Money Supply Targeting

As described above, reserve requirements do not constrain lending, since banks do 
not use reserve balances to create loans. What reserve requirements do, though, is 
provide the Desk with additional “room for error” in achieving the FOMC’s target. 
Again, beliefs and sub-beliefs related to the proposition that central banks’ directly 
control the money supply (NB1, nb1-1, nb1-2, and nb1-3), as well as rules such as 
the DIDMCA, are inapplicable and can even interfere with the Fed’s ability to pro-
mote stability in the payments system (nb3-1) and the financial system (nb3-2).

Potential Deviations in the Federal Funds Rate from the FOMC’s 
Target Rate Are Set by the Fed’s Collateralized Lending Rate  
and the Remuneration Rate

While the Fed encountered difficulty achieving its target rate during the late 1990s 
as retail sweep accounts proliferated, most of this difficulty was either self-imposed 
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or imposed by Congress and the President (IA1-1). Uninhibited by such 
constraints, there is no question about the Fed’s “operational” ability to achieve its 
target rate as precisely as desired. For instance, the Fed’s exceptionally high pen-
alty on unsecured overnight overdrafts meant the latter was not an option for 
banks. A rise in the federal funds rate might have been avoided still as banks could 
turn to the Fed for a collateralized loan, but the Fed’s historical “frowning” on 
banks obtaining such liquidity from their regional Fed banks led them to continu-
ously bid up the federal funds rate when they were endanger of an overdraft but 
reluctant to turn to the Fed for collateralized credit. Similarly, as mentioned, the 
prohibition against paying interest on reserve balances (effectively setting the 
remuneration rate at zero) both increased the likelihood of overdrafts (as banks 
economized on reserve balances held to minimize opportunity costs) and meant 
that the federal funds rate could fall dramatically if the Desk over-estimated the 
desired “buffer” for banks on a given day.

In contrast, if the Fed sets either the unsecured overdraft penalty or the 
collateralized lending rate closer to the FOMC’s target, and if payment of interest 
is permitted on reserve balances at a rate close to the target, then the potential 
volatility in the federal funds rate is obviously significantly reduced. The New 
York Fed recognized as much when it noted that the elimination of “frowning” 
and its replacement instead with a one percent penalty on collateralized lending 
combined with a historically low overall target rate (which, though the remu-
neration rates was still zero, effectively set a lower bound on the federal funds 
rate close to the target rate) led to substantially reduced volatility. As it stated,

Volatility in the federal funds rate was exceptionally low in 2003 and 2004, when target 
rates for federal funds were at historical lows [one percent]. At that time, the gap between 
the target rate and the lower bound for rates – zero percent [since the Fed does not pay 
interest on reserve balances] – narrowed substantially which, in conjunction with the pri-
mary credit facility adopted in 2003, effectively limited the potential trading range for 
rates. (Federal Reserve Bank of New York 2008, 21)

Note once again that the lack of timeliness in the Fed’s operations during the 
late 1990s was primarily due to normative constraints in place that were unre-
lated to the goal of stabilization in the payments system (NB3). Instead, large 
penalties and “frowning” are more related to instilling “market discipline” on 
the liability side of bank balance sheets, since it is believed that markets are 
efficient (NB2) and will efficiently price risk (nb2-1). As previously noted, 
objections to paying interest on reserve balances arise from concerns that such 
payment will subsidize banks (nb4-1) or that this will negatively affect the fed-
eral government’s fiscal position (nb5-1). Again, these normative criteria have 
led to difficulties for the Fed in achieving its target rate at times, as institutional 
rules and regulations consistent with norms related to market efficiency (NB2), 
neo-Jeffersonian views of banks (NB4), and concerns with the federal 
government’s fiscal stance (NB5), can be completely inconsistent with regula-
tions and requirements related to stability in the payments system (nb2-1) and 
financial system (nb2-2).



153The Social Fabric Matrix Approach to Central Bank Operations 

There Is No Liquidity Effect Related to the Fed’s Operations  
to Change Its Target Rate

Perhaps no one topic has been more researched in the field of monetary economics 
than the liquidity effects of central bank operations. A liquidity effect here is 
defined as operations by the Fed intended to permanently change the target rate. It 
is clear from the foregoing, though, that a liquidity effect so defined is not at work 
in the Fed’s operations. This is because any attempt by the Fed to unilaterally add 
or subtract reserve balances to alter the target rate, if not consistent with banks’ 
aggregate demand for reserve balances to settle payments and meet reserve require-
ments, will simply send the federal funds rate up to the collateralized lending rate 
(in the case of a deficiency in reserve balances) or reduce it to the remuneration rate 
(in the case of undesired excess balances). As Sandra Krieger (head of domestic 
reserve management and discount operations, New York Fed) put it,

The conventional textbook view is that the Trading Desk buys and sells securities in 
response to easings and tightenings [i.e., the liquidity effect]. From the [Trading] Desk’s 
perspective, however, the supply-demand balance is primarily a function of the demand for 
required balances, which is almost completely insensitive to small changes in policy. 
Consequently, any change in the target has no effect on excess supply or demand in the 
funds market. (Krieger 2002, 74)

Since there is no change in the supply-demand balance for reserve balances with a 
target rate change, there is no need for open market operations related to a liquidity 
effect as defined here. The suggestion that a liquidity effect is at work is related to 
the belief that reserve balances fund loans (nb1-1). But this demonstrates a lack of 
understanding of double-entry accounting (T1) as it applies to bank loan creation, 
since it assumes banks can “do” something with additional balances; recall again 
that reserve balances serve no purpose but to meet reserve requirements and settle 
payments. Instead of a liquidity effect, then, the Fed simply announces rate 
changes. This is all the more obvious when one considers an alternative tactic to 
minimize potential deviations from the target rate in which the Fed leaves a narrow 
range between its collateralized lending rate and the remuneration rate; in this case, 
it could simply announce new levels for both rates while the target rate would 
necessarily remain within this new range.

The Fed’s Operations, Overall, Are About “Price,” Not “Quantity”

The most common misconception about monetary policy operations is that they 
are primarily concerned with the quantity of reserve balances in circulation. As 
explained, though, the Fed’s only available operating target is an interest rate target, 
regardless of whether the spread between the collateralized lending rate and the 
remuneration rate is large or small. Even during 1979–1982, when the Fed claimed 
it was not setting an interest rate target, it is widely acknowledged now that in fact 
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the Fed was simply allowing a wider range for the federal funds rate to fluctuate 
within than it has during other periods. As the monopoly supplier of reserve balances, 
this is necessarily the case, since even with such a wide spread the Fed can quite 
obviously enable, exacerbate, or relieve whatever “pressure” exists for the federal 
funds rate to rise or fall according to its own preferred outcomes (while any such 
“pressure” exists in the first place due to the quantity of balances provided by the 
Fed itself relative to the banks’ system-wide demand for them).

Moreover, the quantity of reserve balances circulating has nothing to do with the 
Fed’s target rate or its ability to achieve the target rate. Recall that, absent reserve 
requirements, the quantity of reserve balances simply falls to the “buffer” level that 
banks desire to hold overnight, with no effect on banks’ abilities to create loans. 
However, in the presence of an opportunity cost to holding reserve balances (as 
when the target rate is set above the remuneration rate), the buffer itself is primarily 
determined by a combination of the penalties banks are faced with for borrowing 
secured or unsecured from the Fed (since a negligible penalty would lead to less 
need to hold a buffer against it), the ability of banks to coordinate borrowing/lending 
between surplus and deficient banks at the end of the business day, and the Fed’s 
ability to forecast and offset changes to its balance sheet. So, a desired overnight 
“buffer” of zero would indicate that at least one or more of these factors had been 
eliminated, rather than being an indication that banks could not lend or that the Fed’s 
reserve balances were having difficulty “competing” with other means of payment. 
In Canada, for instance, banks have no reserve requirements, face a penalty of 0.25% 
on collateralized borrowing from the Bank of Canada, have absolute certainty that 
they can clear overdrafts or eliminate surpluses by the end of the business day, and 
the Bank of Canada can with absolute certainty offset any changes to its balance 
sheet. Perhaps not surprisingly, the quantity of reserve balances banks hold over-
night in Canada has been zero for several years, as reserve balances there exist only 
in intraday form. At the same time, the Bank of Canada has also been able to achieve 
its interest rate target with significantly greater precision than the Fed.

At the other extreme, if the Fed were to set the remuneration rate equal to its 
federal funds rate target, it could raise the quantity of excess balances (beyond that 
desired to settle payments and meet reserve requirements) to virtually any positive 
level it desired, while still achieving the target rate (Fullwiler 2005; Whitesell 2006; 
Lacker 2006; Keister et al. 2008). This would also greatly simplify the Fed’s unnec-
essarily complex daily operations. As Richmond Fed President Jeffrey Lacker 
explained, “the market funds rate would not rise above the [rate paid on balances] 
except to reflect borrower-specific risk. The New York Fed staff would merely need 
to provide an amount of reserves that will be sufficient to oversupply the system 
with reserves and meet daylight settlement needs. But they would not need to esti-
mate daily reserves” (2006, 3). Since 2006, the Reserve Bank of New Zealand has 
used a similar procedure (Martin and McAndrews 2008, 20–22). Note, though, that 
this increased quantity of reserve balances would have no bearing on banks’ abili-
ties to create loans, since – yet again – loans create deposits. As with no reserve 
balances in circulation, even with a very large surplus of balances, the Fed’s operations 
are “about” interest rates, not the quantity of reserve balances.
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The Fed’s Operations and the Recent Financial Crisis

Beginning in August 2007, events related to the problems in “subprime” mortgages 
– which themselves became readily apparent in the summer of 2006 – started hav-
ing a substantial impact in the money markets closely related to the Fed’s opera-
tions. The failure of Lehman Brothers in September 2008 added yet another level 
to the effects on the Fed’s operations. The purpose of this section is to interpret 
events related to the Fed’s operations using the SFM and normative systems analy-
sis developed above. This also provides an opportunity to propose alternative 
approaches to dealing with such events, and has implications for day-to-day opera-
tions under normal circumstances, as well.

Brief Chronology of Events, August 2007 to December 2008

The details and causes of recent events in the US financial system have been covered 
by many others already, and are beyond the scope of this chapter. This section 
therefore confines itself to a brief chronology of events from August 2007 to the 
end of 2008 that are most related to the Fed’s operations.

Significant volatility developed in the federal funds rate in late summer through 
fall 2007 as losses well above those previously expected began to emerge for insti-
tutions funding mortgage-related securities in money markets. Historically large 
spreads developed between the Fed’s interest rate target and rates in both Eurodollar 
and commercial paper markets in August 2007. This reflected the difficulty financial 
institutions were having obtaining short-term funds as lenders shifted from term to 
overnight lending due to concerns of counterparty risk. For instance, the one- and 
three-month LIBOR-OIS spreads, which had been typically around 0.1–0.2%, rose 
to around a full percent. Commercial paper spreads were even wider. These events 
created upward pressure on the federal funds rate, according to the New York Fed, 
which led to a change in the Desk’s tactics.

In the first maintenance period in which these pressures appeared, the period ending August 
15, the Desk effectively suspended its normal approach to controlling the funds rate. In order 
to combat severe and persistent upward pressures … the Desk provided a level of excess 
reserves above any amount banks would have chosen to hold at rates anywhere around the 
target. This extraordinary measure was taken to restore a more normal balance between risks 
of upward and downward rate pressures. (Federal Reserve Bank of New York 2008, 4)

The Fed also responded in mid-August 2007 by cutting the collateralized lending 
rate to 0.5% above the target rate. Overall,

the ultimate rate effects of the heavy reserve provisions that the Desk provided … [were] 
evident in the tendency for the [federal funds rate and other overnight rates] to fall off dur-
ing the day … which sometimes contributed to very low rates even early in the morning on 
subsequent days. For a time, until about mid-September, the Desk’s reserve provisions 
contributed to an overall soft bias in daily average rates, despite a tendency for upward rate 
pressures to emerge many mornings. (Federal Reserve Bank of New York 2008, 28)
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The New York Fed thus reported that for the period from August 9 through September 
18 intraday standard deviations, daily trading ranges, and absolute deviations from 
the target were up substantially from normal levels (Federal Reserve Bank of New 
York 2008, 28–30).

Thereafter, though, “period-average excess levels were returned to more normal 
levels in subsequent maintenance periods in the year, [since] financial market 
strains did not appear to have any material impact on the period-average level of 
excess reserves that banking institutions wished to hold… .” (Federal Reserve Bank 
of New York 2008, 8). The corollary was that “since [September 18 through the end 
of 2007], the Desk has succeeded in maintaining daily rates on average around the 
target,” (28) while, nevertheless, “volatility around the target, though somewhat 
dampened, has remained elevated” (28).

During this period, the Fed also lowered its target rate from 5.25 to 4.75% in 
early September, and then again two more times to 4.25% by the end of 2007. Even 
with the lower target rate and some success minimizing volatility and deviations in 
the federal funds rate, after mid-September 2007 spreads in term money markets 
continued to fluctuate while remaining at levels well above normal. The Fed there-
fore introduced on December 12, 2007 the Term Auction Facility (TAF) to auction 
a fixed dollar-value of collateralized loans available to banks at one-month maturi-
ties, with the purpose of spreading funds more broadly than typically could be 
achieved via open market operations. In early March 2008, the Fed also began 
providing a large number of 1-month repurchase agreements with agency mort-
gage-backed securities (MBS) as collateral, in order to reduce spreads between 
Treasury and agency MBS repurchase agreements and provide liquidity to holders 
of now less-liquid agency MBS.

As Bear Stearns’ failure or takeover became imminent, on March 17, 2008 the 
Fed lowered its collateralized lending rate to a 0.25% penalty above the target rate. 
The target rate, which had been lowered to 3% in January, was lowered again on 
March 18 to 2.25%. On March 17, the Fed created the Primary Dealer Credit 
Facility (PDCF), which provided overnight collateralized loans at the Fed’s 
collateralized lending rate to primary dealers. The Fed the previous week had also 
established the Term Securities Lending Facility (TSLF), which loaned up to $200 
billion in US Treasuries held by the Fed to primary dealers in exchange for a greater 
dollar-value in other highly-rated fixed-income securities. The purpose here was to 
enhance dealers’ abilities to obtain credit in private markets (which they could do 
by lending the Treasuries in reverse repurchase transactions) and also to improve 
settlement in Treasury repurchase markets that are crucial to overall functioning in 
the money markets (discussed in more detail below).

In May 2008, the Fed asked Congress for authority to pay interest on reserve 
balances. Congress did give the Fed authority to do so in the Financial Services 
Regulatory Relief Act of 2006, but the authority was not to take effect until 2011. 
The Fed’s rationale was that it needed to expand its balance sheet in order to con-
tinue providing overnight and term liquidity at the levels commensurate with 
difficulties in those markets. During the period of August 2007 through May 2008, 
the Fed’s balance sheet had remained around $900 billion in total assets, but there 
was a significant “reshuffling” of assets, as the TAF, PDCF, and MBS repurchase 
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agreements had required the Desk to actively reduce its holdings of Treasuries by 
around $200 billion in order to achieve the Fed’s target rate. The TSLF also reduced 
holdings of Treasuries by another $100 billion or so, though these operations were 
simply security swaps and had no effect upon total reserve balances circulating. In 
other words, in addition to managing these new facilities, the Desk had to offset all 
of the reserve affects from these facilities since banks’ overall demand for reserve 
balances had not increased (that is, since the balances could not earn interest, banks 
minimized their holdings just as in normal times). This was all added to its normal 
activities of estimating the demand for reserve balances and forecasting balance 
sheet effects of changes in currency, the Treasury’s account, and so forth.

Congress’s reasoning in 2006 for delaying interest payment on reserve balances 
until 2011 was that its budgeting cycle is always five years, so spending related to such 
interest payment more than five years into the future was not required to be incorpo-
rated into a new bill.  As previously explained, for years prior to 2006, though Congress 
had rejected interest payment due to concerns regarding the effect upon the federal 
government’s fiscal position (nb5-1), and also that such interest payment unnecessarily 
subsidizes banks (nb4-1). The financial press repeatedly replayed both of these reasons 
in the public discussion regarding reconsideration remuneration for reserve balances in 
May 2008. Consequently, no action was taken by Congress at that time.

After Lehman Brothers’ bankruptcy in mid-September 2008, and subsequent 
bailouts or buyouts of several other large financial institutions, the worst part of the 
crisis set in (to date, at least). Strains on the money markets were enormous, as “both 
term unsecured and secured financing markets ground to a halt” (Federal Reserve 
Bank of New York 2009, 43). In response, the Fed this time increased its balance 
sheet size from around $900 billion at the beginning of September 2008 to $1.8 tril-
lion on October 16 and then to around $2.3 trillion by early November, where it 
remained through December. In doing so, the Fed did not further actively reduce its 
outright holdings of Treasuries, while it also expanded the TAF and PDCF, and 
continued other operations at roughly the same levels, such as repurchase agree-
ments with agency MBS and traditional collateralized lending to banks. It further 
added significantly to its assets via new activities such as currency swaps with more 
than 14 foreign central banks totaling over $500 billion (which enabled the latter to 
provide dollar loans to their banking systems and thereby stabilize offshore dollar 
money markets); loans to the American International Group (AIG) were valued at 
around $50 billion by the end of 2008, and lending facilities for issuers of commer-
cial paper and money market mutual funds totaled over $300 billion by the end of 
2008. Though it did not affect the size of the Fed’s balance sheet, the Fed also sig-
nificantly expanded the TSLF to over $200 billion (whereas prior to September 2008 
it had been around $50 billion) as “demand for US Treasuries again skyrocketed” 
and accompanied substantial problems in the settlement of term and overnight 
repurchase agreements (Federal Reserve Bank of New York 2009, 43–45).

The FOMC further lowered its target rate in early October to 1.5%, and then in 
late October to 1%. The New York Fed reports that “prior to mid-September, fed 
funds traded with some volatility but daily effectives were relatively close to the 
target rate …[but] after September 15, volatility increased and funds often traded 
well below the target rate as the banking system had large levels of excess balances” 
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(Federal Reserve Bank of New York 2009, 4). In other words, the corollary to the 
large increase in the Fed’s assets was a large increase in reserve balances and there-
fore a large decline in the federal funds rate relative to the target rate; this was 
unavoidable since the Fed did not hold enough Treasuries to sell to offset its 
expanded liquidity and lending operations. Overall, reserve balances rose quickly 
from around $20 billion to over $200 billion in mid-September, and then continu-
ously increased to around $800 billion by the end of 2008.

The Fed was finally provided with the authority to pay interest on reserve balances 
in the Emergency Economic Stabilization Act of 2008 effective on October 9. The Fed 
set the rate on excess balances initially at 0.75% below the target rate, but as the federal 
funds rate traded well below this level, the remuneration rate was raised to 0.35% 
below the target on October 22. With the federal funds rate still trading near zero, the 
remuneration rate was set equal to the target rate, as suggested in research cited above. 
However, the rate continued to hover near zero, even as the target remained at 1% until 
December 16. The following from the New York Fed’s report explains why:

In practice, a combination of circumstances prevented interest on reserves from working as 
designed. Several major participants in the fed funds markets, specifically Government 
Sponsored Entities (GSEs) and some of the Federal Home Loan Banks, are not depository 
institutions and thus not eligible to earn interest on reserves. As a consequence, they 
retained incentives to sell fed funds in the market at very low rates to earn some return. 
Perhaps more importantly, banks were not willing to arbitrage in the funds market to the 
extent necessary to keep the funds rate close to the target. Absent any balance sheet con-
straints, banks should be willing to purchase funds at a rate below that paid on excess 
reserves and earn a risk-free return by holding those balances in their accounts at the 
Federal Reserve. However, banks only marginally took advantage of this arbitrage as most 
viewed balance sheet flexibility to be more crucial [than slight income earned on additional 
overnight liabilities]. As a consequence, the funds rate regularly traded below the interest 
rate paid on excess reserves. (Federal Reserve Bank of New York 2009, 4–5)

On December 16, the Fed set the interest rate target to a range between 0 and 0.25%. 
For the Fed’s operations, this meant that interest payment on reserve balances was 
essentially no longer necessary to expand the Fed’s balance sheet while achieving the 
target rate. With no more room to cut the target rate, and with money markets somewhat 
stabilized, albeit still at historically high spreads (but lower than September 2008 
highs), the Fed announced in November its additional plans to aid credit creation in 
the financial system in which the Fed’s newly created Term-Asset Backed Securities 
Loan Facility (TALF) would begin in March 2009 purchasing $1 trillion billion in securi-
ties backed by newly originated student, auto, credit card, or small business loans.

The Financial Crisis and General Principles  
for the Fed’s Operations

This section relates the above events to the general principles for the Fed’s operations 
that derive from the SFM and normative systems analysis for these operations. There 
are four issues in particular to discuss here: (1) the substantial variations in the federal 
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funds rate relative to the Fed’s target rate; (2) the defensive nature of the Desk’s 
operations; (3) the importance of the federal funds rate and the unimportance of the 
quantity of reserve balances; and (4) the payment of interest on reserve balances. In 
each case, consistent with the general principles, major norms unrelated or inconsis-
tent with stabilization of the payments system (nb3-1) and financial system (nb3-2) 
that were primary criteria for setting rules, regulations, and requirements are again at 
best flawed and at worst contributors to the difficulties experienced in stabilizing the 
payments system and the financial system.

The rise in volatility reported by the Desk, beginning in August 2007 continuing 
through September 2007, was a direct result of the wide spread historically permit-
ted between the collateralized lending rate and the remuneration rate. The one 
percent penalty on collateralized lending, while lower than the non-monetary costs 
previously associated with the Fed’s “frowning,” was among the highest for central 
banks. It was not until March 2008 that the penalty was reduced to a level more in 
line with most other central banks at 0.25%. Partly due to this large penalty (and 
potentially the reluctance of banks to borrow from the Fed given past history), and 
probably also partly due to the very high penalties on uncollateralized overnight 
loans, the Desk felt compelled to substantially oversupply the banking system with 
reserve balances. This over supply of reserve balances then led the federal funds 
rate to fall substantially since the Fed was not allowed to pay interest on reserve 
balances until October 2008. Thus, as the general principles explained, it is the 
width of the spread between the Fed’s overnight lending rate and the remuneration 
rate that sets the potential swings in the federal funds rate. Under the circumstances, 
the Desk had very little chance during the worst periods of the crisis to achieve the 
Fed’s overnight target rate, and this was precisely when stabilization of the price of 
refinancing of short-term funding was one of the most important contributions the 
Fed could make to stabilization of the financial system.

The Desk’s tactics during the August 2007 through early September 2008 period 
are a rather extreme example of its necessarily defensive operations when the inter-
est rate target is set above the remuneration rate. Many in the financial press did not 
understand this basic fact, and saw only the increased lending via the multiple pro-
grams the Fed designed as evidence of the Fed was “pumping money” into the 
economy. But in fact, because the overall demand for reserve balances did not 
increase during this period, and because no interest payment was yet permitted on 
reserve balances, the quantity of reserve balances therefore also needed to remain 
the same. The Desk was thereby required to engage in what was essentially an act 
of juggling, managing various new programs, attempting to forecast demand for 
reserve balances in an historically volatile environment, and also removing several 
hundred billion dollars in Treasuries from its balance sheet so that there might be 
some chance of achieving a federal funds rate close to the target rate.

Since September 2008, as both the Fed’s balance sheet and the quantity of reserve 
balances have risen to historic highs, the financial press has labeled this “quantitative 
easing” (QE), which the Bank of Japan used (incorrectly) to describe its own actions 
in the early 2000s. Often forgotten is the fact that the Desk had no choice but to 
allow reserve balances to rise, as there were no longer enough Treasuries on its 
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balance sheet to sell as an offset to the Fed’s increased lending. The Fed had warned 
Congress of this possibility in May 2008. More importantly, though, is the general 
principle that the Fed necessarily sets an interest rate – in this case, with such large 
excess balances circulating, the rate was effectively zero percent – while the quantity 
of reserve balances or the size of its balance sheet are irrelevant to banks’ “abilities” 
to create loans. In other words, yet again, the money multiplier view of the Fed’s 
operations (NB1) is inapplicable. Nevertheless, such concerns were widespread in 
the financial press. A speech by FOMC Chair Ben Bernanke in February 2009 
acknowledged these concerns about the size of the Fed’s balance sheet (Bernanke 
2009), and also correctly noted that most of the loans on the Fed’s balance sheet will 
be self-liquidating once private sources of the same sort of financing are available. 
But Bernanke, unfortunately, did not point out that these concerns were inapplicable 
at any rate. While reserve balances held overnight had risen from a fraction of a 
percent to around 5% of GDP in December 2008, whether this quantity is zero (as 
in Canada) or 15% of GDP (as in Japan in the early 2000s), reserve balances simply 
settle payments and meet reserve requirements, while loans create their own depos-
its. Congressional outrage that banks were not “lending” capital injections received 
from the federal government’s Troubled Asset Relief Program (TARP) was similarly 
inapplicable and inconsistent with the logic of double-entry accounting (T1): banks 
do not require capital, deposits, or reserve balances to create loans. Instead, banks 
increase their lending when they see profitable lending opportunities (which, in 
the current environment, may be sparse) assuming that their regulators approve the 
assets and consider the banks to be well-capitalized. As in the general principles, the 
effect of such large quantities of excess reserve balances being held overnight is that 
the federal funds rate will fall to the remuneration rate. Since both the target rate and 
the remuneration rate were already effectively zero percent, the excess quantity had 
little if any economic significance.

Finally, as the Fed’s inability to pay interest on reserve balances was one of the 
key factors in the volatility and deviations of the federal funds rate from the Fed’s 
target rate, it is useful to consider the argument here that such interest payment 
harms the government’s fiscal position (nb4-1). The traditional argument has been 
that because the Fed is required by law to remit its profits to the Treasury, and with 
interest payments these remitted profits would be reduced (e.g., Abernathy 2003). 
But, consider the case with the greatest potential interest outlays by the Fed in 
which the remuneration rate is set equal to the Fed’s target and a large quantity of 
excess balances circulates. Under normal circumstances with no financial crisis, 
such as the scenario envisioned by Lacker above, the Fed would hold on average a 
greater quantity of Treasuries in order to add a large surplus of balances (or, alter-
natively worded, a larger proportion of the national debt would now circulate on the 
non-government sector’s balance sheets as reserve balances than would be the case 
without interest payment). To the degree that the Treasuries now held by the Fed 
(or at least now not held by the non-government sector) would earn a higher interest 
rate than the remuneration rate earned on reserve balances now being held by the 
non-government sector (which would frequently be the case, since Treasuries have 
longer maturities than reserve balances and the yield curve usually slopes upward), 
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then the net effect upon the federal government’s fiscal position is undeniably posi-
tive. Further, under extreme conditions – such as now – in which the Fed raises 
reserve balances significantly by creating loans to stabilize the financial sector (and 
then does not drain them as it would have to without interest payment in order to 
hit a positive interest rate target), to the degree the interest rate charged by the Fed 
on these loans is greater than the remuneration rate on the increased quantity of 
reserve balances (which like now would almost always be the case), the total impact 
upon the federal government’s fiscal stance is again positive. In other words, it is 
simply not the case that interest payment on reserve balances hurts the federal  
government’s fiscal position; in fact, the opposite is actually the case. This also 
shows the folly of the Fed’s prohibition against the GSEs and other non-depository 
receiving interest on reserve balances, since this either means the Desk must drain 
excess balances by selling Treasuries (which, against Congress’s own preferences, 
worsens the government’s fiscal position) or leave the excess balances circulating 
and let the federal funds rate fall well below the target rate (which the Desk did 
during mid-September to mid-December).

Additional General Principles for the Fed’s Operations as a Result 
of the Financial Crisis

As a result of the financial crisis, there are additional general principles for the Fed’s 
operations that can be articulated. These include (1) the unnecessary interbank mar-
ket; (2) the Fed’s ability to set the term structure of risk-free lending rates; and (3) 
the role of the Treasury in stabilizing repurchase agreement markets. One might add 
a fourth principle, which would be that the Fed can set terms of credit in virtually 
any market it desires, since it is the monopoly supplier of reserve balances.

There Is No Public Purpose Served by the Federal Funds Market  
that the Fed Could Not Provide in a More Direct and Precise Manner  
While Also Expending Fewer National Resources

As noted, much like the DIDMCA’s (r2) goal of encouraging private settlement 
systems (nb2-2), the Fed’s payments system risk policy (rg4) likewise encourages 
settlement off of the Fed’s balance sheet via overdraft penalties, collateral require-
ments, and so forth. Consequently,

in practice, the daily operation of the payments system typically involves sequential use of 
[three different money markets]. Repo markets are most active in the (New York) morning 
when dealers arrange financing for continuing balance sheet positions and settle security 
trades made the previous day (or two). The Eurodollar market is then most active during the 
day, and the Fed Funds market is most active at the end of the day. (Mehrling 2006, 25)

An important reason for this structure is the preference for “market discipline” and 
the presumed benefits of such discipline in terms of efficiency gains (nb2-1).
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During the day, elasticity is the objective, and daylight overdrafts at all levels of the system 
are permitted in order to facilitate payments. But overnight, discipline is the objective and 
that means that credit expansion is ideally kept off the books of the banking system, and 
certainly off the books of the central bank. The point is to provide an ongoing incentive for 
economic agents to settle their debts, and not simply roll them over to the next day. 
(Mehrling 2006, 25–26)

While these respective interbank markets under normal circumstances are likely as 
efficient as any in the world in terms of liquidity, depth, and breadth, consider how 
much government “intervention” is necessary even in this case. First and second, the 
Fed obviously provides daylight overdrafts at little cost to enable a large percentage 
of intraday settlement to occur on its own balance sheet and also achieves its own 
target for the overnight rate in the federal funds market to anchor the other money 
market rates. Third, the federal government insures bank liabilities, which is only a 
step or two from the Treasury offering its own accounts to the public; an intermediate 
step would be deposits in banks that could only invest in Treasuries, but instead 
banks are allowed to invest in a variety of loans and securities, while regulators 
regularly evaluate bank assets and the sufficiency of bank capital. And fourth, as 
recently occurred, the Fed by necessity brings a large amount of this money market 
activity onto its own balance sheet if the prior three “interventions” are still insuf-
ficient to provide stability (NB3).

An alternative approach could be for the Fed to substantially reduce the spread 
between its lending and remuneration rates, perhaps even reducing it to zero as 
Mosler (2007) and Goodhart (2008) suggested. Some worry that eliminating or 
grossly reducing the penalty for borrowing from the Fed would encourage specula-
tive activity among banks, possibly leading to asset price bubbles; however, such 
concerns neglect that (1) banks must collateralize their loans from the Fed, and (2) 
banks must submit their asset portfolios to bank regulators for approval on a regular 
basis. A related concern might be that eliminating such a penalty subsidizes banks 
(nb4-1) because central bank liquidity is effectively free (banks borrow from the 
Fed at the same rate they can invest the funds with the Fed), but of course bank 
liabilities are already effectively subsidized in that they are guaranteed by the fed-
eral government (enabling banks to acquire them for little to no interest cost in most 
cases), while, again, banks can only earn profits from investing in regulator-
approved financial assets.

Instead of subsidizing banks, substantially reducing or eliminating the spread 
would further enable the smooth functioning of payment settlement (nb3-1) while 
also having the potential to remove a large degree of perceived counterparty risk in 
the financial system during a crisis (nb3-2). Indeed, it was precisely the Eurodollar 
and repurchase agreement markets for which the Fed encourages netted payment 
settlement during the day (and also the commercial paper market) that “ground to 
a halt” due to increased concerns regarding counterparty risk.

Another concern for some is that eliminating the opportunity cost of holding 
reserve balances by setting the target rate equal to the remuneration rate subsidizes 
banks (nb4-1) and eliminates their incentive to lend to other banks. Regarding subsi-
dization, it is true that this would eliminate the “tax” on banks of holding reserve 
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balances and thereby reduce their need to economize on their holdings. But with a 
reduced spread, any bank needing to borrow funds obviously can obtain balances 
from the Fed at the same rate they would borrow from another bank, so there are no 
additional profit opportunities available to banks holding excess balances in this case. 
Further, while any bank that simply acquires deposits and invests in reserve balances 
would now earn more than previously for the same activities, it is difficult to see why 
this would be a problem since this would be an extremely safe strategy (the equivalent 
of 100% reserve banking) while at the same time the strategy would be far less profit-
able (particularly after non-interest costs and taxes were deducted) than the traditional 
practice of holding a portfolio of regulator-approved loans and securities.

How would a reduced spread work in practice? Consider, as an example, an 
overnight reserve “market” in which the spread is zero or close to zero, and in 
which the Fed perhaps oversupplies significantly the banking system with reserve 
balances as in Lacker’s (2006) suggestion above. In this system, the target rate is 
achieved at all times, banks are able to settle payments with a minimum of intraday 
or overnight credit in the case of an oversupply of balances (as an alternative to the 
Fed’s payments system risk policy (rg4)), and there is no counterparty risk among 
banks given that each can access funds from the Fed at no penalty above the target 
rate. If, as the Fed apparently believes would happen, there are too many banks that 
are “not settling their debts,” then Goodhart’s (2008) suggestion that the spread be 
widened for individual banks after outstanding overdrafts reach a certain amount 
could be considered. Alternatively, perhaps the Fed could instead operate a clear-
inghouse via reserve accounts throughout the day or at the end of the business day, 
as the Bank of Canada already does, such that banks with overdrafts could be 
matched with banks in surplus, leaving only whatever net balances have been sup-
plied by the Fed’s open market operations. Or, to again remain somewhat in the 
spirit of Canada’s interbank market and settlement system, the Fed could do both, 
leaving a modest spread to encourage banks to settle their overdrafts beyond a cer-
tain level while also acting as counterparty. The Fed as interbank clearinghouse and 
counterparty for all banks has been suggested by others (such as Kregel 2008) as a 
relatively simple change that would have significantly softened money market dis-
ruptions driven by concerns over counterparty risk. This is a “relatively simple 
change” since, for the Fed, the role is a natural one, as it already is the banker to all 
commercial banks, provides their intraday overdrafts and their overnight collateral-
ized loans, operates the Fedwire payments system most commonly used by all 
banks for final settlement of payments and securities transactions, and is a bank 
regulator. That the Fed has not yet officially taken on this role has to do with major 
norms that favor market efficiency (NB2) via private settlement (nb2-1), market 
discipline and credit allocation (nb2-2) and less government “intervention” (nb2-3), 
which have led to rules, regulations, and requirements that have promoted the set-
tlement of payments off the Fed’s balance sheet.

Finally, a common mistake related to the arguments in favor of market efficiency 
or market discipline in the federal funds market (nb2-1) is not recognizing that 
there is no useful role in this particular case for price discovery. As Martin and 
McAndrews (2008) explain,
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The costs of reserves, both intraday and overnight, are policy variables. Consequently a 
market for reserves does not play the traditional role of information aggregation and price 
discovery. In fact … many demand-management features determined by central bank pol-
icy are intended to dampen price variability in the market for reserves. (1)

One could go even further, since the Fed necessarily sets an interest rate as the 
monopoly supplier of reserve balances, so any price variation not dampened and 
providing the appearance to some of “price discovery” occurring in the federal 
funds market is instead an indication of an error in the Desk’s estimation of reserve 
demand, or otherwise an indication of how much of a “trading range” for the 
federal funds rate the Fed is willing to allow (as during 1979–1982). The corollary 
here is that there is little rationale for economically significant penalties on borrowing 
from the Fed or opportunity costs for holding balances in Fed accounts, as they 
contribute virtually nothing to, and can even be counterproductive to, the goals of 
stability in the payments system (nb3-1) and the financial system (nb3-2). Instead, 
as Mosler (2007) argues, “when the [central banks] fully understand their own 
monetary operations …, they will offer unlimited funds at or just over their target 
rates and … bid for funds at or just under their target.” As above, the Fed then 
becomes effectively the counterparty to banks in the final settlement of payments 
and trades. And because the Fed already is nearly that except for the influence of 
norms that favor settlement of payments and trades off the Fed’s balance sheet, as 
Martin and McAndrews (2008, 24) put it, “under this view, activity in the [interbank 
market] is a waste of resources.” Even worse, in the recent crisis, not using the Fed 
as a counterparty in settling banks’ payments needlessly hampered attempts to 
stabilize the financial system.

The Fed Can Set Money Market Rates for Banks at Any Point  
in the Term Structure

In the first few months of the crisis, the Fed did not recognize its own ability – as 
monopoly supplier of reserve balances – to control interest rates along the term 
structure by intervening in term lending markets that were experiencing substantial 
difficulties. As money market spreads widened for a large percentage of banks in 
good financial standing, the Fed only in December 2007 began offering term loans to 
all member banks through the TAF, and even then had to continue raising the quantity 
of lending made available throughout 2008 as the quantity of funding offered each 
time was fixed. Similarly, the rates on the TAF loans were allowed to float via auction, 
even as they were ultimately lower than those in private term money markets.

Note that the point of the Fed’s operations to achieve a target rate is not to simply 
achieve an overnight rate target, but rather to influence via this target other interest 
rates set in other markets. This aids financial stability (nb3-2) by stabilizing the price 
of refinancing of short-term funding under normal circumstances when it is generally 
accepted that simply setting the federal funds rate can be consistent with stable, 
modest spreads in other money markets. But this process has not worked as normal 
since August 2007, as spreads in several money markets remain at historical highs. 
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To this day, it is unclear if the Fed realizes it could have stabilized costs of refinancing 
short-term funding significantly in the financial system by simply setting lending 
rates to banks at one-, two-, and three-month maturities, for instance, that were 
equivalent or slightly higher than the spreads the Fed desired to see in the respective 
term lending markets. While some have noted that the TAF appears to have reduced 
spreads in term markets, this is not the same as recognizing that the spread was a 
potential policy variable, while spreads have remained at historical highs at any rate.

The Treasury Can Supply Unlimited Amounts of Treasuries to Help Stabilize 
Settlement and Reduce Counterparty Risk in Repurchase Agreement 
Markets

As the Federal Reserve Bank of New York (2009, 41) reports, “amid ongoing con-
cerns about counterparty credit risk and increased risk aversion, demand for 
Treasury collateral was extremely elevated during several episodes throughout the 
year… . This occurred in spite of the sizable amount of Treasury collateral that was 
available in the market through primary issuance, the [Treasury’s Supplementary 
Financing Program], and other programs geared towards improving functioning in 
Treasury markets.” This was a repeat, albeit on a significantly larger scale, of 
Treasury shortages in March 2008 at the time of Bear Stearns’s failure (and these 
shortages have appeared in most instances of financial system strain during the past 
decade, as well). The Fed’s response in both cases was to accept more forms of 
non-Treasury collateral for its standing facilities (in order to reduce the amount of 
Treasuries held as collateral by the Fed, freeing them for use in repurchase markets) 
and to first establish and then increase the size of the TSLF.

An additional or alternative option would be for the Treasury – which is obvi-
ously the monopoly supplier of Treasuries – to offer to lend any of its previous 
issues at a fixed spread (such as 0.25%) below the federal funds rate target. And 
given the extreme circumstances, as the owner of the Fannie Mae and Freddie Mac 
GSEs since August 2008, the Treasury could, like the TSLF (or as a more effective 
replacement for it), have offered to lend Treasuries against GSE obligations. While 
repurchase markets stabilized by November, there were options available to stabi-
lize payment settlement (nb3-1) and this part of the financial system (nb3-2) more 
quickly that were not implemented.

Additional “Unconventional” Operations by the Fed (or the Treasury)  
Are Necessarily About Interest Rates and Spreads, Not Quantities

The proposed TALF, announced by the Fed and the Treasury, is expected to purchase 
nearly $1 trillion in securities backed by recent auto, home, student, and credit card 
loans. The purpose is to reignite lending in these sectors of the economy, where 
spreads above Treasury bonds remain at historical highs. Indeed, the success or 
failure of the TALF will be judged on how well it is able to reduce these spreads, 
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much as analysts have evaluated the TAF and related standing facilities. But since the 
creation of a loan in the first place requires a willing borrower at the current rate of 
interest, it is unclear if there will be too few or too many loans for the Fed to purchase 
relative to the arbitrary TALF limits; it is also unclear how much this will affect 
spreads that are indicators of whether or not markets are functioning “normally,” and 
how quickly these effects will occur. Mostly unmentioned, though, is the fact that if 
it is a particular spread or interest rate that is considered consistent with more “normal” 
functioning of credit markets, this could simply be set directly and immediately, 
allowing the quantity of loans purchased by the Fed to float. The spread could be set 
a bit above the historical or otherwise desired level, enabling financial institutions to 
purchase the loans at desired spreads once the financial system is willing and able to 
do so, which would then provide a clear signal that this moment had arrived. As an 
example, if it is deemed desirable to have conforming mortgages at four percent, 
which would put them near historical spreads over Treasuries (as of this writing in 
February 2009), then the Fed or the Treasury (which owns Fannie Mae and Freddie 
Mac) could purchase conforming mortgages at four percent. Overall, the use of values 
such as $1 trillion in discussion of such “unconventional” operations assumes the Fed 
controls the money supply (NB1) and the quantity of private lending, when it does 
not. On the other hand, the Fed – as monopoly supplier of reserve balances – can 
directly set a price (i.e., an interest rate) at which it will purchase or sell an asset, and 
allow the quantity of loans purchased to float.

Concluding Remarks

This chapter has applied the SFM-A to the Fed’s operations, for which the core 
analytical framework is based upon the SFM (Hayden 2006, Chap. 6) and evalua-
tive criteria (Hayden 2006, Chap. 5) derived from normative systems analysis 
(Hayden 1998). Together, these enable further extension into analysis of time and 
timeliness (Hayden 2006, Chap. 8) in the Fed’s operations. The analysis results in 
a number of general principles for understanding the Fed’s operations. The over-
arching implication of this analysis is that the institutional design and context of the 
Fed’s operations are strongly influenced by an instrumental-ceremonial dichotomy 
(Bush 1987), where there are instrumental norms related to stabilization in the 
payments system and the financial system, but also ceremonial norms founded 
more or less on ideology and generally accepted but inapplicable theoretical models 
related to central bank control over the money supply, market efficiency, and concerns 
over the fiscal position of the federal government and subsidization of banks. 
Applications of this framework to events in the 1990s, early 2000s, and then to the 
recent financial crisis repeatedly suggests that the goal of stabilization should be the 
primary evaluative criteria for the design and articulation of the rules, regulations, 
and requirements related to the Fed’s operations, as the other criteria that have more 
ceremonial bases can be and have been inapplicable or – much worse – in conflict 
with achieving stability in the payments system and the financial system.
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Abstract This chapter investigates the inconsistencies in perceptions by the 
international donors of the positive role of microcredit in improving rural livelihoods 
in Afghanistan. We examine the interface between the role of “microfinance institu-
tions (MFIs)” and the pre-existing rural institutions that have traditionally governed 
credit transactions for generations of rural Afghans. In our analysis, we view MFIs 
as introduced organizations with anticipated institutional roles by the international 
donors and the Afghan government to facilitate desirable socio-economic change. 
An institutionalist framework is applied to primary and secondary data to assess the 
outcome to date of introducing microcredit in Afghanistan. This chapter concludes 
with a series of recommendations for integrated policy and operational interven-
tions to improve rural livelihoods in post-2001 Afghanistan.

Introduction

Afghanistan has come out of a decades-long intermittent period of armed conflict, 
which has severely limited the capacity and the ability of the state to provide services 
to meet even the most basic needs of the population. With an average per capita 
GDP of less than US$200, Afghanistan was in 2001 one of the poorest countries in 
the world, with its formal institutions and infrastructure virtually destroyed. An estimated 
80% of the population lives in rural areas, with agriculture and agriculture-based 
employment providing income for 67% of the labour force. The amount of useable 
farmland comprises as little as 12% of the total land area, and land ownership is 
highly skewed with great regional differences. A significant portion of rural house-
holds possesses little or no land for sustenance.
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Afghan households need access to credit as a coping strategy – for consumption 
smoothing, crises, and life cycle events such as marriages and funerals. Access to 
credit is also purported to be key in expanding income-generating activities, invest-
ment in productive assets, and improvement of livelihoods, thereby adding to local 
economic growth. Small, medium, and large-scale entrepreneurs need access to credit 
for capital accumulation in setting up or expanding businesses. This need has attracted 
new attention in a time of economic reconstruction, promotion of economic growth in 
the formal sector, and development of rural markets. Access to credit is considered 
by donors and Afghan policymakers as an important service for promoting socio-
economic inclusion, countering poverty and promoting growth in rural Afghanistan. 
The continued commitment to microfinance at the highest levels is reflected in the 
Interim Afghanistan National Development Strategy (I-ANDS), which contains a 
rural development benchmark relating to rural credit and financial services:

To promote livelihoods and economic growth, the Government will expand access to quality 
financial services – especially for women and the poor – by further developing informal 
financial markets through the Microfinance Investment Support Facility in Afghanistan 
(MISFA), creating a legally independent yet regulated sector, and mobilizing resources and 
private institutions that will provide financial products for investment in small and 
medium-sized enterprises. Comprehensive rural financial services will also provide special 
products such as insurance that will encourage private sector investments in rural farm and 
non-farm enterprises. (I-ANDS 2005:148)

MISFA was established in August 2003 as the apex organization for “microfinance 
institutions” (MFIs) in Afghanistan. The number of MFIs has since grown to 15 
(see Appendix A for a list and descriptions). The MISFA website recorded a total 
of US$252.8million in loans disbursed to 314,208 active borrowers by May 2007. 
This commitment to microfinance is based on the assumption of a large unmet 
demand for credit in rural communities. At its inception, MISFA estimated that as 
many as 2 million households were in need of credit. In December 2007, the World 
Bank official website reported that,

The World Bank, CGAP (the Consultative Group to Assist the Poor), and the donors that 
followed, seized the opportunity [in 2002] to establish a model microfinance industry in 
this virgin territory – doing things right, from day one. Four years later, microfinance in 
Afghanistan is thriving despite deteriorating security in the country, and a new impact 
survey has found that the benefits to clients are real. …Interviews with more than 1,000 
households across five regions of the country in the spring of 2007 revealed that 700,000 
employment opportunities have been created for women…2 (emphasis added)

However, research has shown that a variety of informal credit mechanisms are 
commonly used across Afghanistan, pointing to the presence of highly evolved, 
albeit not always fair and equitable, credit markets throughout rural Afghanistan. 
Village-level case studies of informal credit conducted in Herat, Kapisa, and Ghor 
provinces as well as a pilot study in Balkh in 2006–2007 (Klijn and Pain 2007) 
raised a number of challenges to such assumptions on the unavailability of 

2 From: http://web.worldbank.org/WBSITE/EXTERNAL/NEWS/0,,contentMDK:21590188~page
PK:64257043~piPK:437376~theSitePK:4607,00.html. Accessed 31 Dec 2007.
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credit, finding that an array of credit options were available to rural households. 
The authors also questioned the understanding of credit mechanisms based on a 
preoccupation with “formality” (Klijn and Pain 2007:2):

If we look at informal credit through the lens of formal systems where money exchange is 
treated as simply as a commodity exchange, does this not rather ignore the context of social 
relations in which most Afghans lead their lives and the meaning and role that informal 
credit plays within these relations?

To further investigate the inconsistencies in perceptions by the international donors 
of the positive role of microcredit in improving rural livelihoods, this research 
examined the interrelations between microcredit and traditional credit. Village-
level in-depth interviews were held with households, loan officers and key infor-
mants in villages where microfinance is being offered. Data collected from Kabul, 
Bamiyan, and Balkh provinces were supplemented with data from a series of 
shorter and less in-depth key informant interviews and focus group meetings conducted 
in Herat. The interviews and focus group meetings in the four provinces took place 
between February and August 2007.

This chapter examines the interface between MFIs as introduced organizations 
with anticipated institutional roles in facilitating desirable socio-economic change 
and the pre-existing rural institutions that have traditionally governed credit trans-
actions for generations of rural Afghans. An institutionalist framework is applied to 
primary and secondary data to assess the outcome to date of introducing micro 
credit in Afghanistan. This chapter concludes with a series of recommendations for 
integrated policy and operational interventions to improve rural livelihoods in post-
2001 Afghanistan. The remainder of this chapter is organized as follows.

The next section provides a brief history of formal microcredit in Afghanistan. 
The third section outlines the objectives of this research, while the fourth section 
describes the methodology used in the analysis of the data from primary and 
secondary sources. The fifth section provides a detailed description of the context 
including a review of some of the relevant literature. The sixth section analyzes the 
data from primary and secondary sources, followed by a conclusion on the main 
findings. The chapter concludes with the section that outlines a series of policy and 
operational recommendations.

Microcredit in Afghanistan

In this study, microcredit refers to small amounts of money borrowed by clients 
from MFIs as part of the set of services described as Microfinance.3 Loans can be 
delivered to individuals and groups with or without collateral and may or may not 

3 CGAP defines Microfinance as “the supply of loans, savings, and other basic financial services 
to the poor … to run their businesses, build assets, stabilize consumption, and shield themselves 
against risks. Financial services needed by the poor include working capital loans, consumer 
credit, savings, pensions, insurance, and money transfer services.” For more information see: 
http://www.cgap.org/portal/site/CGAP/menuitem.b0c88fe7e81ddb5067808010591010a0/.
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contain a savings requirement. In Afghanistan, there are variations in the microfinance 
system across different MFIs, although they operate under the general policy guidelines 
as prescribed by MISFA. These variations occur in terms of targeted groups, nature 
of financial services provided, and the presence of capacity building components 
built into the loans. For instance, PARWAZ only offers loans to urban women, 
while FINCA cooperates with donor organizations such as USAID to contribute to 
nationwide programmes such as ARIES (Agriculture, Rural Investment and 
Enterprise Strengthening) and has established FAMA (FINCA Afghanistan 
Microfinance Academy) to train its employees in training its clients.4

There is an array of different regulations that govern formal credit provision 
through the 15 MFIs operating under MISFA. For instance, loan repayment cycle can 
start from 2 weeks after borrowing, such as in the case of OXUS, or 10 months, as is 
the case with ARMP. Each MFI has different loan cycles, with different amounts that 
can be borrowed after the end of a repayment cycle. Most MFIs require that savings 
be made before loans can be accessed. Some MFIs only give group loans, whereas 
others provide loans to individuals and groups. The Murahaba credit system utilized 
by FINCA is the world’s first Sharia law compliant micro credit system. Under Sharia 
law, interest on loans is considered as sinful. To avoid this label, the Murahaba system 
charges “administrative costs” for its loans, which include interest calculated annually 
and payable by the borrowers as the service cost of their loan.

In traditional lending the mechanisms are rooted within local family, commu-
nity, as well as Islamic notions and norms of social assistance and responsibility, 
linked in many ways to the practice of giving alms to the poor or to benefit from 
donating to the needy based on the Islamic notion of sawab (Table 1). They can also 
be bound up with local hierarchies and patronage arrangements as well as other 

Table 1 Inventory of traditional credit practices and terms (Source: Klijn and Pain (2007) and 
Maimbo (2003))

Murabaha A contract of sale between a lender and a client for the sale of goods at 
an agreed price plus an agreed profit margin for the lender. The contract 
involves the purchase of goods by the lender, who then sells them to 
the client at an agreed mark-up. Repayment is usually in instalments. 
Murabaha has been adopted by many banks as a means of lending that is 
consistent with Islamic law. However, murabaha is considered illegitimate 
by some Islamic scholars

Muzarebat A partnership between an investor and a businessman in which one 
provides the money and the other provides the work; profit is divided 
between the two, while the loss is carried only by the investor

Qarz-i-hasana Credit on goodwill terms with no interest

Qarz-i-khudadad A loan given on the understanding that the debtor will repay when God 
provides the opportunity

Salam A well-known form of advanced payment where credit is provided for a 
future harvest at an already fixed (low) price

4 See Appendix A for a list and descriptions of MFIs under the MISFA umbrella.
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social networks and may have a role in sustaining exploitative power relationships 
(Klijn and Pain 2007). An inventory of the traditional forms through which credit 
is transacted is listed in Table 1. Excluded from this inventory are voluntary dona-
tions such a Khairat (voluntary alms), Zakat (obligatory alms) and Hawala services 
(to transfer funds).

Objectives

In this chapter we examine the interface between the newly introduced MFIs and 
pre-existing (traditional) sources of lending and borrowing in rural areas. We pay 
particular attention to MFIs as organizations with intended institutional roles in 
relation to pre-existing institutions with key governance roles in rural livelihoods. 
A key assumption in our analysis is that the introduced organizations (the MFIs) 
with intended institutional roles can improve rural livelihoods, given the “right” 
interface between the new organization (the MFIs) and the pre-existing and mostly 
traditional institutions such as those described in Table 1. In the analysis, we drew 
on information from secondary sources as well as primary data collected from 
research in 2007 in the four provinces of Balkh, Kabul, and Bamiyan and Herat. 
The research was guided by the following objectives:

Identify and inventory the traditional institutions that govern lending and bor-
rowing credit
Investigate the role of microcredit in rural communities
Assess the interface between MFIs and the traditional forms of lending and 
borrowing
Take stock of the changes in rural socio-economic conditions due to introduction 
of microcredit

An institutionalist framework based on Hayden’s (Hayden 1982a, b, c) “social 
fabric matrix” (SFM) and Parto’s (2005a, b, 2008) “typology of institutions” is 
employed to analyse the data from primary and secondary sources. The next section 
provides a description of these two approaches to institutional analysis and the 
methods utilized in the collection and analysis of the data.

Methodology

Our analysis is informed by Hayden’s SFM and the concept of delivery and pro-
cess. Hayden (1982b) uses as examples the “components” of electric companies 
delivering electricity, novels delivering myths, and values delivering belief criteria. 
Components may deliver more than one “element”. For example, some industries 
can deliver goods and services as well as carcinogenic substances. Designing an 
SFM requires first defining the matrix components and their elements. In Table 2 
the range “1…n” denotes the elements for each component.
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The flows of goods, services, information, funds, and people collectively structure 
and maintain community relationships. Depending on the subject of study, the SFM 
that emerges from linking these elements may attribute more or less weight to each 
element. The system continues to function as long as there is delivery among its 
elements consistent with natural principles and social rules. A “sustainable” system 
has continuous delivery and receipt among its many elements. Absence of delivery–
receipt relationship among elements undermines the continuance of relationships 
and can lead to a reconfiguration of the matrix. One main purpose of the SFM is to 
organize what we know as the basis to identify the key nodes or points in a given 
system and investigate possibilities for intervention through policy or other means 
toward more desirable outcomes.

The completion of the SFM for a research problem should also result in discov-
ering linkages among the components/elements and the identification of weak and 
strong linkages. Placing a notation of “1” or “0”in any cell in Table 2 denotes the 
existence or absence of a delivery–receipt relationship. If more than one relation-
ship are of interest, each relationship can be accounted for in this binary fashion. 
The number of cells in the SFM depends on the research or policy problem being 
addressed, i.e., it is scope-dependent. The boundary for the system represented by 
a constructed network is thus subjective and delineated by the researcher. Links or 
relationships between deliveries and receipts are established on the basis of reci-
procity, and/or redistribution, and/or exchange.

The central nodes are entities or phenomena that are involved in more overlaps, 
have more reachability to other entities, and generate greater levels of deliveries, in 
terms of flows, than other entities or phenomena. Using the SFM, it is possible to 
identify the relevant set of influences that shape the behaviour of a system (Hayden 

Table 2 Social fabric matrix (Source: After Hayden (1993))

Delivering 
component

Receiving component

Cultural 
value, 1…n

Social 
belief, 
1…n

Pers.  
attitude,  
1…n

Pers. 
taste, 
1…n

Environment, 
1…n

Technology, 
1…n

Institutions, 
1…n

Cultural value, 
1…n

Social belief, 
1…n

Pers. attitude, 
1…n

Pers. taste, 
1…n

Environment, 
1…n

Technology, 
1…n

Institutions, 
1…n
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Behavioural
Institutions as 
standardized 
(recognizable) 
social habits – 
manifest in 
deeply ingrained 
behaviour of 
individuals and 
groups as 
reflections of 
social norms 

Cognitive
Institutions as 
mental models 
and constructs or 
definitions, based 
on values and 
embedded in 
culture – aspired 
to by individuals 
and groups  

Associative
Institutions as 
mechanisms 
facilitating 
prescribed or 
privileged 
interaction 
among different 
private and public 
interests – 
manifest in 
activities of 
groups of 
individuals 

Regulative
Institutions as 
prescriptions and 
proscriptions – 
manifest as the 
immediate 
boundaries of 
action by 
individuals and 
groups 

Constitutive
Institutions 
setting the 
bounds of social 
relations – 
manifest as the 
ultimate 
boundaries of 
action by 
individuals and 
groups 

Informal; Social Formal; Societal 

Fig. 1 Characteristics and manifestations of institutions (Adapted from Parto (2008))

1998:94). As a means to model action processes, the SFM can be used to select the 
most important components, or regulatory factors, through highlighting the delivery 
and receipt relationships. Depending on the number and importance of the most 
central node(s), one might speculate about the resilience of the network or the stability 
of a particular institutional arrangement as a whole, were one or more of the central 
nodes to be eliminated or diminish in importance.

Consistent with Uphoff and Buck (2006) and Parto (2005a, 2008), this 
research also employed a notion of institutions as formal and informal structures 
that collectively organize a community. As such, institutions have relative perma-
nency and longevity (Hodgson 1988; Parto 2005a; Uphoff and Buck 2006) and 
are manifest as a continuous spectrum consisting of formal, tangible entities (e.g., 
banks, government agencies, courts) at one end and less formal, intangible 
phenomena (e.g., customs, norms, and beliefs) at the other. The full spectrum 
may be depicted as in Fig. 1.

In this conception, institutions are viewed as reflections of learning in the 
broadest societal sense (Parto 2005b,2008;Voeten and Parto 2006). However, 
once established, institutions structure (constrain and facilitate) further learning 
in a continuous and interactive auto-catalytic process (Parto et al. 2005). 
Institutions are thus structuring phenomena and manifest at different levels of 
interrelation, scales of governance, and in different spheres of the political 
economy.5 Applying the levels–scales–spheres perspective to institutions yields 
a loose but necessary typology of institutions (Fig. 1).6

In our analysis we use the typology in Fig. 1 in conjunction with Hayden’s SFM 
to identify and map the formal and informal institutions as the components (and 
their elements) that collectively structure credit transactions in the four provinces 
of Balkh, Bamiyan, Herat, and Kabul. A full inventory is presented of the constitutive, 

5For an elaborate discussion of levels, scales, and systems see Parto (2005a). See, also, Philo and 
Parr (2000) for a discussion of scale and institutions.
6This typology and the subsequent discussion are based on Parto (2005b).
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regulative, and associative institutions based on reviews of secondary data and 
interviews with key informants. The information on the cognitive and behavioural 
institutions comes from the interviews recognizing, however, that more accurate data 
on these two latter institution types can only come from household surveys of 
representative household samples, a task which was beyond the scope of this research.

It is important to distinguish between each institution type and its catalyst(s). 
For example, the introduction of a new regulation on borrowing is not an institution 
but a catalyst. The catalyst may, or may not, result in the emergence of an institution 
that plays a significant role in structuring transactions and has relative permanency. 
If the regulation on borrowing is not enforced or complied with widely, it is not, for 
all intents and purposes, “instituted”. In a similar vein, an association that com-
prises a group of organizations or individuals determined to protect and promote 
common interests may or may not emerge as an associative institution. If the asso-
ciation persists, actively lobbies on behalf of its members, and succeeds in chang-
ing the operating environment for its members, it can be said to have become an 
associative institution. Sustained lobbying by the association can result in the elimi-
nation of old or the formation new regulations (in the broadest sense) to benefit the 
members and thus the formation and persistence of the regulative institution.

The use of this typology in analysis elsewhere has illustrated that intervention 
through policy succeeds only if it resonates with the pre-existing behavioural and 
cognitive institutions within the area of focus for the policy. An important implica-
tion of this proposition is that governing to effect systemic change, as intended 
through the introduction of microfinance in rural Afghanistan, requires a continuum 
of measures to be pursued jointly through local arrangements and supported by 
territorially defined levels of government. In the case of microfinance, local 
arrangements have included the introduction of MFIs in villages, while the govern-
ment and the international donors have provided structural support including funds, 
expertise, and regulation. The focus of this research has been to assess the compat-
ibility of introduced change with pre-existing conditions.

A total of 32 households were interviewed in the four provinces in addition to a 
number of “chit-chats” on the streets with random individuals. Thirty-three focus 
group meetings were organized and 19 key informant interviews conducted with 
shopkeepers, local government officials, farmers, teachers, mullahs, eldermen, 
widows, and MFI staff.7 The MFIs active in the four provinces studied for this 
research are listed in Table 3.

This research did not focus on specific MFIs in the four provinces. Due to time 
and resource limitations as well as the dispersion of MFI-originated credit among 
the MFIs operating in each province, and to maintain confidentiality rules, we use “MFIs” 
as the focal organization with intended institutional functions. The interviews and 
focus group meetings in each province were organized with assistance from local 
officials, NGOs, and MFI personnel to examine credit transactions involving MFIs 

7 We acknowledge access to data collected by teams of researchers from Afghanistan Research and 
Evaluation Unit (AREU) for an ongoing project on microfinance. We are also grateful for valuable 
comments from Erna Andersen, Floortje Klijn, Asta Olesen, and Amit Brar. All errors and omissions 
remain our responsibility.
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and rural borrowers in more general terms while making every attempt to distin-
guish between MFI-originated loan types and procedures. Some of key differences 
in lending arrangements among the MFIs are reported later in this chapter.

Description of the Context: The Rural Financial Landscape

Using this data, as well as other literature, we look at the formal credit systems 
alongside existing local and traditional understandings of credit, assistance, repay-
ment, and interest and notions of community/social responsibility. We examine 
formal and informal credit institutions that collectively structure microcredit trans-
actions in rural Afghanistan. The spectrum of institutions examined include 
Government measures and organizations which organize or oversee microfinance, 
banks and other organizations that disburse microfinance, and the customs and 
norms that govern community behaviour in relation to credit from traditional 
sources as well as Islamic notions of money lending (Fig. 2).

Table 3 Active MFIs in case study provinces(Source: MISFA)

Kabul AFSG (Mercy Corps), AMFI (CHF), BRAC, FINCA, MoFAD (Care 
Afghanistan), OXUS (ACTED), PARWAZ, WWI

Balkh ARMP, BRAC, FINCA, FMFB, OXUS (ACTED), SUNDUQ 
(MADERA), WWI, WOCCU

Bamiyan AMFI (CHF), ARMP, BRAC

Herat ARMP, BRAC, FINCA, MADRAC

Business-oriented Social 

Informal 

Formal 

Cash for Cash+Profit  / Cash for Land
Title (Wealthy Villagers, Relatives)

In-kind (e.g., wheat)
Loan for Cash+Profit or
Labour (Relatives,
Wealthy Villagers) 

Cost-free Loan for
Cash or In-kind
(Relatives and Friends) 

Advances for Crop
or Labour (Large
Landowners)

Delayed Payment for
Credit In-kind or Cash
(Shopkeepers / Traders)

Cash or Goods for
Cash+Profit  (MFIs) 

Fig. 2 Traditional rural financial landscape (Based on Klijn and Pain (2007))

To varying degrees, these traditional transactions can be formal and agreed upon 
in strict business terms or they could be highly informal and arranged based on 
kinship and/or social relations.

The introduction of MFIs fits into several of the Afghan Government’s key 
priorities and commitments from the international donors. It is seen as a means for 
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poverty reduction, fostering economic growth and productivity, and the formalization 
of legitimate economic activities and financial services. Microfinance programmes 
are bound up with the Government’s commitment to gender mainstreaming through 
increasing the participation of women in economic life – many microfinance loans 
are targeted at women. According to I-ANDS (2005:44–45):

The Afghan economy is dominated by the informal sector (as it is the case in many neigh-
boring countries, such as India), running across all areas of production, but particularly the 
small holder economy…. Exchange of services and products between rural households is 
widespread, and women perform a major part of this work.

It remains open to debate whether attempts to formalize economic activity have 
been successful or indeed desirable, particularly given the fact that formalized bor-
rowing through MFIs can lead to a strengthening of traditional forms of borrowing 
due to pressure on borrowers to make their repayment installments, forcing them to 
borrow from traditional sources.8 Table 4 shows the World Bank’s (2007) concep-
tualization of the range of traditional (“informal”) economic transactions that make 
up the largest part the Afghan economy. The range of traditional transactions con-
sidered most nefarious isgrouped in the “illegal” category. The chart is highlighted 
here because it exemplifies the way legitimate or desirable economic activity and 
exchange can be perceived through the lenses of “formality” and “legality”.

Table 4 is useful for categorizing the financial transactions that take place outside the 
formalized and registered sector. However, it does not fully capture the fact that these are 
social as well as financial transactions. Attempts through policy or other means to effect 
lasting change need to better resonate with these pre-existing conditions either by charting 
ways of working through social relations or by devising new institutional forms that com-
pete with and, ultimately, replace certain traditional institutions deemed as detrimental to 
the emergence of a re-aligned, legitimate, accountable, transparent, and productive politi-
cal economy as part of the larger agenda of post-conflict reconstruction.

Credit from traditional sources spans all of the categories in Table 4. Traditional 
loans may often take the form of in-kind transactions between households, placing 
them in the category of “in kind activities”, but credit linked with the opium 
economy and the salaam system is also a well known form of traditional advance 
on a crop. Klijn and Pain (2007) point out that it is partly the informality of transac-
tions in the opium economy that has led to a condemnatory attitude toward the 
traditional financial sector as a whole. This attitude is based on a lack of transpar-
ency in the hawala transaction system as well as the use of this system as a means 
for money laundering, largely from illicit activities centred around the opium 
economy. Nevertheless, a condemnatory attitude towards traditional means of 
transactions runs the risk of overlooking the need to work through and change the 
pre-existing institutional forms prevalent in rural economies and through which 
credit giving and borrowing have traditionally been conducted.

Understanding the interaction dynamics between introduced and traditional/pre-
existing institutions requires extensive and in-depth knowledge of these institu-

8 See, in particular, Klijn and Pain (2007). This point was also brought up by interviewees in a 
number of cases during fieldwork in the Kabul, Balkh, Bamiyan, and Herat provinces.
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tions. In the case of credit, particular attention needs to be paid to social network 
arrangements and traditional values that govern borrowing. These aspects can be 
captured reasonably well through mapping the institutional landscape as illustrated 
later in this chapter.

Our focal organization in this study,i.e., MFIs, are the operational arms of the 
MISFA set up in 2003 to build a system to provide flexible, timely, and affordable 
finance to the poor as a means to alleviate poverty throughout Afghanistan. Table 5 
is a list of MFIs active in Afghanistan as well as the number of clients per MFI and 
the value of loans. Information is not available for a provincial breakdown of MFI 
loan portfolios and the number of borrowers.

Table 4 Range of Informal Activities as defined by the World Bank (Source: World Bank (2005a, b))

“In-kind” activities More or less legal. Examples: Subsistence agricultural output; 
sharecropping; services such as blacksmith, carpenter, thresher; non-
monetized exchange of goods and services between households

“Extra-legal” activities Output and production with potential for formalization. Small 
scale transactions often involving casual labour. Examples: Money 
exchange dealers; small shops and traders; small manufacturing; 
agricultural production; construction; registered NGOs that are 
actually for-profit entities; economic activities of Kuchis

“Irregular” activities Further away from legality. Production and transactions that break 
aspects of Afghan law. Examples: trade in illegally exploited 
resources, such as illegally harvested timber or illegally mined 
emeralds; illegal use of gravels and construction materials; 
smuggling; re-export of Pakistani imports back into Pakistan

“Illegal” activities Output that is outright illegal. Examples: opium; bribe taking by 
officials; people trafficking; prostitution; forced labour; excavation 
and theft of archaeological artefacts; arms trafficking; land seizures. 
Activities encompass “war economy” (financing war and insurgency) 
and “black economy” (run for profit)

Table 5 Microfinance institutions in Afghanistan (Source: http://www.mixmarket.org/en/
demand/demand.quick.search.asp. Accessed 30 Dec 2007)

Name Gross loan portfolio (US$) No. of active borrowers

AFS 925,905    6,217
AMFI 1,178,618   3,362
ARMP 16,889,524      30,346
BRAC – AFG 20,780,335 138,625
CFA 1,743,375  10,430
FINCA – AFG 6,192,768  27,570
FMFB – AFG 17,609,421  16,955
Hope for Life Unknown Unknown
MADRAC 1,195,027   8,249
MoFAD 966,520   4,499
OXUS – AFG 805,522   5,621
PARWAS 734,834   7,138
SUNDUQ 724,417   3,660
WOCCU – AFG 844,609   1,869
WWI – AFG 1,266,941  10,773
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Analysis

Traditional lending is by far the most common way of acquiring credit for rural 
Afghan borrowers. Many of these forms of credit are given in kind. The national 
risk and vulnerability assessment (NRVA 2005), which surveyed over 30,000 
households, found that traditional (informal) credit was an important source of 
income, allowing households to cope with unforeseen circumstances or opportuni-
ties. Thirty-eight percent of all households interviewed reported having taken a loan 
from traditional sources in the year prior to the survey. Moreover, the assessment 
found that informal loans were more commonly taken on by rural (42%) than by 
urban (25%) households, concluding that “these figures are indicators of a strong 
social network in rural areas in comparison to urban areas” (NRVA 2005:40).

The survey also asked households to report the use to which their largest informal 
loan had been put. The largest portion of loans was used for food purchases, 
indicating the role of credit in consumption smoothing and the possible impact of 
food insecurity on demand for credit. The impact of food security and agricultural 
productivity on demand for credit was further suggested by the fact that of rural 
areas, households in the Paktika province had the largest number of loans (96%) 
used for purchasing food, whereas the Kunduz province, which is an area of 
agricultural surpluses, showed the lowest occurrence of loans (27%) used for food 
purchases. In the urban areas, the use of loans to purchase food was less prevalent, 
and more households used their loans for business purposes.

MISFA was set up in 2003 at the invitation of the government of Afghanistan to 
pool diverse donor funding mechanisms and to convert funds into streamlined and 
flexible support to MFIs in Afghanistan.9 MISFA serves as the means for the 
Ministry of Rural Rehabilitation and Development (MRRD) to build up the lower 
end of the financial sector through programmes to formalize at least a significant 
portion of microfinance, including microcredit, in rural Afghanistan. Specifically, 
MISFA was set up to

Coordinate donor funding so that the conflicting donor priorities endemic in 
post-conflict situations do not end up duplicating effort and distorting markets
Help young MFIs scale up rapidly, offering performance-based funding for 
operations and technical assistance
Build systems for transparent reporting and instil a culture of accountability

In addition, MISFA’s mandate is to provide technical support to MFIs and to monitor 
performance against the three main goals of scaling up as rapidly as possible to 
serve poor people throughout Afghanistan, especially women; to use public funding 
to invest in institutions (MFIs) that would become sustainable and able to grow 
further without requiring more subsidies; and to make a transition from international 
organizations with microfinance expertise to Afghan organizations with local exper-
tise. MISFA receives its funds from the Canadian Government, the British 

9This section is based on the official website for MISFA, available at: http://www.misfa.org.af.
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Department for International Development (DFID), the Consultative Group to Assist 
the Poor (CGAP) of the World Bank, the Swedish International Development 
Cooperation Agency (SIDA), USAID, and the Dutch Oxfam N(o)vib.

As of September 2007, MFIs were active in 23 provinces (106 districts) and had 
active clients totalling 405,099. The number of women clients stood at 269,743 (70% 
of the total). A total of 882,103 loans had been disbursed for a cumulative value of 
$317,226,364. The outstanding loans total $94,572,179, distributed as follows:

Trade and services ($56,876,378);household consumption – food, medical, 
house repair, education, etc. ($2,629,229);handicrafts and manufacturing 
($12,848,158);agriculture ($7,846,699);livestock ($12,887,654);and other 
($1,484,061).10

The performance of MFIs (and MISFA) has been evaluated as favourable by the 
World Bank, albeit inconclusively. It has to be noted that performance surveys to 
date have focused on the financial sustainability of MISFA and its MFIs and not the 
livelihood impacts of MFI-originated loans in rural Afghanistan.

The rationale for the Government of Afghanistan and its international donors to 
promote microcredit is based on an assessment of the post-2001 period as having “a 
huge unmet demand” for microfinance. In December 2001, according to MISFA,

…the picture looked bleak with a non-functioning financial sector, a total absence of 
commercial players willing to serve the poor, and lack of delivery capacity among exist-
ing Microfinance Institutions (MFIs). [F]oreign donors were asked to step in. The issue 
facing everyone – foreign donors and Afghans alike – was how to meet that demand and 
energize the development of an entire microfinance sector that will serve the Afghan 
people beyond tomorrow.11

Previous research (Maimbo 2003, Hanifi 2004, Lyby 2006) suggests that the 
situation as described in the above quote from MISFA was not, and has not been, 
the case since 2001. Informal commercial financial services and credit have been 
operating in Afghanistan for hundreds of years. A study of cash, credit, debt and 
state–society relations in nineteenth century Afghanistan found that a number of 
social groups and financial institutions and instruments were associated with cash, 
credit and debt (Hanifi 2004). One of the informal financial services that has 
attracted most attention is the hawala system. The same historical study found that 
“In terms of credit, the key fiscal instruments were bills of exchange known in 
Afghanistan as hawalas…that circulated widely within and moved regularly 
through the country” (Hanifi 2004:200). A World Bank (Maimbo 2003:8–9) study 
of hawaladars in Kabul in 2003 notes that:

Local money exchange dealers can be found in almost every community in Afghanistan. 
Traditionally, these dealers provide the community with numerous financial services in 
addition to funds transfers, for which they have attracted much attention. They also provide 

10For more information see: http://www.misfa.org.af.
11From MISFA’s website, available at: http://www.misfa.org.af/index.php?page_id=4. Accessed 6 
Sep 2007.
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deposit-taking facilities for those who want to save, microfinance for informal entrepre-
neurs, trade and finance for wholesalers and retailers; and currency exchange services for 
international business and personal transactions.

There has been an assumption that credit from traditional sources is more expen-
sive than credit from MFIs. Derogatory phrases like “money lender” and “loan 
shark” have been used to describe some traditional lenders. But these terms do not 
explain the full range of credit services available to Afghans from traditional 
sources or the costs involved in borrowing on traditional terms. Reportedly, the 
interest rates charged for formalized microcredit loans are much lower compared to 
the rates offered by money-lenders. In Bangladesh, where Grameen Bank charges 
between 15 and 35% on the average loan, one author described these loans as “the 
only alternative for the poor to local moneylenders who regularly charge 10 times 
that amount” (Synovitz, RFERL, March 30 2007). However, there are no estimates 
provided by MISFA of the average cost of MISFA loans relative to the average cost 
of traditional credit in the regions where MISFA partners operate. This is a signifi-
cant omission since some forms of traditional credit carry no interest or time limits 
on repayment (see Table 1).

It is often the case that hawaladars, and other sources of credit for business and 
trade purposes charge effectively more interest than MFIs. But, there are also indi-
cations that even in the case of hawaladars, this may not always be the case. 
Maimbo (2003) notes that the degree of competition in the market may have been 
bringing down charges for all hawala services, including loans. He also cites one 
hawaladar serving mostly large organisations claiming not to charge interest on 
loans at all, owing to “the Islamic prohibition against charging or receiving interest 
on loans and deposits” (Maimbo 2003:11). In any case, there is little evidence on 
the cost of lending in the informal commercial sector in Afghanistan. There is, 
however, evidence presented by Klijn and Pain (2007) on informal credit suggesting 
that rural households have access to loans from family, friends and community trust 
networks on better terms than microcredit loans or, in the case of qarz-e-hasana, 
with no charges at all.

Although microfinance continues to be discussed as a tool to fight poverty 
through acting as a mechanism to include the rural poor in mainstream economic 
activity, it is generally not targeted at the poorest groups. A World Bank study of 
microfinance and gender roles in Afghanistan in 2006 noted that loans were not 
reaching the “ultra poor”. The report goes on to explain that fighting “abject 
poverty” is not the aim of microfinance worldwide, noting that the Consultative 
Group for Assistance to the Poor (CGAP) changed the last word in its name from 
“Poorest” to “Poor” in recognition of this fact (Lyby 2006:21). This is confirmed by 
Klijn and Pain (2007:51), who point out that whereas informal alms are accessible 
to the very poor, “both informal credit systems and formal micro credit will exclude 
the effectively destitute.” Thus, while “the village moral economy clearly provides 
assistance to such people; micro credit does not address this group, nor does it aim to.”

Primary data used in this research suggest that even the middle and higher 
income families targeted by microcredit are not necessarily drawing the intended 
benefits from these loans, with noted exceptions in Herat (see Klijn 2006). 
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Knowledge of MFIs’ borrowing rules and eligibility criteria appears to be a factor 
in how effectively a borrower uses the money and assesses the ability to repay. 
A general lack of understanding of the rules by borrowers was noted during the 
interviews. The Bamiyan case indicates that a significant portion of the borrowers 
and potential borrowers are unclear about the rules on borrowing. In part, this is due 
to variation in the form of guarantee required to secure MFI loans as each MFI 
operating in Bamiyan has its own set of rules based on loan size.

MFIs in Afghanistan, as in other countries worldwide, often concentrate on 
loans to women as a means to increase women’s participation in economic activity 
beyond the household level:

In the implementation of micro-credit schemes, the Government will continue to pay par-
ticular attention to women, aiming to expand the number of female beneficiaries relative to 
men and encourage mechanisms for group savings. (I-ANDS 2005:94)

Some 70% of loans distributed in Afghanistan so far have been given to 
women. Women’s loans are distributed in groups of women with the aim to enhance 
women’s social mobility and participation in the economy. However, as we report 
later in this paper and as pointed out in other research, such aggregated statistics 
used outside their social and family contexts can exaggerate the positive impact of 
microcredit on women. Lyby (2006:1) states:

…Although most loans are given to women, the limitations faced by women with regard 
to gender roles in most regions ensures that the men continue to be actively involved when 
it comes to buying or selling goods in the market, even if the credit is received in the name 
of the woman. This has led to concerns as to whether the women merely serve as fronts or 
conduits of resources that effectively go to the men.

Lyby (2006) nuances this observation by suggesting that there may be, never-
theless, indirect benefits accruing to women from microfinance in terms of joining 
other women in borrowers’ groups and training. Benefits to women may also be a 
by-product of a family’s increased economic productive capacity facilitated 
through microcredit.

Lyby (2006:36) also reports that while men more commonly made the decision 
on how to spend the loans distributed to the women in their families, the number of 
women making this decision was significant. According to this report, a high number 
of women reported that the decision on how to spend the loan was discussed in the 
family. Women interviewed by Lyby (2006) reported improvements in their wellbeing 
and status in the family with one woman reporting that she felt more appreciated 
by the men in her home and was now consulted on financial matters, as a result of 
receiving microcredit.

Part of the rationale for introducing microcredit is that loan sizes can be larger 
and thus more likely to have an impact on economic productivity. A large number 
of borrowers in the Kabul, Herat, and Balkh provinces, however, complained that 
microcredit loans were too small to invest in significant productive assets, espe-
cially given the frequency of repayments. In Bamiyan it was reported that some 
MFIs offer larger loans with a longer grace period before repayment. Lyby 
(2006:35) also reports that: “[M]any men and women said the loans were too small 
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to really make a difference, and additional money was frequently needed from other 
sources in order to start a project”. Some interviewees reported that small-sized 
loans had a corrupting effect on powerful individuals who had become loan group 
leaders. Some of these leaders reportedly borrow from MFIs on behalf of the group 
but hoard the loan for their own personal use. These findings may indicate a failure 
of MFIs to effectively identify and respond to the needs of the different income 
groups they are intended to serve.

More generally, MFIs have not displayed significant changes to their pro-
grammes based on the feedback they have received from their clients or the limited 
research on microfinance in Afghanistan. There is incongruence between client 
needs and programme structures, evident in client behaviour of bypassing pro-
gramme rules by borrowing through more than one borrowing book, as well as the 
seemingly high percentage of non-returnee clients, mostly due to the non-fulfilment 
of initial expectations from taking a loan or disqualification to borrow due to inability 
to repay previous MFI loans. Also, in the Bamiyan case it was reported that a number 
of borrowers get around borrowing rules by, for example, forming groups so that 
one individual secures access to a large loan. This illustrates the continued importance 
of social networking arrangements in credit transactions.

Research in the four provinces points to the need for a client-led approach to 
service delivery in credit provision. The only example that comes close to a client-led 
approach is the MFI in Bamiyan, which developed a lending system that follows 
the natural cash flow of the community, based on economically active summer and 
non-active winter months. Another example of systemic planning from the Bamiyan 
case is the MFI that offers larger loans and enjoys greater client satisfaction due to 
its transparent programme characteristics. It has to be noted, however, that the generally 
higher level of satisfaction with MFIs operating in Bamiyan is likely accentuated 
by a less severe environment of risk.

The key observation in the Bamiyan and other cases is that MFIs in general have 
not yet taken steps to monitor and evaluate the impact of their products, which must 
precede steps taken towards an adaptation of programmes to local context. Indeed, 
a focus note published by CGAP12 emphasizes the importance of social perfor-
mance indicators to measure microfinance success. The conceptualization of the 
idea is still in its infancy and actual changes in the day-to-day operation of MFIs 
may be a while in coming.

One of the main claims in promoting MFIs in rural economies is to lessen the 
negative livelihood impact of high interest (monetary or in kind) charged on credit 
from traditional sources. While this is certainly true in some cases, and com-
pounded by ecological factors such as droughts, a challenge faced by MFIs is the 
public perception that the sudh (interest) payable on loans is viewed as haram (sinful) 
in the Koran, even if the sudh is lower compared to the interest paid on loans from 

12The Focus Note is titled “Beyond Good Intentions: Measuring the Social Performance of Micro 
Finance Insitutions” and can be accessed in the World Wide Web at http://www.cgap.org/portal/
binary/com.epicentric.contentmanagement.servlet.ContentDeliveryServlet/Documents/
FocusNote_41.pdf.
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traditional sources. A meeting with a Mullah in Bamiyan confirmed the sinful 
perception of MFI loans, with the Mullah declaring that any loan over a fixed 
period with an interest charge was sudh and therefore disallowed by the Koran. 
Similar instances were reported in Herat. During the field visit for this research in 
Herat, an MFI was said to have had to withdraw entirely from one village after the 
local Mullah posted the following message around the village condemning sudh 
charged on loans dispersed by MFIs as haram:

We, the ulema and elders, declare that MFI loans are haram because of sudh. We request 
that people refrain from taking out MFI loans. Those who already have loans are asked not 
to take out further loans. (Sign posted in the Pashtun Zargun District, a similar sign was 
sighted in the Guzara District)

This announcement was said to have been made after borrowers had reported 
difficulty in making their MFI loan instalments, some having resorted to selling 
assets to make payments.

There are a variety of possible interpretations of what constitutes sudh according 
to Koranic law, and therefore what kind of credit is forbidden, and what kinds per-
mitted. This often depends on the interpretation by individual Mullahs, rather than 
a locally specific feature: some Mullahs view interest on loans as haram, while others 
are more tolerant of it. There is, at the same time, evidence to suggest that some 
MFIs have made significant attempts to come to terms with the negative public 
perception of MFI-originated loans. In the face of opposition from Mullahs, for 
example, some MFIs operating in Bamiyan and Balkh have obtained fatwas from 
Islamic scholars declaring their operations as being consistent with Islamic law. 
Also, in recognition of religious prohibitions of charging interest, some MFIs pro-
vide murhaba style loans whereby the MFI buys products for its clients but adds a 
prearranged mark-up based on the accumulated interest that would have been 
accrued for the duration of the loan. In the case of other MFIs, however, many non-
borrowing respondents identified the issue of sudh as the determinant for their 
decision not to take interest-bearing loans.

MFIs frequently rely on traditional mechanisms to launch a new operation in 
new villages. Many loan officers reported organizing introductory meetings in local 
mosques to spread awareness of the MFI being introduced in their communities. 
Local authority figures such as the maliks and village elders have also been noted 
to facilitate the establishment of MFIs. These processes can sometimes affect the 
flow of information to women, who are not involved in these initial meetings but 
who are deemed as a main group of target clients by the MFIs.

Institutional and Organizational Mapping

Definitions of formality and informality, such as those described in Table 4, do not fully 
capture the full range of institutions through which the giving and receiving of credit is 
governed, since these transactions are structured by individual as well as collective 
mental models and rules. Many of the institutions with which MFIs interact are not 
informal at all, such as the functions of Islamic leaders and maliks, or the hawaladars, 
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for example. However, MFIs still have to contend with deeply rooted understandings of 
the way things are done through these traditional formal structures.

Informal /  Social 

Formal / Societal 

Institution Type Examples
Behavioural: Standardized 
(recognizable) social habits – 
manifest in deeply ingrained 
behaviour of individuals and 
groups as reflections of social 
norms 

Understandings and internalization of 
“how things are done” based on cultural 
(including religious) values such as the 
notions of halal (permissible) and 
haram (impermissible) 

Cognitive: Mental models / 
constructs or definitions, based on 
values and embedded in culture – 
(to be) aspired to by individuals 
and groups  

Islamic notions of charity and 
community responsibility such as ashor 
(khoms in Shiaism) and zakat, both 
requiring that a portion of earned and 
accumulated wealth be given up to 
support the poor 

Associative: Mechanisms 
facilitating prescribed or privileged 
interaction among different private 
and public interests – manifest in 
activities of groups of individuals 

Community and familial trust networks 
that facilitate interactions and 
transactions 

Regulative: Prescriptions and 
proscriptions setting the bounds of 
social relations – manifest as the 
immediate boundaries of action by 
individuals and groups 

Formal regulative environment such as 
legislation and judicial capacity that 
facilitate interactions and transactions; 
rules and arbitration mechanisms laid 
out and conducted by elders, maliks or 
shuras to regulate transactions and 
interactions 

Constitutive: Prescriptions and 
proscriptions setting the bounds of 
social relations – manifest as the 
ultimate boundaries of action by 
individuals and groups 

Formal microfinance organisations and 
banks – formal and inflexible 
understandings of repayment 
schedules and interest; human / civil 
rights of individuals governed at the 
most fundamental level in the land 

Fig. 3 Typology of credit institutions (Adapted from Parto (2008))

Figure 3 offers a more nuanced typology of the relevant institutions affecting 
and being affected by credit transactions. This perspective on institutions is used to 
identify (Fig. 4) and map (Fig. 5) a fuller range of institutions that collectively 
govern credit transactions as follows.

Institutions of Microcredit

Two main sources of credit were identified: introduced microcredit system through 
MFIs, and traditional forms of lending, grouped together under traditional micro-
credit system (Fig. 4). Secondary data and field research data gathered through 
interviews and focus group meetings were used to identify the plethora of institu-
tions that collectively govern microcredit transactions.

MFI-originated credit (on the left) and credit from traditional sources (on the 
right) are characterized according to the typology presented in Figs. 1 and 3. Using 
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Fig. 4 Institutions governing microcredit transactions

Hayden’s SFM method the role(s) of each institution in relation to other institutions 
is mapped (Fig. 5) based on three simple criteria of Strong (3), Moderate (2), or 
Weak (1) relation (see Table B.1, Appendix B).

Fig. 5 Institutions of microcredit
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The main purpose of the map in Fig.5 is to highlight the institutions most instru-
mental in credit transactions from introduced (MFIs) and traditional sources. 
Fifteen institutions were identified and used to generate this map (Appendix C). 
The blank cells in Table B.1 (Appendix B) indicate no relation between the listed 
institutions. The descriptions of the institutions used to generate Fig. 5 and the 
assumptions underlying the numerical values given to a given relationship with 
other institutions are explained in Appendix C.

Based on the mapping of institutions in Fig. 4, we can make the following 
observations:

The behavioural institution “Attitudes to Credit” (Fig. 5) is manifest as a set of 
recognizable social habits based on deeply ingrained values. Attitudes to Credit 
occupies a central place in the institutional landscape of credit transactions. This 
suggests taking root in rural communities by MFIs depends very much on how 
they come to terms with, or overcome, the instrumental role played by Attitudes 
to Credit in structuring the relationship between lenders and borrowers. Deeply 
embedded social norms and values are at best very difficult to change. Change 
may be possible through introduction of systemic incentives over a long period 
of time, possible generations.
The cognitive institutions “Religious Sanctions” and “Moral Economy” pre-
scribe in ideal terms “doing the right thing” in lending and borrowing based on 
long-held traditions. Change in or replacement of these institutions is possible 
through the introduction (with incentives) of new ways of doing things. 
Educational and public awareness programmes and campaigns can be used to 
promote new mental models on how things ought to be and what new ways of 
doing things could be aspired for. Establishing new mental models takes a long 
time and can conceivably happen within one generation. It may take generations 
for a new mental model to become a shared mental model and ultimately a 
behavioural institution.
The associative institutions “Favouritism”, “Familial/Kinship/Social Ties”, and 
“Loan Group Dynamics” are products of instrumentalism by the actors involved 
to facilitate prescribed or privileged interactions and pursue common interests. 
Because these associations are interest-based and instrumental, it is possible to 
introduce incentives and disincentives to constrain or enable the actors involved. 
Change can be effected relatively easily to discourage favouritism and redefine 
loan group dynamics. Changes in familial/kinship/social ties are more difficult 
to establish.
The regulative institutions “Rules and Selection Criteria”, “Policy”, and 
“Availability of Funds” are prescriptions and proscriptions setting the immediate 
boundaries in societal relations and are enforced through public sanctions. In 
microcredit transactions, these institutions are all newly introduced. Changes in 
these institutions are relatively easy and can happen almost immediately. The 
regulative institutions, “Loan Group Dynamics” and “Traditional Credit 
Arrangements” are products of behaviourial and cognitive institutions and, as 
such, are more difficult to change. Change would require the introduction of 
systemic incentives and disincentives.
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The constitutive institutions “MFIs” and “Legislation” are prescriptions and 
proscriptions setting the ultimate bounds of societal relations in microcredit. 
They are promoted and enforced through political structures and measures, ecol-
ogy, geography, and place-specific mental models. Change in any of these insti-
tutions is relatively easy. In contrast, “Opium Economy”, “Islamic Notions of 
Credit”, and “Environment of Risk” are generations-old fundamental structuring 
phenomena, established by ecology, religion, and conflict. Change in these latter 
constitutive institutions is highly dependent on changed material and physical 
conditions and likely to take generations.

Changing the properties of the network mapped out in Fig.5 requires change in the 
main nodes such as “Attitudes to Credit”, “Opium Economy”, “Islamic Notions of 
Credit”, and “Environment of Risk”. But, these institutions are arguably the hardest 
to change, mainly because change would require a long time, a lot of resources, and 
long-term commitment by those wishing to effect change, i.e., the Government and 
its international donors. The introduction of a modern banking sector in opposition to 
the traditional arrangements can violate traditional norms and values, causing ten-
sions with powerful traditional actors such as Mullahs or opium smugglers. To 
overcome these tensions, innovative ways of engaging powerful traditional actors 
need to be devised based on an appreciation of and respect for context-specific val-
ues, norms, and local conditions. This is particularly the case with illegal poppy grow-
ing as an established and ecologically sustainable economic institution. Despite the 
strong international stance against poppy growing in Afghanistan, the elimination of 
the opium economy may simply not be an option, at least in the short term.13 Some 
have suggested at least part-legitimization of poppy growing as a means to control it 
and a source of income for reconstruction efforts (Senlis Council 2007).

Understanding institutions of microcredit as outlined in this section also suggests 
that access to finance by rural Afghans is not “the solution” to rural poverty. 
Microfinance needs to be viewed as one of many factors including access to basic 
services such as health and education or adequate infrastructure, which are necessary 
to create an enabling environment for the rural communities to help themselves. The 
main policy lesson here is to appreciate institutional complexity and have low expec-
tations in setting policy objectives, while persisting over the long term and work with 
and through traditional institutions that govern credit lending and borrowing.

Organizations of Microcredit

There are some variations among the organizational entities (MFIs) involved in 
microfinance transactions in the four provinces. At a formal level, the legislation 
and the rules that MFIs operate under are standardized and prescribed by MISFA. 

13It is worth noting that in Fig. 5, “Opium Economy” is off to one side as not being a key institu-
tion in microfinance. This is because the transaction sizes are far larger in opium dealings than 
transactions in microfinance. Figure 5 suggests that, at least initially, Opium Economy is a mar-
ginal though potentially important institution in lending and borrowing.
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In practice, however, how the rules are enforced by individual MFIs and how the 
borrowers respond to these rules vary and depend on the MFI, MFI personnel, and 
the operating environment.

The following map (Fig. 6) displays the relationship between the organizational 
entities dealing with microfinance in the four provinces. One key difference among 
the provinces is the make-up of the MFIs active in each province (see Table 3).

The map in Fig. 6 ilustrates the linkages between MFIs and other local and 
extra-local organizations and individual actors. The thickness of the linkages is 
based on four parameters: existence of relations (0 or 1), information exchange (0 
or 1), influence (0 or 1), and resources (0 or 1) among the organizations that have 
a bearing on microcredit transactions (see Table B.2, Appendix B). What the map 
cannot show is the net impact of influence and information. To illustrate, MFIs 
routinely make contact with the local shuras, mullahs, district offices, and so forth 
before starting operation in a new location. There is a connection, a flow of infor-
mation, and perhaps some influence from a given MFI toward other organizations 
and actors as far as making a convincing case to start operations. But, as was the 
case in Herat, if a mullah announces that taking MFI loans is against Islamic values, 
the mullah’s influence on the affected MFI cannot be captured by this map. If there 
is a clash of influences from the mullah and the MFI, it is impossible to determine 
who benefits from the net impact.

That said, Fig. 6 adequately captures the lack of co-ordination, or indeed any 
connection between different organizational entities, e.g., different government 
ministries, that could potentially and positively affect service delivery in the micro-
finance sector. The Ministry of Agriculture, Animal Husbandry, and Food and the 
Ministry of Commerce and Industries are the two most prominent ministries that 

Fig. 6 Organizations of microcredit
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should be important government organizations in the operation of MFIs. Since 
agriculture is the mainstay of the majority of the population that access formal 
credit, some coordination between these ministries would be desirable. Similarly, 
the Ministry of Commerce and Industries, and organizations operating under it for 
the promotion of business activities, such as the Afghan International Chamber of 
Commerce (AICC), among others, do not have any form of organizational coordi-
nation with MISFA, or any of the individual MFIs operating in the same area. 
Despite having offices in all of the four provinces studied, the AICC did not appear 
to have any contact with the MFIs operating in the area.

At the time of writing, the governance of MFIs is solely under the Ministry of 
Rural Rehabilitation and Development (MRRD). The rules and regulations that 
govern MFIs are a nebulous mix of laws that apply to NGOs as well as commercial 
enterprises. Currently, the monitoring and evaluation of different MFIs is done via 
independent monitors and consultants. As commercial enterprises, the governance 
of MFIs should adequately fall under the Ministry of Commerce and Industries. 
Da Afghanistan Bank, the central bank of the state and a key implementing partner 
of the Ministry of Commerce and Industries, is said to be poised to take over the 
governance of MFIs. However, these steps had not materialized in 2007 when the 
research for this chapter was underway. MISFA remains the premier governing 
body under MRRD for the operation of microfinance in Afghanistan.

The lack of coordination among line ministries is not limited to microfinance. 
Numerous studies on post-2001 Afghanistan have underlined a general lack of 
coordination among line ministries as a major impediment to reconstruction 
efforts.14 The existence of MISFA as an apex organization and as one that has 
continual interactions with the ministries and the international donors can and 
should be used as a platform to effect more cohesion among the ministries. This 
would require instituting formalized lines of reporting and accountability between 
MISFA and the ministries.

At a lower level of analysis, the activities of individual MFIs are also largely 
uncoordinated. The MFIs operating in the different provinces did not appear to be 
related to each other in any way. Numerous borrowers claimed that while being 
approved for a loan, they were asked if they had taken a loan from any other MFI, 
but were unaware of any follow-up or corroboration of their claims. Many house-
holds interviewed in field visits stated that they were able to access loans from more 
than one MFI operating in their area. This leads to the conclusion that MFIs not only 
enter a market populated by traditional credit products as just another provider, but 
are also in competition with one another. This lack of coordination among MFIs is 
by design, however, and a product of MISFA’s desire to promote open competition 
among MFIs so as to maximize choice in the range of credit products available to 
potential clients. The resultant duplication of services, however, does not necessarily 
result in better service delivery or an adaptive business model that takes clients’ 
needs into account. Loans from one or more MFIs may be the last resort for a con-

14See, for example, Lister (2005, 2006), The World Bank (2005a, b), and Asia Foundation (2007).
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strained borrower unable to borrow from other sources. Arguments for increasing 
consumer choice as the way forward must take into account the factors that con-
strain choice making for the more desperate borrowers.

Discussion

In Afghanistan MFIs entered communities with the assumption that there is siz-
able unmet demand for microfinance. The analysis of the information from sec-
ondary sources and from the field visits undertaken for this research suggests that 
MFIs entered an already sizable credit market as just another product. The estab-
lishment and sustainability of MFIs depends squarely on how MFIs as new chal-
lengers manage to find their niche and fit in with the key institutions that govern 
transactions in a pre-existing market dominated by traditional credit providers. To 
illustrate, reducing the influence of traditional credit sources as a means to capture 
a part of the market for microfinance requires introducing incentives to make MFI 
loans and other financial schemes more competitive and attractive to the prospec-
tive borrowers. In the longer term, institutionalization of MFIs is contingent on 
how effectively long-established social norms and values are changed in favour of 
borrowing from microfinance organizations. This is not a task to be left only to 
MFIs, but a challenge for reconstruction programmes to provide other necessary 
elements, such as improved infrastructure and addressing the many-faceted water 
and land issues, conducive to increased economic activity.

Unchecked, microcredit from MFIs can become parasitic in combination with 
credit from traditional sources, with traditional credit being used to pay off MFI 
loans. There is also evidence to suggest that the reverse, with MFI loans being used 
to pay off loans from traditional sources, also takes place. Similar examples have 
been found in studies of microcredit loans provided in Bangladesh (Klijn and Pain 
2007). Inter-reliance between microfinance from MFIs as a formal process and 
traditional systems also extends to the grass roots implementation of microfinance 
loans. Traditional community relations and trust networks are sometimes used to 
bend the rules in the implementation of microcredit, for example. Loan officers are 
sometimes from the same communities as borrowers, and are therefore part of the 
same community trust networks as the borrowers themselves. Working through 
these relations, some borrowers are able to take out more than one loan, or higher 
amounts and, through this process, reinforce the inequities evident in traditional 
power relations centred on gender, tribal connections, and wealth. Several loan 
officers interviewed in the four provinces reported that, based on trust and favouritism, 
they sometimes give borrowers more time to repay because of difficulties to meet 
repayment obligations.

Evaluations of the performance of microcredit loans appear to be preoccupied 
with the criteria of repayment. A recent publication (World Bank 2007) makes 
reference to a 95% loan repayment rate, the fact that the microfinance sector as 
a whole is already covering 89% of its costs from its own income earned from 
lending activities, and that some of the MFIs have already reached operational 
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self-sufficiency, suggesting that it is expected that most of the other MFIs will 
achieve financial sustainability by the end of 2008. Clearly, the financial 
sustainability of MFIs operating under MISFA is prioritized over measuring the 
sustainability of loans in terms of income-generating gains to the borrowers. This 
preoccupation with repayment, coming from the highest donor and policymaking 
levels, is reflected in implementation by MFI staff in rural Afghanistan. All loan 
officers interviewed appeared to be under pressure to secure repayment, with 
reports in two locations that one MFI was docking loan officers’ wages when 
clients failed to repay.

Unless microfinance leaves households with more productive assets than they 
had before the loan, it is difficult to conclude that there has been an overall positive 
impact on rural livelihoods, despite instances of microfinance being productively 
used in some cases such as Herat. Due to acute poverty in many rural areas, 
compounded by external factors such as droughts and persistent civil and military 
strife, households often spend microcredit loans on consumption-smoothing 
needs. In Herat, one borrower reported that she had taken out a microfinance loan 
to help pay for her son to get married, a story that was echoed in research from 
other provinces. Some borrowers spend all of their loans on consumption, while 
others divert portions of the loan for this purpose. If widespread, consumption 
smoothing based on credit from traditional sources and MFIs results in leaving the 
borrowers worse off than before. Desperate borrowers would borrow from anyone 
willing to lend, regardless of their future ability to repay. Those in debt and under 
pressure to repay may be forced to liquidate livestock and other assets or marry 
off, in some cases, their daughters to annul their debts, an outcome diametrically 
countered to the rationale of institutionalizing MFI credit as a means for increased 
income generating capacity and livelihood betterment. To be sure, MFI-originated 
loans alone cannot be expected to work around the pre-existing institutions that 
govern credit transactions in rural Afghanistan.

Microfinance is often presented as a way of fighting poverty, but it is not 
aimed at the very poorest groups, since ability to repay and to successfully 
invest in productive assets are often beyond the reach of the very poorest. An 
implicit argument for microfinance programmes including microcredit is that if 
they succeed in improving local economies as a whole, there are likely to be 
benefits for the poor through the trickle down effect. This research found, how-
ever, that it is possible that the strength of the local economy might have a deci-
sive effect on the success of microfinance loans, rather than the other way 
around. Microfinance may be more successful in areas with a healthy existing 
market for a given crop or commodity, such as among potato farmers in Bamiyan, 
than in communities with a poorly functioning local economy. This suggests that, 
for microfinance schemes and programmes to take root locally with tangible net 
benefits for the borrowers and the local economy in the longer term, pre-existing 
economic conditions would need to be better than poor and destitute – a relatively 
productive local economy is less conducive to consumption-smoothing 
practices.

Credit and assistance from traditional sources, on the other hand, have been 
noted to have a positive impact on the livelihoods of the very poorest house-
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holds in the community. The traditional sources of credit and assistance net-
works that support the poorest Afghan households are important features of the 
resilient livelihood strategies adopted by the Afghan poor under extreme condi-
tions. Conclusive and comparable evidence does not yet exist to suggest an 
overall positive impact of microcredit on borrowers or the wider village econ-
omy. There is insufficient evidence to conclude that MFI-originated microfi-
nance has resulted in making the rural poor, as a target group, more enterprising 
and economically more productive. This points to a need for more studies, 
spanning a longer period of time and covering larger samples of the population, 
to more accurately establish the benefits accrued to the rural poor through avail-
ability of loans from MFIs and in conjunction with credit from traditional 
sources. A longitudinal study is likely to capture the dynamics of loan cycles, 
drop out rates by borrowers and lenders from the system, and changes in the 
credit system as an outcome of learning, which is crucial in institutionalization 
processes, by both lenders and borrowers.

Where loans are tied to the building, expansion, or enhancement of an enter-
prise, it is vital that this should be linked to training and identification of business 
needs and viable markets for the end products of the enterprise. In the long run, 
external factors such as the strength of the local economy, irrigation issues in the 
case of agricultural enterprises, droughts, transport and energy infrastructure, and 
access to markets play quite instrumental roles in the success or failure of an MFI 
as far as making a lasting impact on livelihoods. Unless MFIs meet their declared 
aim of improving sustainable income generation in conjunction with improvements 
in all other facets of Afghan rural political economy, there is a risk that MFI-
originated loans might feed cycles of debt, instead of improving livelihoods in a 
sustainable fashion.

Future research and efforts to reform how MFI funds are disbursed will need 
to pay particular attention to the non-financial and longer term impact of credit 
provision and borrowing through MFIs. The design of microfinance organiza-
tions to prioritize repayment as a measure of success filters down to the loan 
officers and may be clouding a comprehensive view of exactly how far loans are 
helping livelihoods. The design of loans with very frequent and inflexible repay-
ment schedules may also combine with small loans in initial cycles, making it 
hard for households to make a sufficient investment with their loan and make 
enough profit to both repay and end up with more assets than they started with.

Despite the many shortcomings in the introduction of microfinance in rural 
Afghanistan, it is too early to conclude that microfinance has been a failure. 
There have been, in Bamiyan and in some instances in Balkh and Herat, cases of 
increased participation of women in productive economic activity. There are also 
cases of livelihood improvements, more so in Bamiyan than in the other prov-
inces. The introduction of microfinance in rural Afghanistan remains a work in 
progress. The future success or failure of this experiment depends on how well 
MISFA and its MFIs adapt to their operating environment by learning and how 
the many institutional gaps and obstacles highlighted in Figs. 4–6 are understood 
and overcome.
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Conclusions

Microfinance from traditional sources in Afghanistan is subject to a complex set 
of institutional arrangements. Numerous forms of credit transactions are gov-
erned by generations-old traditional institutions. Interventions through the intro-
duction of MFIs to change the pre-existing lending and borrowing patterns and 
arrangements are thus difficult to institute in the short term and likely to be sub-
jected to suspicion and mistrust, particularly if a given MFI fails to effectively 
“resonate” with the pre-existing institutions that govern credit transactions. 
There is clearly a perception among policymakers that microfinance is working 
in Afghanistan, although studies of microfinance have drawn mixed 
conclusions.

Evidence suggests that even the middle and higher income families targeted by 
microfinance do not always benefit fully, due to the small sizes of loans, short grace 
periods, and frequent repayment cycles of some loans in the first cycles. Longer 
grace periods and larger loans offered by microfinance organizations in the later 
cycles of lending are likely to increase the potential for long-term livelihoods 
benefits for borrowers. While some innovation has taken place, notably the 
implementation of the murhaba-based loans, there is clearly much more room for 
similar initiatives to make formal borrowing more acceptable to the potential 
borrowers. Future initiatives should focus on such issues as affordability to borrow 
(through flexible and/or reduced interest), longer grace periods, longer term loans, 
and larger loans.

There appears to be a desire by the government and international donors to regu-
late and supervise the variety of people involved in hawala style activities including 
the hawaladars grocers, merchants, and a host of other individuals. If identifying, 
licensing, and regulating the well-established system of hawala transactions is difficult 
because of the number of actors and the complexity of their relationships, the task will be 
many folds more difficult, and perhaps not very useful, for the less common but 
equally complex traditional forms of transaction such as alms. This calls for increased 
attention to and innovativeness in the development of new lending and borrowing 
arrangements with a capacity to replace the less transparent and difficult-to-document 
traditional institutions. Policy innovation in this regard is possible only through 
engagement of the target population to continually define and re-define community 
needs. As Reich (1988) has eloquently put it, policymakers’ responsibility is not only 
to discover “objectively” what they think people want and then to devise solutions, 
but to provide the public with alternative visions through engaging with them so as to 
broaden the range of potential responses being wanted.

Given the need for re-visioning and re-examination, the replacement and transfor-
mation of traditional institutions of credit with MFIs is at best a medium-term objec-
tive. As such, it would require on the part of MFIs competitiveness of lending terms, 
receptiveness to client needs, and, most importantly, increased trust by the borrowers 
in MFIs. These requirements would only emerge over time through further adaptation 
by MFIs to better fit with local conditions (including what the public wants) and 
through positive livelihood impacts felt by the borrowers of MFI loans.
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Recommendations

Policy Recommendations

The emphasis on the financial sustainability of MFIs must be supplemented with 
equal emphasis on assessments of the social sustainability of MFIs if the intro-
duction of microfinance is to lead to measurable, documented improvements in 
rural livelihoods.
A change of thinking at policymaking levels is necessary regarding the moral 
framework in which traditional microfinance transactions are discussed. The 
discussion of “informal credit” or “moneylending” in a pejorative leads to an 
implicit assumption that all traditional sources of credit should wither away 
along with increased regulation of financial transfers and increased reach of 
formal financial services through, for example, MFIs.
Policy options that recognize, respect, and work with and through the more 
equitable pre-existing lending and borrowing arrangements need to be more 
closely investigated to reduce the tension between the introduced and traditional 
forms of lending and borrowing. A starting point in this process is to engage the 
relevant community actors such as mullahs prior to introducing MFI-originated 
loans in rural communities.
Introducing records or paper trails for traditional financial transactions is per-
haps overambitious. However, MFIs could be regulated to perform an additional 
function in monitoring the debt to traditional sources.
Ultimately, there needs to be recognition that, alongside a conceptual shift away 
from the negative perception of the traditional sector as something that should be 
replaced by formalized structures, microfinance alone will not achieve the poverty 
reduction and economic growth aims that it is intended to help deliver. Microfinance 
will need to be regarded as one component of the strategy to improve local services, 
employment creation, infrastructure, and market function.

Operational Recommendations

The pervasiveness of microcredit (and finance) from traditional sources should 
be taken into account when assessing the demand for MFI-originated loans so as 
to avoid duplication of services that are already available locally, and sometimes 
equitably, and to ensure that microcredit targets the households where it can 
make a difference.
The engagement of mullahs and other influential community actors needs to be 
sought and sustained to avoid resistance to and backlashes against MFIs and 
their services.
To take root and become institutionalized, MFIs have to successfully compete 
with the traditional terms of lending and borrowing. Interest rates or service 
charges have to remain lower than those in the traditional sector.
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The size of MFI loans and repayment arrangements (commencement of repay-
ment of instalments and the lifecycle of the loan) need to be re-thought so as to 
minimize undue pressure on the borrowers and discourage decapitalization 
through selling assets or additional borrowing to meet strict repayment 
deadlines.
MFIs should fully assess and monitor levels of existing indebtedness in com-
munities where they plan to operate so as to minimize contributing to cycles of 
indebtedness prevalent in many of the poorer rural areas.
MFIs should standardize their methods of recording and responding to non-payment, 
involving the creation of mechanisms for assessing reasons for non-payment and 
for protecting households who may be going through decapitalization as a result 
of repayment pressures.
MFIs should adopt a standardized system of evaluating the livelihood impact of 
their loans so that a general picture can be built of the types of loans and repayment 
schedules most appropriate in different Afghan contexts.

Appendix A: The Microfinance Institutions of Afghanistan

AFSG: The Ariana Financial Services Group (AFSG) was established by 
Mercycorps in April 2003. AFSG uses the group lending methodology to provide 
credit to predominantly female clients in Kabul City who are active in a wide range 
of small businesses. The organization has also started an individual loan product 
targeted at repeat cycle clients (both males and females).

AMFI: CHF International’s Afghanistan Microfinance Initiative (AMFI) offers credit 
and working capital to low-income households in Bamiyan and Ghazni provinces. The 
programme uses solidarity group method to offer credit to business owners.

ARMP: The Afghanistan Rural Microcredit Programme (ARMP) was set up in 
2003 by the Aga Khan Foundation (AKF). The organization offers a variety of 
loan services to individuals to improve their business activities or remedy cash 
flow problems.

BRAC: Set up by BRAC (Bangladesh) in 2003, it is the leading MFI in 
Afghanistan. BRAC offers individual loans to business owners in both urban and 
rural areas of the country.

CFA: Child Fund Afghanistan (CFA) was started by the international NGO, 
Christian Children’s Fund (CCF), and currently (2007) operates in three provinces. 
CFA follows a solidarity group lending methodology and has already financial 
sustainability.

FINCA: FINCA Afghanistan was set up in 2004 by the NGO, FINCA 
International. The organization has pioneered the development of shari’a law-
compliant lending (murabaha) in Afghanistan. FINCA operates in the city and 
surrounding areas of Kabul, Jalalabad, Herat, and Mazar-e-Sharif.

FMFB-A: The First MicroFinance Bank – Afghanistan was established in 2003 
to lend in order to “reduce poverty, diminish the vulnerability of poor populations. 
and alleviate economic and social exclusion.” It has operations in seven provinces.
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Hope for Life: Affiliated with HOPE International, it is a global, faith-based, non-profit 
organization focused on poverty alleviation through microenterprise development.

MADRAC: Established in June 2005 by the Danish NGO, DACAAR, it hasthe 
main goal of providing microfinance services to low-income households in rural 
areas of Afghanistan. MADRAC uses a solidarity group lending method for its 
operation with group sizes of 10–20 members. MADRAC works in the Herat, 
Ghazni, and Laghman provinces.

MoFAD: The Micro Finance Agency for Development (MoFAD) is a 
savings-based microfinance program established in Kabul by CARE 
Afghanistan. MoFAD uses CARE’s well-known savings and credit group 
(SCG) methodology to set up groups of women who rotate their savings and 
borrow from the MFI.

OXUS: Part of the OXUS Development Network (ODN), a global network of 
MFIs affiliated to ACTED, the French international development NGO. OXUS 
Afghanistan is currently providing loans to solidarity groups of women and men for 
income-generating activities. The organization works in Kabul, Parwan, Balkh, and 
Faryab provinces.

PARWAZ: The first woman-led MFI for Afghans by Afghans in Afghanistan 
established in 2002 to provide microcredit to male and female households in Kabul 
and Ghazni, and the surrounding areas.

SUNDUQ: Setup by MADERA, a French NGO, in 2005. The organization uses 
the village banking methodology to provide credit to rural households. MFI opera-
tions are spread across the Eastern part of the country.

WWI: Women for Women International (WWI) started a microfinance program 
in 2004 in Afghanistan to offer financial services to the poor and socially excluded 
women in rural and urban areas.

WOCCU: The apex organization of the international credit union system. Only 
owner-members have access to the savings and loan services provided by each 
credit union. WOCCU has established two credit unions in Balkh and Jowzjan.

Appendix B: Datasets for Institutional and Organizational Maps 
in Figs. 5 and 6 (appendix B begins on the following page)
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Appendix C: Descriptions of and Assumptions  
About Institutions of Credit Transaction

Legislation

Legislation refers to laws that govern the transfer of money from the donors to 
MISFA. Legislation has a direct, strong effect on the policy of the MFIs. The laws 
regarding the distribution, use, availability, and intended effect of funds form the 
basis for the policies enacted by MISFA for the operation of MFIs. Legislation also 
has a moderate effect on the rules and selection criteria of MFIs. The laws determine 
the policies of MISFA, which in turn forms the basis for the rules, selection criteria, 
punitive measures and other operational parameters of MFIs. As such, legislation is 
a constitutive institution (according to the typology in Fig. 3) in the introduced 
system because it sets the ultimate boundaries of action for MISFA and, conse-
quently, for MFIs and their clients.

Availability of Funds

Availability of Funds to MISFA from the donors for the operation of microfinance 
programmes will havea moderate effect on the opium economy if MFI loans replace 
finance available to borrowers from participation in the opium economy. However, 
Klijn and Pain (2007) demonstrate that traditional credit arrangements are weakly 
affected by the availability of funds from the formal sector. Moreover, there is some 
evidence of borrowers borrowing from traditional sources to pay off their formal 
loans. From a livelihood perspective, this points to a conflictive, detrimental relation-
ship between traditional forms of borrowing and finance arrangements with MFIs.

The availability of funds from MFIs is a regulative institution (Fig. 3) in the 
introduced sector since it determines the immediate boundaries of action by MFIs.

Policy

Actions by MFIs are structured through policy as determined by MISFA. The rules 
and client selection criteria (see below) for the MFIs are a direct result of the policy 
of MISFA for the operational parameters of MFIs. Policy, therefore, is a regulative 
institution (Fig. 3) within the introduced sector.

Rules and Selection Criteria

The borrowing rules and selection criteria used by MFIs regulate credit transactions 
in the introduced credit sector by setting the immediate boundaries on who receives 
the loans and what punitive measures may be taken against non-payment. As such, 
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the rules and the selection criteria have a direct, facilitative impact on the dynamics 
of a loan group (see below).

Rules and selection criteria also affect attitudes to credit strongly. Traditional 
attitudes to credit are based on negotiable and flexible repayment 
arrangements,whereasfinance from MFIs tends to be stricter. The observed behav-
iour of borrowing from traditional sources to pay back MFI-originated loans is 
arguably an outcome of this relationship between rules and selection criteria and 
the attitude to credit. Also, the interplay between the flexible traditional attitude to 
credit and the restrictive mode of behaviour imposed on the borrowers by MFIs can 
result in a conflictive relationship.

Loan Group Dynamics

The loan group is one of the principal forms through which MFI-originated loans 
are dispersed to individual borrowers. The loan group dynamics represents regulative 
as well as associative institutions in transactions involving MFIs. An individual’s 
relationship with the loan group and the ability to pay determine the individual’s eligibil-
ity for future loans. Loan groups simultaneously serve as a means for individuals to 
secure MFI loans and a mechanism to exert peer pressure on borrowers (to repay) 
and thus in shaping repayment behavioural patterns.

Loan group dynamics hasa moderate effect on deeply ingrained social norms and 
values manifest as standardized habits of groups and individuals in social situations. 
The presence of a loan group can result in a realignment of social values associated 
with credit repayment and also have moderate effects on social and kinship ties. The 
presence of a loan group whose options to access credit are determined partly by 
individual action also affects the attitude that the individual has towards credit repayment. 
Group loan dynamics can come into conflict with traditional social norms and values 
and attitudes to credit repayment. However, their longer term impact can be facilitative 
if group and individual-in-group attitudes toward credit are changed without 
undermining the traditional norms embedded in social, kinship, and familial ties.

Favouritism

Loan group officers can exercise favouritism toward certain borrowers. Being 
(largely) based on familial, kinship, and social ties, favouritism is an associative 
institution (Fig. 3) in traditional and introduced forms of borrowing. Evidence from 
interviews with borrowers in the four provinces suggests that the rules and selection 
criteria used by MFIs can be undermined by favouritism. A weak relationship is 
assumed between favouritism and MFI rules and selection criteria since rules and 
selection criteria are not always clear to the borrowers.
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Religious Sanctions (by Mullahs)

Traditionally, mullahs are interpreters of Islamic notions concerning behaviour in 
the community, including individual economic behaviour. The perception of sudh 
as being sinful is a cognitive institution (Fig. 3) or a mental model promoted by 
mullahs and expected to be complied with by believers. Wealthier mullahs can also 
act as money lenders based on terms that could be benevolent or draconic, depending 
on the mullah and his scruples.

Since mullahs usually act as watchdogs in enforcing social norms and values, 
their influence on perceptions within the community about introduced forms of credit 
is likely to be significant. Some MFIs have responded to the instrumental role of 
mullahs by modifying their interest system based on consultation with or buy-in from 
the mullahs in some cases. A moderate effect from religious sanctions on borrowing 
behaviour is assumed because the power of mullahs concerning sudh is not conclusive 
to attitude change, as has been reported in this research and other literature. 
Depending on the role assumed by the mullah in a given context, the relationship 
between religious sanctions and the rules and selection criteria of MFIs can be 
conflictive or facilitative.

Social Norms and Values

Social norms and values are behavioural institutions (Fig. 3) manifest as deeply 
ingrained, standardized patterns of behaviour. To a large extent, but not exclusively, 
attitudes to credit are manifest as social norms and values which in turn structure 
familial, kinship, and social relations as well as forming a key component part of 
the moral economy (see below).

Environment of Risk

According to Klijn and Pain (2007), “environment of risk” is the institutional 
expression of inequality, inequitable class relations, exploitation, social exclusion, 
and unaccountable power within rural Afghan society. These features cause the 
poor to seek protection through relations of patronage with the powerful actors and 
reinforce the dependency of the poor on the powerful. This relationship has a strong 
effect in defining traditional credit arrangements. The environment of risk is a 
constitutive institution (Fig. 3) since it sets the ultimate boundaries of action by 
individuals entering traditional credit relations.

The environment of risk has a weak effect on the availability of funds from donors 
to MISFA and a strong effect on attitudes to credit. An element in consideration to provide 
funds is the perceived scale of success in terms of improved socio-economic and political 
security. Higher risk areas are less likely to receive microfinance, making the 
relationship between environment of risk and availability of funds conflictive.
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Opium Economy

The opium economy has proven to be a resilient agricultural activity and by all 
accounts has been a constitutive institution (Fig. 3) in the Afghan rural landscape 
for a number of generations. The salaam system of advance payment is a widespread 
credit arrangement in the opium economy. The practice is far less evident in rural 
economic activity. A weak effect is assumed of the opium economy on traditional 
credit arrangements.

Availability of Funds from donors is highly dependent on the state of the 
opium economy in an area. A high level of opium production generally implies 
low availability of funds for the area. The opium economy, due to the security risk 
element attached with opium cultivation, acts as a facilitator to the environment 
of risk in rural Afghanistan. This effect is assumed as moderate because the 
environment of risk is a pervasive aspect of rural Afghanistan, regardless of the role 
of the opium economy.

Traditional Credit Arrangements

Traditional credit arrangements, such as Qarz-e-hasana and Qarz-e-Khudad 
(Fig. 1), usually arranged as advance loan on crops, play a regulative role (Fig. 3) 
in the flow of credit from lender to borrower. These arrangements have a strong 
influence on familial/kinship/social ties (see below) because they facilitate the 
creation and reinforcement of existing ties within the community. The form of 
credit arrangement often corresponds to the structure of social power relations.

Traditional credit arrangements have a moderate influence on attitudes to credit. 
Klijn and Pain (2007) note a confidence among borrowers about their ability to 
access credit and repay loans, attributing this to the flexibility and negotiability of 
traditional credit arrangements. The structures of these arrangements themselves 
contribute to the shaping of attitudes to credit.

Familial/social/kinship Ties

This associative institution (Fig. 3) facilitates the major interaction among the 
lenders and borrowers within the traditional system of credit. Familial, social 
and kinship ties have a strong and direct effect on favouritism. The stronger the 
ties, the higher the possibility of rule-bending by the lenders and the expectation 
of preferential treatment by the borrowers. Moreover, traditional credit arrange-
ments are negotiated on the basis of these ties. The moral economy (described 
below) also operates on the basis of familial, kinship, and social ties.
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The Moral Economy

The set of expectations and choices concerning credit relations, with the aspect of 
morality that legitimizes the parameters of these relations, form the basis of the 
moral economy as a cognitive institution (Fig. 3) in informal credit practices. 
Traditional credit arrangements are affected strongly by the moral economy. Klijn 
and Pain (2007) refer to leniency in many cases in repayment arrangements as a 
product of the moral economy. The moral economy is affected by the attitudes to 
credit and reinforces traditional credit arrangements.

Attitudes to Credit

Attitudes to credit (Klijn and Pain 2007), refers to high confidence among the 
potential borrowers in finding loans and in repaying them. This behavioural institution 
(Fig. 3) is a key feature in traditional credit arrangements, the moral economy,and 
the familial/kinship/social ties. Since rural individuals have been reported to have a 
high confidence in accessing as well as repaying loans, they enter into traditional 
credit arrangements more readily. They also utilize their familial and kinship ties 
frequently to access credit, thus reinforcing these ties.

Islamic Notions of Credit

Islamic notions of credit are both cognitive and constitutive institutions (Fig. 3), which 
at once guide actions of individuals and set the ultimate boundaries for socio-economic 
activity. Islamic notions of credit have a weak impact on the rules and selection 
criteria formulated by MFIs concerning microfinance. MFIs have changed their 
rules to better accommodate Islamic notions, but this has been the direct result of the 
actions of mullahs, who are the purveyors of the Islamic notions of credit.
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Abstract Central government education formulas for the distribution of funds to 
local public schools have a long history in numerous countries, with special impor-
tance at the state level in the United States. Such formulas have been formulated 
to express an array of concerns to include equity, ability to pay, adequacy, need, 
willingness to pay taxes, geographical sparcity, tax burdens, the political power to 
acquire more money for an area, and so forth. The differentiation and elaboration 
of school-aid formulas have led to the evolution of greater formula complexity and 
the emergence of very different kinds of school finance systems in different states.  
The social fabric matrix is utilized to articulate the Nebraska State system used for 
the distribution of financial aid to kindergarten- through- grade- 12 public schools. 
This demonstrates how states can model their systems in order to observe the 
interconnections through algebraic formula terms in order to determine the conse-
quences of planned changes. The findings of the analysis are also drawn upon for 
conceptual conclusions about school-aid policy, rules, and systems.

Introduction

Central government education formulas for the distribution of funds to local public 
schools have a long history in numerous countries, with special importance at the 
state level in the United States. Such formulas have been formulated to address an 
array of concerns to include equity, ability to pay, adequacy, need, willingness to 
pay taxes, geographical sparcity, tax burdens, the political power to acquire more 
money for an area, and so forth (see Musgrave 1961; Morgan and Hayden 1970; 
King et al. 2003).

Consistent with the principles of open systems, the differentiation and elabora-
tion of school-aid formula terms have led to the evolution of greater formula com-
plexity and the emergence of very different kinds of school finance systems in 
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different governmental units. This chapter utilizes a social fabric matrix (SFM) (see 
Hayden 2006, 73–108) to articulate the Nebraska state system used for the distribu-
tion of financial aid to kindergarten- through- grade- 12 (K-12) public schools. This 
demonstrates how states can model their systems with the SFM in order to observe 
the interconnections of various formula terms and to determine the consequences 
of planned changes. The findings of the analysis are drawn upon for conceptual 
conclusions.

The SFM context contains the matrix, digraph, and cell definitions. The cell 
definitions generate a continuous 600-page algebraic formula for each school district 
that is used to determine the amount of money that is distributed by the state to each 
school district. An integrated mathematical formula of the system’s rules has not 
existed prior to this project. The formula is the articulation of the rules, regulations, 
and requirements as expressed in state law and by operational routines established 
in government departments. The matrix, digraph, and complete formula are available 
at the interactive SFM website http://cba.unl/academics/economics/sfm/. To dem-
onstrate the utilization of the SFM, only part of the system will be explained here.

Social Fabric Matrix, Digraph, and Cells

Social Fabric Matrix

The 40 × 40 SFM is found in Fig. 1. The rows and columns are social belief criteria, 
authority institutions, and processing institutions (see Hayden 1998). The authority 
institutions deliver rules such as the legislative laws and court decisions to other 
authority institutions and to processing institutions; the rules are used to specify 
regulations and requirements for calculating associated formula terms; and pro-
cessing institutions deliver calculations to other institutions for making other 
calculations that finally determine the amount of money to be sent to each local 
school district.

Social Fabric Matrix Digraph

A display of the information in the SFM is its digraph presented in Fig. 2. Each oval 
in Fig. 2 is a SFM component that is numbered with its respective row and column 
number in Fig. 1, and the directed edges between components in Fig. 2 represent 
the cells in Fig. 1 that indicate the delivery from the row components to the column 
components.

Components 1 through 6 appear from top to bottom on the left of Fig. 2. They 
are the normative social beliefs that have been explained, discussed, and debated on a 
regular basis in state legislative bodies and in state and federal courts. The deliberative 
process helps refine their meaning. The beliefs are delivered to components 7 and 8, 
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which are the courts, legislature, and Office of the Governor. These authority insti-
tutions utilize the beliefs to make and deliver rules that are delivered to other 
authority institutions, represented as components 9 through 13.1 Through that pro-
cess, the meaning of the social beliefs becomes specified through the working of 
the institutional process that determines the allocation of school aid.

The Nebraska Department of Education (NDE) is the authority institution of 
greatest interest here because the legislative laws and court decisions give it the main 
authority for formulating the regulations from the rules. Additionally, NDE has the 
responsibility for specifying the requirements to be used by agents in various depart-
mental groups for making the calculations of the state educational finance system, 
which is termed the Tax Equity and Educational Opportunities Support Act 
(TEEOSA) (Nebraska Department of Education 2007). TEEOSA calculations are 
guided by the deliveries of regulations and requirements, indicated by the edge 
coming from NDE to components 14 through 40 in Figs. 1 and 2. NDE directs its 
divisions and the niches within its divisions to fulfill regulations and requirements 
through coordination with other divisions and niches within its own department and 
with divisions and niches in other departments. The directed edges from NDE to 
components 14 through 40 inform those components about what data to use, from 
where to acquire the data, what calculations to make, and to which groups to deliver 
the calculations after they are completed. Components 14 through 40 are different 
working groups within departments and across departments that make different 
calculations for different parts of TEEOSA by coordinating workers, data, and 
computers across different institutional organizations. Formula terms require the 
institutional organizations to coordinate work and data from local, state, and federal 
government departments. Components 14 through 40 are given the names that 
correspond to the TEEOSA rules that designate the components’ processes.

Social Fabric Cell Descriptions Through Algebraic Terms

An abridged 138-page version of the 600-page algebraic formula mentioned above is 
presented in the SFM website. It is an expression of the SFM cells which indicates 
the quantity, temporal dimensions, and spacial location of deliveries. For the purpose 
here, only the formula parts numbered (1) through (49), as found in Table 1, are 

1Rules are delivered by institutional organizations, so, if possible, it is best to include the institu-
tional organizations as the delivering and receiving components in the rows and columns of the 
SFM (as in Fig. 1) with the rules in the cells. This clarifies the row institutions that are responsible 
for the delivery of the rules and the column institutions with a 1 in the cells across the delivery row 
that help institute the rules. It is possible to list only the rules in the delivery rows of the SFM, but 
this does not explicitly indicate the source of rules, thus making it appear that rules stand alone. 
This is the way new institutional economists might use the SFM, or anyone who wants to empha-
size the importance of a set of rules in a problem area without indicating the source of the rules.



212 F.G. Hayden

Fig. 1 Social fabric matrix of Nebraska state aid for a local K-12 public school system,  
2006–2007
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Fig. 1 (continued) 
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Fig. 2 Social fabric matrix digraph of Nebraska state aid for a local K-12 public school system, 
2006–2007
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Table 1 Nebraska state school aid formula for each local K-12 school system, 2006–2007
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Table 1 (continued)

if a local district has:

(11)
(1) Less than 200 formula students,
(2) More than 600 square miles in the local system,
(3) Less than .3 formula students per square mile in the local system, and
(4) More than 25 miles between high-school attendance centers.

d d d d d d.05 .05 .10 .15 .20 .25 .30LI (12)

2 3 4

2 3 42
1 1.05
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y y y

y y y
y y
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d d d d d d

d
0,

.05 2 .10 3 .15 4 .20 5 .25 6 .30 ;

where : (c) = 1,
else

LI
C

FS

(17)

2
1

; : 
n

y
i

TGFOE which includes TP SS AE TfOF (18)

2y
CS GFDSP TransPd StCat RIP SDA (19)

2y
TP SS AE TfOF CS GFDSP TransPd StCat RIP SDA (20)

; .405 4.00 ;2 2 2 2TRPT TPd if PRM ILTy y y y (21)
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(continued)
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Table 1 (continued)

2( 2 2 )& yTR Trans SpEdSchAge WrdsSt Count AorDCurr MCCA (23)
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(continued)
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Table 1 (continued)

(continued)
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explained. This is an important part of the formula because it (1) shows the function 
of the SFM cellular information in establishing a whole system; (2) demonstrates 
the importance of how rules, regulations, and requirements are institutionalized; (3) 
illustrates how institutional organizations are dependent on and serve other institu-
tional organizations; (4) clarifies how the various groups across departments func-
tion to implement formula terms; (5) demonstrates how rules are specified with 
algebraic terms; (6) explains the cost and need parts of the formula; and (7) defines 
a section that is utilized repeatedly in different ways throughout the larger formula. 
Table 1 is dependent on the SFM delivery cells, as explained in the following 
paragraphs.

Cells (12,14) through (12,40): Nebraska Department of Education deliveries to 
Components 14 through 40: The regulations and requirements upon which institu-
tional organizations 14 through 40 are dependent are delivered in these cells from 
the NDE (see row 12 and columns 1 through 40 in Fig. 1). These deliveries include 
regulations and requirements with regard to the use of data, as well as the delivery 
of the databases that NDE receives from the Nebraska Department of Revenue, cell 

for very sparse cost-grouping districts where there is either:

(43)
(1) Less than .5 census students per square mile in the county where the high school is 

located,
(2) Less than 1 formula student per square mile in the local system, and
(3) More than 15 miles between high-school attendance centers
OR
(1) More than 450 square miles in the local system,

(44)(2) Less than .5 formula students per square mile in the local system, and
(3) More than 15 miles between high-school attendance centers.
OR
for sparse cost-grouping districts where there is either:

(45)
(1) Less than 2 census students per square mile in the county in which each high 

school is located,
(2) Less than 1 formula student per square mile in the local system, and
(3 More than 10 miles between each high school’s attendance centers
OR
(1) Less than 1.5 formula students per square mile in the local system, and

(46)
(2) More than 15 miles between each high school’s attendance centers.
OR
(1) Less than 1.5 formula students per square mile in the local system, and

(47)
(2) More than 275 square miles in the local system.
OR
(1) Less than 2 formula students per square mile in the local system, and (48)
(2) The local system includes an area equal to 95% or more of the square miles in the 

largest county in which a high-school attendance center is located.
OR
for standard cost-grouping districts that do not qualify for either very sparse or sparse 

grouping.
(49)

Table 1 (continued)
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(13,12), and from the local school district, cell (9,12). The rules, regulations, and 
requirements delivered will become clear below in the discussion of cells that are 
dependent on the deliveries for this set of cells.

Cell (14,15): Fall Membership delivery to Formula Students: The fall member-
ship (FM) is the number of students enrolled in each grade category for the year 
prior (y-1) to the fall semester of the year for which state aid is being calculated. 
The fall membership for grade-range categories is as follows: one-half day kinder-
garten (Ky-1), full-day kindergarten through grade six (FDSKy-1), grades seven 
and eight (SEy-1), and grades nine through twelve (NTy-1) (Neb. Rev. Stat. § 
79-1003(16), Supp. 2005)2.

Cell (15,16): Formula Students delivery to Weighted Formula Students: Excluding 
the grade-weighting coefficients on the left side of the square brackets in parts (1) 
through (4) of Table 1, this section of the formula expresses the way the FM catego-
ries are adjusted to find what Nebraska law defines as formula students (FS). FS is 
determined as each of the grade categories is multiplied by the average ratio of the 
year’s average daily membership (ADM) divided by the FM for the second (y-2), 
third (y-3), and fourth (y-4) years prior to the formula year (y0).  
To this product is added the number of students that the school district contracts out 
to other districts for the respective grade levels for the prior year. Students contracted 
out for the different grades are one-half-day kindergarten (KCy-1), full-day kinder-
garten through grade six (FDKSCy-1), grades seven and eight (SECy-1), and grades 
nine through twelve (NTCy-1). This specifies how the number of FS is generated 
(Neb. Rev. Stat. § 79-1003(18), Supp. 2005). It is delivered to weighted formula 
students for additional adjustments, also found in parts (1) through (4) in Table 1.

Cells (16,21) and (16,27): Weighted Formula Students delivery to Adjusted 
Weighted Formula Students and Aggregate Students Without Remoteness: Weighted 
formula students (WFS) are calculated by multiplying the grade categories in the FS 
term in parts (1) through (4) in Table 1 times the coefficients designated by law for 
weighting the different grade categories. The grade-weighting coefficients are: 0.5 
for one-half-day kindergarten, 1.00 for full-day kindergarten through grade six, 1.2 
for grades seven and eight, and 1.4 for grades nine through twelve (Neb. Rev. Stat. 
§ 79-1007.01(1) (a–b), Supp. 2005). Thus, the WFS formula is parts (1) through (4) 
in Table 1. The calculations for weighted formula students are delivered to compo-
nents 21 and 27, as indicated in Figs. 1 and 2 (they are also delivered to component 
32, as indicated in cell (16,32) but that is not part of our concern here).

Cells (17,21) and (17,27): Limited English Proficiency delivery to Adjusted 
Weighted Students and Aggregate Students Without Remoteness: A demographic 
factor is added as part 5 in Fig. 1. It is the number in the year prior to the formula 
year of students in the local school district with limited English proficiency multi-
plied by 0.25 (Neb. Rev. Stat. § 79-1003(c)(ii), Supp. 2005). This calculation is 
delivered to components 21 and 27.

2 All statutes cited, along with the relevant list of source laws, can be found at Nebraska legislative 
documents (2008) (see references).



223Utilization of the Social Fabric Matrix to Articulate a State System of Financial Aid 

Cells (18,21) and (18,27): Indian Land Factor delivery to Adjusted Weighted 
Formula Students: Another demographic factor is the Indian-land factor, which is 
the average daily attendance (ADA) two years prior to the formula year of students 
that reside on what is designated as Indian land multiplied by 0.25 (Neb. Rev. Stat. 
§ 79-1003(c)(i), Supp. 2005). This is found as part 6 of Table 1.

Cell (19,21): Remoteness Factor delivery to Adjusted Weighted Formula 
Students: The third demographic factor is the extreme-remoteness factor, which is 
for school districts that have: (1) less than 200 formula students, (2) more than 600 
square miles in the district, (3) less than 0.3 formula students per square mile in the 
district, and (4) more than 25 miles between high-school attendance centers. 
Districts that qualify are credited with an additional 0.125 students for each formula 
student (Neb. Rev. Stat. §79-1003(c)(iv), Supp. 2005), as indicated in parts (7) 
through (11) in Table 1.

Cells (20,21) and (20,27): Poverty Factor delivery to Adjusted Weighted 
Formula and Aggregate Students without Remoteness: The fourth demographic 
factor is the poverty factor, as defined in (12) through (17) in Table 1. In addition 
to low-income students being included in formula terms above, additional students 
are added to a school district’s total student count according to the poverty factor. 
To calculate the poverty factor, either the number of children from low-income 
families in the district as reported by the Nebraska Department of Revenue (SFM 
cell 13,12) or the FS qualified for free lunch or free milk (SFM cell 9,12) is utilized, 
whichever is greater. That low-income student number is then decreased by the 
formula. The number of low-income students (LI) in the district must be at least 5% 
or greater of the total number of FS in the district for any additional students to be 
added to the student count due to the poverty factor. The function to calculate the 
poverty factor is calculated to increase at an increasing rate as additional percentage 
points above 5% are added, with the rate of increase changing with each additional 
5% increment of FS. For example, if the number of low-income students is from 5 
to 10% of FS, the percent the number of low-income students is of FS is multiplied 
by 5%; if the number of low-income students is between 10 and 15%, it is multi-
plied by 10%, and so forth (Neb. Rev. Stat. § 79-1003(c)(iii)(A–G), Supp. 2005). 
The formula term utilized here for the poverty factor utilizes the delta method to 
specify how to calculate the number of students to be added to a school district’s 
student count, as follows: Delta and its correspondent variable (C) are combined as 
a function (not to indicate that they are multiplied). Examples of C with  are 
(0.05) and (0.30). The conditions define that a function such as (0.15) is 1 or 0, 

depending on the ratio of LI/FS. Functions less than LI/FS are 1 and those greater 
than LI/FS are 0.

Cell (21,29): Adjusted Weighted Formula Students delivery to Cost Per Student 
Times Local Students: As clarified above, components 16, 17, 18, 19, and 21 make 
direct deliveries of their calculations to component 21, Adjusted Weighted Formula 
Students. In turn, that group aggregates those calculations to generate formula parts 
(1) through (17) in Table 1 (Neb. Rev. Stat. § 79-1007.01(2)(a–b), Supp. 2005). 
This result is generated in order for it to be utilized by component 29, Cost Per 
Student Times Local Students.
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Cell (22,25): Excluded Total General Fund Operating Expenditures delivery to 
Adjusted General Fund Operating Expenditures: Each district’s total general fund 
operating expenditures (TGFOE) for the most recently available complete data year 
(usually y-2) contain a series of expenditures included in the TGFOE that are 
deleted for calculations made by component 25, Adjusted GFOE. The expenditure 
items deleted are tuition paid (TP), summer school (SS), adult education (AE), 
transfers from other funds (TfOF), community services (CS), redemption of gen-
eral fund debt service principal (GFDSP), transportation paid to other districts 
(TransPD), state categorical programs (StCat), retirement incentive program (RIP), 
and staff development assistance (SDA) (Nebraska Department of Education 2006). 
Excluding the sigma sign, this is shown in parts (18) through (20) of the Table 1 
formula.

Cell (23,25): Transportation Allowance delivery to Adjusted General Fund 
Operating Expenditures: The transportation allowance for each local school district 
is the lesser of the following two: (1) the actual specific transportation expenditures 
reported by the local district (TRPT) minus transportation expenditures paid to 
another district (TPd), or (2) a calculated amount based on the pupil route miles 
transported (PRM) multiplied by (0.405)(4.00) plus in-lieu-of transportation (ILT). 
The former (part (21)) is used if it meets the condition of being less than the latter 
(part (22)), and the latter is used if it meets the condition of being less than the 
former (Nebraska Department of Education 2006). This calculation is delivered to 
component 25, Adjusted General Fund Operation Expenditures.

Cell (24,25): Special Receipts delivery to Adjusted General Fund Operating 
Expenditures: Special receipts is determined separately for each local school dis-
trict by the aggregation of the following: Tuition receipts (TR2), transportation 
receipts (Trans2), expenditures for special education by student age (SpEdSchAge), 
payment for wards of the state and wards of the court (WrdsSt&Crt), receipts for 
accelerated or differentiated curriculum programs (AorDCurr), and receipts from 
Medicare Catastrophic Coverage Act of 1988 (MCCA) (Nebraska Department of 
Education 2006). This sum is delivered to a number of other components, as indi-
cated in Fig. 2 (third page); for the purposes here, the delivery of interest is to 
component 25, Adjusted GFOE.

Cell (25,28): Adjusted General Fund Operating Expenditures delivery to Cost 
Groups Cost per Student: The total general fund operating expenditures for each 
district are converted to adjusted general fund operating expenditures by subtract-
ing the sums calculated by components 22, 23, and 24 (Nebraska Department of 
Education, 2006). These adjusted expenditures are then delivered to component 28, 
Cost Groups Cost Per Student.

Cell (26,28): Cost-Factor Growth delivery to Cost Groups Cost per Student: The 
cost-factor growth is found in parts (24) through (29) of Table 1. Parts (24) through 
(28) show the sum of all the districts in Nebraska of the remainder of FS minus the 
total of the ADM plus the tuition students (TS) for each district. That sum, in turn, 
is divided by the sum of the ADM plus the TS for all the districts (Neb. Rev. Stat. 
§ 79.1007.02 (2)(a), Supp. 2005). That dividend, if it is greater than zero, is added 
to the sum of the following growth rates: (1) the basic allowable growth rate of 
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expenditures by individual school districts for the formula year (BAGRy0), plus (2) 
the basic allowable growth rate of expenditures by individual school districts for the 
prior year (BAGRy-1), plus (3) one-half of any additional growth rate allowed by 
special action of local school boards for the formula year (0.50SBGy0), plus (4) 
one-half of any additional growth rate allowed by special action of school boards 
for the prior year (0.50SBGy1), as shown in part (29). That sum is multiplied by 
two and the resulting product is added to one, as designated on the left side of part 
24. (Neb. Rev. Stat. § 79.1007.02(2)(b), Supp. 2005; Neb. Rev. Stat. § 79.1025, 
Reissue 2004; Neb. Rev. Stat. § 77-3446, Reissue 2004).

Cell (27,28): Aggregate Students Without Remoteness delivery to Cost Groups 
Cost per Student: Component 27 utilizes the calculations delivered from compo-
nents 16, 17, 18, 19, and through 20 to find the state’s aggregate total weighted 
students without the remoteness factor for all school districts in the state, as defined 
in parts (30) through (42) in Table 1. Component 27 is the same as component 21, 
except the remoteness factor (component 19) is not included in component 27 
(Nebraska Department of Education 2006). This determines the total number of 
students, taken as a whole, to be used for calculation of the funds available per 
student.

Cell (28,29): Cost Groups Cost per Student delivery to Cost per Student Times 
Local Students: The databases for the cost groups cost depends on the cost grouping 
to which a school district belongs. The cost groupings are based on the basis of 
three different sets of geographical conditions. State law divides the school districts 
in Nebraska into three different cost groupings, which are (1) very sparse, (2) 
sparse, and (3) standard; and, as their names imply, these groupings are related to 
the geographical distribution of students across the district. The geographical den-
sity is determined by (1) census of students per square mile in the county, (2) FS 
per square mile in the school district, and (3) miles between high schools (see parts 
(43) through (49) of Table 1 for detail).

The cost per student for each cost grouping is found by dividing the numerator 
of parts (18) through (29) by the denominator of parts (30) through (49) in 
Table 1. The numerator is the sum of the adjusted GFOE (component 25) for all 
school districts times the growth factor (component 26). The denominator is the 
sum of all the ways students are counted without including the student count for 
remoteness (component 27). This provides a particular kind of average expendi-
ture per child for all districts in a cost grouping (Neb. Rev. Stat. § 79-1007.02, 
Supp. 2005). It is referred to as the average formula cost per student for the cost 
grouping, and is delivered to component 29, Cost per Student Times Local 
Students.

Cell (29,9): Cost per Student Times Local Students delivery to Local K-12 
Public School: The average formula cost per student is utilized to calculate what is 
called district need. This is done by multiplying the average formula cost per stu-
dent delivered from component 28 times the adjusted weighted formula students of 
a particular school district from component 21 in order to determine each district’s 
need for aid from the state for the part of the formula articulated in Table 1 (Neb. 
Rev. Stat. § 79-1007.02, Supp. 2005).
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Conceptual Conclusions

The utilization of the SFM to define and explain the educational finance system 
of state aid to public schools allows for insights into that system and for drawing 
conceptual conclusions about policy, student count, cost calculations, institutional 
theory, and systems principles.

Nebraska School-Aid Policy Context

One of the first advantages of the SFM definition of Nebraska state aid for schools 
is to provide officials and citizens an opportunity to understand the parts of the 
system, to trace how the parts fit together, and to understand how different parts are 
utilized again and again in different ways throughout the school finance system.  
In the process, officials and citizens learn why no one understands the system or its 
consequences. An astute Nebraska senator stood on the floor of the Unicameral, 
during debate of a school finance bill, to state with regard to the education finance 
formula that “there are four or five people in the Western world that understand the 
formula, and I am not one of them.” This author would say he overestimated by five 
because analysis had not been completed to allow anyone to gain an adequate 
understanding of state aid to schools in Nebraska.

Given that systems theory teaches us that systems continue to differentiate to 
greater levels of complexity, and, given the many complex issues in education, com-
plexity in school finance should be expected. However, the complexity of the current 
formula is not necessary to determine the distribution of state aid. Additionally, such 
complexity inhibits understanding, discussion, and deliberation. The State of 
Nebraska uses computer programs that utilize the data formulated from different 
groups in local, state, and federal departments to determine the amount of funds that 
is to be paid to different school districts; but there has been no integrated algebraic 
formula as presented here that can be used to analyze the impact of the formula or 
changes in it with respect to equity, adequacy, tax burdens, and so forth – that is, to 
analyze for concerns that are of interest to officials, citizens, professional educators, 
and courts. The current system finds dollar amounts but cannot give an indication 
about how the various contributing parts of the computer program can be judged 
against the criteria of equity, adequacy, alternative allocation, and so forth.3

3 The next analytical function that should be completed is to apply calculus to the whole formula. 
Such a total formula analysis would allow for the determination of distributional and incentive 
impacts among school districts if different aspects of the formula were to change. The calculation 
of the derivative of the formula would reveal the change in state funding for the district as the vari-
ous aspects of the formula change. For example, what is the effect on state financing of a change 
in local school expenditures, or, what is the distributional effect on all other districts as local 
expenditures change in one district? There are numerous questions that can be answered with the 
first derivative. The algebraic definition found from the SFM cells provides an opportunity for 
partial derivatives to be used to find the kinds of rewards, incentives, and distributional effects that 
the structure provides for individual districts and among districts.
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Throughout the 600-page Nebraska school-aid formula, the same terms and 
parts are repeated in many different places and ways. The same term or part may 
be added, subtracted, aggregated with similar terms or parts from other districts, 
serve in a numerator, serve in a denominator, and serve as a multiplier or multipli-
cand in different places in the formula. Additionally, a given term or part may be 
repeated more than once in another term, serving in different capacities in the other 
term; sometimes in both the numerator and denominator. For example, the weighted 
formula students in parts (1) through (4) of Table 1 are repeated in numerous math-
ematical capacities, as are parts (1) through (17). One reason for selecting parts (1) 
through (49) to demonstrate the SFM application is because those parts are utilized 
in so many different mathematical functions throughout the longer formula. Those 
parts are delivered to other components, and utilized in their calculations, and the 
subsequent calculations are delivered on to other components for more calculations. 
Parts (1) through (49) are regularly applied in new ways, which adds to its cumula-
tive effect for the system as a whole; a cumulative causation that has been neither 
analyzed nor understood. It is not possible to know the final effect of such diverse 
treatment of terms and parts without a mathematical analysis of the algebraic 
expression of the formula, especially when terms or parts have direct and indirect 
effects. Taken together parts (1) through (49) are referred to as the need section of 
the formula. However, the need section is utilized in numerous additional ways 
throughout the longer formula; in the so-called resources section, equalization sec-
tion, income tax allocation section, and so forth. Thus, the role played by parts (1) 
through (49) is much different than just to calculate school district need, and the net 
effect of all the direct and indirect effects of the need term is not known.

The work here is useful for demonstrating the SFM system analysis and, in par-
ticular, the analysis of the Nebraska school finance system, but the author does not 
intend to leave the impression that others should expect to find the same kind of 
finance structure for school finance in other states. Finance formula evolution has 
been a trend of greater differentiation among the states. Fifty years ago state school-
aid formulas generally followed one of three different structures, or a combination 
thereof. Although educational finance textbooks try to represent state formulas as 
fitting into the old molds, inspection finds them not to fit. Legislative and court 
action, along with the ease of diverse and complicated kinds of computation due to 
computers, has led to great differentiation and variety from state to state.

Student Count Concerns

Three serious problems with the student count in the formula are as follows. First, 
the grade-weighting coefficients applied to formula students on the left side of the 
square brackets in parts (1) through (4) of Table 1 are generally based on the basis 
of tradition or power politics rather than scientific rationale. Second, other coeffi-
cients used to adjust the student count are also without scientific rationale. Third, 
the student count is adjusted and utilized to determine district need rather than to 



228 F.G. Hayden

determine the payment that is needed to provide education for a child, or for a child 
with specific characteristics.

Generally, student-count weights “are not grounded in studies of what funding 
would most appropriately finance educational programs to meet the needs of pupils 
(i.e., what should be)” (King et al. 2003, 210). The traditions that guide the assign-
ment of weights vary from state to state. In some states, the student weight coeffi-
cients are heavier for lower level grades than for higher ones, and school finance 
literature exists to support such an approach. As is clear, Nebraska weight assign-
ments reverse that order, with full-day kindergarten through grade six weighted 
with a coefficient of one per student and grades nine through twelve weighted with 
a coefficient of 1.4 per student. No rationale is offered for such a weighting by 
grade level, nor for other weights applied for determining student count.

As shown in parts (1) through (4) in Table 1, the basic student count in Nebraska 
is based on the basis of the fall membership of the fall prior to the budget year for 
which the state-aid formula applies. That is contrary to the approach used by most 
states in the U.S. “The majority of the states base funding on pupil counts during 
the current year. In this approach, states provide aid on the basis of an estimate of 
pupil enrollment or attendance as the fiscal year begins. Subsequent adjustments 
reflect the actual count of students enrolled or in attendance on one or more count 
days” (King et al. 2003, 208). Accordingly, districts in Nebraska with an increasing 
trend in the number of immigrant students, for example, will fall further behind in 
student count because the formula count is always based on the basis of the prior 
year and, therefore, it never takes into account the total student body. Furthermore, 
the extra pupil count resulting from the limited English proficiency students does 
not help offset the undercounting due to growing immigrant students in a district 
school because it is two years behind the current budget (see part (7) in Table 1.

Additionally, Nebraska adjusts pupil membership of the prior year by the aver-
age ratio of ADM/FM for the three years prior to the prior year’s FM (see parts (1) 
through (4)), thereby reducing the funds available to districts with higher truancy 
rates. This approach to student count especially penalizes poor districts with grow-
ing populations of immigrants from foreign countries who are poor and do not 
speak English, which is a growing trend for numerous districts in Nebraska. 
Immigrant student populations have high truancy rates which reduce the ADM/
FM ratio, thus making such districts less able to spend the money needed to raise 
the ADM.

The increase in pupil membership resulting from students from Indian land 
should not be interpreted by the reader to mean Indian students. First, the popula-
tion of Indian students in Nebraska’s cities is not included in this count. Second, the 
pupils that qualify include children of European descent because their parents have 
businesses or farms on Indian reservations that they have bought or leased, or jobs 
that make them residents on the Indian land.

The poverty factor (parts (12) through (17) in Table 1) has very little effect on 
student membership because the poverty factor functions mainly to reduce the 
actual count of students in poverty. First, the district must have more than 5% of the 
total FS in poverty before any of the low-income students are counted for poverty 
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membership. Second, as indicated in Table 1, the percent increase in membership 
per each additional 5% of FS is small.

Cost Calculation Concerns

As defined in Table 1, the dollar amount for the so-called need section of the school 
aid formula is found with the use of cost calculations. These calculations do not 
determine the monetary cost of need. Instead, calculations begin with what is  
currently being spent (TGFOE), subtract part of what is being spent (parts 18 
through 23), and aggregate all districts for a state total. The result is then divided 
by the total number of adjusted weighted students without the inclusion of the 
remoteness factor students. This means that the base of need determination is what 
is being spent rather than what is needed. After stating that TGFOE should be the 
base for determining need, expenditures that are needed are excluded so that in the 
end the total amount spent by all districts is not the base. What is left (GFOE) is 
then increased, not by an amount to provide for a total that indicates an adequate 
amount of money to provide for what is needed, but, rather, by percentages (found 
in parts (24) through (29) in Table 1) that have nothing to do with need. Then the 
inadequate amount is divided by the aggregate student count in the state. Thus, the 
greater the need in terms of number of students, as calculated, the lower the dollar 
need indicated per student unit.

Any weighting that increases the student count reduces the need figure per  
student, given the final total expenditure figure. For example, districts with more 
poverty, high-school students, and students deficient in English proficiency will 
increase the denominator (parts 30 through 49) and thereby reduce what is indi-
cated as the amount needed per student, without providing for the districts with the 
increased need. The inadequate per-student-need figure (Component 28, Cost 
Groups Cost per student) is then multiplied times the number of adjusted weighted 
formula students (Component 21) in the district to determine the defined need for 
each school district.

The first major mistake in the need determination process is to weight students 
with different characteristics or needs differently. Student weighting does not indi-
cate the level of funding that is needed. Instead, what should be done is to use the 
best scientific evidence available to indicate the number of students with particular 
characteristics by district, and indicate the amount of funding needed by each dis-
trict to adequately educate those students. This approach clarifies the real total need 
without all the extraneous mathematical exercises. Additionally, it calculates need 
in a manner so that citizens, professionals, and officials can understand, and, there-
fore, carry on discussions and debates as intended in a participatory democracy.

The second major mistake is the attempt to include equalization in the need 
section of the formula. This is done when the total expenditures of all districts are 
divided by the total students in all districts. Thus, since districts with a high expen-
diture per student are included in the numerator along with districts with a low 
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expenditure per student, the resulting dividend for each student in low expenditure 
districts is raised in this part of the formula. This confuses the purpose of the need 
section. Equalization should not be made part of the determination of need. Need 
should be established in the need section and equalization elsewhere.

Contribution to Institutionalism

As Scott Fullwiler, Wolfram Elsner, and Tara Natarajan clarified in the first chapter 
of this volume, the SFM was innovated to provide a structure that would allow for 
the activation of the theory and concepts of scientific findings, general systems 
analysis, and institutionalism. Institutionalism has always cautioned against depen-
dence on abstract theories formulated with a context different than the one in which 
the problem of interest is embedded. The importance of taking account of different 
contexts has grown because modern technology continually makes the world less 
and less homogenous. Groups, regions, and states continue to become more dif-
ferentiated. From state to state, school-aid formulas have grown more different. 
Thus, it is not helpful to analyze them as if they all operate according to the same 
abstract theory in the same context. The SFM can be applied to the system in each 
state in order to understand it and make policy for it. This is true for the analysis of 
all concerns by institutionalists because they believe analysts are to base conclu-
sions on the analysis of real-world cases, with the kind of complex detail required 
to complete the SFM. To offer conclusions and theories not derived from the analy-
sis of real-world cases is not consistent with institutionalism.

An institutionalist concept exhibited in the Nebraska school-aid SFM is that the 
purpose of institutions is to serve other institutions and, likewise, to be served by 
other institutions. To visualize an institution as an independent unit is a mistake; 
therefore, the emphasis of SFM analysis on the delivery cell is crucial for institutional 
analysis. The deliveries are what keep institutions viable as well as creating a system 
among all components. Figs. 1 and 2 emphasize the dependence among components, 
emphasizing that nothing in the system exists as an independent entity.

In addition to the expression of general institutional theories, the Nebraska 
school-aid study uncovers concepts this author has not found in the institutionalist 
modeling literature reviewed. These concepts should affect the kind of modeling 
completed in the future by institutionalists.

First, it was documented above that social beliefs do not deliver directly to other 
social beliefs, rules do not deliver directly to other rules, and beliefs and rules do 
not deliver directly to each other. This is clear from the findings in the real-world 
case in the SFM demonstrated in Figs. 1 and 2. Recognition of this may help with 

4 Much of the legislation for equalization in the part of the formula not presented here fails because 
of the inclusion of hold harmless clauses in that legislation.
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some of the confusion about institutions being rules. Institutions operate according 
to rules and some institutions deliver rules to other institutions. As A. Alan Schmid 
clarifies, rules determine which institutions are to make and deliver rules (Schmid 
2004, 3). Although rules and institutions are closely related and intertwined, institu-
tions are more than rules. Technology and institutions are also closely related and 
intertwined, but that does not mean that the two are the same. Institutions with the 
authority to do so formulate rules from belief criteria, as indicated on the left side 
of Fig. 2. Belief criteria do not influence or make other deliveries except through 
the activities of institutions.

Second, the Nebraska study confirms Wolfram Elsner’s disagreement with the 
attempt by some to explain rule origination as the work of an individual or isolated 
Schumpeterian agent. Elsner reminds us of the problems with the idea of the “iso-
lated Schumpeterian agent” (Elsner 2007, 5) and disagrees with the idea that the 
Schumpeterian “creative destroyer has the ideas for the rule and he/she continually 
explores new ideas because the mind is restless” (5). Elsner’s disagreements are the 
following: First, the isolated Schumpeterian individual acting as a lone agent fails to 
take account of the fact that the design of and decisions about rules must be coordi-
nated with a multiplicity of actors in a network of institutions located across overlap-
ping systems (2). Second, the lone agent idea fails to recognize the different decision 
processes for rule innovation in different contexts (2). Third, the agent must deal 
with changing systems that “involve changes of the structure of incentives to search, 
explore, experiment or imitate . . .” with which the agent must deal rather than 
remain isolated in a fixed setting (5). Fourth, the social rule not only has to be traced 
back to a defined complexity but also to uncertainty problems, which have to be 
solved collectively (2). Fifth, institutions, as opposed to the adoption of rules by all 
entrepreneurs in a microcontext, “are used to solve coordination problems and thus 
carry new and jointly learned knowledge, however informal and tacit” (3).

The Nebraska school finance system is consistent with and, thereby, validates 
Elsner’s reasoning. As clarified above, Nebraska education aid is a system of 
overlapping institutions and organizations that are coordinated by laws, court deci-
sions, regulations, monitoring, audits, media scrutiny, and so forth. “Part of an 
organization is the behavior of other organizations” (Schmid 2004, 262). Changing 
conditions are responded to by institutional procedures as new rules are designed, 
challenged, lobbied by adverse interests, tested, litigated, and adopted in a dynamic 
setting through the transactions of components of different systems. As found in the 
school aid case, explicit procedures and actions are taken to prevent any actor with 
an entrepreneurial inkling from changing rules that are codified by the whole pro-
cess. Agents (with agency power) are contained in institutional components.  
Too often, in economic literature, agents are defined and treated like individuals. 
An agent is not an individual. An agent is a person or party authorized and empowered 
by a principal to act in defined capacities. Agency is bestowed by the establishment 
of a relationship based on an understanding between persons and/or parties for an 
agent to act. Agents are not isolated or separate units because agency agreements 
are concerned with accountability, auditing, and performance. Most agents are 
institutional organizations (corporations, government departments, nonprofit 
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organizations) that obtain agency status from other organizations. When persons 
are given agent responsibilities, they are located in an institutional organization and 
deal with normative criteria. Thus, social prescriptions and proscriptions called 
rules are not the result of self-action by agents with fixed attributes.

Third, Mark Harcourt, Geoffrey Wood, and Ian Roper recently reported the 
development of two groups of institutionalists with conflicting ideas about what 
explains behavior. One group explains behavior as being shaped by a social struc-
ture and order that is expressed in and conditioned by institutions, especially legal 
institutions. The other group emphasizes legislative intervention as the force shap-
ing behavior (2007, 962). As is clear from the SFM information in Figs. 1 and 2, 
both explanations are correct, both are necessary to explain behavior, and neither 
social structure nor legislative intervention can be sustained without being inte-
grated with and reinforced by the other.

Contribution to Systems Principles

The integration of the SFM and general systems principles has been explained 
elsewhere (see Hayden 2006, 51-71 and 94-106). The expression of those principles 
is clear in the SFM articulation of the Nebraska school-finance system – i.e. open-
ness, feedback, evaluation, control, and so forth. The discussion here is limited to 
concerns about the systems principles of hierarchy and complexity.

The first concern is with recent ideas about the principle of system hierarchy that 
is in conflict with the findings here. Those recent ideas (which are inconsistent with 
original definitions about hierarchy found in systems literature) portray system 
hierarchy as a one-dimensional, top-down relationship. The real-world system in 
Figs. 1 and 2 demonstrates that is not the case. Figs. 1 and 2 demonstrate the com-
plexity of reality. The process is not confined to top-down relationships. Rulemaking 
and control are crucial for establishing and maintaining hierarchy, and Figs. 1 and 
2 demonstrate a real-world hierarchical system in which rulemaking and control are 
the consequence of integrated organizations that are sustained through a network of 
criteria, rules, regulations, requirements, and deliveries. Different kinds of hierar-
chy exist throughout the complex system in different formats, consistent with the 
different rules and controls.

The second concern is about complexity. Reality is complex, and the SFM assists 
in performing in-depth analysis of systems in order to find the complexity. Analytical 
failure follows when there is a commitment to simple models and abstractions that 
do not have a concrete base in reality. Policy failure follows from policymaking 
completed without a thorough understanding of the complex direct and indirect 
deliveries among relevant components. The SFM is especially well suited to assist 
in the discovery and organization of components consistent with social, economic, 
and ecological theory and for specifying the kinds of relationships that exist among 
the components to find the complexity of a system. It is also well suited for adding 
new components as the area of concern is expanded; that is, to add complexity. 
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For example, there is much more to the provision of primary and secondary educa-
tion than the state public-school-aid process described above. Of importance is that 
a large percent of students in some districts are educated in parochial schools and 
those schools are not included in Figs. 1 and 2. Additionally, parochial schools coor-
dinate some of their programs with public schools at the local level, and, as a result, 
are receiving public support from the state system. Depending on analytical interest, 
numerous different sets of components will need to be added before a full descrip-
tion of education in Nebraska can be achieved – component sets such as federal 
government programs, families, local property taxes, Bureau of Indian Affairs, 
entertainment industry, state tax system, markets for educational goods and services, 
teacher unions, ecological impacts, and so forth. The components of such concerns 
can be added to the SFM explained above in order to explain the larger system and 
the relationships defined by the cells in the larger SFM.

Appendix: Abbreviation and Symbol Reference

ADA average daily attendance
ADM  average daily membership
AE adult education
BAGR  basic allowable growth rate for the school district
C   correspondent variable representing the percentage in the pov-

erty factor
CS  community services
FDKS   Fall membership of the Fall prior to the state-aid payment year 

of full-day kindergarten through grade six students
FDKSC   Fall membership of the Fall prior to the state-aid payment year of 

full-day kindergarten through grade six students contracted out
FM  Fall membership
FS  formula students
GFDSP  General Fund debt service principal
i  the individual unit in a series
ILT  in-lieu-of transportation
IndLandADA  Indian Land ADA students
 K   Fall membership of the Fall prior to the state-aid payment year 

of kindergarten students
 KC   Fall membership of the Fall prior to the state-aid payment year 

of kindergarten students contracted out
K-12  Kindergarten through grade twelve
LEP  Limited English proficiency students
LI   low income students. Either the (1) number of students receiv-

ing free lunch, or (2) number of low income children in the 
school district as reported by the Nebraska Department of 
Revenue, whichever of the two is greater.
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MCCA  receipts from Medicare Catastrophic Coverage Act of 
1988

n  the final number in a series
NDE  Nebraska Department of Education
NT   Fall membership of the Fall prior to the state-aid pay-

ment year of grades nine through twelve students
NTC   Fall membership of the Fall prior to the state-aid  payment 

year of grades nine through twelve students contracted 
out

PRM  pupil route miles
RIP  retirement incentive programs
SBG  growth rate allowed by special action of school board
SDA  staff development assistance
SE   Fall membership of the Fall prior to the state-aid  payment 

year of grades seven though eight students contracted 
out

SEC   Fall membership of the Fall prior to the state-aid  payment 
year of grades seven through eight students contracted 
out

SFM  social fabric matrix
SpEdSchAge  special education school age
SS  summer school
StCat  state categorical programs
TEEOSA  Tax Equity and Educational Opportunities Support Act
TfOF  transfers from other schools
TGFOE  total General Fund Operating Expenses
TP  tuition paid
TPd  Transportation Paid to Another District
TRPT  Total Regular Pupil Transportation
Trans2  transportation receipts 1-1-1310-000 and 1-1-1320-000
TransPd  transportation paid to another district
TR2  tuition receipts 1-1-1210-000 and 1-1-1220-000
TS  tuition students
WrdsSt&Crt  payment for wards of the state and wards of the court
y  year
 yo, y-1, y-2, y-3, y-4   year zero, year minus one, year minus two, year minus 

three, and year minus four respectively, with yo being the 
state aid payment year

  delta; used in delta method for the poverty factor
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Abstract State finance systems for public elementary and secondary education are 
a complex institution of court decisions and state statutes, working together as rules 
of law, agency rules and regulations, and administrative codes. The ithink® Analyst 
system dynamics software program and the social fabric matrix (SFM) were used 
for a public school finance lawsuit in the state of Nebraska. A model of Nebraska’s 
education finance system, known as the Tax Equity and Educational Opportunities 
Support Act (TEEOSA), is constructed by integrating into the SFM the system 
components of belief statements, laws, rules, regulations, public finance data, and 
annual financial reports of public school districts, student enrollment data, and 
public organizations in an Excel spreadsheet. Digraphs are created using ithink® 
Analyst system dynamics program to show the flows and deliveries between and 
within the parts of the Nebraska education finance system. This analysis is useful in 
policy evaluation and development, law and rule making, and court ruling.

This chapter contains two sections. The first section will describe the key struc-
tural components of the Nebraska state aid formula as organized through the SFM. 
The second section demonstrates the general application of the ithink® Analyst to 
model state aid to public education as an integrated system. (This chapter does not 
describe or address system dynamics.)

The ithink® Analyst system dynamics software program and the social fabric 
matrix (SFM) were used for a public school finance lawsuit in the state of Nebraska. 
In Nebraska Coalition for Ed. Equity v. Governor Heineman, the plaintiffs argued 
that Nebraska’s public education finance laws, known as the Tax Equity and 
Educational Opportunities Support Act (TEEOSA), do not measure the actual costs 
of contemporary educational standards as required by both the state and the federal 
government. Subsequently, the public education finance system does not provide 
adequate levels of public resources to support quality public kindergarten to grade 
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12 schools. Nebraska state laws, therefore, violate the constitutional rights of students 
to equal and adequate educational opportunities. Defendants argued that Nebraska’s 
constitution is silent on adequate education but only that it is free, and, further, 
public school funding is a non-justiciable political issue of the legislative branch. 
The Nebraska State Supreme Court agreed with the defendants (Nebraska Coalition 
for Ed. Equity v. Heineman 2007):

The Nebraska Constitution commits the issue of providing free instruction to the 
Legislature and fails to provide judicially discernible and manageable standards for deter-
mining what level of public education the Legislature must provide. This court could not 
make that determination without deciding matters of educational policy in disregard of the 
policy and fiscal choices that the Legislature has already made...We conclude, as the district 
court did, that the claims therefore present nonjusticiable political questions.

America’s federalist polity depends on a balance of power between the executive, 
legislative, and judicial branches. The legislative branch has the constitutional power 
to enact laws and, therefore, is the appropriate environment in which to answer 
political questions such as the adequacy of public school finance. The executive 
branch is largely responsible for the promulgation and administration of rules and 
regulations, which flow from laws. The role of the judicial branch is to adjudicate 
disputes arising from allegations of unlawful acts and the enactment of laws and 
promulgation of rules and regulations that violate the constitutional rights of citizens. 
Both the legislative and the judicial branches of government are in need of a manage-
able framework or methodology to address public education finance policy and 
lawmaking. How will the courts properly determine whether a law violates the con-
stitutional rights of students to equal educational opportunities? How do publicly-
elected politicians to state legislative offices negotiate legislative bills that base a 
state aid to public schools formula on a sound mathematical equation? What happens 
to each of the integrated components when new state lawmakers are delivered to 
public office through the democratic polity and create new public education finance 
laws without understanding the system dynamics of public education finance? What 
evaluation methodology is used by technocrats in executive branch agencies to deter-
mine if formula needs adequately measure the actual costs associated with delivering 
the qualities of free instruction to public school students as required by the accredita-
tion and learning standards set by both the state and federal government? What 
policy analysis framework is used by academics and policy analysts to measure 
whether the state aid to public schools formula is delivering a sufficient level of 
public resources to ensure that the free instruction received by students between the 
ages of five and 21 will permit them to earn a living in a competitive labor market? 
What is the methodology by which the judicial branch may manage the standards 
required in determining if the laws governing public education finance systems are 
resulting in (un)equal access to educational opportunities by public school students? 
The ithink® Analyst, along with the social fabric matrix, provides a useful system 
dynamics methodology to lawmakers, legislative staff, public policy analysts, and 
court judges for analyzing public education finance systems.

A majority of public elementary and secondary education finance systems are 
on the basis of equalization formulae. These are complex mathematic equations 
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that flow from laws created by, discussed among, and passed by publicly-elected 
state lawmakers and signed into law by state governors. The public, of which a 
majority does not have children or school-aged children, is unaware of the arcane 
system of public school finance. Yet, the public delivers income, sales, and property 
tax revenue to finance public education. While public school finance is arcane, the 
public is part of this system or institution. The institution of public finance for 
kindergarten through grade 12 (K-12) schools is comprised of normative beliefs, 
state laws, public policies, state agencies, political subdivisions, property, money, 
politics, mathematical formulae, individual attitudes, teachers, parents, and stu-
dents. Normative belief statements are evident from state and federal constitutions, 
constitutional conventions, and intent language in state laws. The extent that math-
ematic equations, which deliver resources to pubic K-12 schools, are consistent 
with normative belief criteria is the focus of policy analysis using the social fabric 
matrix (SFM) and digraphs.

Finance of K-12 Public Education: An Integrated System

Public finance of elementary and secondary schools is an integrated system of con-
stitutional laws and histories, court cases, state laws, policies, rules and regulations, 
mathematical formulae and data, money and politics. Figure 1 is the SFM of the 
Nebraska public finance system for elementary and secondary schools, for 2006–
2007 (Hayden 2008).

Social Fabric Matrix of Nebraska State Aid for a Local K-12 
Public School System, 2006–2007

The SFM is read from left-to-right; delivering components to receiving compo-
nents. A cell with the number one (1) shows that a delivery is taking place. For 
example, social beliefs deliver criteria to institutional organizations, which deliver 
rules, regulations, and requirements to public K-12 school districts (Hayden 2006).

Cells 1 7, 1 8, 2 7, 2 8, 3 7, 3 8, 4 7, 4 8, 5 7, 5 8, 6 7, and 6 8 construct 
the normative system for public education. The social beliefs of equity, adequacy/
sufficiency, cost efficiency, comprehensive size, consolidation, and local control 
deliver requirements to the authority institutions such as the courts and the legisla-
ture. The source materials for such social beliefs include official territorial reports 
by commissioners of common schools, state superintendants of public instruction, 
constitutional conventions, and territorial legislative enactments for the period of 
1860–1888. This period precedes Nebraska’s official statehood in 1867 and 
succeeds the popular vote adopting the first state constitution in 1875. Common 
schools came into existence when Nebraska was a territorial government and were 
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Fig. 1 Social fabric matrix of Nebraska state aid for a local K-12 public school system, 2006–
2007
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Fig. 1 (Continued)
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located in counties that had not yet established civil or municipal townships (rural) 
and counties that had incorporated cities (Omaha). The writings by commissioners 
of common schools of official territorial reports and later by state superintendants 
of public instruction of state reports reveal the condition of commons schools and 
the needed public policies to support the development of common schools for all 
school-aged children. The needed public policies were on the basis of the aspira-
tions of Nebraska’s earliest citizens and territorial government lawmakers that a 
system of free education would cause long-term improvement in the wealth, pros-
perity, and power of the individual, as educated citizen, the state (Nebraska) and the 
country (United States of America). That system of free education was built 
through local commons schools to provide every child the opportunity to expand 
his/her abilities (i.e., intellectual, skills, and knowledge) and therefore the political 
and economic capabilities of the state and the nation. The social beliefs of equity, 
adequacy/sufficiency, cost efficiency, comprehensive size, consolidation, and local 
control are embedded in today’s public education system.

The social belief of equity (cell 1 7 and 1 8) was initially referred in the territo-
rial and state reports as uniformity. William E. Harvey, the first commissioner of 
common schools, wrote about the need for uniformity to establish common schools 
that were in financially prosperous condition provided the Legislature will aid them 
(First Annual Report of the Commissioner of Common Schools of the Territory of 
Nebraska to the Sixth Legislative Assembly Session 1860). Uniformity in tax rev-
enue disbursement supported the uniform needs of commons schools such as text-
books, writing instruments, facilities, and teachers. Uniformity turned to equity 
with the adoption of the Nebraska state constitution in 1875. Article VIII 
(Education), Sect. 7 calls for the equitable distribution of income from the school 
lands fund to support a system of free education.

Adequacy/sufficiency (cells 2 7 and 2 8) is expressed in early writings specifically 
addressing the need to provide sufficient tax revenues to common schools. In reference 
to the methods for estimating resource distribution, S.D. Beals writes: “they are 
based on the presumption that all of the districts sustain schools; but they are not 
based on the supposition that ample provision is made for the accommodation of 
all of the children” (First annual report of the State Superintendent of Public 
Instruction to the Governor of Nebraska 1869). Beals introduces the notion that a 
system of free education is on the basis of providing ample provision of resources 
from state government. John McKenzie, Beals successor, writes in 1874 “Our 
school systems require years of toil and large sums of money to bring them into 
effective working condition” (Sixth annual report of the State Superintendent of 
Public Instruction to the Governor of Nebraska 1874). In general terms, ample and 
sustain are early expressions of the social beliefs of adequacy or sufficiency.

Cost efficient (cells 3 7 and 3 8), comprehensive size (cells 4 7 and 4 8), 
and consolidation (cells 5 7 and 5 8) are introduced as social belief criteria in 
Nebraska around 1878. Nebraska is experiencing a rapid population settlement. 
The free education system of local common schools is about eighteen years old. 
Nebraska lawmakers consider the competing but inter-dependent public 
interest in free education and the private interest to maintain low tax rates on 
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property. These belief criteria first appear officially in the writings of S. R. Thompson, 
McKenzie’s successor, in 1878. Thompson writes: “Our school system is not 
benevolent, but economical. School moneys properly expended are not a gift in 
charity, but an investment for profit. The property of the State is made to educate 
the children of the State, because this is the best way to promote both the accumula-
tion of wealth and its safe enjoyment” (Tenth Annual Report of the State 
Superintendent of Public Instruction to the Governor of Nebraska 1878). Common 
schools as economical models reflect the belief in cost efficiency.

Comprehensive size and consolidation social belief criteria are introduced by 
George B. Lane, Thompson’s successor, in 1888. Lane writes: “While all measures 
for the improvement of our educational system depends primarily upon general public 
interest and its practical manifestation in local school affairs, it is evident that the 
school system itself…could be improved in the important matter of local independent 
school districts. There are too many small school districts, with the inevitable result 
of small schools, low standard, low wages and poor teachers, with poor local supervi-
sion or none at all. These evils cannot be eradicated until the petty school sovereign-
ties are abandoned and local interest supplemented by a common and higher interest 
formulated by laws binding alike upon all” (Twentieth Annual Report of the State 
Superintendent of Public Instruction to the Governor of Nebraska 1888). Lane’s 
report begins the movement to consolidate common schools at the state level, which 
is exacerbated later in the mid-twentieth century at the national level.

The social belief criterion of local control (cells 6−7 and 6−8) is embedded 
at the onset of developing the free education system of common schools. 
Property was the only measure of wealth in the mid-1850s. Therefore, common 
schools received financial resources from taxes levied on property. Common 
schools were encouraged to exist wherever school children lived, with walking 
distance from home to school being one measure for the site location of a school. 
The settlement of the Nebraska territory along the Missouri River westward 
meant that common schools were established in cities, such as Omaha, and in 
the rural counties where towns did not exist. Common schools were, and remain, 
schools of the community.

Cells 7 8, 7 9, 7 10, 7 11, 7 12, and 7 13 represent the working rules of the 
public education finance system based on case laws about school lands, property 
rights, compulsory education, taxation, and revenue. Such working rules guide the 
lawmaking processes of the Nebraska Unicameral Legislature.

Cells 8 9, 8 10, 8 11, 8 12 and 8 13 are the Nebraska state laws that set forth 
the public education finance system, TEEOSA. The legislative branch must enact 
laws to effect the constitution because constitutional language by itself is not self-
legislating. Therefore, the Nebraska legislature and governor deliver the Neb. Rev. 
Stat. §§79-1001 to 1,033, a body of laws that define formula needs, resources, and 
state aid to public schools (see formula needs – local resources = state aid below).

Cell 12−9 is unique in that the Nebraska Department of Education (NDE) delivers, 
in addition to state aid to public schools, educational standards, curriculum and learning 
requirements, standards for the certification of teachers and education professionals, 
and technology and facility requirements to each public school system in Nebraska. 
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Such standards are presumed to be guided by the normative belief criterion of equality, 
as in equality in educational opportunities for each public school aged student.

Cells 12 14 to 12 40 represent the NDE’s role in promulgating the rules, regulations, 
and requirements of the state education finance laws, managing data systems, and 
running the mathematical calculations of the state aid formula. The NDE annually 
certifies state aid to public schools on the basis of a general formulaic principle that has 
three main components: [educational] needs minus local resources equal state aid.

Cells 12 14 to 12 30 are the sub-parts required to calculate the component of 
formula needs. Formula needs are calculated as {(adjusted weighted formula 
students (cell 12 21) times cost grouping cost per student (cell 12−28)) plus 
transportation allowance (cell 12−23) plus special receipts allowance (cell 
12−24)] minus temporary aid adjustment factor (cell 12−30) (NDE). In 2006–
2007, total formula need statewide was $2.2 billion.
Cells 12−31 to 12−39 are the sub-parts required to calculate the component of 
“local resources,” which is the sum of yield from local effort rate (cell 12−31) 
plus net option students funding (cells 12−32 and 12−33) plus allocated income 
tax funds (cell 12−34) plus other receipts actually received by the school district 
(cell 12−35) plus minimum levy adjustment (12−36) (NDE). In 2006–2007, 
total local resources were $1.6 million.
Additional sub-parts of the state aid component include lop off (cell 12−37); 
small school stabilization factor (cell 12−38), stabilization factor (cell 12−39), 
and a prior year deficiency and correction (cell 12−40). In 2006–2007, total state 
aid to public schools statewide was $718.4 million.

Rows 14–40 contain the mathematical expressions for different parts of the state 
aid formula. Each row delivers specific sets of data that flow from state laws. The 
data are used to calculate the TEEOSA state aid formula (i.e., different parts of 
the needs component). What follows is for demonstration purposes only of the key 
sub-parts used to calculate the component of need at the public school level. The 
process is likened to an assembly line: fall student enrollment is the raw commodity 
(row 14) delivered to the state aid formula which manufactures adjusted weighted 
formula students (row 21) used in the production of so-called formula “needs” 
(rows 14–29).

Cell 14−15: Annually each school district delivers a fall membership report 
to the NDE (cell 9−12) which provides a student census count for grades 
kindergarten (half-day and full-day) to 12 (row 14) as of the last Friday in 
September (NDE 2006a). Cell 14−15 is the formula used to calculate “for-
mula students” (NDE 2006a). Fall membership is adjusted on the basis of a 
three-year historical ratio of average daily membership (ADM) to fall mem-
bership, which includes contracted students in grades kindergarten to 12 
(NDE 2006a). Fall membership statewide is 285,546 for school year 2005–
2006 (NDE 2006a). Total formula students statewide are 278, 227 for school 
year 2005–2006; that is, 
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277,286 / 283,900 276,787 / 284,170 276,731 / 284,559 / 3

285,546;or0.964 285,546.

Total formula students are less than fall membership but will go through a process to 
gain weight.

Cell 15−16: Formula students (FS) are delivered to cell 15−16 to process 
“weighted formula students” (WFS). State laws assign weights to formula 
students in the grade ranges of half-day kindergarten (0.5), full-day kinder-
garten to grade six (1.0), grades seven to eight (1.2) and grades nine to 
twelve (1.4) (NDE 2006a). The prevailing political knowledge is that the 
weights represent costs associated with providing an education to students, 
with costs being highest in secondary grades (9−12). Without guidance from 
actual research, state lawmakers determined the grade level weights by 
political negotiation and compromise. An approximation of adjusting fall 
membership to formula students to derive weighted formula students is as 
follows: (NDE 2006a) 

FS half day kindergarten : 5,945 0.5 2,973 

FS full day kindergarten to grade six :144,931 1.0 144,931

 FS grades seven to eight : 43,487 1.2 52,184

 FS grades nine to twelve : 90,961 1.4 127,345

Total Weighted Formula Students WFS : 372,433

Weighted formula students are delivered to process adjusted weighted formula 
students to certify state aid for 2006–2007.

Cells 16−21, 17−21, 18−21, 19−21, and 20−21: Adjusted weighted formula 
students flow from the calculation of weighted formula students (WFS) plus a 
summation of demographic factors: {limited English proficiency plus Indian 
land (IL) plus extreme remoteness and poverty} (NDE 2006a). As with grade 
weights, each demographic factor is weighted arbitrarily by state lawmakers 
through the political-legislative process. In the 2006–2007 certification of state 
aid to public schools, each demographic factor required to calculate adjusted 
weighted formula students was as follows: (NDE 2006b) 

Weighted Formula Students : 320,971.3608

 Limited English Proficiency Factor : 3,886.25 based on 15,465 students

Free Lunch / Poverty Factor :10,457.1555 based on 75,870 students

Indian Land : 234.6450 based on 938 students

Extreme Remoteness :145.7513 based on 1,166 students

Adjusted Weighted Formula Students : 335,674
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The final step in the process of manufacturing formula needs is to multiply 
adjusted weighted formula students by cost grouping cost per student.

Cell 21−28: On the basis of Nebraska state laws, public schools are segre-
gated into three cost groupings: very sparse, sparse and standard (Nebraska 
Revised and §79–1007a). The formula defined in state law delivers a public 
school to a cost group on the basis of the requirements of student enroll-
ment per square miles of the county in which the school is located, student 
enrollment per square miles of the public school district, formula students, 
and the distance between secondary schools. Once in a cost group the pub-
lic schools total estimated general fund operating expenditures for that cost 
group is divided by the total adjusted weighted formula students for all 
public schools in the cost group. That quotient, known as the cost grouping 
cost per student, is multiplied by the adjusted weighted formula students, 
which delivers the product called formula need. In the 2006–2007 certifica-
tion of state aid, the calculation was as follows :(Nebraska Department of 
Education 2006b) 

Aggregate Cost Group Cost per Student : $6,047

Adjusted Weighted Formula Students : 335,788.2532 

, : $2,031,193,234.13Formula Need subtotal

This exercise demonstrates that the state aid to public schools formulae 
receives a quantity of 284,546 statewide fall student membership (raw com-
modity) and manufactures a value-added quantity of adjusted weighted formula 
students, which in turn is used to derive a product, formula need, measured as 
a dollar cost. The SFM approach to analyzing Nebraska’s public education 
finance formulae reveals that inconsistent values flow from one equation to 
the next.

For example, total weighted formula students number of 372,433, as calculated 
in cells 15−16, differs from the NDE quantity of 320,971.3608. Yet, the analysis 
uses the NDE’s data for fall membership in grades kindergarten to twelve to calcu-
late total formula students in cell 14−15 which flows into the calculation of total 
weighted formula students in cell 15−16. Further, the adjusted weighted formula 
student product in cell 16−21 is 335,674, calculated using the mathematic formula 
prescribed in state law with data from the NDE (Nebraska Revised and §79–
1007b). The NDE uses the amount of 335,788.2532 in cell 21−28 to calculate 
formula need (NDE 2006b).

Fundamental questions flow from such inconsistencies that focus on the 
integrity of the public education finance system. The ithink® Software program 
is one methodology for analyzing the system dynamics of a public education 
finance system.
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Applying ithink® System Dynamics to Analyze  
Public School Finance

The ithink® software program is used to develop the digraphs associated with the 
SFM rows 14 through 29 in Fig. 1. Digraphs are generated directly from the SFM. 
A digraph visually depicts (a) the complexity of the school finance system and the 
contextual institution of school finance, (b) the web of deliveries and flows within 
the institutional components of the school finance system, and (c) the state 
equalization formula used to provide and allocate the state resource share of pub-
lic elementary and secondary schools. Further, state aid formulae are entered into 
the ithink® software program to run the mathematic equations associated with 
Nebraska’s TEEOSA. Such analysis allows for a systems approach to public pol-
icy analysis of school finance as it relates to equity and adequacy, although this 
chapter does not address system dynamics.

Three levels of the public education finance system are modeled using ithink® 
(High Performance, Inc. 1990).

1. High Level Map: The high level map depicts major processes of the system.
2. Modeling Layer: Model building blocks focus on stocks, flows, connectors, and 

converters. Stocks (e.g., an institution or organization) are the basic building 
block which represents anything that accumulates (High Performance Systems 
1990–1997, 15). This may include physical quantities such as money or fall 
student membership or non-physical qualities such as social beliefs and state 
statutes. Flows represent activities or deliveries that cause the magnitudes of 
stocks to increase or decrease (High Performance Systems 1990–1997, 15). For 
example, moving from fall student membership to adjusted fall membership is a 
flow. Connectors transmit information and inputs used in the regulation of flows 
(High Performance Systems 1990–1997, 16). An example is the grade level 
weightings used to calculate total formula students. Converters contain equa-
tions (High Performance Systems 1990–1997, 16). For example, the mathematic 
equation for calculating total formula students from fall membership is a 
converter. (Chapter 11 Appendix A provides the ithink® symbols that are used 
in Figs. 2–5; High Performance Systems 1990–1997, 22)

3. Equation Layer: The equations throughout the modeling layer are provided in a 
detailed level. ithink® will run the equations to deliver an output value such as 
the total formula need.

The SFM/digraph models of the Nebraska TEEOSA will focus only on the high 
level map and the modeling layer, beginning with Fig. 2, high level mapping of 
education finance system.

As depicted, social belief criteria (rows 1–6) are delivered to institutional orga-
nizations (rows 7–13). The institutional organizations are processing institutions in 
that rules and regulations flow to codify the working system of the TEEOSA state 
aid to public education formula needs (rows 14–29). A public school district, 
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grades kindergarten to twelve, delivers data to the TEEOSA formula, such as fall 
student membership, and receives a TEEOSA formula amount of state aid in the 
form of money produced with state tax revenues (row 9).

The digraph in Fig. 3 provides the next level of flows and deliveries of the 
education finance system. Equity, as a social belief criterion, is delivered to the 
courts (cell 1−7) and the legislature (cell 1−8). The courts use social belief 
criteria to rule on claims made in legal cases. The legislature enacts laws guided 
by social beliefs. Courts intervene to rule on the constitutionality of laws relative 
to social belief criterion such as equity, which flow from state and/or federal 
constitutions (cell 7−8). This particular system dynamic, known as working rules, 
flow to the Department of Education, the executive state agency charged with 
codifying the rules and regulations of the TEEOSA education finance formula 
(cells 12−14 to 12−40).

The programming sub-models for TEEOSA formula needs (social fabric 
matrix rows 14−29) are AWFSy0 (y0 is current year, 2006–2007) and Cost Group 
Cost per Student y0. Formula need receives input from the product of the two 
programming sub-models plus previous years transportation allowance (Tran 
Allowy1) plus previous years special receipts allowance (Spec Rec Allow y1). 
K-12 (grades kindergarten to 12) school system (row 9) delivers Student 
Enrollment to the TEEOSA formula (cell 14−15) and receives the output of the 
formula in the form of State Aid y0.

Figure 4 is the digraph of the average weighted formula students programming 
sub-model. This is the modeling layer of the ithink® software. The digraph is read 
from left-to-right to illustrate the manufacturing of average weighted formula stu-
dents from fall membership (raw commodity).

Ky1 (prior year half-day kindergarten enrollment), FDKSy1 (prior year full-day 
kindergarten to grade six enrollment), SEy1 (prior year grade seven to eight 
enrollment), and NTy1 (prior year grade nine to twelve enrollment) flow into the 
Fall Membership circle or regulator. Each grade-level circle contains a quantity 
representing student membership. The Fall Membership regulator contains an 

Fig. 2 High level map of education finance system
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Fig. 3 Digraph of the education finance system

Fig. 4 Digraph of adjusted weighted formula students

equation that sums the grade-level enrollment and delivers the output to the 
FMy0 box or stock (fall membership, current year). Fall membership is 285,546 
for 2005–2006. That quantity is now an input flow to calculate adjusted formula 
students (Adj FM).
Fall membership (FM) is adjusted using a ratio of fall membership to average 
daily membership (ADM) for each of the three previous years. Of FMy2, 
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FMy3, FMy4, ADMy
2
, ADMy3, and ADMy4 circles each contains a quantity 

that flows to the Adj FM circle, regulator, which holds the equation that 
produces the output to the Adj FM box or stock of 278,227. That quantity flows 
through the Contract Students regulator, which sums KCy1 (contracted half-day 
kindergarten students), FDKSCy1 (contracted full-day kindergarten to grade 
six students), SECy1 (contracted grade seven to eight students), and NTCy1 
(contracted grade nine to twelve students). The output is FSy0, total formula 
students of 278,227.
Formula students (FSy0) are an input quantity that flows to the grade weighting 
regulator (Grade Wt). Additional input flows include K wt (half-day kindergar-
ten weight of 0.5), FDKS wt (full-day kindergarten to six grade weight of 1.0), 
SE wt (weight for grades seven to eight, 1.2), and NT wt (weight for grades nine 
to twelve, 1.4). The output quantity is total weighted formula students (WFSy0) 
of 372,433.
Weighted formula students (WFSy0) are an input quantity delivered to the 
Demographics regulator. The Demographics regulator calculates the value for 
Adjusted Weighted Formula Students (AWFSy0) by receiving input values from 
Indian Land (y2 is two year old data), Limited English Proficiency factor 
(LEPy2), Poverty (y2 is two year old data), and Extreme Remoteness. The pov-
erty factor (Povertyy2) is on the basis of a gradation of weights that are on the 
basis of the greater of two values: students qualifying for free lunch program or 
children living in federally-designated poverty. That value is divided by the total 
formula students in each public K-12 school. The percentage value receives a 
poverty factor weight that varies given the percentage level. For example, if 
poverty is less than or equal to 5%, then no weight is assigned. If poverty is 
greater than 5% but less than 10%, poverty factor is weighted at 0.05 (PovWt05). 
Poverty ranging from 10% to 15% is weighted at 0.10 (PovWt10). Poverty rang-
ing from 15% to 20% is weighted at 0.20 (PovWt20). Poverty ranging from 20% 
to 25% is weighted at 0.25 (PovWt25). If poverty is greater than 25%, then the 
weight is 0.30 (PovWt30) (NDE 2006c). In the certification of state aid for 
2006–2007, 75,870 students were participating in the free lunch program and/or 
living in federally designated poverty. The product of the poverty factor weights 
produces a quantity of 10,457.1555 students that is delivered to Povertyy2, 
which is the input value to the Demographics regulator. The Demographics 
regulator generates an output value to AWFSy0 (adjusted weighted formula 
students) of 335,674.

As indicated with the SFM description of the education finance system, the final 
step in manufacturing students to derive formula needs is the calculation of cost 
grouping cost per student.

Figure 5 is the digraph of cost grouping cost per student (CGCSy0) sub-model. 
The following description of cost grouping cost per student flows directly from 
state laws.

The cost group regulator (Cost Group) receives quantity inflows from the 
following (NDE 2006a):
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The census report for children five to eighteen years of age, Census5 18y2,  –
based on two year old data.
Square miles of the county in which the high school is located (County Sq Mi  –
y1), based on one year old data.
Square miles of the K-12 public school system, System Sq Mi y1, based on  –
one year old data.
Formula students, FS y1, for the year prior to the certification of state aid. –
Distance between high school attendance centers, measured in miles, HS dist  –
y1, based on one year old data.

The output flow from the cost group regulator determines the cost grouping.

Very sparse cost grouping is less than 0.5 census students per county square 
mile, less than 1 formula student per school district square mile, and more than 
15 miles between high school attendance centers. Or more than 450 square miles 
in the school district, less than 0.5 formula students per school district miles, and 
more than 15 miles between high school attendance centers (Nebraska Revised 
Statutes §79–1007a).
Spare cost grouping is less than 2 census students per county square mile, less 
than 1 formula student per school district square mile, and more than 10 miles 
between each two high school attendance centers. Or less than 1.5 formula stu-
dents per public school district square mile and more than 15 miles between high 
school attendance centers. Or less than 1.5 formula students per public school 
district square mile and more than 275 square miles in the public school district. 
Or less than 2 formula students per square mile in the public school district and 
the local school district includes an area equal to 95% or more of the square 
miles in the largest county in which a high school attendance center is located 
(Nebraska Revised Statutes §79–1007a).
Standard group is any K-12 public school district that is neither very sparse 
nor sparse.

That output value flows to the Average Formula Cost per Student for Grouping y0 
(where y0 is 2006–2007) regulator where it receives input values from total 
estimated general fund operating expense for the cost group in y2, two years prior 

Fig. 5 Digraph of average cost group cost per student
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to y0, and total adjusted weighted formula students in cost grouping in y2. That 
quotient value of $6,047 flows to Cost Group y0. The output value, $6,047, is mul-
tiplied by adjusted weighted formula students, 335,788.2532, to deliver the product 
of formula needs: $2,031,193,234 (Nebraska Department of Education 2006c).

This layer of detail is not fully modeled at the equation layer of ithink®. The 
ithink® modeling layer permits a digraph presentation of the major factor processes 
in calculating cost grouping cost per student, as in Fig. 5.

Conclusion

Elementary and secondary education finance systems are complex. The SFM/
digraph approach to analyzing education finance systems permits the ability to both 
model the current system, as done in this chapter, and reform the system. A legisla-
tive policy analyst can use the SFM/digraph to model the education finance system 
and analyze the integrated system dynamics, flows, deliveries, and processes. 
Lawmakers may make more informed decisions about creating laws that change 
incrementally one or more of the components and factors of the education finance 
formulae. For example, once the current education finance system is modeled using 
the ithink® software, based on the SFM/digraph, a public policy analyst may gener-
ate various modeling scenarios. What happens to formula need if early childhood 
education were a new factor? How is average weighted formula students affected if 
the grade level weightings changed to more closely reflect the actual costs of pro-
viding essential educational opportunities (i.e., technology, knowledge, and skills 
of educators, and facilities)? Finally, the SFM/digraph provides a serious approach 
to evaluate education finance laws by the courts.
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Abstract Market-based pollution control instruments represent the influence of a 
commitment to the principle of laissez-faire economics and the success of orthodox 
economics to steer public policy formation. The criteria for design and assessment of 
policy interventions however should not be influenced by a prior commitment to a problem-
solving strategy. Rather, the inquiry guiding policy design and assessment should be 
guided by the recognition of social, ecological, and technological interdependence and 
by the discovery of evaluative criteria consistent with this interdependence.

Introduction

Economics contributes to policy debates by focusing attention on the primary 
analytical concepts of the discipline: costs, benefits and tradeoffs. Yet, economic 
efficiency as the sole evaluative criteria may not be sufficient. A necessary condi-
tion for effective policy intervention is the creation of social institutions with the 
capacity both to recognize relevant social, technological and ecological criteria and 
to implement rules and regulations consistent with these criteria. “The concern for 
consistency of the normative criteria is not just a deontic concern for logical 
completeness and consistency. It is a real-world concern of major importance. 
Society has lost the institutional ability to make social belief, technological, and 
ecological criteria consistent with each other and consistent with an instrumental 
flow of events and actions in its processing institutions” (Hayden 1998:102).

Increasingly, economists are expanding their analysis to consider how policies 
impact avenues of inquiry particularly when key stakeholders exert significant 
influence in research decisions. As Paul Dale Bush has made clear, “Knowledge 
embodied in instrumental patterns of behavior is available to the community for use 
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in the problem-solving activities that sustain the life process of the community. 
Knowledge encapsulated within ceremonial patterns of behaviors is either 
effectively withheld from the problem-solving process, or, to the extent that it is 
permitted to be employed in the problem-solving process, the legitimacy of its use 
is held to the standard of ceremonial adequacy” (Bush 1983:38).

Echoing the need for a broad set of evaluative criteria, a recent National 
Academy of Sciences report, Air Quality Management in the United States, notes:

Although the inputs of science and technology are important, they are not the sole determination 
of the success of an air quality management (AQM) system. Effective AQM decisions are made 
and implemented by elected and appointed leaders in the context of divers social, economic, and 
political considerations. Successful AQM requires that the input from the scientific and techno-
logical communities be utilized by those leaders to produce adequate and cost-effective pollutant 
emission reductions for which a variety of societal consideration, including environmental jus-
tice, are taken into account. The U.S. AQM system entails the promulgation of rules and regula-
tions on specific types of emissions, the institution of programs that provide incentives for the 
creative development of new technologies, and the use of emission control technologies and 
systems that reduce air pollution to a sufficient degree to protect public health. However, the 
effectiveness of AQM can be undermined by a breakdown in any of these components (National 
Academy of Sciences 2003:28; emphasis added).

The purpose of this paper is to examine how well market-based air pollution control 
instruments satisfy a broad set of evaluative criteria. The suggestion is that the reli-
ance on market-based solutions has hindered inquiry into policy options thereby 
restricting more effective – broadly considered – policy outcomes.

The structure of the paper is as follows: First, the magnitude of the environmental 
hazards facing policy makers is described. Second, the argument for and use of market-
based air pollution controls are surveyed, using the Clean Air Act of 1970 as amended 
as an example of this approach. Third, the cap-and-trade model is evaluated with par-
ticular emphasis upon the way in which such an approach to environmental hazards can 
cloud problem definition and deflect inquiry from alternate policy options. The Social 
Fabric Matrix (SFM) is introduced as a means both to understand the interdependence 
of social, technological and ecological dimensions of the life process and to identify 
evaluative criteria consistent with this interdependence. Lastly, recent policy interven-
tions by some US states and by Canada are suggested as avenues of policy inquiry that 
warrant more attention at the federal tier of air quality management programs.

The core argument is that market-based pollution control instruments can be effective 
in encouraging innovation, but that policy outcomes could be improved with a better 
understanding of the government’s capacity for risk management. Moreover, a market-
based approach tends to undermine the legitimacy of the governance process and elevates 
the narrowly conceived economic evaluative criteria above the social, technological and 
ecological criteria necessary for effective policy, and for public support of such policy.

The Magnitude of Air Pollution Hazards and of Policy Challenges

The challenges facing air pollution policy initiatives are daunting and include public 
health, legal, and governance legitimacy dimensions. Stationary fuel combustion 
from power plants, transportation such as cars and trucks, and industrial processes 
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emit a number of pollutants that harm human and animal health, damage ecosystems, 
degrade buildings surfaces and impair visibility; these impacts could be close to the 
source or, because of pollutant migration, could be hundreds of miles away, further 
complicating inquiry into the source-receptor relationships. Some air emissions, 
such as nitric oxide and nitrogen dioxide for example, are classified as primary 
pollutants since they are emitted directly into the atmosphere. Secondary pollutants 
result from chemical reactions between emissions and other compounds. “Control 
of secondary pollutants is generally more problematic than that of primary pollut-
ants because mitigation of secondary pollutants requires identification of the pre-
cursor compounds and their sources as well as an understanding of the specific 
chemical reactions that results in the formation of the secondary pollutants” 
(National Academy of Sciences, National Research Council 2003:19).

Power plants in the United States are responsible for 11.4 million tons of 
sulfur dioxide (SO

2
) annually which accounts for 62% of the acid rain. The plants 

also emit 5.2 million tons of nitric oxide and nitrogen dioxide (collectively, NO
x
) 

annually contributing to 21% of the smog (Silverstein 2003b). Stationary fuel 
combustion is responsible for 87% of the SO

2
 and 38% of the NO

x
 generated in 

the U.S. (National Academy of Sciences, National Research Council 2003:20). 
SO

2
 and NO

x
 also react with ammonia in the atmosphere to create small particles 

which interfere with oxygen absorption by the lungs, contributing to a number of 
health problems.

In an attempt to quantify these health impacts, a November 2002 report for the 
Environmental Integrity Project examined 41 power plants that “emitted at least 
40,000 tons of SO

2
 in 2001 and had SO

2
 emissions either increase or decline by less 

than half the national average between 1990 and 2001.” From these 41 plants in 
2001, they attribute between 4,800 and 5,600 premature deaths due to long-term 
exposure; over 3,000 hospital admission or emergency visits for pneumonia, 
cardiovascular problems and serious asthma; 930,000 work loss days and 111,000 
asthma attacks not requiring hospitalization (Abt Associates 2002:6–10).

Coal-fired plants are also responsible for about one-third of mercury emissions 
and because most emissions remain close to the point of release, a regional 
approach to control may create hot spots of mercury concentration. Not regulated 
under the original Clean Air Act, mercury emissions have yet to be limited for coal 
plants though restrictions are in place for medical waste and garbage incinerator 
facilities. When it is released into the air from coal combustion, mercury combines 
with rainwater and collects in lakes and streams where methyl mercury is formed. 
This compound is bioaccumulative – i.e., concentrates in fat tissue – and is trans-
ferred up the food chain. Mercury is particularly harmful for fetuses, nursing 
infants, small children, and anyone with a high proportion of fish in their diet. 
Health impacts include lung, liver, kidney and neurological damage. Consequently, 
43 states have mercury advisories warning of too much fish consumption 
(Silverstein 2003f).

Because of the low migration rate for mercury contamination, many have noted the 
inability of a cap-and-trade model to effectively protect public health against it. While 
average or even total mercury levels for a region may be reduced through a cap-and-
trade approach, the concentration in some local hot spots may remain too high. 
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Quoting an EPA report, Ken Silverstein notes, “Even the EPA recognizes this: ‘A cap-
and-trade program raises the possibility that any particular utility may opt to purchase 
allowances, instead of implementing controls, and that this may result in continued 
mercury emissions at the previous, uncontrolled levels from that utility’” (Silverstein 
2003f). Moreover, debate about current availability of effective mercury abatement 
technology has stymied federal rules, although Connecticut has moved forward with 
its own aggressive initiative. As discussed below, many states have exceeded the stan-
dards of current policy and have done so not by abandoning competition as a positive 
force for innovation but by strategic use of government budget and regulatory 
authority.

While the burning of coal contributes to the mercury contamination problem, the 
mining of coal continues to pose its own set of environmental problems. About 
one-third of coal from the Appalachia region of West Virginia, Kentucky, and east-
ern Tennessee is mined by “mountaintop removal.” A Bush Administration pro-
posal would “alter a rule to allow state regulators to give mining companies 
permission to go ahead [with such a mining technique] if they can show their efforts 
would preserve water quality ‘to the extent possible’” (Silverstein 2004b). 
The advantage of the mountaintop removal technique is an access to the lower 
sulfur content coal just below the surface; the disadvantage is the impact from the 
“valley fills” of rock and soil and river, and the stream pollution and silting from 
run-off. Approximately 720 miles of streams have been buried and 7% of the for-
ests of Appalachia have been cut down. Advocates of mountaintop removal mining 
claim the environmental benefits of low-sulfur coal and the economic benefits of 
land reclamation efforts outweigh costs of ecosystem damage. Opponents argue the 
economic benefits are minimal relative to the damage; moreover, they note that coal 
mining in the US occurs disproportionately in poor communities and, consequently, 
coal-mining practice is an environmental justice matter as well as an issue to the 
damage of the ecosystem.

A related environmental matter in justice, though on a global scale, is the Bush 
Administration’s position on the Kyoto Protocol mandating a 5% reduction in CO

2
 

emissions below 1990 levels between 2008 and 2012. The US contributes one-
quarter of the world’s CO

2
, the compound responsible for global warming and, 

consequently, has a proportionate responsibility to the world community to take the 
lead in reducing carbon dioxide. The impact on biodiversity is potentially severe: a 
recent study suggests “that more than one million species could be extinguished by 
2050 if the rise in temperatures is not curtailed” (cited in Silverstein 2004c). The 
Administration’s claim of more significant reductions through voluntary restric-
tions fails to provide global leadership in addressing global warming, particularly 
in light of the Department of Energy’s estimates of a 43% increase in CO

2
 emis-

sions by US companies by 2020 (Silverstein 2003e).
In order to reduce hazards of local mercury contamination and of global warming, 

many have advocated greater diversification of the energy generation portfolio. 
To this end, nuclear power is again gaining attention despite no new facilities having 
been built in the US since 1979. However, the claim of nuclear power as a low cost 
energy source fails to account for the role of government policy in externalizing 
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many of the costs and of managing the risk. For example, industry advocates have 
encouraged Congressional support for guaranteed loans to cover the high start-up 
capital costs of nuclear generation although similar proposals for so called “green” 
alternatives like geothermal or wind energy have not met with same degree of 
industry endorsement. In addition, the costs of exploring spent fuel storage options 
continue to be borne disproportionately by taxpayers while the legal battle over 
Yucca Mountain continues. Moreover, the 1957 Price-Anderson Act limits plant 
operators’ liabilities risks to $9.3 billion. Nevertheless, Peter Rigby of Standard & 
Poors has noted, that the “industry’s legacy of cost growth, technological problems, 
cumbersome political and regulatory oversight, and the newer risks brought about 
by competition and terrorism concerns may keep credit risks too high (for even 
federal legislation that provides loan guarantees) to overcome” (Silverstein 
2003d).

The Logic of Market-Based Pollution Control Instruments

The Clean Air Act of 1970 was intended to “protect and enhance the quality of the 
Nation’s air resources so as to promote the public health and welfare and the pro-
ductive capacity of its population” (42 U.S.C. § 7401(b) as cited in NAPA 2003:9). 
Edmund Muskie, principal architect for the 1970 legislation, recalls:

Three fundamental principles shaped the 1970 law. I was convinced that strict federal air 
pollution regulation would require a legally defensible premise. Senator Howard Baker 
believed that the American technological genius should be brought to bear on the air pol-
lution problem, and that the industry should be required to apply the best technology avail-
able. Senator Thomas Eagleton asserted that the American people deserved to know when 
they could expect their health to be protected, and that deadlines were the only means of 
providing minimal assurance (1990).

The original bill created the Environmental Protection Agency and targeted carbon 
monoxide, nitrogen oxides, sulfur oxides, ozone, lead and particulate matter and 
established primary standards aimed at protecting human health and secondary 
standards aimed at protecting visibility and reducing damage to buildings, plants, 
and other aspects of public welfare (Muskie 1990). The means through which the 
above principles were implemented included a web of programs and, for the most 
part, left implementation plans to individual states. Significant amendments in 
1977 and 1990 increasingly reflected the use of market-based emissions controls. 
For example, the 1977 amendments implemented an offset program limiting addi-
tional emissions by new stationary source polluters to the reductions achieved by 
the existing firms in the region. In 1979, the program was expanded with an emis-
sions banking system that “allow” states to give credits to polluters who reduce 
emissions beyond the minimum needed to meet the state’s plan for compliance with 
air quality standards” (Swaney 1987:299). Also implemented in 1979 was the “bub-
ble” approach that measured emissions and required offsets by region rather than 
by the firm.
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The Amendments of 1977 also implemented the dual component New Source 
Review (NSR) program. “The first component requires that new major sources be 
built with modern, cleaner equipment to minimize air pollution. The second 
requires that similar upgrades be installed when existing plants are modified in 
ways that may significantly decrease their emission” (NAPA 2003:10). As summarized 
in a recent GAO report, exceptions are available to firms under certain conditions, 
“for example, (1) a modification is considered ‘routine maintenance and repair,’  
(2) the company agrees not to significantly increase its emissions after making a 
physical or operational change to its facility, or (3) the company offsets any emis-
sions in a facility with emissions reductions achieved elsewhere within that facility” 
(2003a:2). The Bush Administration, in a move blocked by the US Court of 
Appeals, recently tried to broaden the definition of “routine maintenance and 
repair” to allow greater latitude in the exceptions category.

The routine maintenance clause was premised on the belief that the older coal-fired 
utility plants would reach the end of their operating life and be replaced with newer, 
more efficient combustion technology. However, “the older plants have lived on and 
moreover, the new ruling that favors industry will keep alive the dirtier facilities,” notes 
Frank O’Donnell of the Clean Air Trust (Silverstein 2003c). The environmental impact 
of the changes in the New Source Review program are discussed below yet the issue 
to note here is a potential example of the concerns of utility operators maintaining 
disproportionate influence over the policy process relative to other stakeholders.

The use of permits reflects the ascendancy of market-based approaches to pollution 
control over the traditional command-and-control – both the technology-based 
regulations stipulating the use of particular equipment and the performance-based 
regulations that establishes effluent thresholds for the firms and leaves it to the firm’s 
decisions regarding the means to achieve the goal. Yet, prior to the 1990 amendments, 
technology-based standards remained an essential component of the policy: firms had 
to demonstrate that the “best-available control technology” (BACT) was used for 
regulated effluents; new stationary source polluters in regions not meeting federal 
standards needed to demonstrate that equipment operated at the “lowest achievable 
emissions rate” (LAER); and existing stationary source polluters could be required to 
install “reasonably available control technology” (RACT) (Popp 2003:643).

The Clean Air Act Amendments of 1990 signaled the final shift from technology-
based standards to market-based control instruments. For example, Title IV required 
permits for each ton of SO

2
 emitted and a national standard, rather than the regional 

thresholds, was established. Choices of effluent reduction technology were left to 
individual firms though additional permits were granted if a firm implemented “quali-
fying control technologies” that would reduce SO

2
 by at least 90% (Popp 2003:643).

The basic logic of the market-based approach is straight-forward: by capping the 
total amount of regulated effluents and establishing a market for tradable emissions 
permits within a region, firms able to reduce emissions at relatively low-cost will 
have the incentive to do so and then trade the permits, thereby allowing a spatial 
redistribution of emissions. Moreover, a firm might bank their permits as credit for 
future use thereby allowing a temporal redistribution. The effect, it is argued, is that 
the desired level of emissions reduction can be achieved at the lowest cost; those 
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able to reduce emissions relatively inexpensively, through introduction of new 
technology for example, would have the incentive to do so in order to trade the 
unneeded permits. Recent compilations of the seminal articles leading to the devel-
opment of market-based pollution control instruments include Tietenberg et al. 
(1999) and Tietenberg (2001).

However, many observers do not see the market-based pollution control instruments 
as necessarily generating the outcomes predicted by theoretical arguments. The suspi-
cion stems from a simple result from General Systems Theory: one-dimensional growth 
of an organism leads to organism decay. For environmental systems, this means that 
multidimensional inquiry into ecological, social and political considerations is required. 
While the economists’ focus on efficiency in policy analysis is of great value, a focus 
on monetary flows as the criteria for policy assessment falls short of the type of inquiry 
advocated herein. The next section elaborates on a form of structured inquiry believed 
to fulfill the need for broader analysis and the third section considers further the 
consequences of the market-based pollution control instruments.

The Elements of Valuation for Policy Assessment

The extended quote from the National Academy of Sciences identifies the importance 
of science and technology in the air quality management policy arena. Economists 
have stressed the importance of appropriate incentive structures to encourage 
collectively desired policy outcomes. The need to coordinate these and other 
strands of inquiry in a comprehensive manner has led some economists to develop 
approaches to a structured meta-inquiry. The aim has been to create cumulative 
databases for policy decision and monitoring of impacts; to integrate diverse kinds 
of data; to focus on scientific analysis that specifies deliveries and relationships 
among system components; and to provide the structure for social evaluation and 
institutional change.1

1 Theories of institutional change and social valuation in the Original Institutional Economics 
tradition derive from the work of Thorstein Veblen, Clarence Ayres, Karl Polanyi, John R. 
Commons, and John Dewey. Of immediate interest are refinements by contemporary institutional-
ists Marc R. Tool, James Swaney, and Paul Dale Bush, and the development by F. Gregory Hayden 
of the means for policy evaluation and planning. In contrast to the orthodox economists’ focus on 
a narrow conception of efficiency as the value criterion for public policy, most institutionalists 
identify an alternative value principle: “the continuity of human life and the noninvidious re-creation 
of community through the instrumental use of knowledge” (Tool 1979:300). Such a principle recognizes 
the complex and evolving needs of the life process in an integrated community; asserts the ongoing 
need for inquiry directed toward these needs; and implies the importance of participatory democ-
racy as the means to maintain open inquiry and provide a countervailing check on the capacity of 
elites to capture the inquiry process (O’Hara and Tool 1998:7–8query). For an introduction to this 
literature the reader might begin with Hayden (1982a:637–644) and Bush (1988:1078–1086) for a 
concise history of the evolution of Veblen’s dichotomy, and Tool (2001/1979) for an early and full 
treatment of a theory of social valuation. O’Hara and Tool (1998:9–15), in a volume recognizing 
the contributions of Paul Dale Bush, provide a concise statement of the theory of institutional change.
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Criteria for evaluation are not given a priori but are the result of contextual 
analysis and recognition of the interdependence of the social, ecological and tech-
nological systems in the continuity of the life process. Progressive institutional 
adjustment requires analysis of criteria relevant to policy formation (Hayden 1995). 
In fact, “[a] specific standard of judgment is warranted only as long as it provides 
for instrumental efficiency in maintaining the causal continuity of the problem-
solving process” (Bush 1988:130). Consequently, the ability of elites in govern-
ment, business, or elsewhere to direct inquiry away from this continuity reflects 
what Thorstein Veblen identified as ceremonial patterns of behavior and results in 
ceremonial encapsulation – in other words, the encapsulation or capture of inquiry 
by vested interests to preserve the influence of vested interests. Note that this is 
more significant than rent-seeking behavior in that the idea of encapsulation 
includes more than the capture of a stream of monopoly profit. Such encapsulation 
might take the form of: (a) restricting innovation which can potentially diminish the 
power of vested interests; (b) directing inquiry towards innovation which protects 
and/or strengthens the source of such influence; or (c) actually replacing instrumen-
tally warranted patterns of inquiry or action with ceremonially warranted patterns.

The Social Fabric Matrix (SFM) is an analytical tool theoretically grounded in 
the literature of social psychology, economics, anthropology and ecology. Using 
General Systems Theory as the point of departure, the SFM emphasizes flow levels 
and deliveries between system components as the means to understanding a real 
world system and allows for socioeconomic problem recognition, definition and 
solution by integrating qualitative and non-common denominator quantitative 
information (Hayden 1982a, b, 1998). The SFM provides the means through which 
the consequences of ceremonially warranted patterns of behavior (i.e., patterns 
which detract from the sustained vitality of the community at large) can better be 
studied. Moreover, the SFM makes explicit the gaps in delivery of social belief, 
technological and ecological criteria to the appropriate institutional authorities that 
generate and often preserve such patterns; therefore, the analyst is better able to 
suggest the means by which instrumentally warranted patterns of thought and 
action (i.e., patterns which contribute to the sustained vitality of the community at 
large) might be implemented. Lastly, the SFM is inherently transdisciplinary and 
serves to organize and direct the research needed for effective policy design and 
monitoring of multidimensional policy outcomes.

The SFM can be presented in either directed graph form or matrix form. The 
directed-graph form explicitly and visually recognizes the linkages between 
system components. For example, social institutions include legal systems, 
corporations, environmental and other special interest groups, patterns and or 
customs of social interaction. Note that in Fig. 1, the criteria delivery (N

B
) from 

social beliefs to social institutions suggests that institutions must conform to social 
beliefs to be sustainable. Similarly, technology influences the structuring of 
social institutions; for example, the increased use of automobiles resulted in 
changes in urban planning.

The matrix form of the SFM allows the application of network analysis con-
cepts such as reachability and centrality indices that are not part of this project 
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(Hayden 1982b). To “read” the matrix, note that criteria and institutional compo-
nents are identified across the top of the matrix and, in the same order, down the 
left side. The row components are delivering to the column components, and these 
deliveries might include budget authority, decision criteria, environmental sub-
stances, and technology. A cell value of 1 indicates a delivery; the task of the 
analyst is to describe the contents and context of the delivery, and then to evaluate 
the system for missing deliveries (a feedback loop, for example) or missing com-
ponents. Figure 1 is a generalized view, in digraph form, of how social and cultural 
components structure the fabric of the social system (Hayden 1998:93).

The context-specific model of the socioeconomic system as it concerns the 
development of the market-based pollution control instruments is presented in 
Fig. 2, this time the use of the matrix form rather than the digraph form. Following 
Hayden (1998:93–101), N

B
, N

E
 and N

T
 are used to denote social belief criteria, 

ecological system criteria and technological criteria, respectively. The following 
elaborates on each of the identified cell deliveries.

Beliefs, in N
B
, about the role of government in general and for technology-

related policy in particular have fluctuated as national priorities have changed. 
However, several influences have remained, to varying degrees, relevant to policy 
formation. Mistrust of government intervention is well rooted in the history of US 
political rhetoric and government institutions. This Doctrine of the Negative State 
is, in part, the political analogue to the economic doctrine of laissez faire (Fine 
1956). This is identified in cell [1,5] as the delivery of belief criteria to Congress. 
However, also firmly rooted in political discourse is the importance of a guiding 
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Fig. 1 Relationships among values, beliefs, attitudes, institutions, technology and the environment
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role for the central government; this apparent conflict of views is evident in the 
Jefferson–Hamilton debates of the Constitutional Convention (Nester 1998, 
Chapter 1). And specific to pollution control policy, the role of the federal govern-
ment is clearly affirmed in the passage of the Clean Air Act of 1970 as amended, 
and is indicated as the delivery of the belief criterion in cell [3,5] (see Senator 
Edmund Muskie’s recollections quoted above).

Yet another dimension of the debates about government form and governance 
process is the role of participatory democracy. Peter DeLeon traces the roots of this 
debate within the United States by contrasting the views of James Madison and 
Alexis De Tocqueville, who – though both concerned about autocratic governance 
– each saw different resolutions to the problem (1997, Chapter 2). Madison was 
concerned about the undue influence from concentrations of power through 
factional maneuverings, and “at heart, did not trust the individual citizen to under-
stand the requirements of government and to govern in a dispassionate manner, to 
overcome the ‘factious spirit that has tainted our public administration’” (DeLeon 
1997:22). De Tocqueville on the other hand believed the legitimacy and authority 
of government derives from citizen participation (Deleon 1997:27). Economists 
influenced by the work of John Dewey generally agree that participatory democracy 
is an essential element of effective problem-solving. This belief criterion is identi-
fied in cell [4,5] of Fig. 2. As discussed below, the weakness of mechanisms of 
participatory democracy is cited as a cause for the ascendancy of policies not 
consistent with the broader set of evaluative criteria.

The remaining belief criterion identified in Fig. 2 is the delivery of the principle 
of laissez innover in cell [2,5]. Understood as a parallel to the principle of laissez 
faire, the laissez innover principle identifies “technology as a self-correcting 
system. Temporary oversight or negative externalities will and should be corrected 
by technological means. Attempts to restrict the free play of technological innovation 
are self-defeating. Technological innovation exhibits a distinct tendency to work for 
the general welfare” (McDermott 1969:256). Such a view identifies technological 
innovation as inherently an instrumentally warranted process (i.e., necessarily 

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11.

Laissez faire 1. 1
Laissez innover 2. 1
Gov’t Role: protect public health 3. 1

NB

Participatory democracy 4. 1
U.S. Congress 5. 1IA1
EPA 6. 1

IA2 Corporate Authorities 7. 1
NT Effluent Reduction Technology 8. 1 1
IP Effluent Generating Facilities 9. 1
E Ecological System 10.

NE Health Impact Thresholds 11. 1 1

Fig. 2 Social fabric matrix for the development of market-based pollution control instruments
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“progressive” or life-improving) and fails to appreciate the role of power and influence 
in the policy process and in the selection of particular avenues of innovation. 
Similar to an adherence to the principle of laissez faire, adherence to a principle of 
laissez innover allows policy advocates and the public at large to abdicate the role 
of normative evaluation of consequences. Well-structured mechanisms of participatory 
democracy are the countervailing checks on such influences.

I
A1

 denotes institutional authority of the first order; in this case, the U.S. 
Congress and the Environmental Protection Agency are identified as the rule-
making authorities. Cell [5,6] identifies the delivery of a legislative mandate and 
budget authority to the EPA, which in turn promulgates rules and regulations 
delivered to the relevant regulated firms. These firms are identified here as the 
institutional authorities of the second order, I

A2
; cell [6,7] indicates the EPA’s delivery 

of rules and regulations to the corporate authorities operating the facilities which 
generate regulated effluents. These corporate authorities then are empowered to 
establish internal operating procedures and to carry out the designated tasks;  
I

P
 denotes the processing facilities and this delivery is identified in [7,9]. Note that 

the legal structure of the corporations is identified independently of the technologi-
cal process generating effluents, to explicitly distinguish the authority of manage-
ment, subject to legislated obligations and prohibitions from the internal rule-making 
authority with respect to avenues of technological innovation.

The logic then of flow descriptions is as follows: social beliefs about the role of 
government and citizen participation in governance are delivered to the Congress, 
which in turn delivers regulatory and budget authority to the regulatory agencies. 
The actual content of that delivery is the complex web of legislation establishing 
statutory authority. With the agencies thus empowered to promulgate regulations, 
guidelines are delivered to the secondary rule-making authorities, i.e., the corporate 
authorities, which in turn establish procedures in their processing institutions. The 
concern of the analyst therefore is to investigate whether each of the deliveries – of 
budget authority, or rule-making authority, of outcome monitoring – is consistent 
with the ongoing welfare of the socioeconomic system at large. For example, do 
rules for mercury abatement effectively balance the concerns of corporate authorities 
over the concerns of public health for those living near a coal-fired plant?

In addition to the social beliefs (N
B
) about governance process, policy-making 

by Congress and its regulatory agencies is also informed by ecological and techno-
logical norms. The deliveries in cells [8,5] and [8,6] represent the technological 
norms shaping pollution control options as legislated by Congress and implemented 
by the EPA. As discussed above, early pollution control policy followed predominantly 
a command-and-control approach, often specifying technologies to be adopted to 
meet mandated goals. Popp (2003) distinguishes quantitative indications of 
invention patterns (number of patents issued as the proxy) from the qualitative 
content of subsequent innovation (p. 651). “Combining data on flue gas desulfuri 
zation units with patent data reveals that, although the level of innovative activity fell 
off after the passage of the 1990 Clean Air Act, the nature of innovative activity 
changed” (p. 658). Prior to the 1990 amendments, innovation focused on reducing 
the cost of operating the scrubbers yet maintaining the 90% removal efficiency 
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standard as required. After 1990, innovation focused on improving the efficiency of 
the scrubbers. The study suggests, at least for sulfur dioxide reduction, the market-
based approach can alter avenues of R&D with long-term benefits for firms through 
lower costs of compliance and for policymakers and society at large by allowing 
future reductions in allowed emissions (Popp 2003:659).

An aim of the CAA of 1970, as expressed in the above quote from Senator 
Muskie, was the protection of public health. Policy design and subsequent assessment 
then requires extensive knowledge about epidemiological impacts. Abt (2002) 
summarizes several studies on human health impacts due to exposure to particulate 
matter (the result of sulfur dioxide and nitrogen oxides reacting with ammonia) that 
interferes with the ability of the lungs to absorb oxygen. Impacts include premature 
mortality, chronic respiratory illnesses, increased hospital admissions, and lost 
workdays. The deliveries in cells [11,5] and [11,6] represent the ecological norms 
(N

E
), specifically health impact information, which should inform the legislative 

process in the Congress, the promulgation of rules and regulations at the EPA, and 
the subsequent assessment of outcomes from such laws, rules and regulations.

The Consequences of the Cap-and-Trade Approach for Air 
Pollution Control

The Social Fabric Matrix is premised on the belief that effective socioeconomic 
policy must be evaluated according to a broad set of criteria consistent with the 
ongoing vitality of the socioeconomic system. Making explicit the deliveries 
between system components and requiring analysts to explicate each of the deliveries for 
conformance with the appropriate sufficiency conditions contributes to this effort. 
Sufficiency conditions are numerous and do not share a common metric: utilities 
require regulatory stability for long-range planning; public health protection requires 
attention to absolute levels of source-receptor exchange, not regional averages; 
inquiry into new forms of power generation and new emission abatement technol-
ogy requires both the delivery of the appropriate incentives and transparency of 
corporate influence in the innovation pipeline (Is innovation ‘blocked” by vested 
interests whose position may be weakened by new technology?); justice concerns 
suggest the costs of policy intervention should not fall disproportionately on those 
without input in the policy process; legitimacy of the governance process requires 
the interests of stakeholders be considered in problem definition and the design of 
policy intervention.

What then are the consequences of the increased reliance on market-based con-
trol instruments? Regulated pollutants have been reduced by 70% since implemen-
tation of the Clean Air Act of 1970 (Silverstein 2003a). Since 1990, SO

2
 emissions 

have been reduced by 32% (Abt 2002). Moreover, as noted above, firms have 
responded to the inventive structure of the program by focusing on innovation that 
lowers compliance costs for SO

2
 emission. A 2003 report by the EPA reports a 

reduction of acidic lakes in the Adirondacks from 13% in the early 1990s to 9% and 
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a reduction of acidic lakes in the Upper Midwest from 3% in the early 1980s to less 
than 1% (reported in US Newswire 2003).

However, this desirable outcome in innovation patterns must also be balanced by 
the spatial distribution of the SO

2
 reductions to date. Total SO

2
 emissions fell from 

15,733,305 tons in 1990 to 10,632,613 tons in 2001; however, 16 states saw an 
increase in emissions with 8 experiencing more than a 20% increase. Not to be 
ignored is the reduction of emissions by 23 states to less than 80% of 1990 levels. 
Examining plant specific data, the report notes that “of 608 [specific] power plants 
operating in both 1990 and 2001, 285 facilities increased their emissions, and 54 
decreased their SO

2
 emissions by less than 15% (Abt 2002:1–6).

The spatial distribution of mercury contamination is also a concern. Even 
traditionally strong advocates of market-based instruments have suggested that 
more aggressive means are necessary to protect public health. Connecticut has 
taken the lead in aggressive mercury abatement by requiring coal-fired utilities 
to reduce mercury emission by 90% by 2008 (Silverstein 2003a). Collaboration 
among industry, environmentalists and lawmakers and resulting flexibility in the 
law suggest the antagonism between stakeholders can be overcome to achieve 
broad social goals.

Clarification of the “routine maintenance” clause of the New Source Review 
Program is necessary for regulatory stability for utilities, yet this must be balanced 
with public health concerns. A 2003 joint study by the Environmental Integrity 
Project (EIP) and the Council of State Governments/Eastern Regional Conference 
(CSG/ERC) estimated allowable emissions increases for the twelve state regions 
and for a number of pollutants. Particulate matter emission could increase by as 
much as 48,800 tons, or an average of 14% across the states; nitrogen oxides 
emissions could increase by as much as 335,000 tons, or a regional average of 14%; 
sulfur dioxide emissions could increase by as much as 330,000 tons from all sta-
tionary sources, or a regional average of 6% with Maine increasing 32% (EIP and 
CSG/ERC 2003:2).

The logic of market-based instruments inducing innovation as costs rise is 
sound. However, the focus on the free-market undervalues the role of government 
in establishing the market parameters, encouraging innovation in particular areas 
through targeted funding, and managing risk for high-cost capital outlays with 
temporally distant returns. The practical concerns of new technology development 
and implementation with recognized positive externalities and public good charac-
teristics should not be left entirely to hypothesized market forces.

The technological lock-in of coal-fired plants, compounded by the fact that older 
plants continue to operate, can be a barrier to innovation. Moreover, regulatory 
uncertainty reduces planning horizons and thereby reduces attention to long-range 
investments in substitutes. A number of so-called “green” technologies are becoming 
viable but production costs remain high because of the inability to achieve 
economies of scale; government influence can tip the balance for products and 
processes nearing cost-efficient production thresholds. Geothermal heat pumps for 
example are very efficient, generate no emissions, and can both cool and warm a 
building. While the technology is currently available, high installation costs and  
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a shortage of builders with sufficient expertise continue to slow adoption. The 
Power Smart Program operated by Manitoba Hydro resolves part of this barrier 
through a residential loan program (Spring 2003). Training subsidies for qualified 
builders can also provide a direct and immediate benefit. Note that this is not a case 
of the government picking winners and losers – a too-oft heard criticism of govern-
ment intervention – but a targeted effort to remove the final barriers to marketing a 
tested and reliable energy alternative.

Other alternate technologies include wind power, hydrogen, and energy storage 
devices – each with their own implementation challenges yet also with programs to 
counter these challenges. Advocates for green technologies argue for incentives to 
diversify the energy generation portfolio with currently available technologies and 
to supplement research and development efforts for technologies still in the innova-
tion pipeline. Canada has estimated the need for 2,500 megawatts of new power by 
2007 yet has also proposed shutting down coal-fired plants by that year. While not 
abandoning the use of competitive forces in consumers’ energy usage decisions, the 
reforms, task forces suggests, will achieve the goal by encouraging conservation 
and time-of-use strategies and by shifting demand to existing nuclear, hydropower, 
and natural gas facilities and to new emerging technologies. The task force report 
claims: “A process must be put in place quickly to enable the negotiation and 
contracting of a range of new supply capacity to address the looming supply shortfall. 
Private investment and risk taking should be the mainstay of the future power 
system, following competitive principles” (Silverstein 2004d). The risk management 
resources of government and clear directives with appropriate incentives can and 
should steer better policy outcomes. Indeed the risk management capacity of 
government has been essential to innovation in the private sector. As David Moss 
notes in his recent volume (2002), the historical record in the US: (1) “reveals risk 
management to have been an exceedingly flexible tool, used to address a wide 
range of social problems and to serve a divers set of social objectives”; (2) “reveals 
a remarkable degree of economic sophistication in the way leading policymakers 
thought about risk and the governments’ role in managing it”; and (3) “helps us 
understand why public intervention in markets for risk was so prevalent in the 
United States, despite the county’s reputation as being the bastion of laissez-faire” 
(Moss 2002:293–295).

The development of hydrogen as a reliable and efficient fuel source for autos or 
electricity generation remains impractical, yet dedicated research funds and political 
commitment can stimulate private sector efforts to commercialize the technology. 
The U.S. has committed nearly $2 billion over 5 years and the European Union has 
allocated 2.36 billion over 5 years to develop hydrogen technologies. Admittedly, 
the production of internal combustion engines employs millions of people and the 
technology lock-in is a barrier to the emergence of substitute technologies 
(Silverstein 2004e). Such displacement should be included as part of a comprehensive 
energy realignment strategy.

Renewable energy sources are also gaining attention with state government 
taking the lead. New York Governor George Pataki has proposed that by 2013 New 
York would purchase at least 25% of its energy needs from renewable sources such 
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as wind power. By a 2001 executive order Pataki requires state agencies to purchase 
10% of their electricity needs by 2005 and 20% by 2010 from renewable sources. 
The commitment gives private industry the incentive to continue to develop the 
technology and permits demand for energy from renewable sources to increase 
sufficiently those production efficiencies that can be realized. Chautauqua 
Windpower of New York estimates the 41.5 MW of wind power currently in use 
has avoided more than 45,000 tons of annual carbon dioxide emissions. Texas has 
also implemented renewable energy portfolio standards. Public support for wind 
power has wavered in some areas because of noise from the turbines and from 
television signal interference (Silverstein and Spring 2003). Consequently, as with 
any large-scale facility, citing concerns will exist and it is likely that these facilities 
will have to be in low-density population areas. However, unlike coal-fired or 
nuclear-powered energy plants, the downsides of the technology are not temporally 
or spatially disconnected; for example, the damage from coal combustion is neither 
readily identifiable nor readily attributable by casual observers. These factors may 
actually contribute to more transparency in the citing process.

A more subtle impact of relying on market-based pollution control instruments 
involves the threat to the legitimacy of the governance process. Political processes 
must be recognized as legitimate and this “legitimacy requires a social moral 
consensus on norms with regard to the consequences of social policy and with 
regard to the procedures which produce those consequences” (Hayden 1982a:634; 
italics in the original). The policy procedures for energy policy of the current 
Administration have created unnecessary antagonism between stakeholders.  
An August 2003 GAO report confirmed what had been widely discussed in the 
press: representatives and lobbyists from the petroleum, coal, nuclear, natural gas, 
and electricity industries dominated the National Energy Policy Development 
Group, chaired by Vice President Cheney (GAO 2003b).

More recently and more germane to air pollution policy specifically,  
a February 2004 GAO report on the process for revising the New Source Review 
Program notes, “A majority of the 44 state air quality officials responding to our 
survey believes that the December 2002 final rule will provide industry greater 
flexibility to modify facilities without having to install pollution control in some 
cases; a majority of the officials also think, however, this flexibility will come at 
the cost of increases in emissions and agencies workloads” (GAO 2004:6). While 
EPA analysis estimates the new rule will reduce emissions because firms now 
have some certainty with respect to plant modifications, the issue here is one of 
perceived legitimacy of the governance process by those closely involved with 
implementation and monitoring of the policy. (Note however that the EIP & CSG/
ERC October 2003 report referred to above estimated increased emissions). 
Moreover, public support for market based programs is not strong; a 2002 survey 
concludes that “53% of Republicans, 69% of Independents, and 70% of 
Democrats oppose the [cap and trade approach of the Clear Skies Initiative 
proposed by the Bush Administration].” It is opposed by a majority of voters in 
every region of the country and is opposed by every demographic group” 
(reported in US Newswire 2002).
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In the context of the above discussion of valuation for policy assessment, this 
ambiguity of public support can be interpreted as a lack of consistency between 
social belief criteria, ecological system criteria, and technological criteria. The 
informed public increasingly believes that policy is targeted to corporate needs 
without regard for other evaluative norms. Whether this perception is correct or not, 
the impact on the perceived legitimacy of the means of mechanism of governance 
is the same: disenfranchisement of the public from the governance process.

Conclusion

Brian Martin has suggested debates over policy issues involving complex technology 
can be sidetracked onto an issue of scientific debate. For example, the debates over 
fossil fuel usage and ozone depletion have too often been cast as a question of 
whether global warming is in fact now occurring. This neglects the broader policy 
issue; “It is quite possible to argue that fossil fuel use should be curtailed for rea-
sons quite independent of climate change, including health impacts on coal miners, 
acid rain, air pollution and associated respiratory disease, promotion of the car and 
associated health and environmental effects, and the antidemocratic impacts of 
immense political and economic power of energy industries” (Martin 2000:208).

The idea of ceremonial encapsulation discussed above describes the beliefs of 
many observers of the policy process: industry and government elites have been 
driven by a one-dimensional criterion of efficiency and have neglected other criteria 
– ecological, social,and technological – just as crucial to the welfare of industry and 
society. The need to meet increased demand for power is crucial to economic 
growth; the need to safeguard public health is essential for a viable community. 
Failure to achieve either imposes costs upon society.

While the technology-based standards of the original Clean Air Act may not 
have generated effluent reductions at the lowest cost, the shift to market-based 
instruments comes at the cost of further undermining public trust in political institu-
tions. Like much legislative activity of the early 1970s, the Clean Air Act of 1970 
reflected a new balance, through creation of a new mechanism for public interest 
advocacy, between local government and community control on the one hand and 
federal government regulatory responsibility on the other (Milkis 1998). This bal-
ance should be restored in some form to assure legitimacy of ecological policies 
and consistency with protection of the public interest.

As discussed, several states have taken the initiative to implement stricter emissions 
standards or incentives for the expansion of alternate energy sources. Policy 
research and implementation should encourage such innovation. The public service 
commission (PUC) model, used on a regional basis rather than with the traditional 
state, can inform the creation of political institutions with the expertise to achieve 
this aim. Dodds and Lesser (1994) suggest alternate costs evaluations to improve 
PUC outcomes. However, I am advocating more extensive revisions to the breadth 
of analysis and use of evaluative criteria with which such commissions might be charged. 
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Such an approach can both address local pollution problems such as mercury 
emissions and help coordinate the appropriate mix of market incentives and govern-
ment regulation

Policy debates that are too polarized – the use of free-market principles vs. 
government decree – fail to capture the full dimensions of the socioeconomic 
problem and the options for policy intervention. The debate should instead focus 
on how policy can combine the comparative advantages of each to achieve the 
multi-dimensional aims of society. Market-based pollution control mechanisms 
have the potential to encourage desired innovations and reduced emissions. 
However the risk management function, the capacity for government budget 
authority to fund the promising process and product innovation, and the role of 
government purchasing decisions as a means of encouraging economies of scale in 
the production of existing technologies must also be recognized for their potentially 
desirable impact on private-sector decisions. The aim is to focus the policy process 
on consistency of economic, social, ecological and technological norms in designing 
the appropriate mix of public and private actions, rather than being guided by a 
priori commitments to one set of options.
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Abstract Access to basic services such as health care, the court system, and police 
protection is vital to individual and social well-being. If barriers exist that prevent 
people from receiving fundamental services, the quality of their lives is diminished. 
In the aggregation, society as a whole suffers when some of its members fail to 
receive services, making access barriers a prominent policy issue concerning the 
government at national, regional (state), and local levels.

Service availability, access, and delivery are universal problems every society 
faces. Resource constraints are sometimes the cause for the absence or poor provi-
sion of services. However, service rigidities do not arise solely from a lack of 
resources. Access rigidities do include obvious barriers like the absence of physical 
facilities (e.g., hospitals) and low incomes of citizens, but they also include less 
obvious barriers like social and family dynamics. Rigidities are often more severe 
in rural places, sometimes to the extent that rural community sustainability is jeop-
ardized by service access barriers.

This chapter identifies crucial factors in service access rigidity by using a modi-
fied social fabric matrix (SFM). The components of the SFM – cultural values, 
societal beliefs, personal attitudes, social institutions, technology, and the natural 
environment – go to the core of the question of well-being and are ideally suited to 
identify access rigidities. Once identified, service access rigidity is quantified over 
geographic regions in the state of Alaska. Rigidities are found to vary not only by 
geography but also by service type.

Introduction

Service availability, access, and delivery are universal problems every society faces. 
Resource constraints are sometimes the cause for the absence or poor provision of 
services. However, service rigidities do not arise solely from a lack of resources. 
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Access rigidities include obvious barriers that are empirically observable like the 
absence of physical facilities (e.g., hospitals) and low incomes of citizens, but they 
also include less obvious barriers that are not easily measured such as social and 
family dynamics. Rigidities are often more severe in rural areas, sometimes to the 
extent that rural community sustainability is jeopardized by severe service access 
barriers (Edwards 2007; Edwards and Natarajan 2008).

This chapter focuses on the measurement of barriers to service access. First, an 
overview of the geography and demography of Alaska is presented. Second, the social 
fabric matrix (SFM) is used to organize the analysis of service access questions. 
Finally, numerical representations of service access rigidities are compared to mea-
sures of well-being. The primary result is that while measures of service access rigidi-
ties are broadly consistent with other measures in explaining geographical variation in 
well-being, they also reveal differences not seen in other analyses. Therefore, the 
access rigidity indices are useful additions to the universe of well-being measures.

Services and the Alaska Economy

Alaska is the largest state in the United States by area, but has one of the smallest 
populations. Even today, vast expanses of land remain unorganized by political 
boundaries and the overwhelming majority of communities do not lie on a connected 
road system, as shown in Figs. 1 and 2. Figure 1 is a map of the state showing bor-
oughs and their names. The white areas on Fig. 1 are not defined politically. Figure 2 
shows most of the borough boundaries and rural communities as defined by a recent 

Fig. 1 Alaska Boroughs Map by Meghan Wilson, Institute of Social and Economic Research, 
University of Alaska, Anchorage
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study (Haley et al. 2007). Virtually all of the indicated rural communities lie off the 
scant connected road system and most lie outside of organized boroughs.

Not only does the state have vast rural areas, the state itself is quite remote – 
only Hawai’i is more geographically isolated from the rest of the United States than 
Alaska. Nevertheless, the flow of migration to and from Alaska occurs at one of the 
highest rates of any state (Edwards 2007; Edwards and Huskey 2008). Population 
demography therefore tends to be turbulent in some local Alaska communities.

Poverty, as measured by a deprivation of income, is less widespread in Alaska 
than in other states. For example, Alaska has had the most equitable distribution of 
income of any state. Alaska’s Gini coefficient in 1999 was only 0.39, compared to 
the national average of about 0.43, and other income-based measures reveal similar 
results: Alaska, compared to most other states, has less poverty by income mea-
sures (Howe 2004a, b). This overarching characteristic can be found in Alaska for 
past several decades (Edwards and Natarajan 2007).

There are stark differences between life in rural communities and life in popula-
tion centers. Rural residents face service access rigidities that urban residents do 
not face, and these rigidities surely reduce well-being. After all, theoretically avail-
able services have no value if they are not, in reality, available to consume (Edwards 
and Natarajan 2008). In addition, prices for food and energy are wildly divergent in 
some rural places. Recent observations indicate that food and energy prices are 

Fig. 2 Alaska Boroughs and Rural Communities Map by Meghan Wilson, Institute of Social and 
Economic Research, University of Alaska, Anchorage
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sometimes 500% higher in remote Alaska villages than in Alaska population 
centers (Simon 2009).

The argument is sometimes made that people who choose to live in rural com-
munities are aware that access to services might be limited because of the remote 
nature of their residence. Even if true, this does not mean that people living in rural 
areas have a preference for limited services (Halpin 2008; Bryson 2007). Ultimately, 
questions about service delivery are social questions that must be addressed by 
communities and government. What services will be delivered? How will the services 
be delivered? Where will the services be delivered? To whom will the services be 
delivered? These questions are inescapable matters of public policy (Edwards and 
Natarajan 2007). It is crucial to know the level or severity of the rigidity in order to 
make public policy decisions about services.

For the purpose of this analysis, three particular categories of services are exam-
ined: health, justice, and safety. There are many other categories of services which 
are also important to individuals and communities (e.g., education). The reason 
health, justice, and safety are analyzed here is that this chapter aggregates the 
results of separate analyses on service access rigidities treated individually else-
where (see Edwards 2009a, b, c). The methodology used in the analysis presented 
in this chapter can be extended to other service categories in Alaska or anywhere in 
the world.

The following discussion (adapted from Edwards and Natarajan 2007) briefly 
summarizes three specific categories of service access rigidities that exist in Alaska, 
highlighting some of the unique features of the place. These examples, while not 
exhaustive, are nevertheless instructive.

Health (Healthcare Access)

Access rigidities reduce healthcare consumption. In rural Alaska, the general 
absence of connected roads, the scarcity of physicians and nurses, and the multi-
level approval procedure for statute-provided care among many rural residents 
(especially Natives) make service delivery difficult. Even if money is available to 
purchase healthcare, if the healthcare service itself is absent (or diminished), the 
expected transaction cannot take place. For this reason, federal mandates for 
healthcare of select groups of people (veterans, for example) often go unfulfilled 
(Bryson 2007).

Alaskans experience high morbidity rates for terminal disease, especially rural 
residents and Natives, indicating an apparent unfilled need for healthcare services 
(Statewide Library Electronic Doorway 2005). High suicide rates prevail among 
Alaskans, especially among young adult male Natives (Einarsson et al. 2004). 
Non-terminal morbidities, such as Fetal Alcohol Spectrum Disorder, are also very 
high in Alaska, especially in the rural population (State of Alaska 2002, 2004). 
Clearly, the need for improved healthcare access is great in Alaska, particularly in 
rural areas (Edwards 2009b).
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Justice (Access to Justice)

Access rigidities to legal professionals and the court system impede resolution of 
disputes. Some examples include filing of restraining orders in connection with 
domestic abuse and violence toward women, divorce proceedings, and child support 
settlement enforcement (Edwards 2009c). Incidence of child abuse and neglect are 
often investigated and resolved through “non-police” agencies and personnel 
(social services, for example). Lack of non-police social service professionals 
makes more difficult the task of receiving justice through the court system, especially 
for adults in at-risk groups and children.

If affordable legal advice is not available locally, some people will make 
uniformed decisions about legal matters or might possibly remain outside the legal 
system altogether. In Alaska, the majority of the population lives near population 
centers and can therefore access the justice system with relative ease. Rural 
residents, on the other hand, are sometimes isolated from the justice system 
because of the literal absence of courthouses and legal professionals in rural 
communities. Binding rigidities that prevent access to justice remain in many rural 
Alaska places (Edwards and Natarajan 2007; Edwards 2009c).

Safety (Access to Police Protection)

Access rigidities to police protection increase exposure to crime (Edwards 2009a). 
In rural Alaska, there is a shortage of professional police officers in many places. 
Frequently, the only law enforcement official in a rural place is a Village Public 
Safety Officer and, in some places, there are no law enforcement officers at all 
(Roberts 2005). Reduced police protection leads to more violent crime (Anderson 
2003). Victims of violent crime experience negative health outcomes (both physical 
and emotional) and therefore reduced well-being (DeMarban 2008).

Alaska has the highest state-level crime rates in some categories, including the 
highest rate of forcible rape in the country, year after year. A reduction in access 
rigidities to police protection might reduce crime, especially violent crime, in rural 
places (Edwards and Natarajan 2007).

The first step in the overall analysis toward creating an empirical measure of 
service access rigidity is a general organization of the categories of factors affecting 
the issue under consideration. It is easy to observe that, while every place has 
unique characteristics, most places have some characteristics in common as well. 
The distinction is often a matter of the level of analysis. Consider Table 1. The first 
column is labeled “Global Category,” and the second column is labeled “Local 
Factor.” The Global Categories are general characteristics that are relevant to most 
places in the world. The Local Factors are narrower characteristics and are the 
particular instantiations of the broader Global Category. For example, the Global 
Category “Availability of the service” refers literally to whether the service is 



278 W. Edwards

 available to people in the area under consideration. This category is a relevant issue 
for every place in the world. If we consider a particular place, the availability of the 
service depends on the level of analysis or the Local Factor. In the Alaska case, 
three levels are identified in the Local Factor column: Local, Regional, and Central. 
“Local” refers to small villages of less than 1,000 people. “Regional” refers to 
regional centers like Bethel, Nome, Kotzebue, and Barrow. The data used in the 
analysis are aggregated to the Census Area level, and most (but not all) Census 
Areas have a regional center. “Central” refers to the three largest localities in 
Alaska: Anchorage, Fairbanks, and Juneau. The relevance of the Global Category 
might be different depending on the Local Factor.

Table 1 shows the relevance of Local Factors for each of the three service cate-
gories, Health, Justice (court system), and Safety (police protection). An “X” in a 
cell indicates that the Local Factor is a relevant consideration in the barrier or rigidity 

Table 1 Alaska service access rigidities. 

Rigidity Service

Global category Local factor Health Justice Safety

Availability of the 
service

Local × × ×
Regional × ×
Central (Anchorage, Fairbanks, 

Juneau)
Baseline Baseline Baseline

Cost Nominal explicit × ×
Length of queue to 

receive service
Population density × × ×
Administrative (in)efficiency × × ×

Secondary costs Travel × ×
Overnight or extended stay × ×
Child care × ×
Loss of work income × ×
Intangibles × × ×

Public funding 
provision

Political posture of administration × × ×
Group dependent ×

Assistance available Political posture of administration × ×
Group dependent × ×

Qualifications to 
receive assistance

Income tested ×
Group dependent ×

Social factors Race × × ×
Gender ×
Class ×

Community factors Political will of local government × ×
Effectiveness of local 

administration
× × ×

Local leadership × ×
Family factors Family dynamic × × ×
Personal factors Personal factors × × ×
Jurisdiction Jurisdiction × ×

Source: Edwards and Natarajan (2009)
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of the service category. Looking at the Global Category “Availability of the 
service,” the Local Factor “Local” is relevant for all three service categories. This 
indicates that service access rigidities exist at the local level in Alaska for Health, 
Justice, and Safety. Therefore, in some places, especially rural ones, individuals 
face systematic barriers to services. At the regional level, systematic barriers to the 
Global Category exist only for Health, but not Justice and Safety. In other words, 
if individuals can reach a regional center, they will generally have access to police 
protection and the court system, but they might still not have access to health ser-
vices. If individuals can reach Central locations, they face no systematic barriers to 
the Global Category.

The Local Factors are meant to be discrete in the table. For example, from the 
table, individuals have no systematic barrier to the Global Category “Availability 
of service” if they are in a “Central” place (“Central” is considered the baseline 
against which other places are evaluated). This statement means only that facilities 
exist in these places for the service to be provided. People might have other rigidi-
ties besides the mere existence of the services that keeps them from receiving it 
(e.g., they might not be able to afford the service). Specifically, other Global 
Category barriers might still exist. For example, persons living in Anchorage have 
many choices for healthcare facilities, but they might nevertheless not receive 
health care because they cannot afford to take time off from work to go to a doctor. 
In this example, there is no rigidity for the availability of the service, but there is a 
secondary cost (Global Category) issue of losing work income (Local Factor) that 
bars access to the service.

One important issue in Alaska that does not necessarily translate to other loca-
tions is the influence of legislation relating to Alaska Natives. Alaska Natives 
receive some services that non-Natives do not receive (Edwards and Natarajan 
2008; Wallace 2005). A specific example is health care facilities built explicitly to 
serve the Native population. The influence of Native Corporations and legal provi-
sions for Natives shows up explicitly as Local Factors for a number of Global 
Categories including public funding provision, assistance available, and qualifica-
tions to receive assistance. The barriers to access affecting Natives particularly 
show up in other categories as well, just not explicitly (e.g., social factors, com-
munity factors, and family factors).

In this analysis, Safety is assumed to be a quasi-public good (limited by conges-
tion), Justice is assumed to be a quasi-public good (limited by explicit exclusion 
barriers like filing fees), and Health is assumed to be a (mostly) private good. From 
Table 1, it is clear that access barriers are more plentiful for the private good than 
they are for the quasi-public goods.

Finally, because the ultimate goal is to quantify information identified in the 
table, it is important to note that some categories and factors will be difficult indeed 
to assign values. This is particularly true of family and social factors. Some of this 
information can be gleaned from surveys conducted regularly in Alaska, such as the 
Survey of Living Conditions in the Arctic (Martin 2006). Proxies will be employed 
to approximate how family and personal factors create barriers to service access. 
In some cases, not all factors identified can be accounted for empirically.
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Descriptions of Global Categories and Local Factors follow.

Availability of the service. The literal availability of a service.
 – Local. Village Alaska outside of population centers and regional hubs.
 – Regional. Regional centers such as Barrow, Bethel, Nome, etc.
 – Central (Anchorage, Fairbanks, Juneau). The three main population centers 

serve as baseline instances of service availability.

Cost. Transaction price of the service.
 – Nominal Explicit. Transaction price excluding all peripheral, incidental, and 

opportunity costs.

Length of queue to receive service. Length of time people must wait to receive 
the service.
 – Population density. The extent to which population density affects the queue.
 – Administrative (in)efficiency. Paperwork barriers to receiving the service.

Secondary costs. Any cost other than the nominal explicit cost.
 – Travel. The cost of traveling to a non-local location to receive the service.
 – Overnight or extended stay. Lodging and related costs when receiving a 

service from a non-local location.
 – Child care. Child care cost when a parent cannot bring a child along to 

receive the service.
 – Loss of work income. Wages that must be foregone to receive a service.
 – Intangibles. Costs that cannot be easily valued in dollars, such as psychologi-

cal costs.

Public funding provision. Level of government funding for the service.
 – Political posture of administration (willingness to fund service). Tendency of 

the current administration to fund the service.
 – Group dependent. Interest group funding and legislated group-dependent 

funding of the service. Examples of groups include veterans, Alaska 
Natives, etc.

Assistance available. Programs available to pay all or part of the cost of the 
service or to provide the service for free or at a reduced price.
 – Political posture of administration (willingness to fund service). Tendency of 

the current administration to fund the assistance program.
 – Group dependent. Interest group facilities and legislated group-dependent 

facilities. Examples of groups include veterans hospitals, Alaska Native 
hospitals, etc.

Qualifications to receive assistance. Exclusion processes in assistance 
programs.
 – Income tested. Means testing.
 – Group dependent. Examples of groups include veterans, Alaska Natives, etc.

Social factors. Non-monetary characteristics that impede or promote service 
access.
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 – Race. People of different races have different experiences in receiving the 
service.

 – Gender. Women and men have different experiences in receiving the 
service.

 – Class. Socio-economic class. People who (households that) earn less money 
income face non-monetary barriers to receiving the service that people who 
(households that) earn more money income do not face.

Community factors. Local factors having effects that vary from higher-level 
aggregation factors.
 – Political will of local government. Independent action of the local govern-

ment that impedes or encourages service access for community members.
 – Effectiveness of local administration. Independent action of the local admin-

istrators that impedes or encourages service access for community 
members.

 – Local leadership. Independent action of a local leader or institution that 
impedes or encourages service access for community members.

Family factors. Factors occurring at the family level of measurement.
 – Family dynamic. Any attribute that impedes or encourages consumption of 

the service at the family level. For example, male dominance favors service 
consumption by males and discourages service consumption by females.

Personal factors. Personality of the individuals that makes them more or less 
likely to receive the service.

Jurisdiction. Confusion of authority and / or responsibility of local, state, federal, 
Native or other institutions.

The Social Fabric Matrix

Before operationalizing content into a measure, it is imperative to organize and 
process it in an easily understood format. Gregory F. Hayden’s SFM (Hayden 2006) 
is well suited to the material and issues presented in this chapter and it provides 
greater structure than the description offered in Table 1 alone. Concerned with the 
narrow and superficial analysis sometimes used in economic inquiry, Hayden 
developed a cross-disciplinary methodology to “allow for the convergence and 
integration of conceptual frameworks in instrumental philosophy, general systems 
analysis, Boolean algebra, social system analysis, ecology, policy analysis, and 
geobased data systems” (Hayden 2006:73). The SFM is particularly useful in 
articulating relevant connections in complex situations (Hayden 1982).

Hayden suggested six main components that must be identified and integrated in 
order to understand a problem, including cultural values, societal beliefs, personal 
attitudes, social institutions, technology, and the natural environment. Table 2 pres-
ents a reorganizing of the content of Table 1 into the SFM framework. The same 
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Table 2 Alaska service access rigidities in the social fabric matrix:
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categories appear in both the rows and the columns. Two concepts are emphasized 
in the SFM framework: flows and deliveries (Hayden 2006:85). As described in the 
methodology chapters of this book and by many other authors, the matrix indicates 
where a row category makes a delivery to the column category. Because three dif-
ferent types of services are analyzed here, each cell in Table 2 is coded for indi-
vidual services, as in (1).

 f( , , ) (health, justice,sa ety).f i j k  (1)

Deliveries are coded as “1” and the absence of a delivery is coded as “0.” Therefore, 
a cell coded (110) indicates that the row factor delivers to the column factor for 
health and justice, but not for safety. Cells where no substantial deliveries occur are 
left entirely blank.

While every cell indicating a delivery has unique and valuable information, there 
are two groups that are of particular interest. The first is the differences in how 
service availability is affected by social institutions vs. technology. The second is 
the vast array of deliveries into intangible costs.

Technology has made a dramatic difference in healthcare delivery in rural Alaska 
(Berman and Fenaughty 2005). Even though many rural places in Alaska do not have 
physical healthcare facilities, most do have high-speed internet service via satellite 
communications. This technology allows for teleconferencing between patients and 
medical professionals in different locations, expediting some services. Local service 
availability as a technology factor (E01), therefore, delivers into local service avail-
ability as a social institution (D01) in the SFM. The technology aspect of service 
availability also delivers into nominal explicit cost of the service (D04) where a physi-
cal facility might exist, whereas the social institution aspect of service availability 
does not. These sorts of distinctions are made abundantly clear by use of the SFM.

Intangible costs (D10) are a dominant force in the SFM. Of the 27 characteristics 
analyzed in the SFM, seventeen of them make deliveries into intangible costs. Intangible 
costs are often neglected in empirical analysis because their objective measures are 
absent. The SFM indicates that it would be a serious oversight not to take into account 
the non-monetary costs of service access barriers. In the indices that are created from 
the information in the SFM, proxies must be used to represent intangible costs because 
they are such a large part of the total social cost of service access rigidities.

The SFM informs the creation of indices. Following Hayden’s paradigm, the 
data points and weights afforded individual components of an index are determined 
by the interrelation of the categories. The final information included in an index is 
limited by the availability of data. Nevertheless, the SFM helps to identify which 
data are relevant.

Access Rigidity Index

Condensing information on access rigidities into a singular expression is conve-
nient and useful for empirical analysis. Following the example of the Human 
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Development Index (Fukuda-Parr and Kumar 2003:245–253), access rigidity indices 
for regions (Census Areas) in Alaska are created. There are two broad categories of 
indexes: those measuring the absence or deprivation of a characteristic and those 
measuring the presence or capability of a characteristic. In the former case, the 
general equation is
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and the latter equation is
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In (2), Z is the measured index calculated over “I” components (X) for a particular 
place “j.” The weighting factor, , gives larger importance in the index to larger num-
bers. Therefore, this index is useful in measuring a rigidity that exists – the absence 
of access. A higher index number indicates more difficulty in receiving the service.

In (3), Z is the measured index calculated over “I” components (X) for a particu-
lar place “j.” The nominal weighting factor is  for each component. In addition to 

, each component is also weighted by “1−e,” effectively penalizing smaller num-
bers. In (3), therefore, a smaller index number indicates a greater difficulty (barrier) 
in receiving the service in question.

Each component, X, is calculated either as an incidence percentage or as a devia-
tion from goalpost boundaries. As in Fukuda-Parr and Kumar (2003:247), deviation 
calculations are
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The high and low goalpost values are determined on a case-by-case basis and usu-
ally reflect observed maximum and minimum values.

Preliminary estimates of service access rigidity indices for each Census Area in 
Alaska are presented in Table 3. Each of these numbers measures the presence of a 
rigidity. Therefore, a higher number indicates greater difficulty in receiving the given 
service in the indicated Census Area. Space limitations prevent a detailed exposition 
of the calculation of the indices here (complete discussions appear in Edwards 
2009a, b, c). In general, components are identified using the SFM. Data are gathered 
from primary sources including the Alaska Division of Community Advocacy 
(http://www.commerce.state.ak.us/dca/commdb/CF_COMDB.htm), Alaska Court 
System (http://www.state.ak.us/courts), the Justice Center at the University of 
Alaska Anchorage (justice.uaa.alaska.edu), and other state and federal agencies. 
Table 3 presents an index of access rigidity for each of the three categories of ser-
vices discussed, as well as a composite index of the three, which is a simple average 
of the health, justice, and safety indices. Two other measures of economic well-being, 
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median income and the percent of households in poverty, are also presented in the 
table for comparison. The Anchorage Census Area is considered the baseline index 
so that the value of the Anchorage indices are all zero. The indices for all other areas 
of the state, then, represent relative rigidities compared to the largest urban area in 
Alaska. See Fig. 3 for a map of the Census Areas in Alaska.

Consider first the Composite Index. The areas most like Anchorage – the ones 
with the lowest measured access rigidities – are population centers like Juneau, 

Table 3 Service access rigidities indices (c. 2000)

Region  
(census area)

Median 
income a

Composite 
index b

Health 
index c

Justice 
index c

Safety 
index c

Percent in 
poverty d

Aleutians East 47,875 0.677 0.525 0.714 0.794 8.5
Aleutians West 61,406 0.777 0.650 0.857 0.825 12.6
Anchorage 55,546 0.000 0.000 0.000 0.000 6.1
Bethel 35,701 0.280 0.225 0.286 0.330 6.7
Bristol Bay 52,167 0.364 0.250 0.429 0.414 22.2
Denali 53,654 0.383 0.255 0.429 0.465 5.9
Dillingham 43,079 0.442 0.325 0.429 0.571 4.8
Fairbanks North 

Star
49,076 0.113 0.195 0.000 0.143 17.9

Haines 40,772 0.350 0.335 0.429 0.286 7.0
Juneau 62,034 0.042 0.125 0.000 0.000 10.2
Kenai Peninsula 46,397 0.086 0.115 0.143 0.000 5.8
Ketchikan Gateway 51,344 0.304 0.340 0.429 0.143 8.9
Kodiak Island 54,636 0.339 0.650 0.143 0.225 7.2
Lake and Peninsula 36,442 0.502 0.505 0.429 0.571 17.3
Matanuska-Susitna 51,221 0.033 0.100 0.000 0.000 8.8
Nome 41,250 0.245 0.305 0.143 0.286 17.3
North Slope 63,173 0.394 0.315 0.143 0.725 7.8
Northwest Arctic 45,976 0.421 0.355 0.143 0.765 15.5
Prince of Wales-

Outer Ketchikan
40,636 0.345 0.320 0.429 0.286 14.5

Sitka 51,901 0.208 0.285 0.143 0.195 6.8
Skagway-Hoonah-

Angoon
40,879 0.418 0.275 0.429 0.550 7.8

Southeast Fairbanks 38,778 0.360 0.365 0.429 0.286 17.3
Valdez-Cordova 48,734 0.330 0.375 0.286 0.330 7.8
Wade Hampton 30,184 0.420 0.455 0.429 0.375 28.8
Wrangell-

Petersburg
46,434 0.349 0.315 0.286 0.445 8.3

Yakutat 46,786 0.505 0.655 0.432 0.429 8.5
Yukon-Koyukuk 28,666 0.543 0.485 0.429 0.714 18.1
Mean 46,842 0.342 0.337 0.313 0.376 11.42
Standard Deviation  8,900 0.184 0.166 0.214 0.252 5.99
aReal (99) dollars household income. Source: US Bureau of the Census; Alaska Economic Trends; 
ISER
bSimple average of health, justice, and safety indices
cAuthor’s preliminary calculations – see Edwards (2009a, b, c) for details
dEdwards and Natarajan (2008)
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Fig. 3 Alaska Census Areas. Source: Jones and Shattuck (2000:17)

Fairbanks, Kenai Peninsula, and Matanuska-Susitna. Areas with the highest mea-
sured access rigidities are the most remote, are off the connected road system, and 
have no major regional hub such as Aleutians West at 0.777, Aleutians East at 0.677, 
and Yukon-Koyukuk at 0.543. These results are broadly consistent with the expecta-
tion that services are more difficult to receive the more remote is the place.

Individual service access indices reveal that, in some places, different services 
are harder to come by than others. For example, the Composite Index for Kodiak is 
0.339, which is roughly the average observed rigidity. However, both the Safety and 
Justice indices are below their state averages in Kodiak, while the Health Index is 
substantially higher than its state average. In Denali, the Health Index is relatively 
low while the Justice and Safety Indices are relatively high. Substantial heterogeneity 
in service access rigidity is observed throughout the state across both geography 
and service type.

Table 4 organizes the data from Table 3 into rankings in order to compare more 
easily compare the different measures. Median Income is ranked from the highest 
income to the lowest, Percent in Poverty is ranked from the lowest to the highest 
poverty level, and the access rigidity indices are ranked from the lowest measured 
rigidity to the highest. In each case, a lower rank number is preferred (less mea-
sured poverty, higher measured income, less measured service access rigidity). 
North Slope is ranked first for median income and ninth for poverty, but 18th for 
service access rigidity by the composite measure. Conversely, Fairbanks North Star 
is ranked fifth for the composite service access rigidity but 24th for poverty and 
11th for median income. In other areas, the rankings are more even. Sitka, for 
example, is ranked in the top half of the rankings by all measures and Wade 
Hampton is in the bottom half of the rankings by all measures.

A closer look at the individual service access indices shows that, for the most 
part, they move together. At the same time, there is enough variation to demon-
strate that a separate accounting for specific service access rigidities is productive. 
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These differences in the separate indices might prove useful in explaining the 
complex dynamics of some observed economic decisions in Alaska. For example, 
there are extremely high rates of both in- and out-migration in some of the Census 
Areas in Alaska that are difficult to account for on the basis of common economic 
measures such as jobs, poverty, and income (Edwards 2007). Perhaps part of the 
explanation is due to regional amenities or barriers to some amenities like health-
care, justice, and safety.

Conclusion

Basic services like healthcare, justice, and safety are necessary for any society to 
thrive. In many localities in the U. S. and abroad, some people have difficulty 
accessing these vital services because of a wide variety of barriers. Barriers that 

Table 4 Ranks of service access rigidities indices (c. 2000)

Region (census area)
Median 
income

Composite 
index

Health 
index

Justice 
index

Safety 
index

Percent in 
poverty

Aleutians East 13 26 24 26 26 13
Aleutians West 3 27 26 27 27 18
Anchorage 4 1 1 2.5  2.5 4
Bethel 25 8 6 12 13.5 5
Bristol Bay 7 16 7 19 16 26
Denali 6 17 8 19 19 3
Dillingham 18 22 15 19 21.5 1
Fairbanks North Star 11 5 5 2.5  5.5 24
Haines 21 14 16 19 10.5 7
Juneau 2 3 4 1.5  2.5 17
Kenai Peninsula 16 4 3 7.5  2.5 2
Ketchikan Gateway 9 9 17 19  5.5 16
Kodiak Island 5 11 25 7.5  8 8
Lake and Peninsula 24 23 23 19 21.5 23
Matanuska-Susitna 10 2 2 2.5  2.5 15
Nome 19 7 11 7.5 10.5 21
North Slope 1 18 13 7.5 24 9
Northwest Arctic 17 21 18 7.5 25 20
Prince of Wales-

Outer Ketchikan
22 12 14 19 10.5 19

Sitka 8 6 10 7.5  7 6
Skagway-Hoonah-

Angoon
20 19 9 19 20 11

Southeast Fairbanks 23 15 19 19 10.5 22
Valdez-Cordova 12 10 20 12 13.5 10
Wade Hampton 26 20 21 19 15 27
Wrangell-Petersburg 15 13 12 12 18 12
Yakutat 14 24 27 25 17 14
Yukon-Koyukuk 27 25 22 19 23 25
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prevent people from receiving fundamental services diminish the quality of their 
lives. In the aggregation, society as a whole suffers when some of its members do 
not have ready access to healthcare, justice, and safety.

The analysis related in this chapter makes use of Hayden’s SFM to organize and 
assess the presence of service access rigidities that exist in Alaska. The SFM made 
the creation of empirical measures for the rigidities possible. The empirical mea-
sures in the form of indices show the relative difficulty in receiving basic services 
across Alaska. While, in general, more remote places have greater barriers to 
receiving analyzed services than urban places, important differences exist from 
place to place and service to service.

Ultimately, the indices created through the application of the SFM to the ques-
tion of service access in Alaska can be used in empirical evaluation of social and 
economic questions. For example, no empirical consensus has been reached on the 
determinants of migration in Alaska (Edwards and Huskey 2008). The indices 
presented in this chapter, or similar indices, could be used as independent variables 
in regression analysis of migration. While a large part of the reason a person moves 
from one place to the next is often employment, another part of the decision is 
likely local amenities. Service access rigidity indices can be used to proxy for (the 
absence of) local amenities.
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Abstract Mainstream macroeconomic policy in India has sought to alleviate 
rural poverty and food insecurity by expanding agricultural production, providing 
agricultural credit through a national agricultural banking system, programs of 
employment generation to alleviate income poverty, and some state-level midday 
meal schemes at schools. The green revolution was introduced in the late sixties, 
making India food self-sufficient at the national level. Even as the country accu-
mulated buffer stocks of food, problems of hunger and starvation nevertheless 
persisted at the individual, household, village, and regional levels. Beginning in the 
late nineteen eighties, India gradually began to adopt market friendly policies. The 
economic crisis in 1991 set India on a path of fast track liberalization and structural 
adjustment resulting in comprehensive initiatives by the Government to promote 
the industrialization of agriculture. The government has opened up contract farm-
ing, food processing, horticulture, value added agricultural products, export crops, 
and biotechnology, and has allowed private corporations to invest in agriculture. 
This rapid industrialization is a transformative process. The social fabric matrix 
approach demonstrates this process where trade liberalization, scientific research, 
agricultural policy, and the ideology of neo-liberalism are interlocking agents 
shaping the contemporary industrialization of agriculture in India today. Thus, in 
the context of a liberalizing India, the concept of transformation replaces the term 
development and helps to focus our attention on a detailed understanding of the 
interactive institutional process of change in agriculture. The question continues to 
be whether or not the contemporary expansion of the agrarian sector through indus-
trialization has served in preventing the ever-present problem of endemic hunger 
that nearly 320 million Indians still face.
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Introduction

Conventional economics views poverty primarily as income poverty. Concomitantly 
in the case of rural poverty, mainstream policy seeks to alleviate the same from the 
perspective of employment generation, creating incomes, and finding ways to make 
agriculture profitable. The plethora of work across the social sciences in develop-
ment and poverty studies since the early 1980s particularly that of Dreze and Sen 
[(1981, 1989, 2001), Chambers et al. (1982), Chambers (1995), Yunus (1998)] have 
made an irrefutable case against the conventional view of poverty and in favor of a 
multidimensional perspective in both theory and praxis. Sen has argued that it is 
essential to measure poverty as capability deprivation rather than as a lowness of 
income. While an increase in income is a strong contributor to alleviating poverty, 
it is only one aspect of the complex condition and it is in fact creating and enhanc-
ing well-being and not just the alleviation of income poverty that should be in focus; 
therefore, one must look for non-income factors that interact in creating deprivation 
and vulnerabilities.

Chambers work based on area studies illustrates how poor people’s needs differ 
from those assumed for them by professionals. In his article entitled “Poverty and 
livelihoods: whose reality counts” he

…explores how professionals’ universal, reductionist, and standardized views of poverty 
differ from the views of the poor themselves. … In the new understandings of poverty, 
wealth as an objective is replaced by wellbeing and “employment” in jobs by livelihood. 
Chambers (1995:173)

Mohammed Yunus who established the Grameen Bank, a micro credit institution, 
argues for self-employment supported by credit, as opposed to generating wage 
employment, as the solution to the problem of poverty (1998). Under certain condi-
tions he argues that wage employment can perpetuate poverty in the short and 
medium term because a job may keep a person poor if their earnings do not satisfy 
their basic needs. Yunus (1998:58) explains, “…the removal or reduction of poverty 
entails a continuous process of wealth or asset creation, so that the asset-base of a 
poor family, particularly their access to productive assets from which they can gen-
erate additional income and wealth, becomes stronger at each economic cycle…”. 
Yunus points to the fact that in conventional development strategy, it is the wealthy 
within a nation or multinationals who own power plants, financial institutions, 
telecommunications infrastructure, etc. and they serve their own interests before 
they serve those of the poor. He thus calls for a radical rethinking and decentraliza-
tion of credit by incorporating the concept of not only financial returns but also 
social returns (Yunus 1998). Mohammed Yunus and the Grameen Bank were 
awarded the Nobel Peace Prize in 2006 for their efforts to create economic and 
social development from below (Nobel Prize 2006).

This chapter describes through evidence how conventional growth economics 
has been operationalized in the case of rural development policy and agriculture in 
India both historically and also in the contemporary context of neo liberal policies 
of liberalization. The analysis reveals the interlocking of trade liberalization, 
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agricultural scientific research, agricultural policy in India, and the ideology of 
neo-liberalism that have been instrumental agents in shaping the industrialization 
of agriculture in India. The green revolution was introduced in the late sixties, making 
India food self sufficient at the macro level. Nevertheless, at the individual, house-
hold, village and regional levels, problems of hunger and starvation persisted in 
many places in India. Nearly 320 million Indians, who account for one-third of the 
estimated 840 million hungry across the world, face the violent threat of hunger on 
a persistent basis.1 It is therefore critical to examine if the contemporary expansion 
of the agrarian sector through industrialization has served in preventing the continuing 
problem of endemic hunger.

A Survey of India’s Agrarian Development Strategy

India became independent from British colonialism in 1947. The first Prime Minister 
of a free India Pandit Jawaharlal Nehru was the chief architect of what came to be 
known as “Nehruvian Socialism”. India, not unlike most post-colonial countries of 
the world, favored an economic strategy of state-directed economic development, 
thereby giving rise to a “mixed economy”. (Patnaik and Chandrasekhar 1998; Bajpai 
and Sachs 1997). This strategy was characterized by economic planning, with a large 
role for the public sector in key industries like steel, power, coal, oil, banks, and 
other financial institutions and extensive state regulation of the economy. Bajpai and 
Sachs (1997) argue that the historical context of the new post-colonial nations’ state 
led industrialization (SLI) was a defensive reaction against the capitalist “First 
World” which included both governments and multinational enterprises. Thus, “…
neither inflows of foreign capital nor a development strategy based on free trade 
seemed a sensible approach to national economic development for fragile, newly 
independent states in what seemed to be an essentially hostile world” (Bajpai and 
Sachs 1997:137). Bajpai and Sachs (1997) argue that while the choice of SLI can be 
justified in the post-colonial historical context it shows that the performance of 
closed state-led economies in terms of growth rates was very poor.2

The post-independence strategy of state directed economic development in India 
was characterized by 5-year plans, the centerpiece of India’s model of a mixed 
economy under the direction of the celebrated planning theoretician C.P. 
Mahalanobis. The plans in general contained detailed output targets for both 
agriculture and industry. Public sector investment, also considered as plan expenditure, 
was closely and effectively controlled (Little 2002). Each plan however has a core 
focus and the first 5-year plan while small and essentially an amalgam of existing 

1Joseph 2006.
2See Bajpai and Sachs (1997) in which they present a moving average of average growth for four 
always closed and eight always open economies between 1965 and 1985 as evidence to argue that 
open economies grew much faster than closed economies.
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investment projects was also aptly dubbed the agricultural plan. However, starting 
in the mid 1980s India began to modernize and move towards integrating itself into 
a global market economy. The economic crisis of 1991 forced India to adopt the 
program of liberalization and structural adjustment of its macro economy. Thus 
within a span of 60 years in post independent India, the method of achieving 
economic growth has swung from a highly interventionist state led strategy to a 
radically liberalized market economy.

Agriculture has always occupied a central place in the Indian economy and 
society. It contributed to 35% of the GDP in 1984 and 17.5% in 2006 which is still 
a sizable contribution compared to approximately 11.3% in China for 2007 (Central 
Intelligence Agency 2009; World Bank 2008a, b). Population below the poverty 
line in rural areas was 30.2% compared to 24.7% in the urban areas for the year 
1999–2000 (World Bank 2005). The fact that poverty resides predominantly in 
rural India has played an important role historically in India’s approach to agricul-
tural development and rural poverty alleviation initiatives. Issues of food security, 
hunger, and rural poverty have been treated primarily as matters of production and 
distribution at the regional and macro level and from the perspective of income and 
resource poverty at the micro level. In addition, the Indian government created a 
massive agricultural banking sector that refinances and provides a wide variety of 
loans and assistance to farmers down to the village level. Broadly speaking, how-
ever, the Indian state has approached agricultural development and rural poverty 
alleviation largely by modernizing agricultural production through science, tech-
nology, and more recently via industrialization and trade liberalization.

Agricultural development has always been viewed as being critical for economic 
development of the entire economy. For instance, Foster and Rosenzweig (2008) 
argue that advances in agricultural productivity increase welfare by lowering the 
cost of food, releasing persons to engage in non-farm activities that produce goods 
and services and enrich lives. Therefore, one of the chief concerns in 1960s India 
was to increase agricultural production and productivity. Modern scientific knowl-
edge and technology were thus introduced to Indian agriculture through the “green 
revolution.” Funded by the Ford Foundation a team of plant breeders and agricul-
tural scientists primarily from the United States introduced new high-yielding 
agricultural technologies to India and other South Asian rice growing regions such 
as Sri Lanka, Thailand, Indonesia, and Vietnam. In India, the green revolution 
technology was introduced to rice fields in the south and wheat fields in the north 
of the country. This technology primarily comprised of high yielding seed varieties 
(HYVs) which require new inputs such as assured and well controlled irrigation 
water in hot dry areas along with fertilizers and pesticides to complement the 
HYVs. Much has been written and researched on the impact of the green revolution 
in India. Most prominent are the long term longitudinal comparative studies at the 
village level that have been conducted in the rice growing state of Tamil Nadu, 
southern India, Sri Lanka, and other areas of South Asia.3 The aim of introducing 

3For further reading on longitudinal and village level studies on the impact of the green revolution 
see Farmer (1977, 1979), Harriss (1982), Harriss-White (2004) Hazell and Ramaswamy (1991).
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green revolution was to make India food self sufficient. Ganguly (2003) notes that 
for instance in 1978–1979 India recorded grain production output of 131 million 
tons which established India as one of the world’s biggest agricultural producers, 
making India an exporter of food grains at that time. However, the relative success 
or failure of green revolution technology is a heavily debated topic. The content of the 
debates ranges from issues of socio-economic consequences of the new technology, 
negative environmental impacts, and high costs associated with such technology resulting 
in the exclusion of poorer farmers. B.H. Farmer argues that whatever maybe the 
economic, social, and political consequences of this technology, the basic problems 
of production associated with green revolution are by no means solved. He argues 
that production problems arise because of the suitability of such technology to 
specific agro ecological conditions only, the inadequate appreciation of the vari-
ability in agriculture and the fact that technology has not sufficiently overcome 
problems set by the natural environment (Farmer 1979). Since the green revolution 
in the sixties, India has initiated similar “revolutions” in dairy, fisheries, and oil 
seeds popularly known as the “white, blue and yellow revolutions” respectively 
(Sharma 2003). These “revolutions” demonstrate the ways in which scientific 
knowledge and state policy have combined to produce and shape agricultural devel-
opment in India.

While the green revolution arguably made India a net exporter of food grains, it has 
not solved the problems of chronic hunger and undernourishment in the country.4 In 
order to address these issues, the government of India, began intervening in food 
markets and initiated food for education and health programs in addition to employ-
ment oriented programs with an aim to alleviate poverty and increase food security 
of the poor. The public distribution system (PDS) was established in the early 1950s 
with an aim to target the poor and protect them from food-price inflation. The 
effectiveness and cost of the PDS program in India has been much criticized and 
many argue that the access of the poor to the PDS is still very limited. Other direct 
interventions and programs include midday meal schemes for children in govern-
ment run schools. Most notable are those in the states of Tamil Nadu, Gujarat, 
Kerala, and to an extent in Orissa and Madhya Pradesh. Recent programs such as 
the Sampoorna Grameen Rozgar Yojana (SGRY) launched in 2001 aimed at  
providing food and employment to people below the poverty line in rural areas. 
More recently the National Rural Employment Guarantee Scheme (NRGS) was 
launched in 2005 that provides one hundred “man days” of employment to every 
adult in a family in rural India. The government has also intervened in food markets 
by providing subsidized inputs and controlling prices, and has restricted internal 
and external trade in agricultural commodities (Srinivasan 2000).

Despite a variety of interventions in food distribution, according to the World 
Bank (2005), the prevalence of undernourishment in India between 1990 and1992 
was 46.7% and between 2000 and 2002 it was 44.9% of the population. Sen (2002) 

4See Dreze (2003), Sen (2003), Sen and Patnaik in Joseph (2006).
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argues that deprivation, regular malnutrition, and endemic hunger are common 
especially for landless rural laborers, whose entitlement to food in the market 
economy of India rests on their ability to sell labor in a tight labor market and 
buy food in exchange thus making the relative price of food high quite often. 
According to Sen

India’s ‘self-sufficiency’ in food has to be assessed in the light of the limited purchasing 
power of the Indian masses. … There has been no great ‘shortage’ in the market – no 
‘crisis’ to deal with – but at least a third of the rural population has regularly – and quietly 
– gone to bed hungry and malnourished. The government has been able to ignore this 
endemic hunger because that hunger has neither led to a run on the market, and chaos, nor 
grown into an acute famine with people dying of starvation. Persistent orderly hunger does 
not upset the system. (Sen 2002:33)

Despite calls for a direct focus on hunger in social policy, India has forged 
towards establishing a path for achieving high economic growth potential. 
Arguments that suggest a causal link between high rates of economic growth 
and reduction in poverty, dominate the discourse. For example Srinivasan (2000) 
contends that

… Indian GNP per capita averaged about 1.5% during 1950–80 and the poverty head – 
count ratio fluctuated between 42% and 62% with no trend. It then doubled to about 3.6% 
per capita until the macroeconomic crisis in 1991 after which radical economic reforms 
ensued and GNP per capita has averaged at 4% per capita until 1998 and poverty has 
declined to about 35% in 1997. … A decomposition of reduction in poverty into contribu-
tions due to growth and redistribution suggests that growth accounted for 80% of the 
decline in the poverty ratio over a 40 year period since the mid-1950s and almost 100% 
since 1970. (Srinivasan 2000:281)

India’s penchant for creating economic growth can be seen clearly in the neo 
liberal strategies which were adopted pursuant to the 1991 economic crisis in 
exchange for loans exceeding $5 billion from the International Monetary Fund.5 
India also borrowed long term development loans under the World Bank’s struc-
tural adjustment programs that stress liberalization of markets, promote export 
oriented growth strategies, and decidedly oppose state-sponsored industrialization.6 
According to Sen (2002:162) such a pattern of development will have the effect 
of excluding ambitious programs of social services which according to him have 
been “…sadly unimaginative and breathtakingly conservative” to begin with. In 
the case of agriculture the outward oriented approach has resulted in its industri-
alization with focus on agro food processing and exports of value added agricul-
tural products.

5India suffered a severe macroeconomic and balance of payment crisis in the early 1990s. The 
consolidated gross fiscal deficit of the central and state governments in fiscal year 1990–1991 was 
as a high as 9.4% of GDP. With a GDP growth of 1.3%, an inflation rate over 10%, and by the 
summer of 1991 with foreign exchange reserves plummeting to below 2 weeks’ worth of imports, 
India was on the verge of bankruptcy (Bhagwati 1993).
6See Sen (2002), Kothari and Minogue (2002), Patnaik and Chandrasekhar (1998).
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Economic Reforms and the New National Outlook  
on Agriculture

The economic crisis of 1991 set India on a process of fast track liberalization 
and structural adjustment program which removed internal and external barriers 
to trade, deregulated industry, moved towards freeing the food grains market 
and reducing food subsidies, as well as privatized and opened up the financial 
markets.7

With over 110 million farmers and workers, Indian agriculture is the largest 
private sector enterprise contributing to nearly 25% of the country’s gross domestic 
product. The agricultural sector produces over 51 major crops besides providing 
raw material to Indian agro-based industries. Nearly one-seventh of the country’s 
total export earnings accrue from agricultural sector.

From a macro perspective, agricultural production is said to have been resilient 
in the last few decades. India has emerged as the second largest producer of rice, 
wheat, groundnut, fruits, and vegetables in the world (Indian Development Report 
2004). Patnaik and Chandrasekhar (1998) state that while India’s food grain  
production has grown steadily around 2.5% per year which is a little higher than 
population growth, the 1990s have experienced some striking changes in food grain 
production. They state that over the periods 1990–1991 and 1996–1997, which are 
considered to have been good agricultural years, the growth of food grain produc-
tion dropped to 1.4% which is distinctly lower than population growth rates. They 
cite two major causes for a drop in food grain production. They are (1) a shift in 
land use towards the production of a variety of non-food commercial crops and 
emphasis on export agriculture such as prawn fisheries, sunflower, and orchard 
crops and (2) a drastic decline in public investment in agriculture. While the 1990s 
saw a boost in private gross capital formation, Patnaik and Chandrasekhar (1998) 
contend that this investment occurred in nontraditional export agriculture. According 
to them, the years between 1990 and 1991 and 1996 and 1997 saw a sharp decline 
in land use for coarse grains and a concomitant shift towards using land for export 
crops like sunflower and even rice.

India’s agricultural trade policy in the year of liberalization is said to have been 
dualistic. Exports of some plantation crops and a few commercial crops were free 
from export restrictions, but export of essential commodities, particularly food 
products, were subject to bans and quotas. India’s comparative advantage measured 
in terms of different measures of protection is considered to be high for rice, fruits 
and vegetables, as well as meat and marine products (Gulati 1998). As a result of 
dismantling Quantitative Restrictions on imports as per World Trade Organization 
(WTO) agreement on agriculture, commodity-wise strategies and arrangements are 
being formulated for protecting the grower from adverse impacts of undue price 

7I am grateful to Dr. Sunder Ramaswamy, President Monterey Institute of International Studies 
and Fredrick C. Dirks Professor of Economics Middlebury College for his input to the section on 
economic reforms in India.
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fluctuations in world markets and for promoting exports. Import duties on  
manufactured commodities used in agriculture are being rationalized. In order to 
promote agricultural exports, the Government of India ear marked 41 agricultural 
export zones spread over 17 states entailing an investment of approximately $273 
million. A projected export target of more than $714 million during the next 5 years 
is likely to be achieved and a substantial amount of direct and indirect employment 
is predicted to be generated as result of these zones (ibid). The optimism regarding 
the projected targets is on the basis of the diversified nature of agriculture consist-
ing of a large variety of crops, fruits, vegetables, and a flourishing dairy sector, and 
India is among the world leaders in output of many products. India recently made 
a significant breakthrough in food grains exports by being ranked as the sixth major 
exporter of wheat and in rice exports next to Thailand and ahead of Vietnam. The 
government has also liberalized the exports of pulses with the view that it would 
encourage farmers to produce more as they would get remunerative prices.8 Among 
agro-based industry products, cotton yarn and fabrics are the single largest foreign 
exchange earner. Export of marine products was at $1,214 million and tea and 
coffee exports were at $228.17 million9 (SISI 2005).

The concern to liberalize agriculture, legitimate albeit, has resulted in exclusive 
attention paid by researchers and policy analysts to the subject of “slowness” of 
agrarian reforms, thereby overshadowing the ongoing revolutionary changes being 
experienced by agriculture as a direct result of trade and industry liberalization. The 
era of trade liberalization has seen comprehensive initiatives by the Government, 
which has launched programs to promote the development of food processing 
industries both for the domestic and export markets. The government has employed 
a strategy based on dynamic comparative advantage10 which is on the basis of the 
argument that gains from trade can arise because of (a) technical efficiency, (b) new 
trading opportunities, (c) improvements due to learning, adoption of better farm 
practices, and newer technologies. The Ministry of Agriculture has set up an inter-
Ministerial Task Force which has recommended the promotion of direct marketing 
and contract farming. It has also advocated the development of agricultural markets 
in private and cooperative sectors, expansion of future trading to cover all agricul-
tural products, and use of information technology to provide market-led extension 
services to farmers (TIDCO 2004a).

8Pulses are defined by the Food and Agricultural Organization of the United Nations (FAO) as 
annual leguminous crops solely harvested for the dry grain, yielding from 1 to 12 grains or seeds. 
Pulses are used for food and animal feed. Pulses are important food crop due to their high protein 
and essential amino acid content and for playing a key role in crop rotation due to their nitrogen 
fixing ability. (http://en.wikipedia.org/wiki/Pulse_(legume))
9Based on such arguments, many have advocated deregulating and liberalizing agriculture. 
However, it must be noted that even amongst those who advocate deregulating and liberalizing 
agriculture, many academics and policy makers in India have questioned the ad hoc nature of 
many of the reform decisions in agriculture particularly that of decontrolling input prices and 
relaxing import controls (Gulati 2002).
10I am grateful to Clifford Poirot for his thorough and insightful comments on this issue that 
appeared in paper I presented at the AFIT meetings in 2006.
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Along with opening up the market place for trade and industry, economic  
liberalization has also opened up the space of ideas and discourses in which the 
private sector and both corporate and agricultural scientific research centers now 
have an active role. The latter primarily comprises of agricultural scientific research 
centers and universities, which are influential in shaping agrarian India.11 
Agricultural research centers consist of domestically rooted private research institutes, 
public–private partnerships, international research agencies operating in various 
Indian locations, and also publicly funded extension-type research centers connected 
to agricultural universities or relevant departments in universities.

In addition to research centers, economic liberalization has allowed a variety of 
private companies both domestic and international, to actively involve themselves 
in agricultural production, distribution, and food retail. Private companies such as 
Pepsi co, a key player in Indian agribusiness, are not only introducing new products 
and market opportunities but are also introducing new production arrangements 
such as contract farming (TIDCO 2004a). Furthermore agribusinesses are also forging 
links with cutting edge business management universities which are in turn spreading 
these new ideas to farmers through agricultural research and extension. The entry 
of corporate agriculture into agriculture in India is a distinctly new phenomenon of 
the 1990s, a result of the rapidly growing food processing industry and biotechnology 
(Gulati 2002).

 Couched in a particular ideology,12 liberalization of trade, industry, and finance, 
privatization, and agrarian policy in India are unequivocally transforming the agrarian 
landscape in India.

The significance of the more amorphous and uneven changes, as a result of a 
liberalized economy, is arguably a historical marker akin to that of the green revolu-
tion of the sixties, with the important distinction that the ongoing change is not 
being caused by a cohesive singular factor. Economic reforms in India coincided 
with globalization, creating a dynamic new economy in India, thereby interlocking 
domestic structural changes and global market opportunities. The food market in 
particular began to experience globally induced changes and new markets have 
opened up in processed foods and pre-prepared packaged foods, simultaneously 
facilitated by the spread of super market chains in Indian metropolitan areas. The 
demand for the production of certain exportable food and non-food crops, as well 
as the inflow of foreign finance capital into agriculture particularly ventures in agro 
processing, necessarily alters land use and production arrangements. Functional 

11 Note that agricultural scientific research agencies are by no means uniquely post liberalization 
phenomena. They have been an active part of agricultural research in India, particularly since the 
green revolution. The current climate of liberalization and the government’s active role in making 
agriculture an industrialized sector has certainly made agricultural research and crop breeding a 
key part of the ongoing changes India.
12 Harriss-White (2004) refers to Shaffer (1984) to explain the overlapping of politics in the policy 
process. Also see Hayden (1989, 1992, 1993, 2006) to understand the treatment of interlocking 
relationships in the policy process.
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and personal distribution of income in the agrarian and non-agrarian sector change 
as factor use, production, and ownership arrangements are bound to change.13

Development often connotes a particular form of positive change in conven-
tional economics, where the nature and process of change are often conceived of 
narrowly, in a depoliticized manner, becoming akin to modernization as the end 
product of change. However, what is required is an analysis of the “production” of 
development. This can be achieved by recognizing the notion of agency, defined as 
a network of institutions and actors that through their actions and interactions  
“produce” development.14 An important theoretical argument therefore emerges 
from this chapter that in the context of a liberalizing India, the concept of transfor-
mation replaces the term development and helps to re-focus our attention on a 
detailed understanding of the interactive institutional process of change in agriculture. 
Agency of transformation is thus brought into direct focus. This helps us to under-
stand outcomes and beneficiaries better because agency, agenda, and outcomes of 
this process are inextricably linked and are now spoken about in explicit terms.

The next section provides details regarding the actions, policies, and the interac-
tions between the various agents who have been identified as being instrumental in 
the current transformation of agrarian India. These interlocking relationships 
among agricultural research centers, state agricultural policies, and agri-businesses 
are described in the specific case of the state of Tamil Nadu in southern India. Tamil 
Nadu, primarily a rice growing region was chosen because of the prevalence of the 
rigidities posed by seasonality and also because it was one of the states influenced 
significantly by the green revolution in the 1960s. Today Tamil Nadu is in the 
forefront of pushing agro based industries.15

Interlocking Institutional Relationships: Shaping and Deploying 
the Agrarian Development Agenda

The first part of this section uses government policy documents, specifically the 
National Agricultural Policy announced in July of 2000 to glean (1) the recent 
position of the Government of India on agriculture, approximately a decade after 
liberalization, (2) its view on agricultural performance, status, needs, and proposals 
for reforms, and(3) critically evaluate the meaning of agricultural reforms as articu-
lated by the government. The second part of this section discusses the role of the 

13 See Ray (1998) for a theoretical explanation of the concepts of functional and personal distribution 
of income. For a critique and discussion of the effects of commercialized agriculture in India see 
Bhalla in Chadha and Sharma (1997).
14 See Kothari and Minogue (2002).
15 The author conducts field studies in dry land areas of Tamil Nadu and Andhra Pradesh in southern 
India. Specifically, she conducted field research in a dry land district of Tamil Nadu in 1999–2000 
and continues to collaborate with her long time field collaborator Dr. Arivudai Nambi who resides 
in Chennai, Tamil Nadu.
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private sector in agriculture, i.e., private corporations and agricultural scientific 
research centers. Together these two parts reveal interlocking relationships between 
the institutional agents, who are key players in shaping agriculture in India’s liber-
alized market economy. The liberalized market economy, the institutional agency 
of transformation, provides both the ideological landscape and new institutional 
policy framework, now given the legitimacy and procedural clarity through specific 
capital friendly policies.

Current National Agricultural Policy: The case of Tamil Nadu

The government’s policy statement begins with promises of food security, fair 
prices, infrastructure, land reforms, sustainable agriculture, and biodiversity, however, 
with the specific focus being food processing and value added products. It also 
articulates its concern over rural poverty and the importance of maintaining the goal 
of food security, both of which it hopes to address through the promotion of inter-
national trade in agricultural commodities with the use of ecologically sustainable 
practices and biotechnology. Broad, rife with internal contradictions, replete with 
arguably vacuous goals the government speaks to every conceivable stake holder 
and agenda in agriculture. In its statement regarding the goal of agrarian reforms it 
reads, “The establishment of an agrarian economy which ensures food security to 
India’s billion people, raw materials for its expanding industrial base and exports, 
and a fair and equitable reward system for the farming community for what they 
provide to the society, will be the mainstay of reforms in the agriculture sector” 
(TIDCO 2004b:1).

The Government echoes the commonly accepted sentiment that agriculture has 
become a relatively unrewarding profession and attributes this to “unfavorable price 
regime and low value addition” (TIDCO 2004b:2). It goes on to say that

the national agricultural policy seeks to actualize the vast untapped growth in Indian agri-
culture, strengthen rural infrastructure to support faster agricultural development, promote 
value addition, accelerate growth of agro business, create employment in rural areas, secure 
fair standard of living for the farmers and agricultural workers and their families, discour-
age migration to urban areas, and face the challenges arising out of economic liberalization 
and globalization. (TIDCO 2004b:2)

The policy statement makes commitments towards rapid growth rate in the agricultural 
sector on the basis of efficient resource use and conserving biodiversity, growth that 
will be equitably and regionally distributed, growth that is demand driven, caters to 
domestic markets, and maximizes from exports of agricultural products while keep-
ing the growth technologically, ecologically, and economically sustainable and 
socially acceptable. The five point general statement on agriculture is followed by 
detailed sections on sustainable agriculture, food, and nutritional security. Its state-
ment on sustainable agriculture makes the reclamation of degraded and fallow lands 
a priority and emphasizes its commitment to conserving soil and water. It is crucial 
to note here that the government seeks to achieve many of its conservation goals 
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through the use of bio-technology for “…evolving plants that would be low in 
water usage and are pest resistant.” (TIDCO 2004b:2) This sentence is immediately 
followed by its commitment to the conservation of bio-resources, traditional knowledge, 
and organic farming while also developing the processing of food for medicinal  
purposes (TIDCO 2004b:3).

An entire section of this policy document is devoted to “food and nutritional 
security.” It is not difficult to notice the overt contradiction between the title of this 
section and the points following it which discuss with great fervor the special 
efforts being made towards developing agro based industries, both rain fed and 
irrigated horticultural crops, tubers, and plantation crops. The only consistent 
message in the national agricultural policy document is with respect to expanding 
agro based industries as a way of creating new agro industrial jobs to combat the 
negative income effect generated by population growth.

The government has also made a commitment to research and extension linkages 
particularly with a view to creating “farmer responsibility.” It stresses the need for 
decentralized extension systems in which the corporate sector features as one of the 
examples of decentralized institutions along with Krishi Vigyan Kendra’s (KVKs), 
nongovernmental organizations (NGOs), and cooperatives.

Spice a bi-monthly publication of The National Institute of Agricultural 
Extension Management called MANAGE, an organization of the Ministry of 
Agriculture, government of India, devoted its March (2003) volume to “successful 
cases of contract farming.” It opens with “The government of India’s National 
Agricultural policy envisages that private sector participation will be promoted 
through contract farming and leasing arrangements to allow accelerated technology 
transfer, capital inflow and assured markets for crop production, especially 
oilseeds, cotton and horticultural crops.” (Spice 2003:1) Contract farming is proposed 
as an arrangement that will provide an assured market for farmers produce. The 
lack of markets and market access for sellers of farm output has been a major bottleneck 
and a risk factor.

Contract farming is defined as a system of production and supply of agricultural/ horticul-
tural produce under forward contracts between producers/ suppliers and buyers. The 
essence of such an arrangement is the commitment of the producer/ seller to provide an 
agricultural commodity of a certain type, at a time and price, and in the quantity required 
by a known and committed buyer. (Spice 2003:1)

Such an arrangement involved a predetermined price, stipulated quality, and quan-
tity of the product which would be produced in a certain land size and would be 
harvested and delivered to the contractor. The contractor in return supplies the 
farmer with selected inputs, including technical advice. The terms of such contrac-
tual arrangements differ across crops, contracting agency, farmers, and required 
inputs. Contracting arrangements are being practiced by a few Indian companies 
such as Hindustan Lever Ltd, the Indian subsidiary of Uni Lever Ltd and also Pepsi 
Foods Ltd. Pepsi Foods Ltd installed a $5 million tomato processing plant in Punjab 
on the basis of contract farming arrangements. According to MANAGE (2003:2) 
“The PepsiCo’s model of contract farming, measured in terms of new options for 
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farmers, productivity increases, and the introduction of modern technology, has 
been an unparalleled success.” It goes on to note that one of the important factors 
in PepsiCo’s success is the strategic partnership of the company with local bodies 
like the Punjab Agricultural University (PAU) and Punjab Agro Industries 
Corporation Ltd. (PAIC) speaking about the interlocking nature of agency and 
agenda among corporations, state, and agricultural research. PepsiCo has since then 
expanded to Basmati rice, chillies, peanuts, and potatoes. What is being pushed is

to establish an agrarian economy that ensures food and nutrition security to a population of 
over a billion, raw material for its expanding industrial base, surpluses for exports, and a 
fair and rewarding system for the farming community, ‘commitment driven’ contract farm-
ing is no doubt a viable alternate farming model, which provides assured and reliable input 
service to farmers and desired farm produce to the contracting firms. (Spice 2003:6)

Tamil Nadu which is a rice growing state in southern India as noted previously was 
one of the states influenced by the green revolution and today is in the forefront 
of industrializing its agrarian areas by focusing on value added agriculture. They 
have focused on the development of horticulture, free trade zones, export process-
ing zones, food processing industrial estates, and food parks since liberalization. 
This “thrust” towards certain exports related to food processing is in keeping with 
the national policy articulated in various national documents of the Ministry of 
Food Processing Industry (MFPI). According to the MFPI (2000) “…food pro-
cessing and agro industries have been accorded high priority with a number of 
important incentives.” The Ministry asserts that “Food processing is one of the 
thrust areas identified for exports. Free trade zones (FTZ) and export processing 
zones (EPZ) have been set up with all infrastructure.” Post harvest infrastructure, 
establishment of food processing industrial estates or food parks, and cold storage 
infrastructural facilities have been identified as sectoral priorities by the national 
government.

The extent of the government’s commitment to exports, processed foods, and 
agricultural value added products is evident in the creation of the new ministry of 
food processing in 1988. The MFPI is the nodal agency of the Government of India 
for processed foods and is responsible for developing a strong and vibrant food 
processing sector with the following stated goals:

Stimulating demand for appropriate processed foods.
Achieving maximum value addition and by-product utilization.
Creating increased job opportunities, particularly in rural areas.
Enabling farmers to reap the benefits of modern technology.
Creating surpluses for exports.

In the era of economic liberalization where private, public, and co-operative sectors 
are to play their rightful role in development of the food processing sector, the 
Ministry acts as a catalyst for bringing in greater investment into this sector, guiding 
and helping the industry in a proper direction, encouraging exports, and creating a 
conducive environment for the healthy growth of the food processing industry. 
Within this overall objective, the Ministry aims at the following:
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Better utilization and value addition of agricultural produce for enhancement of 
income of farmers.
Minimizing wastage at all stages in the food processing chain by the develop-
ment of infrastructure for storage, transportation, and processing of agro-food 
produce.
Induction of modern technology into the food processing industries from both 
domestic and external sources.
Maximum utilization of agricultural residues and by-products of the primary 
agricultural produce and also of the processing industry.
Encouraging R&D in food processing for product and process development and 
improved packaging.
Providing policy support, promotional initiatives, and physical facilities to  
promote value added exports. (Ministry of Food Processing Industries 2000)

TIDCO (2004a) has a detailed and comprehensive policy document on contract/ 
corporate sector farming under the title, “Tamil Nadu for the development of fruits 
and vegetables”. The state government publicizes multiple goals such as rural 
industrialization, high quality food for consumers, reduction in post-harvest losses, 
increased exports, and employment generation in its agenda to industrialize agriculture. 
On the basis of the comparative advantages of the state such as its agro-climatic 
conditions it encourages certain horticultural and plantation crops. The state of 
Tamil Nadu strongly supports the entry of the corporate sector into farming and 
believes that “corporate bodies are in a position to achieve commercial objectives 
better than individual entrepreneurs” and are therefore promoting “…schemes to 
persuade entrepreneurs to float companies with the primary goal of running agri-
cultural farms” (TIDCO 2004a:14). The state also believes that “a direct result of 
corporate farming will be to provide employment to graduates turned out by agri-
cultural universities to lend a professional touch to farm management” (TIDCO 
2004a:15).

The state has enacted new policies that directly move forward the agenda of 
industrializing agriculture. An exemption from the land ceiling act which prohibits 
holding or acquiring any land in excess of ceiling area under Sec. 37-A of the 
Tamil Nadu Land Reform (Fixation of Ceiling on Land) Act 1961 has been made 
with a view to promoting any entity that is in the business of value addition. The 
Government of India has developed guidelines for leasing or purchasing recently 
degraded forest lands, reserved forests, as well as other forests, which can now 
be acquired for the development of plantations as public–private partnerships or 
joint ventures. In addition, cultivable waste land or “poramboke” land now owned 
by the government will be made available for developing agro based industry 
(TIDCO 2004a). The state government has also granted a “capital subsidy” to the 
tune of 20% of fixed assets subject to a ceiling of $50,000. The most significant 
policy is the “pollution clearance charge” which grants an exemption from  
payment to the Tamil Nadu Pollution Control Board, which is levied per annum. 
The state lists those industries involved in the production of fruits and vegetables 
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that will be awarded industry status for express purpose of availing of conces-
sions or incentive subsidies.

In the case of India, what liberalization has meant for agriculture is the develop-
ment of agro industries, food processing, contract farming, increasing production 
for the export market, and widespread development of horticulture among other 
changes. While the aforementioned impact of economy wide reforms on the agri-
cultural sector varies vastly by region, it does not obviate the general trend, namely 
industrializing agriculture whose main goal is that of commercialization with 
outlets in both domestic and international markets and thus creating new revenue 
opportunities for states.

Agricultural Research and the Private Sector

Scientific research foundations now have a significant role to play in agriculture, 
particularly plant breeding. The International Crop Research Institute for the Semi 
Arid Tropics (ICRISAT) is one such organization in Patancheru, a semi arid district 
in the state of Andhra Pradesh in southern India. As a nonpolitical and non-profit 
research organization that aims to serve the poorest of the poor through science, 
ICRISAT conducts agricultural research and extension in various semi-arid regions 
of the world. It belongs to the Alliance of Future Harvest Centers and is supported 
by the Consultative Group on International Agricultural Research (CGIAR). 
CGIAR is a strategic alliance of international organizations, governments, and  
private organizations that support the mission of mobilizing science to benefit the 
poor. Financed by member contributions, two-thirds of its funding is from indus-
trial countries, specifically the members of the Development Assistance Committee 
of the Organization for Economic Cooperation and Development (OECD). They 
work in the areas of agro-ecosystems, biotechnology, and plant improvement in 
addition to institutions, markets, and policy impact analyses. (ICRISAT 2009)

On the domestic front, there are institutes that conduct similar research and directly 
influence farming. M.S. Swaminathan Research Foundation (MSSRF) in Chennai, 
India, is a pertinent example of “private sector intellect” in agricultural research where 
science and social science are combined, particularly to conduct agricultural extension 
work. MSSRF conducts research in agricultural science and technology, has overlap-
ping interests with domestic and global agri-businesses, publicizes its commitment to 
biodiversity and sustainability, and interlocks with state level policy making in agricul-
ture, an agenda that, as we have seen, is currently on the basis of the demands and 
opportunities afforded by global markets and a liberalized economy.

Investments in research and development in agriculture have been shown to 
yield high economic returns (Gulati 2002). He points to several studies which show 
that public research and extension together account for half the growth in total  
factor productivity in Indian agriculture in the post green revolution period. 
Expenditure on research as a proportion of agricultural GDP in India is said to be 
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as low as 0.3% as compared to 0.7% for developing countries as a group. Several 
academics and policymakers are also explicitly calling for Indian agricultural 
research to associate itself with business and industry and “benefit” from “public–
private” partnerships in agriculture.

As noted earlier MSSRF located in Chennai, India is one of the leading domesti-
cally grown private agricultural research institutes, a non-profit trust. The basic 
mandate of MSSRF is to “…impart a pro-nature, pro-poor and pro-women orienta-
tion to a job-led economic growth strategy in rural areas through harnessing science 
and technology for environmentally sustainable and socially equitable develop-
ment.” (http://www.mssrf.org/).

MSSRF focuses largely on regional agrarian development and conducts research 
in the following areas:

Coastal Systems
Biodiversity
Biotechnology
Eco technology
Food Security Information, Education, and Communication

The foundation’s vision and approach is best understood through the founder M.S. 
Swaminathan’s public speeches, the institute’s publications, their research work-
shops, and seminars. The foundation is committed to science and technology as a 
vehicle for achieving sustainable food security, nutritional adequacy, and  
poverty alleviation.

Swaminathan was one of the key players in the implementation of green revolution 
in the 1960s, which is often claimed to have lead India onto the path of achieving 
national level food security. However, Swaminathan now speaks about the fatigue 
of green revolution, as well as the growing damage to the ecological foundations 
essential for sustainable food security caused by green revolution crops. He now 
criticizes the basic green revolution farming system of rice-wheat rotation which, 
he argues, has led to the displacement of grain fodder legumes capable of enriching 
the soil. “What is now happening is best described as land and water mining and 
not farming.” He thus calls for an “ever green revolution,” i.e., “improvement of 
production in perpetuity without associated social or ecological harm” which he 
argues is vital for safeguarding food security (Swaminathan 2001:12). He believes 
in “…the power of blending traditional practices with frontier technologies.” As a 
plant breeder he firmly believes that India must not condemn advances in the breed-
ing of transgenic crops as it will not be in the interest of sustainable food and 
nutritional security. He believes that India’s explosive population makes the case to 
produce “…more crop per unit of land and per every drop of water.” (Swaminathan 
2003:5). MSSRF defines sustainable food security as “physical, economic, social 
and ecological access to balanced diets and safe drinking water, so as to enable 
every individual to lead a productive and healthy life in perpetuity.” In his talk 
entitled “Science and Our Agricultural Future,” Swaminathan speaks of the neces-
sity of fostering bonds of partnership between universities and industries by 
encouraging industrial research parks like those that surround leading research 
universities in the United States (Swaminathan 2003). This call for scientific  
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partnerships that would encourage participatory research with farming families to 
develop location specific technologies is on the basis of the belief that there is a 
critical triangle to be served by science in providing food and nutritional security, 
and alleviating poverty while being environmentally and ecologically sustainable 
(Singh 2001). The inherent contradictions notwithstanding, there are needs for 
substantial commitment from the state governments by way of complementary 
public sector investments for the foundation to achieve any of their goals.

The body of work and ideas spanned by MSSRF and other policy oriented exten-
sion research institutes speak to every possible view point and stake holder. At least 
in the case of the state of Tamil Nadu, this current trend is intimately tied to what 
Harriss-White calls Tamil Nadu’s “garden state” (Harriss-White 2004). The work of 
institutes such as the MSSRF in part is in keeping with the national agricultural policy 
and its agenda but also informs and directs agricultural policy particularly at the state 
level. Publications of “The Central Marine Fisheries Research Institute,” “Aquaculture 
Authority News,” “Indian Council of Agricultural Research: A science and technology 
newsletter,” “Directorate of Oilseeds Research,” and “Syngenta” on the benefits of 
mapping the rice genome, are but a few examples of the influence of science, technology, 
and trade in shaping agriculture in India today.

Dry land or semi arid regions in rural India face peculiar rigidities that stem 
from their heavy dependence on monsoon rains. In addition to promoting a  
commercialized strategy particularly in dry land agriculture, scientific research on 
developing pest resistant and more productive varieties of dry land crops has been 
conducted extensively in the semi arid tropics. Research in agricultural science 
and technology has tried to find answers to enable the semi arid tropics to better 
cope with seasonal rigidities and thereby alleviate dry land poverty in rural India. 
Just as green revolution was focused on semi arid regions, today’s strategy of com-
mercialized diversification in crop production is being considered as the way out 
of dry land rigidities.

Figure 1 is a modified diagraph of the interactive institutional flows that are 
the key actors and processes in the industrialization of agriculture in India. The 
diagraph is a visual representation of what has been explained in the section 
“Interlocking Institutional Relationships: Shaping and Deploying the Agrarian 
Development Agenda.” The governments’ position is one of adopting a growth 
led strategy to expand the agrarian sector, take advantage of trade liberalization, 
create agro based industries, and enter into production arrangements such as 
contract farming using both domestic and foreign investments. Harriss-White’s 
labeling of Tamil Nadu’s agrarian policies as one that is creating a “garden state” 
could not be more accurate. Agribusiness corporations clearly have an interest 
and an active role in shaping the landscape. From the point of view of revenues 
that could ensue from corporate investments in agriculture, the development of 
the agro industrial sector is a priority sector as far as state governments such as 
that of Tamil Nadu are concerned. Making agriculture profitable at the regional 
and macro level through a clearly neo-liberal strategy is therefore a well 
entrenched practice in India.

Table 1 is a social fabric matrix (SFM) that lists the social beliefs, institutions, 
technology, and environmental components that have been identified in this paper as 
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being part of creating an industrialized transformation of agrarian India. The cells 
that contain “one (1)” are indicative of a significant flow between the delivering and 
receiving components. The SFM shows societal beliefs such as the ideology of 
neo-liberalism, belief in market expansion, and economic growth that have created 
associative and regulative institutions16 of liberalization, and national and state agri-
cultural policies. The cluster of deliveries among various institutions is depicted as 
the diagraph in Fig. 1 which shows the interlocking relationships among agricultural 
scientific research, trade, and agricultural policy in India. The SFM contains two 
ecological components namely sustainable agriculture and biodiversity that have 
been stated as important goals of national and state agricultural policies. MSSRF 
also states these among their goals. This SFM has introduced negative deliveries 
among institutions I 07, 10, 12, 13, 15, 18, 19, 21, 22, 23, 26, and 27 to argue about 
potential negative impact on the ecologically based goals. The paper also argues that 
the stated policy goals that seek to industrialize agriculture and create sustainable 
agriculture that is pro poor and maintaining biodiversity as seen in the TIDCO, 
MFPI, and MSSRF documents are internally and mutually contradictory. Lastly the 
SFM situates the following question in context: how does the strategy of industrializing 
agriculture seek to address the very real and violent threat of hunger and malnutrition 
that millions of poor in India suffer from even today?

Rural “development”?

With growth rates ranging between 8.4 and 9.2% between 2003 and 2007, India has 
been one of the fastest growing economies in the nineties and into the turn of the 
century (World Bank 2008a, b). However, eminent economists and policy makers 
have been trying to get public attention and action on the existence of endemic 
hunger, rising starvation, and the worst malnutrition in the face of baffling accumu-
lations of food stocks and rapid economic growth (Dreze 2003 and Sen 2003). At 
a public hearing on hunger and the right to food, speaking about food policy in 
India, Sen (2003:3) asserted “We are evidently determined to maintain, at heavy 
cost, India’s unenviable combination of having the worst undernourishment in the 
world and the largest of unused food stocks on the globe.”

About 320 million Indians reportedly go to bed hungry, representing a third of 
the estimated 840 million hungry in the world. Minority groups such as the Adivasis 
in areas such as Rajasthan and Jharkhand experience this chronic hunger dispropor-
tionately, with some 90% of 1,000 households surveyed being chronically hungry, 
37% of rural households falling below the poverty line, and 80% of rural house-
holds showing calorie deficit.

There is need for more explicit analysis of the effects of public policies on the different 
classes, and in particular on the extreme underdogs of society who, along with their deprivations 

16 See Table 1 in Chap. 9 in this volume by Parto and Regmi (2009).
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(particularly low income, bad health care, inadequate opportunities of schooling), are also 
remarkably underfed and undernourished. (Sen 2003:4)

Ultimately the question of poverty, in this case rural poverty, is multidimen-
sional and resides deeply at the local, household, and individual level. Growth led 
strategies could certainly serve and address needs of a certain form of development 
at the national, state, and regional level. However, relief from persistent hunger, 
endemic hunger, malnutrition, and food security at the individual level is a matter 
that goes beyond income poverty. Social poverty, powerlessness, and structures that 
create conditions for exclusion and marginalization of vast groups of rural poor in 
India cannot be addressed through the creation of market opportunities afforded by 
comparative advantage in food processing. Current agricultural policy and agrarian 
change in India needs to be directly focused on proactive social reforms, land 
reforms, and the creation of socioeconomic conditions that focus on non-income 
aspects of poverty, broadly speaking what Dreze and Sen (1989) call capability 
enhancing. Empowerment at both the individual and social level is not achieved or 
sustained solely by economic opportunities. People have to be able to participate in 
those economic opportunities and it is all those aspects of poverty unrelated to 
income that create and deepen conditions of non-participation for the poor and 
disenfranchised in India.

However, does a purely global market driven strategy have answers to long 
standing and growing problems of the vulnerable and marginalized in India? 
Ownership of finance capital and production arrangements will inevitably create 
income and opportunities afforded by these structures, ensuing relationships, and 
flows of income. The agency of the poor does not seem to have a central place in 
the current transformation of agrarian India because the focus is on finding oppor-
tunities to make agriculture profitable at the regional and macro level through agro 
based industries. How does this liberalized agrarian landscape directly address the 
needs of the rural poor in India?

These questions are raised with the aim of arguing for an agrarian policy frame-
work that focuses on creating rural, local self dependent rural communities where 
livelihoods, hunger, rural poverty, food distribution, and security are the central 
concerns. What this paper also demonstrates is that in general a framework needs 
to be developed that situates state policy in a liberalized market environment. More 
specifically this paper calls for a framework for conducting impact analyses of 
agrarian industrialization on rural populations with an ultimate interest in analyzing 
its effect on poverty and sustainable development.

Abbreviations

CGIAR   Consultative Group on International Agricultural Research
EPZ   Export processing zones
FTZ   Free trade zones
HYVs   High yielding seed varieties
ICRISAT   International Crop Research Institute for the Semi Arid Tropics
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KVKs   Krishi Vigyan Kendras
MSSRF   M.S. Swaminathan Research Foundation
NGOs   Nongovernmental organizations
NRGS   National rural employment guarantee scheme
PAIC   Punjab Agro Industries Corporation Ltd
PAU   Punjab Agricultural University
PDS   The public distribution system
SGRY   Sampoorna Grameen Rozgar Yojana
SLI   State led industrialization
WTO   World Trade Organization
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Abstract Analytical tools and techniques for the social fabric matrix (SFM) are 
introduced. A website is detailed which will allow collaborative work with research-
ers around the world. Associated with this is a tool to standardize the creation and 
editing of SFM displays. A tool to analyze and produce summary statistics for the 
special case of a symmetric common-denominator SFM is presented and detailed. 
Mathematical results from graph and matrix theory are employed. A prior result 
is presented and paired with a tool to enable automatic calculation of feedback 
potential within a system, and necessary caveats and limitations are laid out. A set 
of assumptions is laid out that allows the stability of a system to be determined 
using intermediate matrix theory, and the most restrictive assumption is relaxed.

Introduction

The social fabric matrix (SFM) is a powerful analytical tool (Hayden 2005). 
However, the greatest weakness of the tool is that the SFM itself lacks a robust set 
of supporting analytical tools or techniques to assist in creating information and 
informing policy judgments. This chapter introduces a website, programs, and 
mathematical results that should assist in making the results match the level of 
complexity of the problems being studied.

The first section discusses the value of the ability to work and learn collabora-
tively using the SFM. A website and an accompanying program are introduced to 
facilitate this task. The website allows for broad participation and for sharing and 
modification of SFMs, facilitating collaboration on and revision of research into 
problems using a SFM framework. The program standardizing the layout, format-
ting, and editing of SFMs to empower that communication is presented.

The next section introduces a solution to a lack of adequate analytical tools for 
a specific type of SFM problem. When an SFM is symmetric and reflects a single 
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type of delivery, it is possible to examine the extent to which the elements interact. 
This has been done before, but a program and its underlying logic are presented to 
make what was once a very burdensome process almost trivial, which should 
expand its usefulness for analysis.

The final section enhances analysis of SFM problems by bringing some more 
advanced mathematical results to light. Boolean graph theory has been used with 
SFMs in the past to discuss the extent to which subsystems can influence one another, 
allowing insight into the feedback nature of systems. This approach is reintroduced 
along with a program to generate these results very easily. In addition, linear algebra, 
or matrix theory, is used to describe results helpful for finding positive feedback in 
SFM systems. The general contours and outcomes of this approach are laid out, with 
results presented under a number of assumptions that could be relaxed with additional 
analysis. However, the final assumptions are broad enough to support the basic structure 
of essentially any SFM problem, regardless of size or complexity.

Standards for and Collaboration in SFM Research:  
The SFM Web Site

Clarence Ayres discovered that technology is the combination of tools, skills, and 
knowledge; therefore, the kind and quality of the tool element influences the kind, 
quality, and expression of skills and knowledge (Ayres 1944/1978). Seymour 
Melman went further to discover the importance of work tasks and job demand. He 
concluded from his studies that if tasks are too complex and job demand too heavy 
with regard to a technology, productivity is constrained. Thus, work tasks need to 
be designed to enhance the work experience (Melman 1983: 131–133). Richard 
Nelson emphasized that technology itself, especially social technology, is depen-
dent on the collection of procedures called routine, which is worked out as intra-
organizational interactions in production processes (Nelson 2005: 155–162). This 
is also the case for those working in the world of science with the need for the 
application of well-developed research techniques that are dependent on well-
defined routine. “By far the greater part of modern scientific research, including 
research done at universities, is in fields where practical application is central in the 
definition of a field” (Nelson 2005: 245–249).

Consistent with the conclusions of Ayres, Melman, and Nelson, the author has taken 
steps to develop further the technical routine of the SFM by programming Microsoft 
Excel to allow for easier and more complete use and manipulation of the SFM as new 
research or changing reality calls for changes in the matrix’s components. The ease of 
the user interface should make it the preferred way to create and edit SFMs for research 
or presentations. In addition, the sharing of SFMs is enabled by the use of a new web-
site, which should allow collaboration across universities and even continents.

The website http://cba.unl.edu/academics/economics/sfm/ is publicly available 
and collaborative. Anyone can upload or download any documents to or from the 
site. This enables as broad use by the research community as can be desired. 
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Figure 1 illustrates the website’s format and organization. The documents are 
grouped in bundles of up to three: the required SFM Boolean matrix file, a file 
explaining the deliveries indicated on the SFM, and a diagram detailing the digraph 
view of the SFM. Procedures for uploading and modifying files are clearly docu-
mented in a PDF file labeled “SFM Site Instructions.”

All this potential of the website for collaboration is aided and strengthened by a 
feature designed by the author, i.e., the SFM Editor. This Microsoft Excel document 
and the associated program standardize the presentation of SFM information. It allows 
the creation of SFMs of essentially any size and organizes the elements or components 
of the SFM in two ways: it numbers them for easy reference with the program itself as 
well as with collaborators; and it groups them into categories of components so that 
the data is ordered conceptually for greater understanding. In addition, it handles all 
the formatting so the user can focus on simply inputting the information. At the time 
of writing, the SFM Editor available on the website is version 1.0; as needed or desired 
improvements occur, the program will be updated. Accompanying the Editor are the 
SFM Editor Instructions, which give a full explanation of the use of the program.

A Special Problem: Symmetric Common-Denominator Matrix: 
The Case of Corporate Directorship Interlock

It would greatly simplify the policymaking and analytic tasks associated with using 
the SFM if all deliveries could be put in the same terms; i.e. a common denominator. 
Different policies could be evaluated simply on the basis of which maximizes the 

Fig. 1 SFM website
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flow of some desirable delivery to one or more relevant nodes. However, this is 
generally antithetical to the idea of the SFM, which was created “[t]o fulfill the 
need for modeling transactional complexity” (Hayden 2005: 28). Though “various 
groups have proposed various indicators to serve as the single measure or common 
denominator function….[e]ach of these have failed to meet such an impossible 
standard” (ibid: 71). Using the money value of products as an example, “[e]qual 
dollar cost figures that show equal expenditures for flu vaccinations and cigarettes 
do not indicate the same value or the same burden” (ibid). Clearly, one should not 
expect many problems to lend themselves to such reduction.

However, there are some cases where the SFM approach will result in a matrix 
with a natural (rather than imposed) common denominator. The best example is the 
study of interlocking directorships of corporations (Hayden et al. 2002). The 
special relevance of this topic is due to the fact that “today the most powerful social 
and economic institution is the network made up of translocked corporate organizations” 
(ibid: 672). Of special interest are corporate chains of four boards of directors, with 
a common director serving as the link in the chain. These blocs are of sufficient size 
to “effectively coordinate plans and decisions” (ibid: 673).

In practical application, these blocs can be difficult to find, organize, and summarize 
because of the potential volume of the problem. Due to the math, as the number of 
corporations increases, the number of potential power blocs can increase more than 
exponentially. At the time the problem was investigated, “[n]either an exact 
mathematical algorithm nor computer program exist[ed] for finding the power 
blocs” (ibid: 681). That is no longer the case, as the description below will demon-
strate. Such a development can, among other things, allow for the study of interlock 
over time (ibid: 697).

Following convention, the information about interlocking directorships can be 
presented in an SFM (or, if ideologically helpful, in a subset of an SFM) that simply 
measures whether or not two corporations share one or more directors. This is 
basically a simple adjacency matrix, which will by the nature of sharing necessarily 
be symmetric. A value of 1 is used to indicate one or more shared directors. The 
diagonal is by definition not set to 1. This is the appropriate convention because the 
search for chains of interlocking directorships does not require the use of the (trivial) 
fact that each corporation shares directors with itself. A simple example of the 
format is given in Fig.2.

There are several ways to conceptualize the search for power blocs. One is to 
look at each firm, list all of the interlocks (all possible “two-blocs”), then for each 
of those list all of the interlocks for the second corporation to form all possible 
“three-blocs,” and then once more to find all of the power blocs. This method tends 
to “over-search” and leads to many duplicate power blocs, which must be weeded 
out (ibid: 681–682).

The alternative, which is somewhat more systematic, is to start by conceptual-
izing the set of “potential” power blocs, i.e., all the unique groupings of four of the 
corporations being considered (to make sure the groups are unique, one could stipu-
late that the corporations be in numeric or alphabetical order). In each of the group-
ings, the total number of interlocks is considered. If the number is less than 3, or if 
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any corporation has no interlocks, the group cannot be a power bloc. If the number 
is more than 3, the group must be a power bloc. If the number of interlocks is 
exactly 3, there are three possibilities, depicted in Fig.3: either all three interlocks 
involve a common corporation, in which case the group is a “star clique” (ibid: 
703); three corporations are mutually interlocked, forming a triangle that excludes 
the fourth; or they form a power bloc (these alternatives are mutually exclusive). 
These five conditions could be generalized into a single condition involving mini-
mally sufficient conditions, but the number of computations is similar and the 
condition is less intuitive. One of the added benefits of performing the determina-
tion in steps is that for lower density matrices the (negative) status of many of the 
potential power blocs becomes clear partway through the process, which will allow 
savings in computing time.

The author has developed a template in Microsoft Excel that allows the auto-
matic and relatively quick discovery of all power blocs in an interlock matrix as 
well as the calculation of several summary statistics useful in describing the relative 
strength of each corporation (see ibid: 677–680). The template contains a macro 
that automatically searches for all unique blocs and lists them for the user along 

Fig. 2 Adjacency matrix

Fig. 3 Possibilities with three interlocks
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with a tabular summary and a matrix giving the number of power blocs shared by 
pairs of corporations. The summary, which is given on the second tab and displayed 
in Fig. 4, gives several measures of the strength or degree to which the corporation 
is embedded in the corporate network, along with rankings. The three main 
measures are the total number of power blocs in which the corporation is involved, 
the total number of other corporations reached through power blocs, and the ratio 
of these two figures, which represents the average density of the corporation’s link-
ages (ibid: 691). In addition, as an attempt to aggregate these measures, a sum of 
the three values explained above and a sum of the ranks for each of the three measures 
are presented. This information can be extremely useful for finding or confirming 
the identity of the key corporations in the interlocks, but must not displace the 
overall understanding of the interlock as a holistic system for coordination of deci-
sions. The forest (system of interlocking directorships) cannot be fully described by 
the properties of the trees (the individual corporations).

The third and fourth tabs of the workbook (shown in Figs. 5 and 6) also contain 
useful information by looking at the interlocks in a different way. The third tab lists 
all the power blocs by the corporations involved. It can serve as a quick reference 
in order to demonstrate the connectedness of a system. The fourth tab lists the 
number of shared power blocs for each pair of corporations, which can serve to 
pinpoint the key linkages or directors that empower the network.

Fig. 4 Summary information

Fig. 5 Power bloc list
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The program was designed for ease of use, flexibility, and speed of computation. 
All that is necessary is to paste the matrix into the first sheet (in a symmetric 
format), run the macro “blocs,” and answer three straightforward questions about 
the format of the adjacency matrix. The program is available as 4blocs.xlt on the 
website http://cba.unl.edu/academics/economics/sfm/.

Contributions from Mathematics: The Case of Positive 
Feedback and System Stability

The SFM seems to beg for serious mathematical analysis, notwithstanding the 
danger of losing sight of the qualitative and holistic aspects of the approach. Part 
of the mathematical attractiveness is that the SFM approach is simultaneously 
presented as a matrix and a directed graph, and as such it sparks imagination on two 
fronts. The work below focuses on measures relating to feedback within and stabil-
ity of systems.

Graph Theory

With a directed graph, one of the most natural questions that arise is whether every 
node can be reached by every other node, or whether some nodes are inaccessible 
to others. In general, this process is often presented in terms of a road map, and 
whether there are one-way bridges or dead-end streets that would prevent some-
one from legally driving from any point in the city to any other point (Ore 1990: 
65–66). In the context of SFM problems, this can be thought of as whether deliver-
ies from any given element of the matrix can have an impact on some other speci-
fied element. This is an important question in terms of system feedback, as 
explained below.

To fully explore the direct and indirect influences that elements of an SFM can 
have on other elements, some manipulation is necessary. The analysis is simplest 

Fig. 6 Power bloc sharing
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by considering a straightforward SFM with Boolean entries representing deliveries. 
The SFM can be thought of as an adjacency matrix (not necessarily symmetric), 
denoted simply by A. Using standard results and notation from linear algebra, (A + 
I)m, where I represents the identity matrix of the same size as A, gives the number 
of paths from the row element to the column element in m moves (deliveries) or 
less. More fundamentally, these calculations can be done in Boolean fashion, such 
that all positive numbers are given the value 1, which gives a representation of 
which elements can be “reached” by other elements in a certain number of moves. 
Eventually, this “reachability” matrix stabilizes to give the total list of which 
elements can influence which other elements (Razavi 1983: 222).

One property of a (final/stable) reachability matrix is that if each of two ele-
ments can reach the other, then their reach is the same; i.e., they have the same 
capacity to reach and be reached by all the other elements of the system. This fact 
allows the elements to be arranged in groups of mutual reach. The reachability 
matrix can then be “condensed” into a matrix showing the reach of these groups by 
using the row/column of any one element of each group to represent the whole 
(since they all contain the same information) and removing the rows and columns 
of all the other elements of the group (Razavi 1983: 227).

Before explaining the usefulness of these condensation matrices, a word regarding 
a methodological hazard of this procedure should be given. The danger of the 
grouping involved in the formation of condensation matrices is that it is purely 
based on the empirics of the flows in the SFM under consideration and is not based 
on the coherence of the group as a mental construct. However, this warning aside, 
the condensation matrix gives an overview of the SFM by explaining the ability of 
groups of elements to impact one another. This makes it particularly useful to mea-
sure the degree of feedback within a system. As “[n]egative feedback… leads to the 
convergence of system behavior toward some goal” (Hayden 2005: 58), a lack of 
feedback can put the “downstream” elements in danger because the “upstream” 
elements are not responsive to their ability to manage what is being delivered.

There are two possibilities for a condensation matrix: either it has one element, 
representing the entire SFM, or it has multiple groups. In the former case, any element 
has the potential to (directly or indirectly) impact any other element. In the latter, 
the incidence of “0” in a cell means that the group associated with the row is unable 
to give feedback to the group associated with the column, making the deliveries 
from the column group unresponsive to the row group.

The usefulness of this analysis should be qualified. Just because groups of mutu-
ally reachable elements exist does not mean that those groups are stable subsys-
tems. It is possible that the feedback is unrelated to one or more of the (potentially 
many) types of deliveries from other elements. It is also possible that though there 
is feedback, the feedback is of a positive nature, which tends to be destructive. Both 
of these are “false negatives,” where the analysis does not indicate a problem where 
one exists. Because of this, the method described is best used to identify areas 
where feedback is definitely missing, making this a useful but partial tool in the 
analysis of systems. More in-depth approaches to discerning the nature of the feedback 
will be discussed in the next section.
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Because this method requires substantial and somewhat complicated computa-
tional work to complete, the author has created a program in Microsoft Excel that 
uses SFMs in the standard SFM Editor format described above and calculates and 
displays both the reachability matrix and the condensation matrix, along with the 
definition of all of the groups in the latter. All the user needs to do is paste the entire 
standard SFM page into the first tab of the book and run the macro ReachCondense. 
The workbook is available on http://cba.unl.edu/academics/economics/sfm/ as 
ReachCondense.xls. An example of the output is presented in Fig.7.

Matrix Theory

Moving beyond the identification of missing feedback structures, it would be very 
helpful to be able as well to identify systems characterized by positive feedback. 
This is because “[p]ositive feedback systems...tend to be unstable since a change in 
the original level of the system provides an input for further change in the same 
direction” (Hayden 2005: 58). However, for this work, positive feedback systems 
need to be carefully defined. Cases that might casually be described as positive 
feedback, but where the end result is simply greater than the initial disturbance, are 
not included, because although there is magnification of the disturbance, the 
magnification is self-limiting. A simple example of this would be the neoclassical/
Keynesian concept of a government-purchases multiplier, assuming that the 
marginal propensity to consume is less than 1 (Mankiw 2007: 283–285). The positive 
feedback under consideration, the kind that exhibits real danger of instability or 
self-destructiveness, doesn’t have that same limitation on the level of feedback. 
Instead, a disturbance in flows encourages larger and larger (in magnitude) 
disturbances that can quickly overwhelm elements of a system.

Fig. 7 Sample condensation matrix based on Hayden (2006: 126)
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Matrix theory/linear algebra offers some insights on how this identification 
might be done. Flows can easily be analyzed in the matrix format with greater 
descriptive power than when dealing simply with a Boolean digraph/matrix. When 
information about the sensitivity of the flows is added to our knowledge set, conclu-
sions about overall system sensitivity are relatively easy to derive. It is important to 
remember that due to any number of possible eccentricities within a system, which 
are ignored here, the following should be considered necessary (but not always suf-
ficient) conditions for stability.

The following analysis makes several assumptions that could be relaxed with 
more in-depth treatment. The first is that all the deliveries from one element of the 
matrix to another can be described by determinate functions, although the exact 
form does not have to be known. The second is that the functions (at least approxi-
mately) depend only on the level of the deliveries and are not sensitive to the stock 
of some deliverable. The third is that the functions are smooth to the extent that a 
local linear approximation is reasonable. The fourth is that all deliveries occur with 
roughly the same frequency. The fifth and most problematic is that the SFM 
involves only one type of delivery. Obviously, this last assumption is the one that 
most needs to be relaxed, as it seriously limits our ability to tackle real-world 
problems.

Within the bounds of these assumptions, we can conceptualize a matrix F giving 
the levels of delivery from the element associated with the row to the element asso-
ciated with the column as functions of the flow in to the row element. Again, we do 
not need to know the exact functional form. From this matrix, we can construct the 
matrix f where each cell is given by the partial derivative of the corresponding cell 
in F with respect to the level of delivery to the row element of the SFM. Using this 
notation, f essentially gives the sensitivity of the deliveries in F in terms of changes 
in the deliveries to any of the elements. Using dx to represent a vector giving the 
change in the flow level to each of the elements of the SFM, and using D to repre-
sent a vector of arbitrary potential shocks to the elements of the system (theoreti-
cally these could be thought of as external or due to the normal operation of a 
dynamic system), the system can be represented as

 1 0, .t tdx f dx dx D  (15.1)

The condition for stability is that at some point the flows stop increasing or 
decreasing. Otherwise, the continued change in the flow level would either over-
whelm (in the case of an increase) or cut off (in the case of a decrease) the receiving 
elements. Thus, the condition for stability is that

 lim .
t

dx 0  (15.2)

It is clear from (2) that this is equivalent to requiring that

 lim .
t

t
f D 0  (15.3)
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or more simply

 lim ( )  =  .t

t
f 0  (15.4)

Hence, it becomes crucial to find whether the sensitivity matrix f will tend 
toward the zero matrix under repeated multiplication.

Fortunately, there is a very simple way to test this condition, given a bit of under-
standing about matrices. Many important properties of a square matrix can be 
described by the eigenvalues. The eigenvalues of f are the collection of scalars l 
that enable the equation

 ƒy = y (15.5)

to hold for some vector y (Anton and Rorres 2000: 338). For any sensitivity 
matrix f describing relationships among the n elements in a system, n eigenvalues 
l

1
, l

2
, …, l

n
 will exist, along with n associated eigenvectors y

1
, y

2
, …, y

3
. This is 

not the appropriate place for a thorough introduction to the topic; however, it is 
sufficient to note that some eigenvalues may have the same value, and if so, their 
associated eigenvectors may or may not be linearly independent (the implications 
of this will be discussed later) (ibid: 353). In addition, eigenvalues (and eigenvec-
tors), even for matrices made up of real numbers, can be complex, i.e. of the form 
a + b· i, where

 1.i  (15.6)

Most basic statistical packages and even some websites can calculate eigenval-
ues quickly and easily, so no more than minimal linear algebra experience is 
required to use the results presented below.

Given the above background, the condition for stability can be stated simply: the 
sensitivity matrix f meets the mathematical conditions for stability if and only if 
each of its eigenvalues is within the unit circle in the complex plane. If the eigen-
values are real, then this condition means they must be less than 1 in absolute value; 
if the eigenvalue is a complex number of the form a+b. i, then the condition 
requires that

 2 2 1.a b  (15.7)

Stability at the boundaries of these conditions is somewhat more complicated 
and will not be discussed.

The justification of this result is made much easier if all the eigenvectors are 
linearly independent (they together span the entire real n-space). Given this, the 
matrix f can be rewritten as PAP−1, where P represents a square matrix formed by 
concatenating all of the eigenvectors of f, and A is a matrix consisting completely 
of zeros except for the main diagonal, where each of the n entries represents one of 
the eigenvalues of f: l

1
, l

2
, …,l

n
 (ibid: 347–349). In this case,
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1 1lim lim

t t

t t
PAP PA P  (15.8)

As P and P−1 are finite, nonzero matrices, the behavior of At determines the limit. 
The t-th power of a diagonal matrix is simply the same diagonal matrix with each 
entry raised to the t-th power (ibid: 354). Thus, the condition is equivalent to the n 
simple conditions

 lim 0;  1,  2,  ...,  t
it

i nl  (15.9)

Clearly this is equivalent to

 1il  (15.10)

as anything outside of the unit circle would be driven away from the origin by 
repeated self-multiplication.

The justification is somewhat less clear when the matrix cannot be diagonalized, 
as none of the above work can be replicated. However, the result still holds, as the 
following general but less intuitive explanation will show. If

 lim ,
t

t
f 0  (15.11)

then as t increases it brings (f)t closer to the zero matrix, which has n eigenvalues 
of 0. Thus, stability requires that the eigenvalues of (f)t all tend toward zero as t 
increases without bound. However, it is easily demonstrated that if l is an 
eigenvalue of f then lt is an eigenvalue of (f)t (ibid: 343). Thus, as t increases with-
out bound, it must be the case that lt gets arbitrarily close to 0 for each eigenvalue 
l of f. This, however, is the same condition as in the diagonalizable case presented 
above; thus, mathematical stability is equivalent to (10) for each i.

As stated above, the most problematic assumption made in the above work is the 
requirement that the SFM under consideration only have one type of delivery. 
Although most of the rest of the assumptions are “close enough” to make the eigen-
value approach useful, this restriction would fatally hamper its applicability to real-
world policy problems. Fortunately, this assumption can be relaxed without much 
trouble at all.

Assume now a system of n elements where m different deliveries flow between 
the elements, with the other previous assumptions still holding. For maximum gen-
erality, assume that the level of flow of each type of delivery to each element can 
in turn affect the flow of each delivery to each element from that element. That is, 
each of the nm flows into an element can affect each of the  nm  flows being deliv-
ered by that element. This can all be represented by a matrix F with  nm  rows 
and  nm  columns, better conceptualized as an  m×m matrix, where each entry 
is “block” – an  n×n  matrix. Each of these  n×n submatrices, as above, describes 
the sensitivity of the flow from the row element to the column element; however, 
the sensitivity of the flow needs to be more carefully defined. More fully, let us 
denote entries in F with the convention f

i,j,k,l
, with i and j between 1 and n; and k 
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and l between 1 and m, both inclusive. In terms of the matrix, f
i,j,k,l

 represents the 
entry in the i-th row and j-th column of the submatrix in the k-th block row and l-th 
block column of the overall  m×m  block matrix (Fig. 8 should help the reader 
visualize F). In terms of the system, f

i,j,k,l
 represents the sensitivity of the i ele-

ment’s flow of delivery l to element j with respect to the overall flow of delivery k 
to the element i. This allows the full flexibility discussed earlier so this approach 
can apply to essentially any system.

In addition, the vector of initial disturbances needs to be modified. As there are 
n elements with m categories each available for perturbation, there must be  nm 
elements. In keeping with the rest of the setup, define D as the disturbance vector 
and conceptualize as a “stack” of m vectors, each with n entries. The g-th entry in 
the h-th n-vector represents the level of initial disturbance in delivery h to element 
g. Also, let dx denote the  nm×1  vector (set up in the same order as D) which gives 
the change in the overall flow level of each delivery to each element at an arbitrary 
time. With this notation set up, the system operating with the disturbance can be 
represented by the equations dx

t
 = Fdx

t-1
, dx

0
 = D.

Certainly, changing the system so that one has to deal with matrices within 
matrices can make the problem more intimidating. However, once the problem is 
set up, F is just a matrix with  nm  rows and  nm  columns and can be treated like 
any other matrix. Because of this, all of the above results still hold. Thus, for a 
system represented in an SFM, the system is stable if and only if each of the  nm 
eigenvalues l of  lies within the unit circle of the complex plane. This is no trivial 
computational task (for an SFM with 40 elements and 25 kinds of deliveries, there 
are 1,000 eigenvalues), but all that is required is processing power.

It might seem strange that such a simple result can tell so much about the stability 
of a socioecological system. However, at the point of the calculations, the com-
plicated work has already been done by scientists in measuring the effects of the 
flows on the various system components. Once these data are collected, the SFM 
powerfully organizes this material and allows the manipulation that enables the 
system to be studied holistically. Again, this result was developed by making 
several assumptions and does not reflect all of the complexity of the systems it 
describes, but it should serve as a useful tool in studying the stability/sustainability 
of a system.

Fig. 8 Schematic of F
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Conclusion

The SFM approach is still largely underutilized. The vast majority of policy 
decisions are still being made without a holistic look at the likely consequences 
on the socioecological context and a complex theoretic model and set of formal 
tools. Hopefully, as the SFM approach becomes more robust and the output 
becomes increasingly sophisticated, its use at all levels of policymaking will 
increase.

The work above should make clear that with regard to the potential analytic utility 
and power of the SFM, the surface is just being scratched. The use of the standard 
SFM website and formatting tools should allow greater and easier collaboration 
than in the past. Individuals inside and outside of academia, and in any location, 
can work together on a single problem simply. Also, there is now a location where 
the interested policy scientist could go to become acquainted with the use of the 
SFM in real-world problems. In addition, the Editor should allow for simpler 
manipulation and adjustment of the SFM, making it easier to respond to changes in 
the knowledge base.

The work with corporate interlock and power blocs is surely representative of 
many other potential “special cases” of SFM analysis. Just as the linkages 
between corporate directorships reveal the reach and collusive potential of the 
corporations involved, so other algorithms can allow for the development of 
indicators for other types of problem. Also, now that time-series analysis of 
corporate interlock is feasible, the construction of a “database for trends, com-
parisons, and statistical analysis” should be possible (Hayden et al. 2002: 697).

The very simple nature of the SFM as a Boolean digraph means that the possi-
bilities for general analytic results from either graph theory or matrix theory are 
essentially limitless. The examples presented above have to do with positive feed-
back and system stability. However, the robustness of these results could be 
expanded and assumptions relaxed.

In addition, there are many other areas where more mathematical focus is 
needed, such as the impact of the different clocks in system time (see Hayden 2005: 
156–158) on the outcomes. This is an exciting field of study to approach mathemat-
ically because there is relatively little that has been formally explored and inte-
grated into the literature on the SFM. Further work would certainly increase the 
descriptive and analytical power, the amount and quality of collaborative research, 
and thus the relevance of the SFM approach.
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Abstract The social fabric matrix (SFM) has been used in policy analysis for 
some 25 years. Several examples of SFM analysis are included within this volume. 
This chapter looks at these and other works and asks two simple questions. First, 
has the SFM shown itself to be a useful tool for policy analysis? Second, has SFM-
based research and policy advice exercised real-world policy influence? Several 
examples are used to demonstrate that the answer to both of these questions is a 
qualified yes. The SFM fills an important role in the policy analysis toolbox and has 
in some cases had significant but hard won influence on actual policy.

Introduction

A quarter of a century has passed since the social fabric matrix (SFM) was intro-
duced (Hayden 2006). Many of the chapters of this volume demonstrate its useful-
ness in analyzing socioeconomic problems. It is a tool that matches the theory, 
philosophy, and methodology of applied institutional economics. It has achieved a 
respectable level of acceptance within segments of the academic community where 
holistic/systems thinking is encouraged. However, it is sometimes the case that 
great academic ideas and tools lose some of their shine when applied to real-world 
problems. Is this the case with the SFM? Can the SFM extend the policy influence 
of economics generally and evolutionary-institutionalist economics particularly? 
Has the SFM had significant policy influence? This chapter examines the SFM’s 
usefulness and influence as a tool for applied policy analysis.

Before directly addressing the SFM question, a brief overview of the general 
policy value of economics is in order.
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Economics and Economists in the Policy Realm

When one considers that all, or nearly all, policy decisions have economic 
aspects to them, it is easy to see why economists are involved in policy analysis. 
Approximately 12% of Ph.D. economists are employed by various governmental 
entities and thus clearly in position to influence public policy. No doubt this 
understates the degree to which economists are involved in policy. For example, 
approximately 60% of Ph.D. economists are employed in colleges and universi-
ties, where their duties are primarily academic, yet many of them `regularly do 
policy work for government and other entities with policy influence (Woodbury 
2000). Still, the reputation of economists, and therefore economics, in the policy 
realm is checkered at best.

According to Nelson “the worlds of applied policy economics and of academic 
economics have been diverging for some time” (1987:85). His conclusion is based 
on a historical survey of policy economics beginning with the progressive era of the 
early twentieth century. It is not clear that the situation has changed in the two 
decades since this history was written. Nelson writes that “economists tend to view 
their proper professional role in the governing process as that of experts separate 
from politics, value judgments, and other subjective and normative factors” (loc. 
cit.:49–50). It seems that economists often assume they know the answers and like 
to ignore (real-world) things that clutter their analysis.

Economists come to their distaste for policy clutter honestly. In many ways, they 
are socialized to avoid it (Colander and Klamer 1987; Colander 2005). Standard, 
though abstract, economic models often suggest clear policy answers but the 
answers tend to be the same regardless of the problem: find a market solution; don’t 
regulate anything; government can only make things worse. To push an agenda 
other than that suggested by economic rationality would be misguided. When they 
look away from reality to draw policy conclusions, they are simply honoring the 
notion of scientific objectivity. Unfortunately, this sense of honor can limit 
economists’ policy influence.

Nelson proposes several steps that could be taken (to increase policy influence) 
by economists. “A first step would be to accept the fact that in many areas of policy 
it is probably necessary to be an entrepreneur and advocate for specific economic 
policies” (1987:85). The second step

“would be to do what is possible to develop the types of knowledge and skills needed to 
assume this role (advocate) more effectively” (1987:86). This would require economists to 
“invest greater effort in improving writing skills, facility in reasoning by analogy, com-
mand of institutional details, knowledge of legal processes and reasoning, and political 
awareness and savvy. They might need to devote more time and effort to investigations of 
history, law, politics and institutions, and their bearing on the economic topics of policy 
concern” (Nelson 1987:86).

Nelson is suggesting that economists adopt an advocacy role. While overly simplis-
tic economics-based recommendations do not hold up well in policy debates, the 
good and useful things economists have to say (concern for efficiency, the reality of 
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trade-offs, etc.) need to be expressed. To advocate is to give economic analysis a 
louder voice among the many competing interests shaping a policy decision. Still, 
as mentioned above, to do so would be a big step for many professional economists. 
By training, most academics are ingrained with the notion that one should 
remain objective in one’s advice giving. One should simply do the analysis and let 
the facts/analyses speak for themselves. This positivist bias is especially strong 
among those educated in economics, mathematics, and science (Morçöl 2001).

Recognizing that economists are sometimes less effective than they could be in 
the policy arena, Aaron (1992) asked a legislator, a presidential advisor, and a jour-
nalist what economists might do differently to make themselves more useful in the 
policy realm. The answers he received did not paint too clear a picture but neither 
were they inconsistent with Nelson’s analysis. The legislator, Lee Hamilton, said 
economists should “express their ideas on important policy issues clearly and sim-
ply, without jargon” while not oversimplifying. He continues by saying that “one 
of the most useful roles an economist can perform is to remind policymakers that 
the economy is complex, that we must be keenly aware of the unintended conse-
quences of our actions” (Hamilton 1992:61).

The White House advisor made five suggestions for policy effectiveness. 
Most of these apply specifically to macroeconomic policy and to economists 
employed directly by the White House. The general advice seems to reduce to this. 
“Economists must go beyond theoretical frameworks and lists of possible alter-
natives, and have the courage to make recommendations based on sound economic 
judgments, leaving it to others to insert political considerations” (Eizenstat 
1992:71). In other words, others involved in the policy process are not bashful in 
making their cases; economists should be bolder in making their case.

The journalist expressed a different concern. In their eagerness to benefit from 
media exposure and consulting fees, some of the best minds of the profession are 
self-allocating to the mundane and losing credibility. “The best of our graduate 
faculty are beginning to show up more often as authors of court briefs or news-
paper opinion columns than of articles in the American Economic Review. That 
might be good for communication, but lousy for the credibility and future of the 
profession” (Weinstein 2000:73). He continues, “the distinction between a scholar’s 
work and scholarly work is becoming blurred. More is at stake than a mere loss 
of innocence if the profession’s leading lights can no longer be, well, trusted to 
tell all. Where once scholars served as reliable authorities, they now serve as 
advocates” (Weinstein 2000:76). This concern agrees with Krugman’s (1994) 
discussion of policy entrepreneurs. Seeing things happening in Brazil, Farria 
(2001) referred to this phenomenon as the consultancy disease. Similarly, 
Woodbury suggests that economists “may risk irrelevance if we take a purely 
academic stance, we risk seeing our work misinterpreted and used in ways that 
the original research does not support when we wander into the minefield of 
policy” (Woodbury 2000:418).

Perhaps the comment below sums up the self-limiting policy role of economics 
and economists:
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[N]oneconomists seek guidance to the redress of specific economic problems. Here there 
has been a marked failure across all mainstream strains of thought. It lies in their common 
belief in the irrelevance – worse, the impotence – of “policy,” which is to say the useless-
ness of political (governmental) powers to affect the outcome of economic dynamics. This 
attitude represents more than a distancing of economics from the disorderliness of politics 
or a frustration with the difficulties of applying “scientifically” exact economic remedies. 
It is an abdication from the moral obligations of a discipline that would have not raison 
d’être if social malfunctions did not exist in the portion of society we call “the economy” 
(Heilbroner and Milberg 1995:94, emphasis added).

Several generalizations are possible, based on the works mentioned above.

Economics and economists have a useful and important role to play in policy 
analysis but their influence has not been as strong or useful as it could be.
To have greater impact on policy, economists must become more active advocates 
of their policy perspectives. However, care must be taken that their advocacy 
be based on generally agreed upon economic principles rather than ideology 
(or personal self-interest).
The tools of academic discourse are useful in exploring the frontiers of eco-
nomic knowledge, but policy recommendations, while consistent with academic 
findings, should be clearly and simply expressed.
Economists need to incorporate a broader perspective into their recommenda-
tions and recognize the political and other forces at work in policy decisions.
Economics and economists have little reason to exist in a perfect, problem-free 
world.

The Social Fabric Matrix as a Policy Tool

The SFM was developed less to illustrate how the economy works than as a tool to find 
out how the economy works. Certainly original institutionalist theory and instrumen-
talist/pragmatist philosophy informed the creation of the SFM and continues to guide 
many SFM users. Given the theory behind the matrix, SFM users must seriously con-
sider the interdependence of cultural values, societal beliefs, personal attitudes, social 
institutions, technology, and the ecological system as they conduct their analysis 
(Hayden 2006:8). Still, even with its strong philosophical and theoretical moorings, 
SFM analysis does not anticipate any particular economic patterns or behavior prior to 
conducting analysis. In a review of Hayden’s 2006 book, Peach put it this way:

The role of the SFM is to help organize the process of analysis so that the experts from 
many disciplines understand the big picture, to ensure that nothing gets lost, and to design 
a research program focused on issues that matter. Recognizing which issues are important 
is critical (Peach 2006:1168).

Another review suggested that “Hayden might be called a complexifier” (Gould 
2007:399). Perhaps the most enthusiastic endorsement came from Elsner who 
wrote, “the SFM in fact may serve as the future methodology not only for complex 
heterodox economic analyses but also for policy evaluation in order to make policy 
more consistent with the complexity of reality” (Elsner 2007:200).
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Along with the other work presented in this volume, the example below shows how 
the SFM can be used to reveal the workings of real-world economies. The following 
example might be loosely classified as an industrial organization example.

The SFM and the Case of the Private Central Planning Core

Industrial organization scholars are often concerned with industrial concentration. 
The major concern is that oligopolistic and monopolistic structures give firms power 
over price and thus cause markets to allocate resources inefficiently. Generally, the 
focus is on concentration within particular industries. Original institutionalists are 
equally concerned about concentrations of economic power but don’t limit their 
analyses to disruptions of market decision making. Putting it more broadly, “to pos-
sess economic power is to be able to exercise significant control of the decisionmak-
ing process” (Klein 1987:1341). In a world of horizontally and vertically integrated 
corporate business organization where the economic size of single corporations can 
dwarf those of many countries of the world, it is hard to accept that having influence 
over prices is the only way economic power is expressed particularly if there is a 
means for seemingly independent corporations to coordinate their plans with one 
another.

Munkirs (1985) examined the national economy and identified a “central planning 
core” (CPC) of corporations knitted together in web of interlocking directorships. 
The existence of the CPC tightens the network of contacts and facilitates information 
flows between corporations. This structure expands the power of core corporations by 
allowing the coordination of decision making and planning across corporations and 
industries, presumably matching decisions to the desires of the CPC. The CPC is the 
modern corporate equivalent of the good old boy networks of simpler times.

Using the SFM and the mathematics of graph theory, Hayden and Stephenson 
(1992) undertook the task of finding the State of Nebraska’s CPC and its ties to the 
state’s flagship university, The University of Nebraska. There were many prior 
assumptions about centers of power within Nebraska but no one had clearly identi-
fied them before this study. In the spirit of the following statement, Hayden and 
Stephenson let the data speak for themselves:

The SFM approach does not prejudge where the center lies. In Nebraska, the CPC included 
corporations involved in banking, insurance, communications, food processing, equipment 
production, investment, transportation, and so forth. The SFM method determines the 
central core and the degree of reachability to the core, rather than forcing investigators to 
hypothesize the core (Hayden and Stephenson 1992:76).

Another purpose of Hayden and Stephenson’s work was to test (for the Nebraska 
case) Veblen’s (1957 [1918]) hypotheses about the influence of business/pecuniary 
interests in the academy. Finding also that the University was closely integrated 
into Nebraska’s CPC, they conclude the following.

Corporate influence no longer obtrudes itself from outside into the university. It has become 
internalized within the university as academic administrators become active participants in 
the central planning core. Thus, the pecuniary logic now dominates from within the institu-
tion of higher learning (Hayden and Stephenson 1992:77; emphases in original).
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Using the SFM and related techniques, Hayden and Stephenson identified 
Nebraska’s central planning core, showed that it was more concentrated than previ-
ously thought, identified a hierarchy within the core (degree of connectedness), and 
tied the core to the state’s flagship university. Building on this research,Stephenson 
and Rakow (1993) examined the position of women in the CPC. Stephenson and 
Hayden (1995) applied similar analysis to the national economy and were thus able 
to compare the level of power concentration in Nebraska to that in the nation 
(Nebraska’s CPC being somewhat more concentrated than the national CPC). But 
does this work have policy relevance?

Suppose that a state legislature is operating under the assumptions that corporations 
in the state, regardless of whether they dominate their own industry, operate 
independently in their business decisions, and that the flagship university operates 
independently of the worldly concerns of business. Now suppose that the legisla-
ture is considering a change in the corporate tax structure, funding of a new 
university program, or setting procurement policies for the state. In the first 
instance, the legislature might turn to the university to provide an analysis of the 
impacts of the tax change, assuming that the analysis will be objective. In the 
second case, legislators might assume that the program, perhaps supported by 
business, is designed to serve the broader public social good. In the third case, 
legislators might require that in-state companies be favored in the procurement 
process, assuming that competition among the “independent” companies will 
result in fair pricing. If the real world matches the assumptions, things should go 
well, but what if the assumptions are wrong?

The SFM-based analysis described above reveals a different world, at least in the 
Nebraska1 case. While the analysis doesn’t prove that corporations are conspiring 
with one another or that the integrity of the university has been compromised, it 
does reveal a structure that makes such things possible. Knowing of the existence 
of the CPC and its connections to the university would, at a minimum, allow and 
encourage policymakers to ask appropriate questions as policy changes are consid-
ered. For example, if the university analysis indicates that a reduction of the corpo-
rate tax will increase state revenues and boost the state economy substantially, a 
wise legislator might ask that the analysis be reviewed by another independent 
analyst before factoring the impact study into a decision. Likewise, knowing of the 
interconnectedness of local corporations might cause them to drop the policy of 
favoring in-state companies.

The Influence of SFM-Based Policy Analysis

The example above suggests that the SFM and the open-systems approach can be 
useful tools for policy analysis. Several examples are provided in this volume, and 
others are available. For example, Groeneweyen and Beije (1989) used the SFM 

1There is nothing in the analysis to suggest that Nebraska is a special case. It just happens that it 
was chosen for analysis.
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approach to analyze the French communication industry. Meister (1990) looked at 
U.S. federal farm policy. Hayden (2004, 2005) studied Polish hog production. 
Hayden and Fullwiler (2001), Hayden (2002), and Hayden et al. (2002) looked at 
various issues related to the proposed location of a low-level radioactive waste dump 
in north central Nebraska. All of the work mentioned above contributed to the body 
of academic knowledge, but has SFM analysis had significant policy influence?

As suggested earlier in this chapter, the gap between academic research and 
policy influence is often difficult to bridge. Equally, it may be difficult to know 
when the gap has been crossed and when it hasn’t. The connection is not always 
clear. Sometimes extensive reports are written and ignored. At other times the 
slightest suggestion can result in policy changes. And, who knows how many policy-
makers continue to hear and respond to the faint whispers of their old professors as 
they go about their daily routines?

Hayden suggests that his work with Bolduc (2000) represents the SFM-based 
research that had the most policy influence to date (personal communication).

The SFM and the Case of Low-Level Radioactive Waste

In 1980 the Federal Low-Level Radioactive Waste Policy Act was passed. The Act 
moved the responsibility for low-level radioactive waste disposal to the states and 
suggested that states organize regional waste disposal compacts. In 1983, Nebraska 
joined a pact with Kansas, Oklahoma, Louisiana, and Arkansas. Unsatisfied with 
the rate of progress, the Act was amended in 1986 to impose progress and enforce 
requirements. Eventually, it was concluded that Nebraska should host the waste site 
for the compact, and in 1989 Boyd County was selected as the final site. Boyd 
County is a rural county along Nebraska’s northern border with South Dakota.2 At 
the time it was chosen, the county had a population of about 2,800 people scattered 
over 540 square miles.

Hayden and Bolduc (2000) identified several problems with the legislation but 
their analysis focused primarily on the financial feasibility. Two major factors drove 
them to the conclusion that the compact was caught up in a “financial death cycle” 
(p. 274). “The combination of declining waste volume, increasing facility costs, 
and the contractual requirement that disposal fees be sufficient to cover unit costs 
has resulted in estimated disposal fees for the CIC [Central Interstate Low-Level 
Radioactive Waste Compact] facility much higher than industry norms” (p. 263). 
Previous estimates set the maximum charge that compacts could charge (and 
survive) at $250 per cubic foot of waste (p. 274).

Hayden and Bolduc used the SFM and associated digraph to sort out the details 
of the cost-plus contract governing the development of the contract. Development 
funds were borrowed from large waste producers with the understanding that interest 

2 http://www.geocities.com/~daburton/LLRW/Neb-Chronology2.html.
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would accrue during development and construction and the costs would be paid 
out of operating revenue after the site opened. Given the cost-plus structure of the contract, 
these costs accrued rather quickly, providing substantial profits to the devel-
oper but threatening the financial viability of the project. Having used the SFM/
digraph to sort out the contract, the revealed equations were modeled in a system 
dynamics model so that cost/revenue projections could be made. Hayden and 
Bolduc estimated that the compact would have to charge $18,500 per cubic foot to 
cover contractual costs (p. 274). After much ado, the Hayden and Bolduc esti-
mates were accepted. Nebraska withdrew from the compact in 1999, and the waste 
site was never built.3

It is worth noting that advocacy also played a major role in exerting the policy 
influence just discussed. Hayden was a member of the Commission overseeing the 
project and worked closely with political decision makers throughout the process. 
He was called to task by many who didn’t like the report’s findings. For example, 
site supporters quietly hired a high-level consulting firm to scrutinize the study 
(personal communication). Hayden even had his intelligence publically questioned. 
The Vice President of U.S. Ecology, the firm developing the facility reportedly said 
“I can’t see in any realistic way how any intelligent person could come up with that 
conclusion” (Anderson 1997). The advocacy was not short lived either. Several 
years were invested in this project.

The SFM and School Funding

Another project currently underway is yet to have specific policy influence but has 
shown great promise. Hayden (2007), Hoffman and Hayden (2007), and Hoffman 
(this volume) have been unraveling the intricacies of K-12 education financing in 
Nebraska. As in many states, a Nebraska School District’s state funding is deter-
mined by a formula. In Nebraska’s case (and probably in other states) the formula 
has been incrementally changed over the years. Nebraska’s 1976–1977 school 
finance formula could be expressed as one continuous algebraic formulation of one 
page. The 2006–2007 formula requires some 600 pages when fully expressed, 
though an abridged version of 138 pages is available (Hayden 2007). As with the 
contracts in the radioactive waste case above, the SFM was used to sort out the 
scattered details of the funding formula as they had been expressed in various 
pieces of legislation. A digraph was created to represent the system, and a system 
dynamics model incorporating the formula was developed. The driving force 
behind this research is a series of lawsuits challenging the equity and adequacy in 
educational funding.

Hoffman and Hayden (2007) conclude that that the best response to the 
complexity and inadequacy of the formula is to scrap it and start again by creating 
a new set of funding rules that clearly meet current social norms. Advocacy of this 

3For a popular account of the struggle over the waste site, see Cragin (2007).
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position has inspired serious consideration of the proposal to rethink school funding, 
but active opposition (favoring instead further incremental change) has also arisen 
and slowed the reform process (Walton 2007).

The two cases above provide some important lessons about using the SFM effec-
tively to impact policy decisions. First, the SFM is one important tool in a larger tool 
chest of analytical tools. In both the waste and education cases, the SFM/digraph was 
used to reveal the reality of very complex systems that were non-obvious prior to SFM 
analysis. Later it was necessary to bring in the tools of mathematics, system dynamics, 
and computer modeling to bring the project to life. Second, substantial intellectual 
resources and time were (and are still being) devoted to the analysis and advocacy in 
each case. Third, advocacy, supported by analysis, is not universally welcomed. 
Opposition will arise to any suggestion of change. Finally, the analysts involved were 
in regular contact with influential policy makers throughout the research process 
and often relied on their support when opposition arose.

Economics and the SFM Approach – Toward More Effective 
Policy Analysis: Conclusions

This chapter began with an overview of economics and economists in the policy 
realm. Several criticisms were apparent. Economists need to advocate for policy, 
but advocacy needs to agree with sound principles rather than ideology. Economists 
need to express themselves clearly to policy audiences. Economists need a broader 
perspective. The final question here is, does the SFM help in these regards? The 
answer is a qualified yes.

As discussed above, the SFM is moored to original institutional economic 
theory, a system-oriented theory that guides inquiry but doesn’t dictate particular 
results. The SFM invites the analyst to find reality. In the radioactive waste example, 
good social decisions could not be made until the reality of the cost-plus contracts 
were revealed by the SFM. The reality was a “financial death cycle that resulted 
when analysis and democracy [were] excluded from policy and decision making” 
(Hayden and Bolduc 2000:275). Likewise, the school financing issue cannot be 
adequately addressed until the reality of the current system is understood. Using the 
SFM, advocacy can be backed with knowledge and understanding rather than 
ideology and private interests.

Reality is not always simple. Perhaps that is why the reviewer suggested that 
Hayden is a “complexifier” (Gould 2007:399). Still, SFM analysis provides several 
levels of communication. The SFM can be studied. The digraph provides a visual 
map of the system revealed in the SFM. The equations provide the necessary detail. 
The system dynamic models provide another level of communication and, ultimately, 
the results can be expressed in simple terms as in the case of the $18,500 per cubic 
foot disposal fee or the fact that it requires 600 pages of equations to express the 
school funding formula.
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It should certainly be clear that the SFM invites analysts to take a broader 
perspective. Cultural values, beliefs, attitudes, technology, the environment, and 
institutions of all sorts are, by definition of the SFM process, incorporated into the 
analysis. Thus if legislative approval is necessary, it can be incorporated into the 
model. If conflicting beliefs are at work, they will be revealed. Certainly SFM 
analysis reveals a complex world, but it also brings order to the complexity and 
richness to the analysis.

Certainly, incorporating the SFM into policy analysis addresses many of the 
deficiencies discussed above. Still, one must take care in assigning its policy value. 
Just as just math, just theory, just econometrics, just data, etc. do not provide a 
complete toolbox for economic analysis, neither does the SFM. Yet it is of great 
value, particularly in identifying systems that are not otherwise obvious, but its 
value grows when it is combined with other analytical tools. In the examples used 
here, the tools were extensive study of documents, legal analysis, mathematics, 
system dynamic modeling, clear and detailed writing, and ithink computer software 
(see also Tristan Markwell this volume). As Gill puts it, “the final configuration of 
the matrix is less important than the process underlying its construction. Through 
building the matrix, the analyst will derive relevant insights into the cause of the 
problem under investigation” (Gill 1996, p.173). Revelation of the complex system 
feeding the complex problem in the frame of proper theory and its corresponding 
methodology is a major first step toward problem resolution.
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