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## Preface

This proceedings volume grew out of the Workshop Analytical Methods in Statistics (AMISTAT 2015) which was held in Prague during November 10-13, 2015. The workshop was organized by the Fulbright Commission in Prague, which hosted Prof. Abram Kagan as the Fulbright Distinguished Chair at the Charles University, together with the American Center in Prague which made their lecture halls available for the workshop; our special thanks belong to both, the American Center and the Fulbright Commission.

The workshop brought together many interesting points and discussions on statistical decisions, arising from new problems everyday. We appreciate that young people could meet famous experts in the area and listen to their talks. The contributions dealing with current points of interest and with exciting open problems were presented by scholars from Belgium, France, Germany, India, Israel, Norway, Russia, Serbia, Slovakia, Sweden, UK, USA, and the Czech Republic. A part of these contributions, by those authors who considered their analyses as temporarily finished, is contained in the present book. The joint motto of the talks and all discussions was the "analytical statistics". It emphasizes that the statistics provides mathematicians with challenging and exciting problems, because it obtains its problems from the real-life activities. For such problems one can rarely determine any axioms, and new problems appear every day. The statisticians utilize knowledge from all parts of mathematics, from those very abstract to numerical computation and interpretation of the results. Moreover, every statistician is expected to find a solution to a real problem and would not afford to reply that the optimal solution does not exist. $\mathrm{He} /$ she should look at least for a solution optimal under acceptable constraints, and to find it is again a challenge. Even thinking mathematically he/she has a feedback of practicality of the conclusions in mind.

We deeply appreciate the help and effort of Dr. Veronika Rosteck, Springer Editor of Statistics, for her encouragement, help and for possibility of publication of this book. We thank all the authors of the chapters and all referees for their work and consideration.

Prague, Czech Republic Jaromír Antoch
September 2016
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# A Weighted Bootstrap Procedure for Divergence Minimization Problems 

Michel Broniatowski


#### Abstract

Sanov-type results hold for some weighted versions of empirical measures, and the rates for those Large Deviation principles can be identified as divergences between measures, which in turn characterize the form of the weights. This correspondence is considered within the range of the Cressie-Read family of statistical divergences, which covers most of the usual statistical criterions. We propose a weighted bootstrap procedure in order to estimate these rates. To any such rate we produce an explicit procedure which defines the weights, therefore replacing a variational problem in the space of measures by a simple Monte Carlo procedure.


Keywords Divergence • Optimization • Bootstrap • Monte Carlo • Large deviation • Weighted empirical measure • Conditional Sanov theorem

## 1 The Scope of This Paper

Recall that a sequence of random elements $X_{n}$ with values in a measurable space ( $T, \mathscr{T}$ ) satisfies a Large Deviation Principle with rate $\Phi$ whenever, for all measurable set $\Omega \subset T$ it holds

$$
\begin{aligned}
\Phi(\operatorname{int}(\Omega)) & \leq-\lim \inf _{n \rightarrow \infty} \frac{1}{n} \log P\left(X_{n} \in \Omega\right) \\
& \leq-\lim \sup _{n \rightarrow \infty} \frac{1}{n} \log P\left(X_{n} \in \Omega\right) \leq \Phi(c l(\Omega))
\end{aligned}
$$

where $\operatorname{int}(\Omega)$ (resp. $\mathrm{cl}(\Omega)$ ) denotes the interior (resp. the closure) of $\Omega$ in $T$ and $\Phi(\Omega):=\inf \{\Phi(t) ; t \in \Omega\}$. The $\sigma$-field $\mathscr{T}$ is the Borel one defined by a given basis on $T$. For subsets $\Omega$ in $T$ such that

[^0]\[

$$
\begin{equation*}
\Phi(\operatorname{int}(\Omega))=\Phi(\operatorname{cl}(\Omega)) \tag{1}
\end{equation*}
$$

\]

it follows by inclusion that

$$
\begin{align*}
-\lim _{n \rightarrow \infty} \frac{1}{n} \log P\left(X_{n} \in \Omega\right) & =\Phi(\operatorname{int}(\Omega))  \tag{2}\\
& =\Phi(c l(\Omega))=\inf _{t \in \Omega} \Phi(t)=\Phi(\Omega) .
\end{align*}
$$

Assume that we are given such a family of random elements $X_{1}, X_{2}, \ldots$ together with a set $\Omega \subset T$ which satisfies (1). Suppose that we are interested in estimating $\Phi(\Omega)$. Then, whenever we are able to simulate a family of replicates $X_{n, 1}, \ldots, X_{n, K}$ such that $P\left(X_{n} \in \Omega\right)$ can be approximated by the frequency of those $X_{n, i}$ 's in $\Omega$, say

$$
\begin{equation*}
f_{n, K}(\Omega):=\frac{1}{K} \operatorname{card}\left(i: X_{n, i} \in \Omega\right) \tag{3}
\end{equation*}
$$

a natural estimator of $\Phi(\Omega)$ writes

$$
\begin{equation*}
\Phi_{n, K}(\Omega):=-\frac{1}{n} \log f_{n, K}(\Omega) . \tag{4}
\end{equation*}
$$

The rationale for this proposal is that visits of $\Omega$ by the random elements $X_{n, j}$ 's tend to concentrate on the most favorable domain in $\Omega$, namely where $\Phi$ assumes its minimal value in $\Omega$, since $(\exp -n \Phi(x)) d x$ is a good first-order approximation for the probability that $X_{n}$ belongs to a neighborhood of $x$ with volume $d x$. We have substituted the approximation of the variational problem $\Phi(\Omega):=\inf (\Phi(\omega), \omega \in \Omega)$ by a much simpler one, namely a Monte Carlo one, defined by (3). Notice further that we do not need to identify the set of points $\omega$ in $\Omega$ which minimize $\Phi$; indeed there may be no such points even. Condition (1) provides an easy way to get statement (2), which yields to our estimates (4). Sometimes we may obtain (2) bypassing (1).

This program can be realized whenever we can identify the sequence of random elements $X_{i}$ 's for which, given the criterion $\Phi$ and the set $\Omega$, the limit statement (2) holds. The present paper explores this approach in the case when the $X_{i}$ 's are empirical measures of some kind, and $\Phi(\Omega)$ writes $\phi(\Omega, P)$ which is the infimum of a divergence between some reference probability measure $P$ and a class of probability measures $\Omega$. This technique may lead to inferential procedures: for example assuming that $\Omega=\left\{Q_{\theta} \in \mathscr{M}_{1}, \theta \in \Theta\right\}$ is a statistical model such that $d\left(Q_{\theta}, P\right) \geq \varepsilon$ for some given distance $d$ and some $\varepsilon>0$ and all $\theta$ in $\Theta$, then minimizing a proxy of $\phi\left(\Omega_{\theta}, P\right)$ as obtained in this paper over $\theta$ provides minimum distance estimators of $P$ within $\Omega$.

The present paper presents estimators of $\phi(\Omega, P)$, focusing on their construction. We denote $(\mathrm{P})$ the problem of finding an estimator for

$$
\begin{equation*}
\phi(\Omega, P) \tag{5}
\end{equation*}
$$

where $\Omega$ is defined according to the context. But for simple convergence result of the proposed estimators, we do not provide finite sample or asymptotic properties of the estimators, which is postponed to future work; as seen later the method which we propose holds for rather general sets $\Omega$; henceforth specific limit results of the estimator depend on the peculiar nature of the problem. Also the definition of the estimator through (4) may be changed using a better estimator of $P\left(X_{n} \in \Omega\right)$ than $f_{n, K}(\Omega)$, the naive one, which may have poor statistical performances and which may require a long runtime for calculation, since $\left(X_{n} \in \Omega\right)$ is a rare event; Importance Sampling procedures should be used. This is also out of the scope of this paper.

### 1.1 Existing Solutions for Similar Problems

Minimizing a divergence between an empirical measure pertaining to a data set and a class of distributions is somehow synonymous as estimating the parent distribution of the data (although other methods exist); for example the maximum likelihood method amounts to minimize the likelihood (or modified Kullback-Leibler) divergence between $P_{n}$ and a parametrized model. Inspired by the celebrated Empirical Likelihood approach, empirical divergence methods aim at finding solutions of the minimization of the divergence between $P_{n}$ and all distributions in $\Omega$ which are supported by the data points; see [1]. Those may exist or not, yielding (or not yielding) to the estimation of the minimum value of the divergence. Besides the fact that $\Omega$ may consists in distributions which cannot have the data as supporting points, the resulting equations for the solution of the problem may be intractable. Also there may be an infinity of solutions for this problem. The case when $\Omega$ is defined by conditions on moments of some $L$-statistics is illuminating in this respect; indeed the direct approach fails, and leads to a new problem, defining divergences between quantile measures (see [2]). Instead, looking first for some estimator of the infimum value of the divergence leads to a well posed problem of finding the set of minimizers, an algorithmic problem for which a solution can be obtained along the lines of the present paper. Once obtained the minimal value of the divergence, minimizers may sometimes be obtained by dichotomous search; this depends on the context.

## 2 Divergences

Let $(\mathscr{X}, \mathscr{B})$ be a measurable space and $P$ be a given reference probability measure (p.m.) on $(\mathscr{X}, \mathscr{B})$. The set $\mathscr{X}$ is assumed to be a Polish space. Denote $\mathscr{M}$ the real vector space of all signed finite measures on $(\mathscr{X}, \mathscr{B})$ and $\mathscr{M}(P)$ the vector subspace of all signed finite measures absolutely continuous (a.c) with respect to (w.r.t.) $P$. Denote also $\mathscr{M}_{1}$ the set of all p.m.'s on $(\mathscr{X}, \mathscr{B})$ and $\mathscr{M}_{1}(P)$ the subset of all p.m.'s
a.c w.r.t. $P$. Let $\varphi$ be a proper ${ }^{1}$ closed $^{2}$ convex function from $]-\infty,+\infty[$ to $[0,+\infty]$ with $\varphi(1)=0$ and such that its domain $\operatorname{dom} \varphi:=\{x \in \mathbb{R}$ such that $\varphi(x)<\infty\}$ is an interval with endpoints $a_{\varphi}<1<b_{\varphi}$ (which may be finite or infinite).

For any signed finite measure $Q$ in $\mathscr{M}(P)$, a classical definition for the $\phi$ divergence between $Q$ and $P$ is defined by

$$
\begin{equation*}
\phi(Q, P):=\int_{\mathscr{X}} \varphi\left(\frac{d Q}{d P}(x)\right) d P(x) . \tag{6}
\end{equation*}
$$

When $Q$ is not a.c. w.r.t. $P$, we set $\phi(Q, P)=+\infty$; see [3]. The first definition of $\phi$ divergences between p.m.'s were introduced by I. Csiszar in [4] as " $f$-divergences". Csiszar's definition of $\phi$-divergences between p.m.'s requires a common dominating $\sigma$-finite measure $\lambda$ for $Q$ and $P$. Note that the two definitions of $\phi$-divergences coincide on the set of all p.m.'s a.c w.r.t. $P$ and dominated by $\lambda$. The $\phi$-divergences between any signed finite measure $Q$ and a p.m. $P$ were introduced by [5], which proposes the following definition

$$
\begin{equation*}
\phi(Q, P):=\int \varphi(q) d P+b_{\varphi^{*}} \sigma_{Q}^{+}(\mathscr{X})-a_{\varphi^{*}} \sigma_{Q}^{-}(\mathscr{X}), \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{\varphi^{*}}=\lim _{y \rightarrow-\infty} \frac{\varphi(y)}{y}, \quad b_{\varphi^{*}}=\lim _{y \rightarrow+\infty} \frac{\varphi(y)}{y} . \tag{8}
\end{equation*}
$$

and

$$
Q=q P+\sigma_{Q}, \quad \sigma_{Q}=\sigma_{Q}^{+}-\sigma_{Q}^{-}
$$

is the Lebesgue decomposition of $Q$, and the Jordan decomposition of the singular part $\sigma_{Q}$, respectively. Definitions (6) and (7) coincide when $Q$ is a.c. w.r.t. $P$ or when $a_{\varphi}=-\infty$ or $b_{\varphi}=+\infty$. Since we will consider optimization of $Q \mapsto \phi(Q, P)$ on sets of signed finite measures a.c. w.r.t. $P$, it is more adequate for our sake to use the definition (7).

For all p.m. $P$, the mappings $Q \in \mathscr{M} \mapsto \phi(Q, P)$ are convex and take nonnegative values. When $Q=P$ then $\phi(Q, P)=0$. Furthermore, if the function $x \mapsto \varphi(x)$ is strictly convex on a neighborhood of $x=1$, then the following basic property holds

$$
\begin{equation*}
\phi(Q, P)=0 \text { if and only if } Q=P . \tag{9}
\end{equation*}
$$

All these properties are presented in [4, 6-8] Chap. 1, for $\phi$-divergences defined on the set of all p.m.'s $\mathscr{M}_{1}$. When the $\phi$-divergences are defined on $\mathscr{M}$, then the same properties hold making use of definition (7); see also [9].

[^1]When defined on $\mathscr{M}_{1}$, the Kullback-Leibler ( $K L$ ), modified Kullback-Leibler $\left(K L_{m}\right), \chi^{2}$, modified $\chi^{2}\left(\chi_{m}^{2}\right)$, Hellinger $(H)$, and $L_{1}$ divergences are respectively associated to the convex functions $\varphi(x)=x \log x-x+1, \varphi(x)=-\log x+x-1$, $\varphi(x)=\frac{1}{2}(x-1)^{2}, \varphi(x)=\frac{1}{2}(x-1)^{2} / x, \varphi(x)=2(\sqrt{x}-1)^{2}$ and $\varphi(x)=|x-1|$. All those divergences except the $L_{1}$ one, belong to the class of power divergences introduced in [10] (see also [8] Chap. 2). They are defined through the class of convex functions

$$
\begin{equation*}
x \in] 0,+\infty\left[\mapsto \varphi_{\gamma}(x):=\frac{x^{\gamma}-\gamma x+\gamma-1}{\gamma(\gamma-1)}\right. \tag{10}
\end{equation*}
$$

if $\gamma \in \mathbb{R} \backslash\{0,1\}, \varphi_{0}(x):=-\log x+x-1$ and $\varphi_{1}(x):=x \log x-x+1$. (For all $\gamma \in \mathbb{R}$, we define $\left.\varphi_{\gamma}(0):=\lim _{x \downarrow 0} \varphi_{\gamma}(x)\right)$. So, the $K L$-divergence is associated to $\varphi_{1}$, the $K L_{m}$ to $\varphi_{0}$, the $\chi^{2}$ to $\varphi_{2}$, the $\chi_{m}^{2}$ to $\varphi_{-1}$ and the Hellinger distance to $\varphi_{1 / 2}$.

Those divergence functions defined in (10) are the Cressie-Read divergence functions; see [10].

The Kullback-Leibler divergence ( $K L$-divergence) is sometimes called Boltzmann Shannon relative entropy. It appears in the domain of large deviations and it is frequently used for reconstruction of laws, and in particular in the classical moment problem (see e.g. [5] and the references therein). The modified Kullback-Leibler divergence ( $K L_{m}$-divergence) is sometimes called Burg relative entropy. It is frequently used in Statistics and it leads to efficient methods in statistical estimation and tests problems; in fact, the celebrate "maximum likelihood" method can be seen as an optimization problem of the $K L_{m}$-divergence between the discrete or continuous parametric model and the empirical measure associated to the data; see [11, 12]. On the other hand, the recent "empirical likelihood" method can also be seen as an optimization problem of the $K L_{m}$-divergence between some set of measures satisfying some linear constraints and the empirical measure associated to the data; see [13] and the references therein, [1, 14]. The Hellinger divergence is also used in Statistics, it leads to robust statistical methods in parametric and semi-parametric models; see [1, 15-17].

The power divergences functions $Q \in \mathscr{M}_{1} \mapsto \phi_{\gamma}(Q, P)$ can be defined on the whole vector space of signed finite measures $\mathscr{M}$ via the extension of the definition of the convex functions $\varphi_{\gamma}$ : For all $\gamma \in \mathbb{R}$ such that the function $x \mapsto \varphi_{\gamma}(x)$ is not defined on $]-\infty, 0$ [ or defined but not convex on whole $\mathbb{R}$, we extend its definition as follows:

$$
x \in]-\infty,+\infty\left[\mapsto \left\{\begin{array}{lll}
\varphi_{\gamma}(x) & \text { if } x \in[0,+\infty[  \tag{11}\\
+\infty & \text { if } x \in]-\infty, 0[
\end{array}\right.\right.
$$

Note that for the $\chi^{2}$-divergence for instance, $\varphi_{2}(x):=\frac{1}{2}(x-1)^{2}$ is defined and convex on whole $\mathbb{R}$. This extension of the domain of the divergence functions $\varphi_{\gamma}$ to $]-\infty,+\infty$ [ implies that (8) is well defined, with $a_{\varphi^{*}}=+\infty$.

The conjugate (or Fenchel-Legendre transform) of $\varphi$ will be denoted $\varphi^{*}$,

$$
t \in \mathbb{R} \mapsto \varphi^{*}(t):=\sup _{x \in \mathbb{R}}\{t x-\varphi(x)\}
$$

and the endpoints of dom $\varphi^{*}$ (the domain of $\varphi^{*}$ ) are $a_{\varphi^{*}}$ and $b_{\varphi^{*}}$ with $a_{\varphi^{*}} \leq b_{\varphi^{*}}$. Note that $\varphi^{*}$ is a proper closed convex function. In particular, $a_{\varphi^{*}}<0<b_{\varphi^{*}}, \varphi^{*}(0)=0$. By the closedness of $\varphi$, the conjugate $\varphi^{* *}$ of $\varphi^{*}$ coincides with $\varphi$, i.e.,

$$
\varphi^{* *}(t):=\sup _{x \in \mathbb{R}}\left\{t x-\varphi^{*}(x)\right\}=\varphi(t), \quad \text { for all } t \in \mathbb{R} .
$$

For proper convex functions defined on $\mathbb{R}$ (endowed with the usual topology), the lower semi-continuity ${ }^{3}$ and the closedness properties are equivalent.

We say that $\varphi$ (resp. $\varphi^{*}$ ) is differentiable if it is differentiable on $] a_{\varphi}, b_{\varphi}[$ (resp. $] a_{\varphi^{*}}, b_{\varphi^{*}}\left[\right.$ ), the interior of its domain. We say also that $\varphi$ (resp. $\varphi^{*}$ ) is strictly convex if it is strictly convex on $] a_{\varphi}, b_{\varphi}\left[(\operatorname{resp}.] a_{\varphi^{*}}, b_{\varphi^{*}}[)\right.$.

The strict convexity of $\varphi$ is equivalent to the condition that its conjugate $\varphi^{*}$ is essentially smooth, i.e., differentiable with

$$
\begin{aligned}
& \lim _{t \downarrow a_{\varphi^{*}}} \varphi^{* \prime}(t)=-\infty \text { if } a_{\varphi^{*}}>-\infty, \\
& \lim _{t \uparrow b_{\varphi^{*}}} \varphi^{* \prime}(t)=+\infty \text { if } b_{\varphi^{*}}<+\infty .
\end{aligned}
$$

Conversely, $\varphi$ is essentially smooth if and only if $\varphi^{*}$ is strictly convex; see e.g. [18] Sect. 26 for the proofs of these properties.

If $\varphi$ is differentiable, we denote $\varphi^{\prime}$ the derivative function of $\varphi$, and we define $\varphi^{\prime}\left(a_{\varphi}\right)$ and $\varphi^{\prime}\left(b_{\varphi}\right)$ to be the limits (which may be finite or infinite) $\lim _{x \downarrow a_{\varphi}} \varphi^{\prime}(x)$ and $\lim _{x \uparrow b_{\varphi}} \varphi^{\prime}(x)$, respectively. We denote $\operatorname{Im} \varphi^{\prime}$ the set of all values of the function $\varphi^{\prime}$, i.e., $\operatorname{Im} \varphi^{\prime}:=\left\{\varphi^{\prime}(x)\right.$ such that $\left.x \in\left[a_{\varphi}, b_{\varphi}\right]\right\}$. If additionally the function $\varphi$ is strictly convex, then $\varphi^{\prime}$ is increasing on $\left[a_{\varphi}, b_{\varphi}\right]$. Hence, it is a one-to-one function from [ $a_{\varphi}, b_{\varphi}$ ] onto $\operatorname{Im} \varphi^{\prime}$; we denote in this case $\varphi^{\prime-1}$ the inverse function of $\varphi^{\prime}$ which is defined from $\operatorname{Im} \varphi^{\prime}$ onto $\left[a_{\varphi}, b_{\varphi}\right]$.

Note that if $\varphi$ is differentiable, then for all $x \in] a_{\varphi}, b_{\varphi}[$,

$$
\begin{equation*}
\varphi^{*}\left(\varphi^{\prime}(x)\right)=x \varphi^{\prime}(x)-\varphi(x) . \tag{12}
\end{equation*}
$$

If additionally $\varphi$ is strictly convex, then for all $t \in \operatorname{Im} \varphi^{\prime}$ we have

$$
\varphi^{*}(t)=t \varphi^{\prime-1}(t)-\varphi\left(\varphi^{\prime-1}(t)\right) \quad \text { and } \quad \varphi^{* \prime}(t)=\varphi^{\prime-1}(t)
$$

On the other hand, if $\varphi$ is essentially smooth, then the interior of the domain of $\varphi^{*}$ coincides with that of $\operatorname{Im} \varphi^{\prime}$, i.e., $\left(a_{\varphi^{*}}, b_{\varphi^{*}}\right)=\left(\varphi^{\prime}\left(a_{\varphi}\right), \varphi^{\prime}\left(b_{\varphi}\right)\right)$.

The domain of the $\phi$-divergence will be denoted dom $\phi$, i.e.,

$$
\operatorname{dom} \phi:=\{Q \in \mathscr{M} \text { such that } \phi(Q, P)<\infty\} .
$$

[^2]In the present paper we will deal with essentially smooth divergence functions, so that all the above properties are fulfilled.

## 3 Large Deviations for the Bootstrapped Empirical Measure

The present section aims at providing a solution to Problem $(\mathrm{P})$ when $\Omega$ is a subset of $\mathscr{M}_{1}$, the class of all probability measures on $(\mathscr{X}, \mathscr{B})$. Such a goal will be achieved in two cases of interest, namely the Kullback-Leibler and the Likelihood divergence.

We first push forward some definition.
Let $Y, Y_{1}, Y_{2}, \ldots$ denote a sequence of nonnegative independent real- valued random variables with expectation 1. We assume that $Y$ satisfies the so-called Cramer condition, namely that the set

$$
\mathscr{N}:=\left\{t \in \mathbb{R} \text { such that } \Lambda(t):=\log E e^{t Y}<\infty\right\}
$$

contains a neighborhood of 0 with non-void interior. By its very definition, $\mathscr{N}$ is an interval, say $\mathscr{N}:=(a, b)$ which we assume to be open. We also assume that the strictly convex function $\Lambda$ is a steep function, namely that $\lim _{t \rightarrow a} \Lambda(t)=$ $\lim _{t \rightarrow b} \Lambda(t)=+\infty$. It will also be assumed that $t \rightarrow \Lambda^{\prime}(t)$ parametrizes the convex hull of the support of the distribution of $Y$. We refer to [19] for those notions and conditions.

Consider now the weights $W_{i}^{n}, 1 \leq i \leq n$ defined through

$$
W_{i}^{n}:=\frac{Y_{i}}{(1 / n) \sum_{i=1}^{n} Y_{i}}
$$

which define a vector of exchangeable variables $\left(W_{1}^{n}, \ldots, W_{n}^{n}\right)$ for all $n \geq 1$.
Define further the Legendre transform of $\Lambda$, say $\Lambda^{*}$ which is a strictly convex function defined on $\operatorname{Im} \Lambda^{\prime}$ by

$$
\Lambda^{*}(x):=\sup _{t} t x-\Lambda(t) .
$$

We assume that we are given an array of observations $\left(x_{i}^{n}\right)_{i=1, \ldots, n, n \geq 1}$ in $\mathscr{X}$ which we assume to be "fair," meaning that there exists a probability measure $P$ defined on ( $\mathscr{X}, \mathscr{B}$ ) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}^{n}}=P . \tag{13}
\end{equation*}
$$

When the observations are sampled under $P$ we assume that the above condition (13) holds almost surely. We define the bootstrapped empirical measure of $\left(x_{1}^{n}, \ldots, x_{n}^{n}\right)$
by

$$
P_{n}^{W}:=\frac{1}{n} \sum_{i=1}^{n} W_{i}^{n} \delta_{x_{i}^{n}} .
$$

Note that $P_{n}^{W}$ is random due to the weights $W_{1}^{n}, \ldots, W_{n}^{n}$ and that the data set $x_{1}^{n}, \ldots, x_{n}^{n}$ is considered as nonrandom. The following result provides a Sanov-type LDP statement conditionally upon the array $\left(x_{i}^{n}\right) 1 \leq i \leq n, n \geq 1$. Assuming that $Y$ has no atom at 0 and that $t \rightarrow \Lambda_{Y}(t)$ is steep at point

$$
t^{+}:=\sup \left\{t: \Lambda_{Y}(t)<+\infty\right\}
$$

with $t^{+}>0$, it holds
Theorem 1 Under the above hypotheses and notation the sequence $P_{n}^{W}$ obeys a LDP on the space of all probability measures on $X$ equipped with the weak convergence topology with good rate function

$$
\phi(Q, P):=\begin{align*}
& \inf _{m>0} \int \Lambda^{*}\left(m \frac{d Q}{d P}(x)\right) d P(x) \text { if } Q \ll P  \tag{14}\\
& +\infty \\
& \text { otherwise }
\end{align*}
$$

Remark 1 This Theorem is a variation on Corollary 3.3 in [20]. Indeed it holds

$$
\lim _{x \rightarrow-\infty} \Lambda_{Y}^{\prime}(t)=\lim _{x \rightarrow-\infty}\left(\left(\Lambda^{*}\right)^{\prime}\right)^{-1}(x)=0
$$

and

$$
\lim _{x \rightarrow+\infty} \Lambda_{Y}^{\prime}(t)=\lim _{x \rightarrow+\infty}\left(\left(\Lambda^{*}\right)^{\prime}\right)^{-1}(x)=+\infty
$$

The above Theorem does not meet our requirement that the rate should be a divergence between probability measures. Two cases of upmost interest however fulfill our quest.

We make use of independent copies of $P_{n}^{W}$, obtained as follows: consider

$$
\left(Y_{1,1}, \ldots, Y_{1, n}\right), \ldots,\left(Y_{1}, \ldots, Y_{K, n}\right)
$$

where all the $Y_{i, j}$ are i.i.d. copies of $Y$, and

$$
\begin{aligned}
& W_{i}^{k}:=\frac{Y_{k, i}}{\sum_{i=1}^{k} Y_{k, i}}, \\
& P_{k, n}^{W}:=\sum_{i=1}^{n} W_{i}^{k} \delta_{x_{i}^{n}} .
\end{aligned}
$$

and for any set $\Omega$ in $\mathscr{M}_{1}$ define

$$
\begin{equation*}
P_{n, K}(\Omega):=\frac{1}{K} \operatorname{card}\left(k \in\{1, \ldots, K\}: P_{k, n}^{W} \in \Omega\right) \tag{15}
\end{equation*}
$$

and denote

$$
\begin{equation*}
L_{n, K}(\Omega):=-\frac{1}{n} \log P_{n, K}(\Omega) . \tag{16}
\end{equation*}
$$

### 3.1 Minimizing the Kullback-Leibler Divergence

Assume that the random variable $Y$ is Poisson distributed with mean 1. Then

$$
\Lambda^{*}(x)=x \log x-x+1
$$

which is the Kullback-Leibler divergence function. For any couple of probability measures $(Q, P)$ it readily follows that the infimum upon $m$ in (14) is reached at $m=\exp -K L(Q, P)$, which yields

$$
\begin{equation*}
\inf _{m>0} \int \Lambda^{*}\left(m \frac{d Q}{d P}(x)\right) d P(x)=1-\exp -K L(Q, P) \tag{17}
\end{equation*}
$$

It follows that the rate (14) takes the form

$$
\phi(Q, P)=1-\exp -K L(Q, P)
$$

and that

$$
\phi(\Omega, P)=1-\exp -K L(\Omega, P)
$$

Proposition 1 Consider any set $\Omega$ of probability measures which satisfies

$$
K L(\operatorname{int} \Omega, P)=K L(c l \Omega, P)
$$

where $\mathscr{M}_{1}$ is endowed with the weak topology. Consider Y a r.v. with Poisson distribution with mean 1. Then the following expression

$$
\widehat{K L}(\Omega, P):=-\log \left[1-L_{n, K}(\Omega)\right]
$$

estimates $K L(\Omega, P)$.

### 3.2 Minimizing the Likelihood Divergence

Let the r.v. $Y$ have an exponential distribution with mean 1. Then

$$
\Lambda^{*}(x)=-\log x+x-1
$$

which is the divergence function which defines the modified Kullback-Leibler divergence, also named as Likelihood divergence, since its minimization in statistically relevant contexts yields the celebrated maximum likelihood divergence estimators.

For all $P$ and $Q$ in $\mathscr{M}_{1}$ such that $K L_{m}(Q, P)$ is finite, the function $(0,1) \ni m \rightarrow$ $\int \varphi\left(m \frac{d Q}{d P}(x)\right) d P(x)$ is decreasing. Therefore the (14) takes the form

$$
\phi(Q, P)=K L_{m}(Q, P)
$$

and

$$
\phi(\Omega, P)=K L_{m}(\Omega, P)
$$

This yields an analogue of Proposition 1, namely
Proposition 2 With the same notation and hypotheses as in Proposition 1, with Y a random variable with Exponential (1) distribution, the following expression

$$
\widehat{K L_{m}}(\Omega, P):=L_{n, K}(\Omega)
$$

estimates $K L_{m}(\Omega, P)$.
Remark 2 When $Y$ is exponentially distributed with expectation 1 then by Pyke's Theorem, the vector $\left(W_{1}^{n}, \ldots, W_{n}^{n}\right)$ coincides in distribution with

$$
\left(U_{1, n}, U_{2, n}-U_{1, n}, \ldots, U_{n, n}-U_{n-1, n}\right),
$$

the spacings of the ordered statistics $\left(U_{1, n}, U_{2, n}, \ldots, U_{n, n}\right)$ of $n$ i.i.d. uniformly distributed r.v's on $(0,1)$, with uniform distribution. This is indeed the simplest weighted bootstrap variation of $P_{n}$ based on exchangeable weights.

## 4 Wild Bootstrap

We now consider other random elements whose visits in $\Omega$ will define estimators of minimum divergence between $P$ and $\Omega$ for other useful divergence function, as the Chi-square, the Hellinger, etc.

We may consider some wild bootstrap versions, defining the wild empirical measure by

$$
P_{n}^{W i l d}:=\frac{1}{n} \sum_{i=1}^{n} Y_{i} \delta_{x_{i, n}}
$$

where the r.v's $Y_{1}, Y_{2}, \ldots$ are i.i.d. with common expectation 1. The use of the word "wild" is relevant: $P_{n}^{\text {Wild }}$ is not merely a probability measure; it can even put negative
masses on some points of its support, since the r.'s $Y_{i}$ may assume negative values. We will be able to solve Problem (P) when $\Omega$ is a subset of $\mathscr{M}$, the class of all signed finite measures on ( $\mathscr{X}, \mathscr{B}$ ). Thus the estimator of $\phi(\Omega, P)$ is typically smaller than the estimator of $\phi\left(\Omega \cap \mathscr{M}_{1}, P\right)$, which cannot be estimated using the results of this section, in contrast with just obtained in the previous section. Also we will need $\mathscr{X}$ to be a compact set.

We assume that the Cramer condition holds for $Y$ and define, as above,

$$
\Lambda_{Y}(t):=\log E \exp t Y
$$

### 4.1 A Conditional LDP for the Wild Bootstrapped Empirical Measure

In this case we make use of the following result (see [21]) which holds when $\mathscr{X}$ is compact.

Theorem 2 The wild empirical measure $P_{n}^{\text {Wild }}$ obeys a LDP in the class of all signed finite measures endowed by the weak topology with good rate function $\phi(Q, P)$ defined in (7), where the function $\varphi$ is defined by

$$
\varphi(x):=\Lambda^{*}(x)=\sup _{t} t x-\Lambda_{Y}(t) .
$$

Remark 3 Making use of the results in [21], we may consider the constant $a_{\varphi^{*}}$ and $b_{\varphi^{*}}$ in (7); by convexity, $\varphi^{*}(x):=\Lambda_{Y}(x)$. The LDP rate (7) writes

$$
\phi(Q, P):=\int_{\mathscr{X}} \Lambda^{*}\left(\frac{d Q_{a}}{d P}\right) d P+\int_{\mathscr{X}} \rho\left(\frac{d Q_{s}}{d \theta}\right) d \theta
$$

where

$$
\rho(z):=\sup \left\{\lambda z: \lambda \in \operatorname{Dom} \Lambda_{Y}\right\}
$$

and $\theta$ is any real-valued nonnegative measure with respect to which $Q_{s}$ is absolutely continuous. Choosing

$$
\theta=\left|Q_{s}^{+}-Q_{s}^{-}\right|
$$

yields

$$
\phi(Q, P):=\int_{\mathscr{X}} \Lambda^{*}\left(\frac{d Q_{a}}{d P}\right) d P+\rho(-1) Q_{s}^{-}(\mathscr{X})+\rho(+1) Q_{s}^{+}(\mathscr{X})
$$

so that $a_{\varphi^{*}}=\inf \left\{t: \Lambda_{Y}(t)<\infty\right\}$ and $b_{\varphi^{*}}=\sup \left\{t: \Lambda_{Y}(t)<\infty\right\}$.

Remark 4 Theorem 2 has been proved by numerous authors, under various regularity conditions; see e.g. [21-23]. A strong result is as follows:

When $\Omega$ is a subset in $\mathscr{M}$ such that $\phi(c l(\Omega), P)=\phi(\operatorname{int}(\Omega), P)$ holds in the $\tau$-topology, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} \log P\left(P_{n}^{\text {Wild }} \in \Omega\right)=\phi(\Omega, P) . \tag{18}
\end{equation*}
$$

However that $\tau$-open (resp. $\tau$-closed sets) are not necessarily weakly open (resp weakly closed); thus this latest result (18) is merely useful when $\Omega$ is defined as the pre-image of some open (closed) set by some $\tau$-continuous mapping from ( $\mathscr{X}, \mathscr{B}$ ) onto some topological space; see Sect. 6.

### 4.2 Cressie-Read Divergences and Exponential Families

In this section we consider a reciprocal statement to Theorem 2. We first prove that any Cressie-Read divergence function as defined in (11) is the Fenchel-Legendre transform of some cumulant generating function $\Lambda_{Y}$ for some r.v. $Y$. Henceforth, we state a one-to-one correspondence between the class of Cressie-Read divergence functions and the distribution of some $Y$ which can be used in order to build a bootstrap empirical measure of the form $P_{n}^{\text {Wild }}$.

### 4.3 Natural Exponential Families and Their Variance Functions

We turn to some results due to Letac and Mora; see [24].
For $\mu$ a positive $\sigma$-finite measure on $\mathbb{R}$ define $\phi_{\mu}(t):=\int e^{t x} d \mu(x)$ and its domain $\mathscr{D}_{\mu}$, the set of all values of $t$ such that $\phi_{\mu}(t)$ is finite, which is a convex (possibly void) subset of $\mathbb{R}$. Denote $k_{\mu}(t):=\log \phi_{\mu}(t)$ and let $m_{\mu}(t):=(d / d t) k_{\mu}(t)$ and $s_{\mu}^{2}(t):=$ $\left(d^{2} / d t^{2}\right) k_{\mu}(t)$. Associated with $\mu$ is the Natural Exponential Family $\operatorname{NEF}(\mu)$ of distributions

$$
d P_{t}^{\mu}(x):=\frac{e^{t x} d \mu(x)}{\phi_{\mu}(t)}
$$

which is indexed by $t$. It is a known fact that, denoting $X_{t}$ a r.v. with distribution $P_{t}^{\mu}$ it holds $E X_{t}=m_{\mu}(t)$ and $\operatorname{Var} X_{t}=s_{\mu}^{2}(t)$.The mapping $t \rightarrow m_{\mu}(t):=E X_{t}$ is a strictly increasing homeomorphism from $\mathbb{R}^{+}$onto $\mathbb{R}^{+}$, with inverse $m_{\mu}^{\leftarrow}$.

The $\operatorname{NEF}(\mu)$ is said to be generated by $\mu$. The $\operatorname{NEF}(\nu)$ generated by $v$ defined through

$$
\begin{equation*}
d v(x)=\exp (a x+b) d \mu(x) \tag{19}
\end{equation*}
$$

coincides with $\operatorname{NEF}(\mu)$, which yields to the definition of the NEF generated by the class of positive measures $v$ satisfying (19) for some constants $a$ and $b$. Following [24] for the notation and main results the class of such measures will be denoted $\mathscr{B}$ and be called a base for $\operatorname{NEF}(\mu)$, hence denoted $\operatorname{NEF}(\mathscr{B})$. Also it can be checked that the range of $m_{\nu}$ does not depend on the very choice of $v$ in $\mathscr{B}$, although its domain depends on $v$. The range $\operatorname{Im} m_{\mathscr{B}}$ of $m_{\nu}$, which is the same for all $v$ in $\mathscr{B}$, is called the mean range of $\mathscr{B}$ since it depends only on the class of generating measures $\mathscr{B}$.

Defined on $\operatorname{Im} m_{\mathscr{B}}$, the function

$$
x \rightarrow V(x):=s_{\mu}^{2} o m_{\mu}^{\leftarrow}(x)
$$

is independent of the peculiar choice of $\mu$ in $\mathscr{B}$ (see [24]) and is therefore called the variance function of the $\operatorname{NEF}(\mathscr{B})$. It can be proved that the variance function characterizes the NEF. From the statistician point of view the functional form of the function $V$ is of relevant interest: it corresponds to models for which regression of the variance on the mean is considered, which is a common feature in heteroscedastic models; see the seminal paper [25] which is at the origin of models characterized by $V$, and [26].

Starting with [27], a wide effort has been developed in order to characterize the basis of a NEF with given variance function.

### 4.4 Power Variance Functions and the Corresponding Natural Exponential Families

Power variance functions have been explored by various authors; see e.g. [24, 28], etc. Summarizing it holds (see [28]) the NEF with variance function $V(x)=C x^{\alpha}$; for sake of brevity with respect to the sequel we denote $\alpha=2-\gamma$. NEF with variance function $V$ are obtained through integration and identification of the resulting moment-generating function. They are generated as follows:

- For $\gamma<0$ by stable distributions on $\mathbb{R}^{+}$with characteristic exponent in $(0,1)$. The resulting distributions define the Tweedie scale family, which we briefly describe in the next paragraph.
- For $\gamma=0$ by the exponential distribution
- For $0<\gamma<1$ by Compound Gamma-Poisson distributions
- For $\gamma=1$ by the Poisson distribution
- For $\gamma=2$ by the normal distribution

Other values of $\gamma$ do not yield NEF's.

### 4.4.1 The Tweedie Scale

Let $Z$ be a r.v. with stable distribution on $\mathbb{R}^{+}$with exponent $\tau, 0<\tau<1$. Denote $p$ its density and $f(t)=E \exp i t Z$ its characteristic function, which satisfies

$$
f(t)=\exp \left\{i a t-c|t|^{\tau}(1+i \beta \operatorname{sign}(t) \omega(t, \tau))\right\}
$$

where $a \in \mathbb{R}, c>0$ and $\omega(t, \tau)=\tan \left(\frac{\pi \tau}{2}\right)$.
We consider the case when $\beta=1$. It then holds:
For $Z_{1}, \ldots, Z_{n} n$ i.i.d. copies of $Z$,

$$
\frac{Z_{1}+\ldots+Z_{n}}{n^{1 / \tau}}={ }_{d} Z
$$

where the equality holds in distribution. The Laplace transform of $p$ satisfies

$$
\varphi(t):=\int_{0}^{\infty} e^{-t x} p(x) d x=e^{-t^{\tau}}
$$

for all nonnegative value of $t$; see [29].
Associated with $p$ is the Natural Exponential family (NEF) with basis $p$ namely the densities defined for nonnegative $t$ through

$$
p_{t}(x):=e^{-t x} p(x) / e^{-t^{\tau}}
$$

with support $\mathbb{R}^{+}$. For positive $t$, a r.v. $X_{t}$ with density $p_{t}$ has a moment-generating function $E \exp \lambda X_{t}$ which is finite in a non-void neighborhood of 0 and therefore has moments of any order.

Consider the density $p_{1}(x)=e^{-x+1} p(x)$ with finite m.g.f. in $(-\infty, 1)$, expectation $\mu=\tau$ and variance $\sigma^{2}=\tau(1-\tau)$. Finally set for all nonnegative $x$

$$
q(x):=\sqrt{\tau(1-\tau)} p_{1}(x \sqrt{\tau(1-\tau)}+\tau-1)
$$

which for all $0<\tau<1$ is the density of some r.v. $Y$ with expectation 1 and variance 1. The m.g.f. of $Y$ is

$$
E \exp \lambda Y=e \exp \left[1-\frac{\tau}{\sqrt{\tau(1-\tau)}}\right] \exp -\left[1-\frac{\lambda}{\sqrt{\tau(1-\tau)}}\right]^{\tau} .
$$

For $\tau=1 / 2, Y$ has the Inverse Gaussian distribution with parameters $(1,1)$ and m.g.f

$$
E \exp \lambda Y=e\left(\exp -[1-2 \lambda]^{1 / 2}\right)
$$

The variance function of the NEF generated by a stable distribution with index $\tau$ in $(0,1)$ writes

$$
V(x)=C_{\tau} x^{\frac{2-\tau}{1-\tau}}
$$

with

$$
C_{\tau}:=\left(\frac{1-\tau}{\tau}\right)^{\frac{2-\tau}{2(1-\tau)}}
$$

### 4.4.2 Compound Gamma-Poisson Distributions

We briefly characterize this compound distribution and the resulting weight $Y$. Let $\mu$ denote the distribution of $S_{N}:=\sum_{i=0}^{N} \Gamma_{i}$ where $S_{0}:=0, N$ is a Poisson ( $p$ ) r.v. independent of the independent family $\left(\Gamma_{i}\right)_{i \geq 1}$ where the $\Gamma_{i}$ 's are distributed with Gamma distribution with scale parameter $1 / \lambda$ and shape parameter $-\rho$. Here

$$
\begin{gathered}
\rho:=\frac{\gamma-1}{\gamma} \\
\lambda:=\rho \\
p:=(\gamma-1)^{-1 / \gamma}
\end{gathered}
$$

where we used the results in [28] p. 1516. Consider the family of distributions $\operatorname{NEF}(\mu)$ generated by $\mu$, which has power variance function $V(x)=x^{\gamma+1}$ defined on $\mathbb{R}^{+}$. The r.v. $Y$ has distribution in $\operatorname{NEF}(\mu)$ with expectation and variance 1. Its density is of the form

$$
f_{W}(x):=\exp (a x+b) f(x)
$$

where $f(x):=(d \mu(x) / d x)$ is the density of $S_{N}$. The values of the parameters $a$ and $b$ are

$$
\begin{gathered}
a:=-1 \\
b:=-(\gamma-1)^{-1 / \gamma}\left[\left(1-\frac{\gamma}{\gamma-1}\right)^{\rho}-1\right] .
\end{gathered}
$$

### 4.5 Cressie-Read Divergences, Weights and Variance Functions

For

$$
\begin{equation*}
\varphi_{\gamma}(x):=C \frac{x^{\gamma}-\gamma x+\gamma-1}{\gamma(\gamma-1)} \tag{20}
\end{equation*}
$$

with $\gamma \neq 0,1$, the convex function $\varphi_{\gamma}$ satisfies $\varphi_{\gamma}(1)=\varphi_{\gamma}^{\prime}(1)=0$ and $\varphi_{\gamma}^{\prime \prime}(1)=C$, being therefore a divergence function; it is customary to assume that the positive constant $C$ satisfies $C=1$, a condition which we will not consider, still denoting this class of functions the Cressie-Read family of divergence functions. Set $\varphi_{0}(x)=$ $-\log x+x-1$ and $\varphi_{1}(x)=x \log x-x+1$, the likelihood divergence function and the Kullback-Leibler one, noting that $\lim _{\gamma \rightarrow 0} \varphi_{\alpha}(x)=\varphi_{0}(x)$ and $\lim _{\gamma \rightarrow 1} \varphi_{\gamma}(x)=$ $\varphi_{1}(x)$. The Cressie-Read family defined through (20) is the simplest system of nonnegative convex functions satisfying the requirements for a divergence function.

We prove that any Cressie-Read divergence function is the Fenchel Legendre transform of a moment-generating function of a random variable with expectation 1 and variance $1 / C$ in a specific NEF, depending upon the divergence. Indeed we identify such a r.v. $Y$ as follows: let $Y$ be a r.v. with a cumulant-generating function. $\Lambda(t):=\log E \exp t Y$ such that

$$
\begin{equation*}
\varphi_{\gamma}(x)=\Lambda^{*}(x)=\sup _{t} t x-\psi(t) ; \tag{21}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{1}{\frac{d^{2}}{d x^{2}} \varphi_{\gamma}(x)}=\frac{1}{C} x^{\alpha}=V(x) \tag{22}
\end{equation*}
$$

with $\alpha=2-\gamma$ for $x \rightarrow V(x)$ the variance function of the NEF generated by the distribution of $Y$. Since the differential equation $\frac{d^{2}}{d x^{2}} \varphi_{\gamma}(x)=C x^{-\alpha}$ defines $\varphi_{\gamma}(x)$ through (20) in a unique way we have proved the one-to-one correspondence between Cressie-Read divergences and NEF's with power Variance functions.

Remark 5 Reproductible NEF's with power variance functions and power normalizing factors are infinitely divisible (see [28]); reciprocally all reproductible NEF's with power normalizing factors are infinitely divisible. The Cressie-Read family of divergences possesses, therefore, a quite peculiar property: they are the only ones which are the Legendre transform of cumulant- generating functions of reproductible infinitely divisible distributions with power normalizing constants. Reciprocally any wild empirical measure with reproductible infinitely divisible weights with power normalizing factors and with expectation 1 has LDP rate in the Cressie-Read family.

### 4.6 Examples

For example, the Tweedie scale of distributions defines random variables $Y$ with expectation 1 and variance $C_{\tau}$ corresponding to Cressie-Read divergences with negative index $\gamma=-\tau /(1-\tau)$.

For $\gamma=-1$, the resulting divergence is

$$
\varphi_{-1}(x)=\frac{1}{2} \frac{(x-1)^{2}}{x}
$$

which is the modified $\chi^{2}$ divergence (or Neyman $\chi^{2}$ ). The associated r.v. $Y$ has an Inverse Gaussian distribution with expectation 1 and variance 1.

For $\gamma=2$ it holds

$$
\varphi_{2}(x)=\frac{1}{2}(x-1)^{2}
$$

which is the Spearman $\chi^{2}$ divergence. The resulting r.v. $Y$ has a Gaussian distribution with expectation 1 and variance 1 . Note that in this case, $Y$ is not a positive random variable.

For $\gamma=1 / 2$ we get

$$
\varphi_{1 / 2}(x)=2(\sqrt{x}-1)^{2}
$$

which is the Hellinger divergence. The associated random variable $Y$ has a Compound Gamma-Poisson distribution with $\rho=-1, \lambda=-1, p=4, a=-1$ and $b=4$.

When $\gamma=3 / 2$ the distribution of $Y$ belongs to the NEF generated by the stable law $\mu$ on $\mathbb{R}^{+}$with characteristic exponent $1 / 3$, hence with density the Modified Bessel-type distribution

$$
f(x)=(d \mu(x) / d x)=(2 \pi)^{-1} \lambda K_{1 / 2}\left(\lambda x^{1 / 2}\right) \exp \left(-p x+3\left(\lambda^{2} p / 4\right)^{1 / 3}\right)
$$

where $\lambda$ and $p$ are positive and $K_{1 / 2}(z)$ is the modified Bessel function of order 1/2 with argument $z$.

When $\gamma=1$ then

$$
\varphi_{0}(x)=x \log x-x+1
$$

the Kullback-Leibler divergence function, and $Y$ has a Poisson distribution with parameter 1. Since the rate of the corresponding LDP coincides with the rate of the LDP for the empirical distribution of the data (unconditionally), and since the variance function characterizes the distribution of the weights, this is the only wild bootstrap which is LDP efficient.

When $\gamma=0$ then

$$
\varphi_{0}(x)=-\log x+x-1
$$

the Likelihood divergence and $Y$ has an exponential with parameter 1.
The $L_{1}$ divergence function $\varphi(x)=|x-1|$ does not yield to any weighted sampling; indeed $\varphi^{*}(t)=t 1_{(-1,1)}(t)+\infty 1_{(-1,1)^{c}}(t)$ which is not a cumulan- generating function.

## 5 Monte Carlo Minimization of a Cressie-Read Divergence Through Wild Bootstrap

Due to the preceding correspondence between the minimization problem ( P ) and Large Deviation rates, we propose the following procedures for the estimation of $\phi(\Omega, P)$.

Simulate $n K$ i.i.d. random variables $Y, Y_{1, i}, Y_{2, i}, \ldots, Y_{K, i}, 1 \leq i \leq n$ with common distribution in correspondence with the divergence function $\varphi$, namely such that

$$
\varphi(x)=\Lambda^{*}(x)
$$

for $x \in \operatorname{Dom} \varphi$ where $\Lambda^{*}(x):=\sup _{t} t x-\Lambda(t)$ and $\Lambda(t)=\log E \exp t Y$. Define

$$
P_{n, K}(\Omega):=\frac{1}{K} \operatorname{card}\left(j \in\{1, \ldots, K\}: P_{n, j}^{\text {Wild }} \in \Omega\right)
$$

where

$$
P_{n, j}^{\text {Wild }}:=\frac{1}{n} \sum_{i=1}^{n} Y_{j, i} \delta_{x_{i}}
$$

$1 \leq j \leq K$.
Define

$$
\phi_{n, K}^{\text {Wild }}(\Omega, P):=-\frac{1}{n} \log P_{n, K}(\Omega)
$$

## 6 Sets of Measures for Which the Monte Carlo Minimization Technique Applies

We explore cases when

$$
\begin{equation*}
\phi(\operatorname{int}(\Omega), P)=\phi(c l(\Omega), P) \tag{23}
\end{equation*}
$$

in the weak topology on $\mathscr{M}$. Two conditions are derived; in the first case we make use of convexity arguments; we make use of a similar argument as used in [30], Corollary 3.1. For $\Omega$ a subset of $\mathscr{M}$ denote $c l_{w}((\Omega))$, resp. int $_{w}(\Omega)$, the weak closure (resp.) the weak interior of $\Omega$ in $\mathscr{M}$.

A convex set $\Omega$ in $\mathscr{M}$ is strongly $w$-convex if for all $Q$ in $c l_{w}((\Omega))$ and each $R$ in $\operatorname{int}_{w}(\Omega)$ it holds that

$$
\{\alpha Q+(1-\alpha) R ; 0<\alpha<1\} \subset \operatorname{int}_{w}(\Omega)
$$

It holds

Proposition 3 Let $P \in \mathscr{M}_{1}$ and let $\Omega_{1}, \ldots, \Omega_{J}$ be subsets of $\mathscr{M}$. Set $\Omega:=\Omega_{1} \cup$ $\ldots \cup \Omega_{J}$. Then when all $\Omega_{j}$ s are strongly $w-$ convex and $\phi\left(\right.$ int $\left._{w}\left(\Omega_{j}\right), P\right)<\infty$ for all $j$, (23) holds.

Proof For any $j=1, \ldots, J$, fix $\varepsilon>0$. Let $Q \in c l_{w}\left(\left(\Omega_{j}\right)\right)$ be such that

$$
\phi(Q, P)<\phi\left(c l_{w}\left(\Omega_{j}\right), P\right)+\varepsilon
$$

and $R \in \operatorname{int}_{w}\left(\Omega_{j}\right)$ be such that $\phi(R, P)<\infty$. Define $Q_{\alpha}:=\alpha Q+(1-\alpha) R, 0<$ $\alpha<1$. Then $Q_{\alpha} \in \operatorname{int}_{w}\left(\Omega_{j}\right)$ and the convexity of $Q^{\prime} \rightarrow \phi\left(Q^{\prime}, P\right)$ implies

$$
\begin{aligned}
\phi\left(\text { int }_{w}(\Omega j), P\right) & \leq \lim _{\alpha \uparrow 1}\{\alpha \phi(Q, P)+(1-\alpha) \phi(R, P)\} \\
& =\phi(Q, P)<\phi\left(c l_{w}\left(\left(\Omega_{j}\right)\right), P\right)+\varepsilon .
\end{aligned}
$$

Hence $\phi\left(\operatorname{int}_{w}\left(\Omega_{j}\right), P\right)=\phi\left(c l_{w}\left(\left(\Omega_{j}\right)\right), P\right)$. Therefore, (23) holds for the finite union of the $\Omega_{j}$ 's, as sought.

Some other class of sets $\Omega \subset \mathscr{M}$ for which (23) holds are defined as pre-images of continuous linear functions defined from $\mathscr{X}$ onto some Hausdorff topological space $E$. Adapting Theorem 4.1 in [30] we may state

Proposition 4 Let $P \in \mathscr{M}_{1}$ and $E$ be a real Hausdorff topological space; let $B_{1} \subset$ $B_{2} \subset \ldots$ be an increasing sequence of Borel sets in supp $(P)$ such that

$$
\lim _{m \rightarrow \infty} P\left(B_{m}\right)=1 .
$$

Let $\Psi_{m}:=\left\{Q \in \mathscr{M}:|Q|\left(B_{m}\right)=1\right\}$ for all $m \in \mathbb{N}$ and $\mathscr{M}^{*}:=\cup_{m} \Psi_{m}$.Let $T: \mathscr{M}^{*} \rightarrow$ $E$ a function such that its restriction $T_{\mid \Psi_{m}}$ is linear and weakly continuous at each $Q$ in $\mathscr{M}^{*}$ such that $\phi(Q, P)<\infty$ for each $m$. Let $A$ be a convex set in $E$ with $\phi\left(T^{-1}(\right.$ intA $\left.), P\right)<\infty$. Then

$$
\begin{equation*}
\phi\left(T^{-1}(\text { intA }), P\right)=\phi\left(T^{-1}(c l A), P\right) . \tag{24}
\end{equation*}
$$

Proof It proceeds following nearly verbatim the Proof of Theorem 4.1 in [30]. Convexity arguments similar to the one in the Proof of Proposition 3 provide a version of (24) for sets $T_{\mid \Psi_{m}}^{-1}(A)$. Making use of Theorem 2, which substitutes Theorem 3.1 in [30] concludes the proof.

## 7 A Simple Convergence Result and Some Perspectives

All estimators of $\phi(\Omega, P)$ considered in this paper converge strongly to $\phi(\Omega, P)$ as $n$ tends to infinity, as does $K$. Indeed going back to the general setting presented in Sect. 1, for fixed $n$ it clearly holds that

$$
\lim _{K \rightarrow \infty} \frac{1}{K} \operatorname{card}\left(i: X_{n, i} \in \Omega\right)=\operatorname{Pr}\left(X_{n} \in \Omega\right)
$$

a.s.

When

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{Pr}\left(X_{n} \in \Omega\right)=-\Phi(\Omega)
$$

it follows that

$$
\lim _{n \rightarrow \infty} \lim _{K \rightarrow \infty} \frac{1}{n} \log f_{n, K}=-\Phi(\Omega) \text { a.s. }
$$

as sought. Since the estimators of $K L(\Omega, P)$ and $K L_{m}(\Omega, P)$ considered in Sect. 3, as well as the estimators of $\phi_{\gamma}(\Omega, P)$ considered in Sect. 5 are obtained through continuous transformations of the former estimates, all estimators considered in the present article converge strongly to their respective limits as $K$ tends to infinity and $n$ tends to infinity. This leaves a large field of investigations wide open, such as the choice of some sequence $K=K_{n}$ which would lead to a single limit procedure. Also the resulting rate of convergence of these estimators as well as their distributional limit would be of interest.

Also Importance Sampling (IS) techniques should be investigated in order to reduce the calculation burden caused by the fact that any of the weighted empirical measures considered in this article would visit the set $\Omega$ quite rarely, if $P$ does not belong to $\Omega$. The hit rate can be increased substantially using some ad hoc modification of the weights, resulting from an IS strategy.

Once estimated the minimum value of the divergence, one may be interested in the identification of the measures $Q$ which achieve this minimum in $\Omega$. Dichotomous methods can be used, iterating the evaluation of the minimum divergence between $P$ and subsets of $\Omega$ where the global infimum on $\Omega$ coincides with the local ones, leaving apart the subsets where they do not coincide, and iterating this routine.
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# Asymptotic Analysis of Iterated 1-Step Huber-Skip M-Estimators with Varying Cut-Offs 

Xiyu Jiao and Bent Nielsen


#### Abstract

We consider outlier detection algorithms for time series regression based on iterated 1 -step Huber-skip M-estimators. This paper analyses the role of varying cut-offs in such algorithms. The argument involves an asymptotic theory for a new class of weighted and marked empirical processes allowing for estimation errors of the scale and the regression coefficient.
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## 1 Introduction

We consider outlier detection methods that are based on iterated 1-step Huber-skip M-estimators for linear regression models with regressors that are stationary or deterministically or stochastically trending. Each 1-step estimator relies on a cut-off value when classifying observations as outliers or not. In this paper, we allow the cut-off value to vary with sample size and iteration step. To analyze this asymptotically, we generalize some recent results for residual empirical processes, which allow for variation in location, scale and quantile. The model is a linear regression

$$
\begin{equation*}
y_{i}=x_{i}^{\prime} \beta+\varepsilon_{i}, \quad i=1,2, \ldots, n, \tag{1}
\end{equation*}
$$

where $\varepsilon_{i} / \sigma$ are independent of $\mathscr{F}_{i-1}=\sigma\left(x_{1}, \ldots, x_{i}, \varepsilon_{1}, \ldots, \varepsilon_{i-1}\right)$ with the common density $f$. Outliers are pairs of observations that do not conform with the model.

[^3]Iterated 1-step Huber-skip M-estimators mimic the Huber [14] skip estimator, which has criterion function $\rho(t)=\min \left(t^{2}, c^{2}\right) / 2$ as opposed to the Huber estimator with criterion function $\rho(t)=t^{2} / 2$ for $|t| \leq c$ and $\rho(t)=c|t|-c^{2} / 2$ otherwise, see also [8, p. 104], [19, p. 175]. The 1 -step Huber-skip M-estimator starts from an initial estimator $\left(\widetilde{\beta}, \widetilde{\sigma}^{2}\right)$. This is used to decide which observations are outlying through

$$
\begin{equation*}
v_{i}=1_{\left(\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right| \leq \widetilde{\sigma} c\right)}, \tag{2}
\end{equation*}
$$

where the choice of the cut-off $c$ is related to the known reference density f . For those observations that are not outlying, we run a least squares regression and get the 1 -step Huber-skip estimator

$$
\begin{align*}
\widehat{\beta} & =\left(\sum_{i=1}^{n} x_{i} x_{i}^{\prime} v_{i}\right)^{-1}\left(\sum_{i=1}^{n} x_{i} y_{i} v_{i}\right),  \tag{3}\\
\widehat{\sigma}^{2} & =\varsigma^{-2}\left(\sum_{i=1}^{n} v_{i}\right)^{-1}\left\{\sum_{i=1}^{n}\left(y_{i}-x_{i}^{\prime} \widehat{\beta}\right)^{2} v_{i}\right\}, \tag{4}
\end{align*}
$$

where $\varsigma^{2}$ is the consistency factor as in (8). This step can be iterated. The iteration may be initiated by a robust estimator. More simply we get the Robustified Least Squares and the Impulse Indicator Saturation starting with the full or split sample least squares. The latter algorithm was introduced in the empirical work of US food expenditure by Hendry, see [ 9,10 ].

Outlier detection algorithms have a positive probability to find outliers even when, in fact, the data generation process has no outliers. We evaluate the performance of such algorithms by the concept of a gauge, which is the expected retention rate of falsely discovered outliers. This is a measure of type I error and it gives us an indirect way of choosing the cut-off $c$. It is defined as follows. The algorithms assign stochastic indicators $v_{i}$ to all observations such as in (2) so that $v_{i}=0$ when observation $i$ is declared as an outlier, otherwise $v_{i}=1$. When the model has no contamination, the sample and population gauge are

$$
\begin{equation*}
\widehat{\gamma}=\frac{1}{n} \sum_{i=1}^{n}\left(1-v_{i}\right), \quad \mathrm{E} \widehat{\gamma}=\frac{1}{n} \sum_{i=1}^{n} \mathrm{E}\left(1-v_{i}\right) . \tag{5}
\end{equation*}
$$

Hoover and Perez [13] originally introduced the idea of a gauge in a simulation study of general-to-specific variable selection algorithms. The concept of a gauge was formally proposed by Hendry and Santos [12] as the expected retention rate of irrelevant regressors in the context of model selection algorithms. Comprehensive simulation studies on the gauge for the model selection algorithm Autometrics are presented in $[6,10]$. An asymptotic analysis for the gauge of some outlier detection algorithms is presented in [18].

One-step estimators have been considered before in [2, 23]. The 1-step Huberskip estimator was studied in [25]. Asymptotic distribution theory has been derived for the location model in [11] and for the time series regression [15]. Iteration was investigated in [16]. An asymptotic expansion for the sample gauge was established in [18]. All these asymptotic analyses are restricted to the situation where the cut-off and the number of iterations are not both increasing.

The purpose of this paper is to build an asymptotic theory which can explore how variation in the cut-off affects the iterated 1-step Huber-skip M-estimator. In particular, we prove the tightness and fixed point theorems for the iterated 1-step Mestimator with the varying cut-off. Moreover, this paper demonstrates an asymptotic Poisson distribution to the gauge in a situation where the cut-off increases with the sample size while the number of iterations also increases.

The argument involves a theory for a new class of weighted and marked empirical processes. This is defined from the generalized empirical distribution function

$$
\begin{equation*}
\widehat{\mathrm{F}}_{n}^{g, p}(a, b, c)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p} 1_{\left(\varepsilon_{i} \leq \sigma c+n^{-1 / 2} a c+x_{i n}^{\prime} b\right)}, \tag{6}
\end{equation*}
$$

where the weights $g_{\text {in }}$ are combinations of the normalized $\mathscr{F}_{i-1}$ measurable regressors $x_{i n}$ and $\varepsilon_{i}^{p}$ are the $\mathscr{F}_{i}$ adapted marks, while $a, b$ represent the normalized estimation errors for $\sigma, \beta$. When $p=0$ the mark is unity and we get the weighted empirical distribution function considered by for instance [20]. Processes of the type $n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i} 1_{\left(x_{i} \leq c\right)}$ are called marked processes, see [20, p. 43], but are not special cases of the weighted and marked empirical distribution functions.

We derive asymptotic expansions that are uniform in $a, b, c$ and allow for a near $n^{1 / 4}$ inefficiency in the estimation uncertainties $a, b$. This generalizes results by Koul and Ossiander, see [20-22], who allowed unbounded weights $g_{i n}$ but no marks $\varepsilon_{i}^{p}$. They used a truncation argument for $\mathscr{F}_{i-1}$ measurable weights $g_{i n}$. This together with the boundedness of the $\mathscr{F}_{i}$ measurable indicator function meant that they could apply the Freedman [7] exponential inequality for bounded martingales. Here, we use the iterated martingale inequality of [18] reported as Lemma 3 in the appendix. This is based on the Bercu and Touati [1] exponential inequality for unbounded martingales, so that we can avoid the truncation argument and more easily allow the $\mathscr{F}_{i}$ measurable product of the mark and indicator to be unbounded. The result also generalizes $[15,18]$ who did not allow joint variation of all of $a, b, c$.

The outline of this paper is the following. We first review the model and iterated 1-step Huber-skip M-estimator algorithm in Sect.2. Then, the main results follow in Sect. 3. Section 4 provides theory for the weighted and marked empirical process with proofs in Appendix 1, 2, and 3. Proofs of the main theorems in Sect. 3 follow in Appendix 4.

## 2 Model and Outlier Detection Algorithms

The regression model with some notations is described first. We review the iterated 1-step Huber-skip M-estimators including the Robustified Least Squares and the Impulse Indicator Saturation.

### 2.1 Model

Suppose we have data $\left(y_{i}, x_{i}\right), i=1,2, \ldots, n$, where $y_{i}$ is univariate and $x_{i}$ is multivariate with dimension $\operatorname{dim} x$. Assume the data satisfies the regression equation

$$
y_{i}=x_{i}^{\prime} \beta+\varepsilon_{i}, \quad i=1,2, \ldots, n .
$$

This setting can represent both classical regression and time series models. Moreover, regressors $x_{i}$ can be a deterministic or stochastic trend. Innovations $\varepsilon_{i}$ are independent of the filtration $\mathscr{F}_{i-1}$ generated by $\left(x_{1}, \ldots, x_{i}, \varepsilon_{1}, \ldots, \varepsilon_{i-1}\right)$, and are identically distributed with scale $\sigma$ so that $\varepsilon_{i} / \sigma$ has the known density f and distribution function $\mathrm{F}(c)=\mathrm{P}\left(\varepsilon_{i} / \sigma \leq c\right)$. In practice, the innovation distribution, characterized by f , F , will often be assumed to be standard normal or at least symmetric. Outlier detection algorithms use absolute residuals and then calculate robust least squares estimators from the non-outlying sample. This implicitly assumes symmetry, while non-symmetry leads to bias forms. We assume symmetry when analyzing the iterated 1-step Huber-skip M-estimator algorithm in Sect. 3, but not for the general empirical process results in Sect. 4.

For the absolute error $\left|\varepsilon_{i}\right| / \sigma$ we denote the density by g and the distribution function by $\mathrm{G}(c)=\mathrm{P}\left(\left|\varepsilon_{i}\right| / \sigma \leq c\right)$ for $c>0$. Here we use $c$ as notation for the quantile of the distribution $\mathrm{G}(c)$. In the course of the analysis this will be linked to the cut-off of the 1 -step estimator in (3) and the argument of the weighted and marked empirical distribution function in (6). Now, with a symmetry assumption, $\mathrm{G}(c)=2 \mathrm{~F}(c)-1$ and $\mathrm{g}(c)=2 \mathrm{f}(c)$. Define $\psi=\mathrm{G}(c)$ so the probability of exceeding the cut-off $c$ is $\gamma=1-\psi$. Suppose the $k$-th moment of the density f exists, then introduce

$$
\begin{equation*}
\tau_{k}=\int_{-\infty}^{\infty} u^{k} \mathrm{f}(u) d u, \quad \tau_{k}^{c}=\int_{-c}^{c} u^{k} \mathrm{f}(u) d u . \tag{7}
\end{equation*}
$$

Thus $\tau_{0}^{c}=\psi, \tau_{2}=1$ while $\tau_{k}=\tau_{k}^{c}=0$ for odd $k$ when assuming symmetry. Define the conditional variance of $\varepsilon_{i} / \sigma$ given $\left(\left|\varepsilon_{i}\right| / \sigma \leq c\right)$ as

$$
\begin{equation*}
\varsigma_{c}^{2}=\frac{\tau_{2}^{c}}{\psi}=\frac{\int_{-c}^{c} u^{2} \mathrm{f}(u) d u}{\mathrm{P}\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)} \tag{8}
\end{equation*}
$$

This will be used as a bias correction factor for the variance estimate computed from the selected non-outlying sample. For a standard normal reference distribution, we have $\tau_{2}^{c}=\psi-2 c \mathrm{f}(c), \tau_{4}^{c}=3 \psi-2 c\left(c^{2}+3\right) \mathrm{f}(c)$ and $\tau_{4}=3$.

### 2.2 The Iterated 1-Step Huber-Skip M-Estimator Algorithm

We first define the iterated 1-step Huber-skip M-estimator algorithm. Specific examples include the Robustified Least Squares and the Impulse Indicator Saturation.

Algorithm 1 Iterated 1-step Huber-skip M-estimator. Choose a cut-off c $>0$.

1. Choose initial estimators $\widehat{\beta}_{c}^{(0)},\left(\widehat{\sigma}_{c}^{(0)}\right)^{2}$ and let $m=0$.
2. Define indicator variables for selecting non-outlying observations

$$
\begin{equation*}
v_{i, c}^{(m)}=1_{\left(\left|y_{i}-x_{i}^{\prime} \widehat{\beta}_{c}^{(m)}\right| \leq \widehat{\sigma}_{c}^{(m)} c\right)} \tag{9}
\end{equation*}
$$

3. Compute least squares estimators

$$
\begin{align*}
\widehat{\beta}_{c}^{(m+1)} & =\left(\sum_{i=1}^{n} x_{i} x_{i}^{\prime} v_{i, c}^{(m)}\right)^{-1}\left(\sum_{i=1}^{n} x_{i} y_{i} v_{i, c}^{(m)}\right),  \tag{10}\\
\left(\widehat{\sigma}_{c}^{(m+1)}\right)^{2} & =\varsigma_{c}^{-2}\left(\sum_{i=1}^{n} v_{i, c}^{(m)}\right)^{-1}\left\{\sum_{i=1}^{n}\left(y_{i}-x_{i}^{\prime} \widehat{\beta}_{c}^{(m+1)}\right)^{2} v_{i, c}^{(m)}\right\} . \tag{11}
\end{align*}
$$

4. Let $m=m+1$ and repeat 2 and 3 .

In Sect. 3 we show how to choose the cut-off $c$ indirectly from the gauge defined in (5). The algorithm could start with a robust estimator, while the Robustified Least Squares is initiated using the full sample least squares. The latter is not robust with respect to high leverage points in cross section data. Leverage points seem to be less of a problem in time series models when lagged variables are included as regressors.

Another example is the Impulse Indicator Saturation which was initially proposed in the empirical work [9]. The algorithm was studied comprehensively in [10, 11]. The idea is to divide full sample into two sub-samples and use regression estimates calculated from each sub-sample to detect outliers in the other sub-sample.

Algorithm 2 Impulse Indicator Saturation. Choose a cut-off $c>0$.
1.1. Splitfull sample into two sets $\mathscr{I}_{j}, j=1,2$ of $n_{j}$ observations where $\sum_{j=1}^{2} n_{j}=n$.
1.2. Calculate least squares estimators based upon each sub-sample $\mathscr{I}_{j}$ for $j=1,2$

$$
\begin{equation*}
\widehat{\beta}_{j}=\left(\sum_{i \in \mathscr{I}_{j}} x_{i} x_{i}^{\prime}\right)^{-1}\left(\sum_{i \in \mathscr{I}_{j}} x_{i} y_{i}\right), \quad \widehat{\sigma}_{j}^{2}=\frac{1}{n_{j}} \sum_{i \in \mathscr{I}_{j}}\left(y_{i}-x_{i}^{\prime} \widehat{\beta}_{j}\right)^{2} . \tag{12}
\end{equation*}
$$

1.3. Define the initial indicator variables for selecting non-outlying observations

$$
\begin{equation*}
v_{i, c}^{(-1)}=1_{\left(i \in \mathscr{I}_{1}\right)} 1_{\left(\left|y_{i}-x_{i}^{\prime} \widehat{\beta}_{2}\right| \leq \widehat{\sigma}_{2} c\right)}+1_{\left(i \in \mathscr{I}_{2}\right)} 1_{\left(\left|y_{i}-x_{i}^{\prime} \widehat{\beta}_{1}\right| \leq \widehat{\sigma}_{1} c\right)} . \tag{13}
\end{equation*}
$$

1.4. Compute $\widehat{\beta}_{c}^{(0)},\left(\widehat{\sigma}_{c}^{(0)}\right)^{2}$ using (10) and (11) with $m=-1$, and then let $m=0$.
2. Follow the step 2,3,4 in Algorithm 1.

The Impulse Indicator Saturation is possibly more robust than the Robustified Least Squares when we have prior knowledge that outliers are located in a particular subset of the whole sample. The choice of the initial sets $\mathscr{I}_{1}$ and $\mathscr{I}_{2}$ should be iterated since the location of contaminated observations is unknown in most practical situations, see [6].

## 3 The Main Results

We start by listing the assumptions. Then follows the new tightness and fixed point result for the iterated estimator defined in Algorithm 1. Finally the gauge of the iterated estimator is analyzed. The result is uniform in the cut-off value, which generalizes $[15,16]$ which set the threshold fixed. This allows us to analyze the gauge of the iterated estimator when the cut-off value is drifting.

### 3.1 Assumptions

We list the sufficient assumptions for asymptotic theory of iterated 1-step Huberskip M-estimators. These assumptions are somewhat stronger than they need to be. In Sect. 4 on the one-sided empirical process, we will introduce some weaker assumptions. For instance, we will then abandon the symmetry assumption of f .

Innovations $\varepsilon_{i}$ and regressors $x_{i}$ must satisfy some moment conditions so as to carry out asymptotic analysis. Regressors $x_{i}$ can be temporally dependent and trending deterministically or stochastically. We therefore need a normalisation matrix $N$ that allows for different behaviour of the components of the regressor vector $x_{i}$. In the case of a stationary regressor we need a standard $n^{-1 / 2}$ normalisation so that $N$ must be proportional to the identity matrix of the same dimension as $x_{i}$, that is $N=$ $n^{-1 / 2} I_{\operatorname{dim} x}$. Likewise, if $x_{i}$ is a random walk we have $N=n^{-1} I_{\operatorname{dim} x}$. If the regressors are unbalanced as in $x_{i}=(1, i)^{\prime}$ we can choose $N=\operatorname{diag}\left(n^{-1 / 2}, n^{-3 / 2}\right)$.

Assumption 1 Let $\mathscr{F}_{i}$ be an increasing sequence of $\sigma$-fields so $\varepsilon_{i-1}$ and $x_{i}$ are $\mathscr{F}_{i-1}$ measurable and $\varepsilon_{i}$ is independent of $\mathscr{F}_{i-1}$. Let $\varepsilon_{i} / \sigma$ have a symmetric, continuously differentiable density f which is positive on $\mathbf{R}$. For some values of $\kappa, \eta$ such that $0 \leq \kappa<\eta \leq 1 / 4$, choose an integer $r \geq 2$ so

$$
\begin{equation*}
2^{r-1} \geq 1+(1 / 4+\kappa-\eta)(1+\operatorname{dim} x) . \tag{14}
\end{equation*}
$$

Let $q=1+2^{r+1}$. Denote $c_{0}>0$ as a finite number. Suppose
(i) the density $f$ satisfies
(a) $u^{q} \mathrm{f}(u),\left|u^{q+1} \dot{\mathrm{f}}(u)\right|$ are decreasing for large $u$;
(b) $\mathrm{f}\left(u_{n}-n^{-1 / 4} A\right) / \mathrm{f}\left(u_{n}\right)=\mathrm{O}(1)$ as $n \rightarrow \infty$ for some $A>0$ and all sequences $u_{n} \rightarrow \infty$ so $u_{n}=\mathrm{o}\left(n^{1 / 4}\right) ;$
(c) $\mathrm{f}(u) /[u\{1-\mathrm{F}(u)\}]=\mathrm{O}(1)$ for $u \rightarrow \infty$;
(ii) the regressors $x_{i}$ satisfy
(a) $\Sigma_{n}=\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N \xrightarrow{\mathrm{P}} \Sigma \stackrel{\text { a.s. }}{>} 0$;
(b) $\max _{1 \leq i \leq n}\left|n^{1 / 2-\kappa} N^{\prime} x_{i}\right|=\mathrm{O}_{\mathrm{P}}(1)$;
(c) $n^{-1} \mathrm{E} \sum_{i=1}^{n}\left|n^{1 / 2} N^{\prime} x_{i}\right|^{q}=\mathrm{O}(1)$;
(iii) the initial estimator $\left(\widetilde{\beta}, \widetilde{\sigma}^{2}\right)$ satisfies
(a) $N^{-1}(\widetilde{\beta}-\beta)=\mathrm{O}_{\mathrm{P}}\left(n^{1 / 4-\eta}\right)$;
(b) $n^{1 / 2}\left(\widetilde{\sigma}^{2}-\sigma^{2}\right)=\mathrm{O}_{\mathrm{P}}\left(n^{1 / 4-\eta}\right)$.

There is a trade-off between $\kappa, \eta$, the dimension $\operatorname{dim} x$ and the required number of moments $r$, see [17, Remark 3.1]. The conditions (i), (ii) are satisfied in a range of situations. In particular, condition (ia) is satisfied by the normal and $t$ distribution, see [17, Example 3.1]; condition (ib,ic) is satisfied by the normal, see [18, Remark 2]; condition (ii) is satisfied by stationary, random walk and deterministically trending regressors, see [17, Example 3.2]. Condition (iii) allows the standardized estimation errors to diverge at a rate of $n^{1 / 4-\eta}$ rather than being bounded in probability. In particular, $\eta=1 / 4$ can be chosen for estimators with standard convergence rates.

### 3.2 Properties of the Iterated Estimators

The first result is a stochastic expansion of the 1 -step Huber-skip M-estimator in terms of the original estimator, a kernel, and a small remainder term.

Theorem 1 Consider the iterated 1-step Huber-skip M-estimator in Algorithm 1. Suppose Assumption $1($ ia, ii $)$ holds, and that $N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\beta\right), n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\sigma\right)$ are $\mathrm{O}_{\mathrm{P}}(1)$. Then uniformly in $c \in\left[c_{0}, \infty\right)$ and as $n \rightarrow \infty$

$$
\begin{aligned}
N^{-1}\left(\widehat{\beta}_{c}^{(m+1)}-\beta\right)= & \frac{2 c \mathrm{f}(c)}{\psi} N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\beta\right)+(\psi \Sigma)^{-1} \sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} 1_{\left(\mid \varepsilon_{i} \leq \sigma c\right)}+\mathrm{op}_{\mathrm{P}}(1) \\
n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m+1)}-\sigma\right)= & \frac{c\left(c^{2}-\varsigma_{c}^{2}\right) \mathrm{f}(c)}{\tau_{2}^{c}} n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\sigma\right) \\
& +\frac{1}{2 \sigma \tau_{2}^{c}} n^{-1 / 2} \sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\varsigma_{c}^{2} \sigma^{2}\right) 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+\mathrm{op}_{\mathrm{P}}(1)
\end{aligned}
$$

Theorem 1 shows that the updated estimation error for $\beta$ depends on the previous estimation error for $\beta$, but not on the estimation uncertainty for $\sigma$. The estimation error for $\sigma$ has a similar property. This is a consequence of symmetry imposed on the density $f$. More complex situations can also be analyzed where the reference distribution f is non-symmetric and the cut-off $c$ is chosen in a matching way, see [15]. The proof uses the empirical process theory in Sect. 4.

The next result shows that the iterated estimator is tight in iteration $m \in[0, \infty)$ and in the cut-off value $c \in\left[c_{0}, \infty\right)$. This builds on [16].

Theorem 2 Consider the iterated 1-step Huber-skip M-estimator in Algorithm 1. Suppose Assumption 1(ia, ii, iii) holds with $\eta=1 / 4$. Then as $n \rightarrow \infty$

$$
\sup _{0 \leq m<\infty} \sup _{c_{0} \leq c<\infty}\left|N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\beta\right)\right|+\left|n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\sigma\right)\right|=\mathrm{O}_{\mathrm{P}}(1) .
$$

Assumption 1(iii) with $\eta=1 / 4$ corresponds to a standard convergence rate for the initial estimator. Theorem 1 provides the 1 -step relationship between the updated estimator and the original estimator. Since $\sup _{c_{0} \leq c<\infty}|2 c f(c) / \psi|<1$ and $\sup _{c_{0} \leq c<\infty}\left|c\left(c^{2}-\varsigma_{c}^{2}\right) f(c) / \tau_{2}^{c}\right|<1$ implied by Assumption 1 (ia), see [16, Theorem 3.5], a geometric argument and mathematical induction are used to show tightness.

The fixed point result can now be shown. Initially the tight estimator is assumed available. This is iterated through the 1 -step equation presented in Theorem 1.

Theorem 3 Consider the iterated 1-step Huber-skip M-estimator in Algorithm 1. Suppose Assumption 1 (ia, ii, iii) holds with $\eta=1 / 4$. Then for all $\varepsilon, \delta>0$ a pair $m_{0}, n_{0}>0$ exists, so for all $m>m_{0}$ and $n>n_{0}$

$$
\mathrm{P}\left\{\sup _{c_{0} \leq c<\infty}\left|N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\widehat{\beta}_{c}^{*}\right)\right|+\left|n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\widehat{\sigma}_{c}^{*}\right)\right|>\delta\right\}<\varepsilon,
$$

where

$$
\begin{aligned}
& N^{-1}\left(\widehat{\beta}_{c}^{*}-\beta\right)=\frac{1}{\psi-2 c f(c)} \Sigma^{-1} \sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}, \\
& n^{1 / 2}\left(\widehat{\sigma}_{c}^{*}-\sigma\right)=\frac{1}{2 \sigma\left\{\tau_{2}^{c}-c\left(c^{2}-\varsigma_{c}^{2}\right) f(c)\right\}} n^{-1 / 2} \sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\varsigma_{c}^{2} \sigma^{2}\right) 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)} .
\end{aligned}
$$

Based on Theorem 2, if the initial estimator is bounded in a large compact set with large probability, then any iterated estimator takes values in the same compact set no matter what value of the cut-off $c$ is chosen in the interval $\left[c_{0}, \infty\right)$. The proof of Theorem 3 is to further argue the deviation between the $m$-fold iterated estimator and the fixed point is the sum of two terms vanishing exponentially and in probability respectively when $m$ and $n$ are sufficiently large.

The iterated 1-step Huber-skip M-estimator can be seen as a special case of iteratively reweighted least squares with binary weights. Dollinger and Staudte [5] applied
an influence function argument to demonstrate convergence of iteratively reweighted least squares with smooth weights. Even if the spirit is similar, our proof is different due to binary weights. The idea of iterating 1-step estimator can also be found in [4], which analyzed the first order autoregression with infinite variance.

### 3.3 Properties of the Gauge

Johansen and Nielsen [18] proved the Poisson approximation to the gauge for the finite step Huber-skip M-estimator. But the iterated result was not established, since they did not have the empirical process theory which investigates the varying quantile $c$ and estimation errors for $\beta$ and $\sigma$. This paper shows the Poisson approximation to the gauge for the iterated 1 -step Huber-skip M-estimator.

A Poisson exceedence theory arises in the scenario where the cut-off value $c$ is set to allow the fixed number $\lambda$ of outliers regardless of the sample size $n$. For some $\lambda>0$, the cut-off value $c_{n}$ is set so as to let

$$
\begin{equation*}
n \mathrm{P}\left(\left|\varepsilon_{i}\right|>\sigma c_{n}\right)=\lambda \tag{15}
\end{equation*}
$$

Notice that $c_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Define $v_{i, c_{n}}^{(m)}, \widehat{\beta}_{c_{n}}^{(m+1)},\left(\widehat{\sigma}_{c_{n}}^{(m+1)}\right)^{2}$ by replacing $c$ by $c_{n}$ in expressions (9-11). The corresponding sample gauge is

$$
\begin{equation*}
\widehat{\gamma}_{c_{n}}^{(m)}=\frac{1}{n} \sum_{i=1}^{n}\left(1-v_{i, c_{n}}^{(m)}\right)=\frac{1}{n} \sum_{i=1}^{n} 1_{\left(\left|y_{i}-x_{i}^{\prime} \hat{\beta}_{c_{n}}^{(m)}\right|>\widehat{\sigma}_{c_{n}}^{(m)} c_{n}\right)} . \tag{16}
\end{equation*}
$$

Theorems 2 and 3 shows that any iterated estimator is tight, so lower and upper bounds can be found for the indicators appearing in the gauge. By exploring these bounds, the following Poisson limit theorem arises.

Theorem 4 Consider the iterated 1-step Huber-skip M-estimator in Algorithm 1. Let $c_{n}$ be defined from (15). Suppose Assumption 1 holds with $\eta=1 / 4$. Then for all $0 \leq m<\infty$ and as $n \rightarrow \infty$, the sample gauge in (16) satisfies

$$
n \widehat{\gamma}_{c_{n}}^{(m)} \xrightarrow{\mathrm{D}} \operatorname{Poisson}(\lambda) .
$$

Table 1 assumes that $\varepsilon_{i} / \sigma$ follows a standard normal distribution. For a given $\lambda$, the cut-off in (15) satisfies $c_{n}=\Phi^{-1}\{1-\lambda /(2 n)\}$. Cut-off values are shown for $n=100$, 200. The Poisson approximation gives the probability of finding at most $x$ outliers. There is an increase from 62 to $90 \%$ for the probability of detecting at most $x=\lambda$ outliers as $\lambda$ declines from 5 to 0.1 . The reason is due to the left skewness of the Poisson distribution. In particular, we focus on the case where $\lambda=1$ and $n=100$. The cut-off is $c_{n}=2.58$ and the probability to find at most 1,2 outliers are 0.74 , 0.92 . This means it regularly finds 2 outliers when there are none.

Table 1 The probability of detecting at most $x$ outliers approximated by a Poisson distribution for a given $\lambda$, and the cut-off $c_{n}=\Phi^{-1}\{1-\lambda /(2 n)\}$ for $n=100,200$

|  |  |  | $x$ | $x$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda$ | $c_{100}$ | $c_{200}$ | 0 | 1 | 2 | 3 | 4 | 5 |
| 5 | 1.960 | 2.241 | 0.01 | 0.04 | 0.12 | 0.27 | 0.44 | 0.62 |
| 1 | 2.576 | 2.807 | 0.37 | 0.74 | 0.92 | 0.98 | 1.00 |  |
| 0.5 | 2.807 | 3.023 | 0.61 | 0.91 | 0.98 | 1.00 |  |  |
| 0.25 | 3.023 | 3.227 | 0.78 | 0.97 | 1.00 |  |  |  |
| 0.1 | 3.291 | 3.481 | 0.90 | 1.00 |  |  |  |  |

The Robustified Least Squares and Impulse Indicator Saturation are special versions of iterated 1 -step Huber-skip M-estimators with different starting points. Their initial points do not depend on the cut-off, and thus satisfy the tightness property. Therefore, Theorems 1-4 apply for these algorithms.

## 4 Weighted and Marked Empirical Process

Consider the weighted and marked empirical distribution function

$$
\widehat{\mathrm{F}}_{n}^{g, p}(a, b, c)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p} 1_{\left(\varepsilon_{i} \leq \sigma c+n^{-1 / 2} a c+x_{i n}^{\prime} b\right)},
$$

with $\mathscr{F}_{i-1}$ adapted weights $g_{i n}$ and $\mathscr{F}_{i}$ measurable marks $\varepsilon_{i}^{p}$. Let $a \in \mathbf{R}, b \in \mathbf{R}^{\operatorname{dim} x}$ represent estimation errors $\widetilde{a}=n^{1 / 2}(\widetilde{\sigma}-\sigma), \widetilde{b}=N^{-1}(\widetilde{\beta}-\beta)$, while $c \in \mathbf{R}$ is the quantile. Define normalized regressors $x_{i n}=N^{\prime} x_{i}$ so that $\sum_{i=1}^{n} x_{i n} x_{i n}^{\prime}$ converges. For example, $N=n^{-1 / 2} I_{\operatorname{dim} x}$ if $\left\{x_{i}\right\}_{i=1}^{n}$ is stationary, while $N=n^{-1} I_{\operatorname{dim} x}$ for a random walk. Our interest focuses on weights $g_{i n}$ given as either of $1, n^{1 / 2} N^{\prime} x_{i}, n N^{\prime} x_{i} x_{i}^{\prime} N$ and $p$ as either of $0,1,2$. To form the empirical process, introduce the compensator

$$
\begin{equation*}
\overline{\mathrm{F}}_{n}^{g, p}(a, b, c)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \mathrm{E}_{i-1} \varepsilon_{i}^{p} 1_{\left(\varepsilon_{i} \leq \sigma c+n^{-1 / 2} a c+x_{i n}^{\prime} b\right)}, \tag{17}
\end{equation*}
$$

where $\mathrm{E}_{i-1}(\cdot)=\mathrm{E}\left(\cdot \mid \mathscr{F}_{i-1}\right)$. Note that $\overline{\mathrm{F}}_{n}^{1,0}(0,0, c)=\mathrm{F}(c)=\mathrm{P}\left(\varepsilon_{i} \leq \sigma c\right)$.
We embed these processes in the space $D[0,1]$ of processes that are continuous from the right and with limits of left, where the space is endowed with the Skorokhod metric. We do this as follows. The indicator $1_{\left(\varepsilon_{i} \leq c\right)}$ and the distribution function $\mathrm{F}(c)$ can be defined as 0 or 1 when $c$ takes the values $-\infty$ and $\infty$ respectively. We can then define quantiles $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Correspondingly we can continuously extend the definition of the weighted and marked empirical distribution
function and its compensator by choosing $\widehat{\mathrm{F}}_{n}^{g, p}(a, b,-\infty)=\overline{\mathrm{F}}_{n}^{g, p}(a, b,-\infty)=0$ while $\widehat{\mathrm{F}}_{n}^{g, p}(a, b, \infty)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p}$ and $\overline{\mathrm{F}}_{n}^{g, p}(a, b, \infty)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \mathrm{E}_{i-1} \varepsilon_{i}^{p}$.

We now define the empirical process, for $0 \leq \psi \leq 1$,

$$
\begin{equation*}
\mathbf{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)=n^{1 / 2}\left\{\widehat{\mathbf{F}}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\overline{\mathrm{F}}_{n}^{g, p}\left(a, b, c_{\psi}\right)\right\} . \tag{18}
\end{equation*}
$$

We will show convergence that is uniform in $a, b, c_{\psi}$ for the above process. This generalizes results in [22], which had no marks and no variation $a$ in scale, in [20, Theorem 2.2.5], which had no marks, in [15, 17], which had marks, but no variation in quantile $c$ and no variation $a$ in scale respectively.

In the following, we first present the new result concerning variation in the scale $a$ and the quantile $c$. Subsequently, we combine this with existing results concerning variation in $b, c$ in order to get a result that is uniform in all three arguments $a, b, c$.

### 4.1 The Case of Estimated Scale and Known Regression Parameter

The main technical contribution of the paper is to analyze the empirical process in the case of estimated scale, but known regression parameter. Thus, we establish results for the empirical process that are uniform in $a, c$. Koul [20, Theorem 2.2.5] established a similar result for the case of unbounded weights $g_{i n}$ but no marks $\varepsilon_{i}^{p}$. His proof exploits that the function $1_{\left(\varepsilon_{i} \leq \sigma c\right)}$ is monotone in $c$ and bounded. These properties are not shared by $\varepsilon_{i}^{p} 1_{\left(\varepsilon_{i} \leq \sigma c\right)}$, so we follow a different strategy for the proof that exploits the iterated martingale inequality from [18] reported as Lemma 3 in the Appendix 1.

We first present the uniformity result for the empirical process and then a uniform linearization result for the compensator. The proof involves a chaining argument. For this, we apply an iterated martingale inequality, see Lemma 3, to explore the tail behaviour of the maximum of a family of martingales.

Theorem 5 Let $\mathscr{F}_{i}$ be an increasing sequence of $\sigma$-fields so $\varepsilon_{i-1}$ and $g_{\text {in }}$ are $\mathscr{F}_{i-1}$ measurable and $\varepsilon_{i}$ is independent of $\mathscr{F}_{i-1}$. Let $\varepsilon_{i} / \sigma$ have a continuous density f. Let $p$ and $\eta$ be given so $p \in \mathbf{N}_{0}$ and $0<\eta \leq 1 / 4$. Suppose
(i) the density f satisfies
(a) moments: $\int_{-\infty}^{\infty}|u|^{4 p} f(u) d u<\infty$;
(b) boundedness: $\sup _{u \in \mathbf{R}}|u|\left(1+|u|^{4 p}\right) \mathrm{f}(u)<\infty$;
(ii) the weights $g_{\text {in }}$ satisfy $n^{-1} \mathrm{E} \sum_{i=1}^{n}\left|g_{i n}\right|^{4}=\mathrm{O}(1)$.

Let $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Then for any $B>0$ and as $n \rightarrow \infty$

$$
\sup _{0 \leq \psi \leq 1} \sup _{|a| \leq n^{1 / 4-\eta} B}\left|\mathbf{F}_{n}^{g, p}\left(a, 0, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right|=\mathrm{op}(1) .
$$

The second result provides a linearization of the compensator.
Theorem 6 Let $\mathscr{F}_{i}$ be an increasing sequence of $\sigma$-fields so $\varepsilon_{i-1}$ and $g_{\text {in }}$ are $\mathscr{F}_{i-1}$ measurable and $\varepsilon_{i}$ is independent of $\mathscr{F}_{i-1}$. Let $\varepsilon_{i} / \sigma$ have a differentiable density f . Let $p$ and $\eta$ be given so $p \in \mathbf{N}_{0}$ and $0<\eta \leq 1 / 4$. Suppose
(i) the density f satisfies
(a) moments: $\int_{-\infty}^{\infty}|u|^{p} f(u) d u<\infty$;
(b) boundedness: $\sup _{u \in \mathbf{R}} u^{2}\left|u^{p-1} \mathbf{f}(u)+u^{p \dot{f}}(u)\right|<\infty$;
(ii) the weights $g_{\text {in }}$ satisfy $n^{-1} \sum_{i=1}^{n}\left|g_{i n}\right|=\mathrm{O}_{\mathrm{P}}(1)$.

Let $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Then for any $B>0$ and as $n \rightarrow \infty$

$$
\begin{aligned}
\sup _{0 \leq \psi \leq 1} \sup _{|a| \leq n^{1 / 4-\eta} B} & \mid n^{1 / 2}\left\{\overline{\mathrm{~F}}_{n}^{g, p}\left(a, 0, c_{\psi}\right)-\overline{\mathrm{F}}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right\} \\
& -\sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n} n^{-1 / 2} a c_{\psi} \mid=\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right) .
\end{aligned}
$$

### 4.2 The Case of Estimated Scale and Regression Parameter

We now turn to the general one-sided empirical process with estimated scale and regression parameters. The case with known regression parameter was treated above while the case with known scale was treated in [18]. Through an argument reported in the appendix these results can be combined to prove the general result. For this we need the union of the various assumptions. This is listed below as Assumption 2. Note the density $f$ is not necessarily symmetric in this section and Assumption 2 is weaker than Assumption 1.

Assumption 2 Let $\mathscr{F}_{i}$ be an increasing sequence of $\sigma$-fields so $\varepsilon_{i-1}, x_{i}$ and $g_{i n}$ are $\mathscr{F}_{i-1}$ measurable and $\varepsilon_{i}$ is independent of $\mathscr{F}_{i-1}$. Let $\varepsilon_{i} / \sigma$ have a continuously differentiable density $\mathbf{f}$ which is positive on $\mathbf{R}$. Let $p, \eta, \kappa$ be given so $p \in \mathbf{N}_{0}$ and $0 \leq \kappa<\eta \leq 1 / 4$. Choose $r \in \mathbf{N}_{0}$ so

$$
\begin{equation*}
2^{r-1} \geq 1+(1 / 4+\kappa-\eta)(1+\operatorname{dim} x) \tag{19}
\end{equation*}
$$

Suppose
(i) the density f satisfies
(a) moments: $\int_{-\infty}^{\infty}|u|^{2^{r} p} \boldsymbol{f}(u) d u<\infty$;
(b) boundedness: $\quad \sup _{u \in \mathbf{R}}\left[\left\{1+|u|^{\max \left(4 p+1,2^{r} p-1\right)}\right\} \mathrm{f}(u)+\left(1+u^{2^{r} p+2}\right)|\dot{\mathrm{f}}(u)|\right]$ $<\infty$;
(c) smoothness: a $C_{\mathrm{H}}>0$ exists so that for all $v>0$

$$
\frac{\sup _{u \geq v}\left(1+u^{2^{r} p}\right) \mathrm{f}(u)}{\inf _{0 \leq u \leq v}\left(1+u^{2^{r} p}\right) \mathrm{f}(u)} \leq C_{\mathrm{H}}, \quad \frac{\sup _{u \leq-v}\left(1+u^{2^{r} p}\right) \mathrm{f}(u)}{\inf _{-v \leq u \leq 0}\left(1+u^{2^{r} p}\right) \mathrm{f}(u)} \leq C_{\mathrm{H}} ;
$$

(ii) the regressors $x_{i}$ satisfy $\max _{1 \leq i \leq n}\left|n^{1 / 2-\kappa} N^{\prime} x_{i}\right|=\mathrm{O}_{\mathrm{P}}(1)$;
(iii) the weights $g_{i n}$ satisfy
(a) $n^{-1} \mathrm{E} \sum_{i=1}^{n}\left|g_{i n}\right|^{2}\left(1+\left|n^{1 / 2} N^{\prime} x_{i}\right|\right)=\mathrm{O}(1)$;
(b) $n^{-1} \sum_{i=1}^{n}\left|g_{i n}\right|\left(1+\left|n^{1 / 2} N^{\prime} x_{i}\right|^{2}\right)=\mathrm{O}_{\mathrm{P}}(1)$.

Remark 1 Assumption 1(ia, iib, iic) implies Assumption 2 with $r \geq 2$ satisfying (14) when $g_{i n}$ is either of $1, n^{1 / 2} N^{\prime} x_{i}, n N^{\prime} x_{i} x_{i}^{\prime} N$ and $p$ is either of $0,1,2$. Details are given in Lemma 4 in the appendix.

We present two asymptotic results. The first theorem shows that the estimation error for the scale and regression parameter is negligible uniformly in the quantile.

Theorem 7 Suppose Assumption 2 is satisfied. Let $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Then for any $B>0$ and as $n \rightarrow \infty$

$$
\sup _{0 \leq \psi \leq 1} \sup _{|a|,|b| \leq n^{1 / 4-\eta_{B}}}\left|\mathbf{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right|=\mathrm{op}_{\mathrm{P}}(1) .
$$

The proof has two parts. First, we keep $a$ fixed and consider variation in $b, c$. This has been done in [17, Theorem 4.1]. Secondly, we keep $b$ fixed and consider variation in $a, c$ as done in Theorem 5.

The second result provides a linearization of the compensator.
Theorem 8 Suppose Assumption 2(ia, ib, iiib) holds with $r=0$. Let $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Then for any $B>0$ and as $n \rightarrow \infty$

$$
\begin{aligned}
& \sup _{0 \leq \psi \leq 1} \sup _{|a|,|b| \leq n^{1 / 4-\eta} B} \mid n^{1 / 2}\left\{\overline{\mathrm{~F}}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\overline{\mathrm{F}}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right\} \\
& \quad-\sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n}\left(n^{-1 / 2} a c_{\psi}+x_{i n}^{\prime} b\right) \mid=\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right) .
\end{aligned}
$$

Finally, the tightness of the empirical process $\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)$ was shown in [17, Theorem 4.4], see tightness in [3].

### 4.3 A Result for the Two-Sided Empirical Process

The 1-step Huber-skip M-estimator involves indicators depending on the absolute value of the residuals. We therefore present some results for a class of two-sided weighted and marked empirical processes.

Define the weighted and marked absolute empirical distribution function

$$
\begin{equation*}
\widehat{\mathrm{G}}_{n}^{g, p}(a, b, c)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p} 1_{\left(\left|\varepsilon_{i}-x_{i n}^{\prime} b\right| \leq \sigma c+n^{-1 / 2} a c\right)} \tag{20}
\end{equation*}
$$

We suppose $a$ so that $\sigma+n^{-1 / 2} a>0$, in which case it suffices to consider $c \geq 0$. This restriction on $a$ is satisfied when choosing $a$ as $\widetilde{a}=n^{1 / 2}(\widetilde{\sigma}-\sigma)$ such that $\sigma+n^{-1 / 2} \widetilde{a}=\widetilde{\sigma}>0$. Introduce the compensator of $\widehat{\mathrm{G}}_{n}^{g, p}(a, b, c)$

$$
\begin{equation*}
\overline{\mathrm{G}}_{n}^{g, p}(a, b, c)=\frac{1}{n} \sum_{i=1}^{n} g_{i n} \mathrm{E}_{i-1} \varepsilon_{i}^{p} 1_{\left(\left|\varepsilon_{i}-x_{i n}^{\prime} b\right| \leq \sigma c+n^{-1 / 2} a c\right)} . \tag{21}
\end{equation*}
$$

Note $\overline{\mathrm{G}}_{n}^{1,0}(0,0, c)=\mathrm{G}(c)=\mathrm{P}\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)$. Then the absolute empirical process is

$$
\begin{equation*}
\mathbf{G}_{n}^{g, p}(a, b, c)=n^{1 / 2}\left\{\widehat{\mathbf{G}}_{n}^{g, p}(a, b, c)-\overline{\mathbf{G}}_{n}^{g, p}(a, b, c)\right\} \tag{22}
\end{equation*}
$$

We can now derive asymptotic theory for the absolute empirical process from Theorems 7 and 8. These results are presented under more restrictive Assumption 1, where the innovation distribution is symmetric, see Remark 1 and Lemma4. In this section, we only consider $g_{i n}$ chosen as $1, n^{1 / 2} N^{\prime} x_{i}, n N^{\prime} x_{i} x_{i}^{\prime} N$ and $p$ as $0,1,2$.

Theorem 9 Suppose Assumption $1\left(\right.$ ia, iib, iic) holds. Let $c_{\psi}=\mathrm{G}^{-1}(\psi)$ for $0 \leq$ $\psi \leq 1$. Then for all $B>0$ and as $n \rightarrow \infty$

$$
\sup _{0 \leq \psi \leq 1} \sup _{|a|,|b| \leq n^{1 / 4-\eta_{B}}}\left|\mathbf{G}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\mathbf{G}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right|=\mathrm{op}_{\mathrm{P}}(1)
$$

Theorem 10 Suppose Assumption 1(ia, iic) holds. Let $c_{\psi}=\mathrm{G}^{-1}(\psi)$ for $0 \leq \psi \leq$ 1. Then for all $B>0$ and as $n \rightarrow \infty$

$$
\begin{gathered}
\sup _{0 \leq \psi \leq 1|a|,|b| \leq n^{1 / 4-\eta} B} \sup \mid n^{1 / 2}\left\{\overline{\mathrm{G}}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\overline{\mathrm{G}}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right\} \\
-2 \sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n}\left\{1_{(p \text { even })} n^{-1 / 2} a c_{\psi}+1_{(p \text { odd })} x_{i n}^{\prime} b\right\} \mid=\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right) .
\end{gathered}
$$

## 5 Discussion

This paper contributes to the asymptotic theory of iterated 1-step Huber-skip M-estimators. The results are derived under the null hypothesis that there are no outliers in the model. It is well known that the first-order asymptotic approximation is fragile in some small finite sample situations. Therefore, it would be of interest to
carry out simulation studies to evaluate the finite sample performance of the results in this paper. Likewise it would be of interest to extend the result to situations where outliers are actually present in the data generating process. Scenario possibly contain single outliers, clusters of outliers, level shifts, symmetric or non-symmetric outliers. In such situations, we would analyze the potency, which is the retention rate for relevant outliers. Moreover, it would be possible to compare the potency of two distinct outlier detection algorithms with the same gauge.
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## Appendix 1 A Metric on $\mathbf{R}$ and Some Inequalities

The asymptotic theory uses a chaining argument. This involves a partitioning of the quantile axis using a metric, which is presented first. Then follows some preliminary inequalities including an iterated exponential martingale inequality.

Define the function

$$
\begin{equation*}
J_{i, p}(x, y)=\left(\frac{\varepsilon_{i}}{\sigma}\right)^{p}\left\{1_{\left(\varepsilon_{i} / \sigma \leq y\right)}-1_{\left(\varepsilon_{i} / \sigma \leq x\right)}\right\} . \tag{23}
\end{equation*}
$$

Our interest focus on $J_{i, p}(x, y)$ of order $2^{r}$ with $r \in \mathbf{N}$. Note that $u^{2^{r} p}$ is non-negative since $2^{r} p$ is even for $p \in \mathbf{N}_{0}$ and $r \in \mathbf{N}$. Introduce a positive and increasing function

$$
\begin{equation*}
\mathrm{H}_{r}(x)=\int_{-\infty}^{x}\left(1+u^{2^{r} p}\right) \mathbf{f}(u) d u . \tag{24}
\end{equation*}
$$

The derivative of this function is $\dot{\mathrm{H}}_{r}(x)=\left(1+x^{2^{r} p}\right) \mathrm{f}(x)$. Then, denote the constant

$$
\begin{equation*}
H_{r}=\mathrm{H}_{r}(\infty)=\int_{-\infty}^{\infty}\left(1+u^{2^{r} p}\right) \mathrm{f}(u) d u \tag{25}
\end{equation*}
$$

which is finite by Assumption 2(ia). Selection of the specific $r \in \mathbf{N}$ will be more clear in proofs of the empirical process results. The intuition of $\mathrm{H}_{r}(x)$ is obtained through setting $p=0$ so that $\mathrm{H}_{r}(x)=2 \mathrm{~F}(x), \dot{\mathrm{H}}_{r}(x)=2 \mathrm{f}(x)$ and $H_{r}=2$. Therefore, $\mathrm{H}_{r}(x)$ is the generalization of the distribution $\mathrm{F}(x) \sim \varepsilon_{i} / \sigma$. For $x \leq y$ and $0 \leq s \leq r$,

$$
\begin{equation*}
0 \leq\left|\mathrm{E}\left\{J_{i, p}(x, y)^{2^{s}}\right\}\right| \leq \mathrm{E}\left\{\left|J_{i, p}(x, y)\right|^{s}\right\} \leq \mathrm{H}_{r}(y)-\mathrm{H}_{r}(x), \tag{26}
\end{equation*}
$$

as $\left|u^{p}\right|<\left|u^{q}\right|+1$ for $q \geq p \geq 0$. Let $\left|\mathrm{H}_{r}(x)-\mathrm{H}_{r}(y)\right|$ be the $H_{r}$-distance for $x, y \in \mathbf{R}$.

In the context of chaining, partition the range of $\mathrm{H}_{r}(c)$ into $K$ intervals of equal size $H_{r} / K$. In other words, partition the support into $K$ intervals by endpoints

$$
\begin{equation*}
-\infty=c_{0}<c_{1}<\cdots<c_{K-1}<c_{K}=\infty \tag{27}
\end{equation*}
$$

with $c_{-k}=c_{0}$ for $k \in \mathbf{N}$ so that for $1 \leq k \leq K$

$$
\begin{equation*}
\mathrm{H}_{r}\left(c_{k}\right)-\mathrm{H}_{r}\left(c_{k-1}\right)=\frac{H_{r}}{K} \tag{28}
\end{equation*}
$$

We first present two preliminary inequalities.
Lemma 1 If $|\tilde{c}-c| \leq|A c+B|$ and $|A| \leq 1 / 2$, then

$$
|c| \leq \frac{|\tilde{c}|+|B|}{1-|A|}, \quad(A c+B)^{2} \leq 16\left(A^{2} \tilde{c}^{2}+B^{2}\right)
$$

Proof (Lemma 1) First inequality. Since $|A c+B| \leq|A||c|+|B|$, the assumption implies $c-|A||c|-|B| \leq \tilde{c} \leq c+|A||c|+|B|$. Suppose $c \geq 0$, then the lower inequality gives $c(1-|A|)-|B| \leq \tilde{c}$ so that $c \leq(\tilde{c}+|B|) /(1-|A|)$. Suppose $c<$ 0 , then the upper inequality gives $\tilde{c} \leq c(1-|A|)+|B|$ so that $(\tilde{c}-|B|) /(1-|A|) \leq$ c. Combine to get $|c| \leq \max \{|(\tilde{c}+|B|) /(1-|A|)|,|(\tilde{c}-|B|) /(1-|A|)|\} \leq(|\tilde{c}|+$ $|B|) /(1-|A|)$.

Second inequality. The first inequality in the lemma, $(x+y)^{2} \leq 2\left(x^{2}+y^{2}\right)$ and $|A| \leq 1 / 2$ imply $c^{2} \leq 8\left(\tilde{c}^{2}+B^{2}\right)$ and $(A c+B)^{2} \leq 2\left(A^{2} c^{2}+B^{2}\right)$. Combine to get $(A c+B)^{2} \leq 2\left(8 A^{2} \tilde{c}^{2}+8 A^{2} B^{2}+B^{2}\right) \leq 16\left(A^{2} \tilde{c}^{2}+B^{2}\right)$.

The following lemma concerns the $H_{r}$-distance of multiplicative shifts.
Lemma 2 Let $r \in \mathbf{N}_{0}$. Suppose f is a continuous density satisfying
(a) moments: $\int_{-\infty}^{\infty}|u|^{2^{r} p} \mathbf{f}(u) d u<\infty$;
(b) boundedness: $\sup _{c \in \mathbf{R}}|c|\left(1+|c|^{2^{2} p}\right) \mathrm{f}(c)<\infty$.

Let $c_{\psi}=\mathrm{F}^{-1}(\psi)$ for $0 \leq \psi \leq 1$. Then, for any $B>0$, there exists $C>0$ so

$$
\sup _{0 \leq \psi \leq 1} \sup _{|a| \leq n^{1 / 4-\eta} B}\left|\mathrm{H}_{r}\left\{c_{\psi}\left(1+n^{-1 / 2} a / \sigma\right)\right\}-\mathrm{H}_{r}\left(c_{\psi}\right)\right| \leq C n^{-1 / 4-\eta}
$$

Proof (Lemma 2) Denote $\mathscr{H}=\left|\mathrm{H}_{r}\left\{c_{\psi}\left(1+n^{-1 / 2} a / \sigma\right)\right\}-\mathrm{H}_{r}\left(c_{\psi}\right)\right|$. Apply the first order mean value theorem at the point $c_{\psi}$ to get $\mathscr{H}=\left|\sigma^{-1} n^{-1 / 2} a\right|\left|c_{\psi}\right|\left|\dot{\mathrm{H}}_{r}\left(\tilde{c}_{\psi}\right)\right|$, where $\left|\tilde{c}_{\psi}-c_{\psi}\right| \leq\left|\sigma^{-1} n^{-1 / 2} a c_{\psi}\right|$ and $\dot{\mathrm{H}}_{r}\left(\tilde{c}_{\psi}\right)=\left(1+\tilde{c}_{\psi}^{2^{r} p}\right) \mathrm{f}\left(\tilde{c}_{\psi}\right)$.

There exists $n_{0}$, so for any $n>n_{0}$ we have $\left|\sigma^{-1} n^{-1 / 2} a\right| \leq 1 / 2$ uniformly in $|a| \leq$ $n^{1 / 4-\eta} B$. First, for $n>n_{0}$, we apply the first inequality in Lemma 1 to obtain $\left|c_{\psi}\right| \leq$ $\left|\tilde{c}_{\psi}\right| /\left(1-\left|\sigma^{-1} n^{-1 / 2} a\right|\right) \leq 2\left|\tilde{c}_{\psi}\right|$. It follows

$$
\mathscr{H} \leq \sigma^{-1} n^{-1 / 2} n^{1 / 4-\eta} B 2\left|\tilde{c}_{\psi}\right|\left|\dot{\mathrm{H}}_{r}\left(\tilde{c}_{\psi}\right)\right| \leq 2 \sigma^{-1} B \sup _{c \in \mathbf{R}}|c|\left|\dot{\mathrm{H}}_{r}(c)\right| n^{-1 / 4-\eta} .
$$

Thus $\mathscr{H} \leq C n^{-1 / 4-\eta}$ by condition (b) that $\left|c \dot{\mathrm{H}}_{r}(c)\right|=|c|\left(1+|c|^{2^{r} p}\right) \mathrm{f}(c)$ is bounded uniformly in $c$.

Second, consider $n \leq n_{0}$. Note $\mathrm{H}_{r}(x) \leq \mathrm{H}_{r}(\infty)=H_{r}$ for any $x$ so that the triangle inequality shows $\mathscr{H} \leq 2 H_{r}$. With $0<\eta \leq 1 / 4$, it follows

$$
\mathscr{H} \leq 2 H_{r} n^{1 / 4+\eta} n^{-1 / 4-\eta} \leq 2 H_{r} n_{0}^{1 / 4+\eta} n^{-1 / 4-\eta}=C^{-1 / 4-\eta},
$$

where $C=2 H_{r} n_{0}^{1 / 4+\eta}$ is finite since $H_{r}<\infty$ by condition $(a)$.
The chaining argument involves the tail behaviour of the maximum of a family of martingales which can be controlled using the following iterated martingale inequality taken from [17]. It builds on an exponential martingale inequality derived by Bercu and Touati [1, Theorem 2.1].

Lemma 3 ([17], Theorem 5.2) For $l$ so $1 \leq l \leq L$, let $z_{l, i}$ be $\mathscr{F}_{i}$ adapted satisfying $E z_{l, i}^{2^{\bar{r}}}<\infty$ for some $\bar{r} \in \mathbf{N}$. Let $D_{r}=\max _{1 \leq l \leq L} \sum_{i=1}^{n} \mathrm{E}_{i-1} z_{l, i}^{2^{r}}$ for $1 \leq r \leq \bar{r}$. Suppose, for some $\varsigma \geq 0, \lambda>0$, that $L=\mathrm{O}\left(n^{\lambda}\right)$ and $\mathrm{E} D_{r}=\mathrm{O}\left(n^{\varsigma}\right)$ for $r \leq \bar{r}$. If $v>0$ is chosen such that
(i) $\varsigma<2 v$;
(ii) $\varsigma+\lambda<v 2^{\bar{r}}$;
then, for all $\kappa>0$ and as $n \rightarrow \infty$

$$
\lim _{n \rightarrow \infty} \mathrm{P}\left\{\max _{1 \leq l \leq L}\left|\sum_{i=1}^{n}\left(z_{l, i}-\mathrm{E}_{i-1} z_{l, i}\right)\right|>\kappa n^{v}\right\}=0
$$

## Appendix 2 Proofs of Empirical Process Results Concerning Scale

Here we prove the empirical process results concerning the variation in scale when the regression parameter is known. We use the distance function $\mathrm{H}_{r}$ with $r=2$.

Proof (Theorem 5) Let $c_{\psi^{\dagger}}=c_{\psi}\left(1+n^{-1 / 2} a / \sigma\right)$ so $\mathbf{F}_{n}^{g, p}\left(a, 0, c_{\psi}\right)=\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi^{\dagger}}\right)$. Note $c_{\psi^{\dagger}}$ can be greater or less than $c_{\psi}$, since $a$ such that $|a| \leq n^{1 / 4-\eta} B$ and $c_{\psi}$ can be either positive or negative. Assume $c_{\psi}<c_{\psi^{\dagger}}$ without loss of generality. Denote $R\left(c_{\psi}, c_{\psi^{\dagger}}\right)=\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi^{\dagger}}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)$. The aim is to prove $\mathscr{R}_{n}=\mathrm{op}_{\mathrm{P}}(1)$ for $n \rightarrow \infty$ where $\mathscr{R}_{n}=\sup _{0 \leq \psi \leq 1} \sup _{|a| \leq n^{1 / 4-\eta_{B}}}\left|R\left(c_{\psi}, c_{\psi^{\dagger}}\right)\right|$.

1. Partition the support. For $\delta, n>0$ partition the range of quantiles $c$ as laid out in (27) with $K=\operatorname{int}\left(H_{r} n^{1 / 2} / \delta\right)$ and $r=2$ since $H_{r}<\infty$ by assumption (ia).
2. Assign $c_{\psi}$ and $c_{\psi^{\dagger}}$ to the partitioned support. For each $\psi$ and $\psi^{\dagger}$ there exist $k \leq k^{\dagger}$ and grid points so that $c_{k-1}<c_{\psi} \leq c_{k}$ and $c_{k^{\dagger}-1}<c_{\psi^{\dagger}} \leq c_{k^{\dagger}}$.
3. Apply chaining. Relate $c_{\psi}$ to the nearest right grid point $c_{k}$ and $c_{\psi^{\dagger}}$ to the nearest left grid point $c_{k^{\dagger}-1}$. Add and subtract $\mathbf{F}_{n}^{g, p}\left(0,0, c_{k}\right)$ and $\mathbf{F}_{n}^{g, p}\left(0,0, c_{k^{\dagger}-1}\right)$ to $R\left(c_{\psi}, c_{\psi^{\dagger}}\right)$. The triangle inequality gives

$$
\left|R\left(c_{\psi}, c_{\psi^{\dagger}}\right)\right| \leq\left|R\left(c_{\psi}, c_{k}\right)\right|+\left|R\left(c_{k}, c_{k^{\dagger}-1}\right)\right|+\left|R\left(c_{k^{\dagger}-1}, c_{\psi^{\dagger}}\right)\right| .
$$

Note that if $c_{\psi}, c_{\psi^{\dagger}}$ are in the same interval, then $\left|R\left(c_{k}, c_{k^{\dagger}-1}\right)\right|=\left|R\left(c_{k-1}, c_{k}\right)\right|$. If $c_{\psi}, c_{\psi^{\dagger}}$ are in the neighbouring intervals, then $\left|R\left(c_{k}, c_{k^{\dagger}-1}\right)\right|=0$. Apply chaining to obtain $\mathscr{R}_{n} \leq \mathscr{R}_{n, 1}+\mathscr{R}_{n, 2}+\mathscr{R}_{n, 3}+\mathscr{R}_{n, 4}$, where

$$
\begin{aligned}
\mathscr{R}_{n, 1} & =\max _{1 \leq k<k^{\dagger}-1<K}\left|R\left(c_{k}, c_{k^{\dagger}-1}\right)\right|, \\
\mathscr{R}_{n, 2} & =\max _{1 \leq k \leq K}\left|R\left(c_{k-1}, c_{k}\right)\right|, \\
\mathscr{R}_{n, 3} & =\max _{1 \leq k \leq K} \sup _{c_{k-1}<c_{\psi} \leq c_{k}}\left|R\left(c_{\psi}, c_{k}\right)\right|, \\
\mathscr{R}_{n, 4} & =\max _{1 \leq k^{\dagger} \leq K} \sup _{c_{k^{\dagger}-1}<c_{\psi^{\dagger}} \leq c_{k^{\dagger}}}\left|R\left(c_{k^{\dagger}-1}, c_{\psi^{\dagger}}\right)\right| .
\end{aligned}
$$

Thus, it suffices to show $\mathscr{R}_{n, j}=\mathrm{op}_{\mathrm{P}}(1)$ for $j=1,2,3,4$ as $n \rightarrow \infty$.
4. The term $\mathscr{R}_{n, 1}$ is $\mathrm{Op}(1)$. Use Lemma 3 with $v=1 / 2$. Let $g_{\text {in }}$ have coordinates $g_{i n}^{*}=\sigma^{p} g_{i n}$. Recall the notation $J_{i, p}(x, y)$ in (23). Write the coordinates of $R\left(c_{k}, c_{k^{\dagger}-1}\right)$ as $n^{-1 / 2} \sum_{i=1}^{n}\left(z_{l, i}-\mathrm{E}_{i-1} z_{l, i}\right)$ with $z_{l, i}=g_{i n}^{*} J_{i, p}\left(c_{k}, c_{k^{\dagger}-1}\right)$, where $l$ represents the indices $k, k^{\dagger}$ with $L \leq K^{2}$. Two conditions of Lemma 3 need to be verified.
The parameter $\lambda$. The set of indices $l$ has the size $L=\mathrm{O}\left(n^{\lambda}\right)$ where $\lambda=1$, since $L \leq K^{2}$ and $K=\mathrm{O}\left(n^{1 / 2}\right)$.
The parameter 5 . Consider $1 \leq s \leq r=2$ (instead of $1 \leq r \leq \bar{r}=2$ ). By construction of partition and assignment in steps 1,2 , then $c_{\psi} \leq c_{k}<c_{k^{\dagger}-1}<$ $c_{\psi^{\dagger}}$. Thus,
$\mathrm{E}_{i-1} J_{i, p}^{2^{s}}\left(c_{k}, c_{k^{\dagger}-1}\right) \leq \mathrm{H}_{r}\left(c_{k^{\dagger}-1}\right)-\mathrm{H}_{r}\left(c_{k}\right) \leq \mathrm{H}_{r}\left(c_{\psi^{\dagger}}\right)-\mathrm{H}_{r}\left(c_{\psi}\right) \leq C n^{-1 / 4-\eta}$,
by Lemma 2 using assumption (i) for some finite $C>0$. Since

$$
D_{s}=\max _{1 \leq l \leq L} \sum_{i=1}^{n} \mathrm{E}_{i-1} z_{l, i}^{2^{s}}=\max _{1 \leq k<k^{\dagger}-1<K} \sum_{i=1}^{n} g_{i n}^{* s^{s}} \mathrm{E}_{i-1} J_{i, p}^{2^{s}}\left(c_{k}, c_{k^{\dagger}-1}\right),
$$

we then find $D_{s} \leq C^{-1 / 4-\eta} \sum_{i=1}^{n} g_{i n}^{2^{s}}$. Moreover, using assumption (ii) we find that $\mathrm{E} n^{-1} \sum_{i=1}^{n} g_{i n}^{* 2^{s}}=\mathrm{O}(1)$. Thus, with $\varsigma=3 / 4-\eta$, we have $\mathrm{E} D_{s}=$ $\mathrm{O}\left(n^{5}\right)$.
Condition (i) is that $\varsigma<2 v$. This holds since $\eta>0$ so $\varsigma=3 / 4-\eta<1=$ $2 v$.
Condition (ii) is that $\varsigma+\lambda<v 2^{r}$ where $r=2$. This is satisfied since $\eta>0$ so $\varsigma+\lambda=7 / 4-\eta<2=v 2^{r}$.
5. The term $\mathscr{R}_{n, 2}$ is $\mathrm{o}_{\mathrm{P}}(1)$. Use Lemma 3 with $v=1 / 2$ and $z_{l, i}=g_{\text {in }}^{*} J_{i, p}\left(c_{k-1}, c_{k}\right)$, where index $l=k$ has the size $L=K$. Two conditions of Lemma 3 need to be shown.
The parameter $\lambda$. The size $L=\mathrm{O}\left(n^{\lambda}\right)$ where $\lambda=1 / 2$, since $L=K=$ $\mathrm{O}\left(n^{1 / 2}\right)$.
The parameter $\varsigma$. Consider $1 \leq s \leq r=2$. The equality (28) shows

$$
\mathrm{E}_{i-1} J_{i, p}^{2^{s}}\left(c_{k-1}, c_{k}\right) \leq \mathrm{H}_{r}\left(c_{k}\right)-\mathrm{H}_{r}\left(c_{k-1}\right)=\frac{H_{r}}{K}=\mathrm{O}\left(n^{-1 / 2}\right)
$$

Then, we find

$$
D_{s}=\max _{1 \leq l \leq L} \sum_{i=1}^{n} \mathrm{E}_{i-1} z_{l, i}^{2^{s}}=\max _{1 \leq k \leq K} \sum_{i=1}^{n} g_{i n}^{* 2^{s}} \mathrm{E}_{i-1} J_{i, p}^{2^{s}}\left(c_{k-1}, c_{k}\right)=\mathrm{O}\left(n^{-1 / 2}\right) \sum_{i=1}^{n} g_{i n}^{* 2^{s}} .
$$

It follows that $\mathrm{E} D_{s}=\mathrm{O}\left(n^{\varsigma}\right)$ where $\varsigma=1 / 2$ by assumption (ii).
Condition (i) holds, since $\varsigma=1 / 2<1=2 v$.
Condition (ii) holds, since $\varsigma+\lambda=1<2=v 2^{r}$.
6. Decompose the term $\mathscr{R}_{n, 3}$. Apply the triangle and Jensen's inequality to obtain,

$$
\left|R\left(c_{\psi}, c_{k}\right)\right| \leq n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}^{*}\right|\left\{\left|J_{i, p}\left(c_{\psi}, c_{k}\right)\right|+\mathrm{E}_{i-1}\left|J_{i, p}\left(c_{\psi}, c_{k}\right)\right|\right\} .
$$

For $c_{k-1}<c_{\psi} \leq c_{k}$ where $1 \leq k \leq K$, we have $\left|J_{i, p}\left(c_{\psi}, c_{k}\right)\right| \leq\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|$. Then,

$$
\mathscr{R}_{n, 3} \leq \max _{1 \leq k \leq K} n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}^{*}\right|\left\{\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|+\mathrm{E}_{i-1}\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|\right\} .
$$

Therefore, it can be argued that $\mathscr{R}_{n, 3} \leq \widetilde{\mathscr{R}}_{n, 3}+2 \overline{\mathscr{R}}_{n, 3}$, where

$$
\begin{aligned}
& \widetilde{\mathscr{R}}_{n, 3}=\max _{1 \leq k \leq K} n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}^{*}\right|\left\{\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|-\mathrm{E}_{i-1}\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|\right\}, \\
& \overline{\mathscr{R}}_{n, 3}=\max _{1 \leq k \leq K} n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}^{*}\right| \mathrm{E}_{i-1}\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right|
\end{aligned}
$$

Thus, it suffices to show $\widetilde{\mathscr{R}}_{n, 3}$ and $\overline{\mathscr{R}}_{n, 3}$ are $\mathrm{Op}(1)$ as $n \rightarrow \infty$.
7. The term $\widetilde{\mathscr{R}}_{n, 3}$ is $\mathrm{op}_{\mathrm{P}}(1)$. Argue along the lines of step 5 to show $\widetilde{\mathscr{R}}_{n, 3}=\mathrm{op}(1)$.
8. Bounding the term $\overline{\mathscr{R}}_{n, 3}$. Use the equality (28) and $K=\mathrm{O}\left(H_{r} n^{1 / 2} / \delta\right)$ to get

$$
\mathrm{E}_{i-1}\left|J_{i, p}\left(c_{k-1}, c_{k}\right)\right| \leq \mathrm{H}_{r}\left(c_{k}\right)-\mathrm{H}_{r}\left(c_{k-1}\right)=\frac{H_{r}}{K}=\mathrm{O}\left(n^{-1 / 2} \delta\right)
$$

We then find $\overline{\mathscr{R}}_{n, 3}=\mathrm{O}\left(n^{-1 / 2} \delta\right) n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}^{*}\right|=\mathrm{O}_{\mathrm{P}}(\delta)$ by the Markov inequality and the assumption (ii) that $n^{-1} \sum_{i=1}^{n} \mathrm{E}\left|g_{i n}^{*}\right|^{4}=\mathrm{O}(1)$. Thus, choose $\delta$ sufficiently small so that $\overline{\mathscr{R}}_{n, 3}=\mathrm{op}_{\mathrm{P}}(1)$.
9. The term $\mathscr{R}_{n, 4}$ is $\mathrm{Op}(1)$. This is similar as to show $\mathscr{R}_{n, 3}=\mathrm{op}(1)$. Thus the same argument can be made through steps 6, 7, 8 .

Proof (Theorem 6) The term of interest is

$$
\begin{aligned}
D_{n}\left(a, c_{\psi}\right)= & n^{1 / 2}\left\{\overline{\mathcal{F}}_{n}^{g, p}\left(a, 0, c_{\psi}\right)-\overline{\mathrm{F}}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right\} \\
& -\sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n} n^{-1 / 2} a c_{\psi},
\end{aligned}
$$

where $\overline{\mathrm{F}}_{n}^{g, p}$ is well-defined due to assumption (ia). Let $w_{i}^{a, c_{\psi}}=1_{\left(\varepsilon_{i} \leq \sigma c_{\psi}+n^{-1 / 2} a c_{\psi}\right)}-$ $1_{\left(\varepsilon_{i} \leq \sigma c_{\psi}\right)}$ and $h_{i}\left(a, c_{\psi}\right)=n^{-1 / 2} a c_{\psi} / \sigma$ and denote $s(c)=c^{p} f(c)$. Define $S_{i}\left(a, c_{\psi}\right)=$ $\mathrm{E}_{i-1} \varepsilon_{i}^{p} w_{i}^{a, c_{\psi}}-\sigma^{p} h_{i}\left(a, c_{\psi}\right) s\left(c_{\psi}\right)$ so $D_{n}\left(a, c_{\psi}\right)=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} S_{i}\left(a, c_{\psi}\right)$. Write $S_{i}\left(a, c_{\psi}\right)$ as an integral and apply the second order Taylor expansion at $c_{\psi}$ to get

$$
S_{i}\left(a, c_{\psi}\right)=\sigma^{p}\left\{\int_{c_{\psi}}^{c_{\psi}+h_{i}\left(a, c_{\psi}\right)} s(u) d u-h_{i}\left(a, c_{\psi}\right) s\left(c_{\psi}\right)\right\}=\sigma^{p} h_{i}^{2}\left(a, c_{\psi}\right) \dot{s}\left(\tilde{c}_{\psi}\right) / 2,
$$

where $\left|\tilde{c}_{\psi}-c_{\psi}\right| \leq\left|h_{i}\left(a, c_{\psi}\right)\right|$. There exists $n_{0}>0$ so for any $n>n_{0}$ we have $\left|\sigma^{-1} n^{-1 / 2} a\right| \leq 1 / 2$. We then apply the second inequality in Lemma 1 to obtain $h_{i}^{2}\left(a, c_{\psi}\right) \leq 16 n^{-1} a^{2} \tilde{c}_{\psi}^{2} / \sigma^{2}$. Exploit the bound $|a| \leq n^{1 / 4-\eta} B$ to get

$$
\left|S_{i}\left(a, c_{\psi}\right)\right|=\mathrm{O}\left(n^{-1 / 2-2 \eta}\right) \tilde{c}_{\psi}^{2}\left|\dot{s}\left(\tilde{c}_{\psi}\right)\right|=\mathrm{O}\left(n^{-1 / 2-2 \eta}\right)
$$

uniformly in $\psi, a$, since $\tilde{c}_{\psi}^{2}\left|\dot{s}\left(\tilde{c}_{\psi}\right)\right| \leq \sup _{c \in \mathbf{R}} c^{2}|\dot{s}(c)|<\infty$ by assumption (i) noting that $\dot{s}(c)=c^{p-1} \mathbf{f}(c)+c^{p \dot{f}}(c)$. Then the triangle inequality gives

$$
\left|D_{n}\left(a, c_{\psi}\right)\right| \leq n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}\right|\left|S_{i}\left(a, c_{\psi}\right)\right|=\mathrm{O}\left(n^{-2 \eta}\right) n^{-1} \sum_{i=1}^{n}\left|g_{i n}\right| .
$$

By assumption (ii), this term is of order $\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right)$ uniformly in $\psi, a$.

## Appendix 3 Proofs of General Empirical Process Results

Proof (Theorem 7) The term of interest is $\mathscr{W}=\mathbf{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)$. Denote $c_{\psi^{\dagger}}=c_{\psi}\left(1+n^{-1 / 2} a / \sigma\right)$. Notice that $\mathbf{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)=\mathbf{F}_{n}^{g, p}\left(0, b, c_{\psi^{\dagger}}\right)$ so that $\mathscr{W}=\mathbf{F}_{n}^{g, p}\left(0, b, c_{\psi^{\dagger}}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)$. Add and subtract $\quad \mathbf{F}_{n}^{g, p}\left(a, 0, c_{\psi}\right)=$ $\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi^{\dagger}}\right)$ and apply the triangle inequality to get

$$
|\mathscr{W}| \leq\left|\mathbf{F}_{n}^{g, p}\left(0, b, c_{\psi^{\dagger}}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi^{\dagger}}\right)\right|+\left|\mathbf{F}_{n}^{g, p}\left(a, 0, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right| .
$$

Thus, the problem reduces to showing

$$
\begin{align*}
& \sup _{0 \leq \psi^{\dagger} \leq 1} \sup _{|b| \leq n^{1 / 4-\eta} B}\left|\mathbf{F}_{n}^{g, p}\left(0, b, c_{\psi^{\dagger}}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi^{\dagger}}\right)\right|=\mathrm{op}(1),  \tag{29}\\
& \sup _{0 \leq \psi \leq 1} \sup _{|a| \leq n^{1 / 4-\eta_{B}}}\left|\mathbf{F}_{n}^{g, p}\left(a, 0, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right|=\mathrm{op}(1) . \tag{30}
\end{align*}
$$

Then (29) is shown in [17, Theorem 4.1] by Assumption 2(i, ii, iiia) with $r \geq 2$ such that (14) holds. Further, (30) was considered in Theorem 5, which requires Assumption 2(ia, ib, iii) with $r=2$.

Proof (Theorem 8) We generalize the proof of Theorem 6. We note $\overline{\mathrm{F}}_{n}^{g, p}$ is welldefined due to Assumption 2(ia). The term of interest is

$$
\begin{aligned}
D_{n}\left(a, b, c_{\psi}\right)= & n^{1 / 2}\left\{\bar{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\overline{\mathrm{F}}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right\} \\
& -\sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n}\left(n^{-1 / 2} a c_{\psi}+x_{i n}^{\prime} b\right) .
\end{aligned}
$$

Let $w_{i}^{a, b, c_{\psi}}=1_{\left(\varepsilon_{i} \leq \sigma c_{\psi}+n^{-1 / 2} a c_{\psi}+x_{i n}^{\prime} b\right)}-1_{\left(\varepsilon_{i} \leq \sigma c_{\psi}\right)}, h_{i}\left(a, b, c_{\psi}\right)=\left(n^{-1 / 2} a c_{\psi}+x_{i n}^{\prime} b\right) / \sigma$ and $s(c)=c^{p} \mathrm{f}(c)$. Define $S_{i}\left(a, b, c_{\psi}\right)=\mathrm{E}_{i-1} \varepsilon_{i}^{p} w_{i}^{a, b, c_{\psi}}-\sigma^{p} h_{i}\left(a, b, c_{\psi}\right) s\left(c_{\psi}\right)$ so that $D_{n}\left(a, b, c_{\psi}\right)=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} S_{i}\left(a, b, c_{\psi}\right)$. Write $S_{i}\left(a, b, c_{\psi}\right)$ as an integral

$$
S_{i}\left(a, b, c_{\psi}\right)=\sigma^{p}\left\{\int_{c_{\psi}}^{c_{\psi}+h_{i}\left(a, b, c_{\psi}\right)} s(u) d u-h_{i}\left(a, b, c_{\psi}\right) s\left(c_{\psi}\right)\right\} .
$$

Second order Taylor expansion at $c_{\psi}$ shows $S_{i}\left(a, b, c_{\psi}\right)=\sigma^{p} h_{i}^{2}\left(a, b, c_{\psi}\right) \dot{s}\left(\tilde{c}_{\psi}\right) / 2$, where $\left|\tilde{c}_{\psi}-c_{\psi}\right| \leq\left|h_{i}\left(a, b, c_{\psi}\right)\right|$. There exists $n_{0}>0$ so for any $n>n_{0}$ we have $\left|\sigma^{-1} n^{-1 / 2} a\right| \leq 1 / 2$. We then apply the second inequality in Lemma 1 to obtain $h_{i}^{2}\left(a, b, c_{\psi}\right) \leq 16\left\{n^{-1} a^{2} \tilde{c}_{\psi}^{2}+\left(x_{i n}^{\prime} b\right)^{2}\right\} / \sigma^{2}$. Exploit bounds $|a|,|b| \leq n^{1 / 4-\eta} B$ and the inequality $x^{2}+y^{2} \leq\left(1+x^{2}\right)\left(1+y^{2}\right)$ to get

$$
\left|S_{i}\left(a, b, c_{\psi}\right)\right|=\mathrm{O}\left(n^{-1 / 2-2 \eta}\right)\left(1+\left|n^{1 / 2} x_{i n}\right|^{2}\right)\left(1+\tilde{c}_{\psi}^{2}\right)\left|\dot{s}\left(\tilde{c}_{\psi}\right)\right|
$$

Since $\left(1+\tilde{c}_{\psi}^{2}\right)\left|\dot{s}\left(\tilde{c}_{\psi}\right)\right| \leq \sup _{c \in \mathbf{R}}\left(1+c^{2}\right)|\dot{s}(c)|<\infty$ by Assumption 2(ib) with $r=0$, we have $\left|S_{i}\left(a, b, c_{\psi}\right)\right|=\mathrm{O}\left(n^{-1 / 2-2 \eta}\right)\left(1+\left|n^{1 / 2} x_{i n}\right|^{2}\right)$ uniformly in $\psi, a, b$. Then the triangle inequality gives

$$
\left|D_{n}\left(a, b, c_{\psi}\right)\right| \leq n^{-1 / 2} \sum_{i=1}^{n}\left|g_{i n}\right|\left|S_{i}\left(a, b, c_{\psi}\right)\right|=\mathrm{O}\left(n^{-2 \eta}\right) n^{-1} \sum_{i=1}^{n}\left|g_{i n}\right|\left(1+\left|n^{1 / 2} x_{i n}\right|^{2}\right)
$$

By Assumption 2(iiib), this term is of order $\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right)$ uniformly in $\psi, a, b$.
The absolute empirical process results are given under more restrictive Assumption 1, so the next lemma concerns the relationship between Assumptions 1 and 2.

Lemma 4 Suppose $g_{i n}$ is either of $1, n^{1 / 2} N^{\prime} x_{i}, n N^{\prime} x_{i} x_{i}^{\prime} N$ and $p$ is either of $0,1,2$. Then Assumption 1(ia, iib, iic) implies Assumption 2 with $r \geq 2$ satisfying (14).

Proof (Lemma 4) Assumption 1 (ia) shows Assumption 2(ia, ic), while Assumption 2(ib) further needs continuous differentiability of f, see discussion in [17, Remark 4.1(c)]. Assumption 1(iib) is the same as Assumption 2(ii). Assumption 1 (iic) implies Assumption 2(iiia) and (iiic) by Markov inequality.

Proof (Theorem 9) The term of interest is $\mathscr{G}=\mathbf{G}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\mathbf{G}_{n}^{g, p}\left(0,0, c_{\psi}\right)$. Our focus is on the absolute quantile $c_{\psi}=\mathrm{G}^{-1}(\psi)>0$ rather than the one-sided quantile $c_{\psi^{*}}=\mathrm{F}^{-1}\left(\psi^{*}\right) \in \mathbf{R}$. Note $\left|\varepsilon_{i}\right| / \sigma \sim \mathrm{G}$ and $\varepsilon_{i} / \sigma \sim \mathrm{F}$. Since

$$
1_{\left(\left|\varepsilon_{i}-x_{i n}^{\prime} b\right| \leq \sigma c+n^{-1 / 2} a c\right)}=1_{\left(\varepsilon_{i} \leq \sigma c+n^{-1 / 2} a c+x_{i n}^{\prime} b\right)}-1_{\left(\varepsilon_{i} \leq-\sigma c-n^{-1 / 2} a c+x_{i n}^{\prime} b\right)}
$$

and by (18) and (22), we have $\mathbf{G}_{n}^{g, p}(a, b, c)=\mathbf{F}_{n}^{g, p}(a, b, c)-\lim _{c^{\dagger} \downarrow c} \mathbf{F}_{n}^{g, p}\left(a, b,-c^{\dagger}\right)$ for any $c>0$. By this and the triangle inequality, then for any $c_{\psi}=\mathrm{G}^{-1}(\psi)>0$,

$$
|\mathscr{G}| \leq\left|\mathbf{F}_{n}^{g, p}\left(a, b, c_{\psi}\right)-\mathbf{F}_{n}^{g, p}\left(0,0, c_{\psi}\right)\right|+\lim _{c_{\psi}^{\dagger} \downarrow c_{\psi}}\left|\mathbf{F}_{n}^{g, p}\left(a, b,-c_{\psi}^{\dagger}\right)-\mathbf{F}_{n}^{g, p}\left(0,0,-c_{\psi}^{\dagger}\right)\right|
$$

These vanish uniformly in $\psi, a, b$ by Theorem 7 using Assumption 2 with $r \geq 2$ such that (14) holds. Lemma 4 shows that Assumption 1(ia, iib, iic) suffices.

Proof (Theorem 10) Argue as in the proof of Theorem 9 but using Theorem 8 instead of Theorem 7. Due to the symmetry of $f$, the correction term is then

$$
\sigma^{p-1} c_{\psi}^{p} \mathrm{f}\left(c_{\psi}\right) n^{-1 / 2} \sum_{i=1}^{n} g_{i n}\left[\left\{1+(-1)^{p}\right\} n^{-1 / 2} a c_{\psi}+\left\{1-(-1)^{p}\right\} x_{i n}^{\prime} b\right] .
$$

This reduces as desired.

## Appendix 4 Proofs of the Main Results

We first present an axillary result for asymptotic expansions of product moments. Then, the tightness and fixed point result are shown for the iterated estimators. At last, we provide the proof of the Poisson exceedence theory for the gauge.

The 1-step Huber-skip M-estimators are least squares estimators for selected observations. The following result describes the asymptotic behaviour of the corresponding product moments. For this purpose introduce the indicators

$$
\begin{equation*}
v_{i}^{a, b, c}=1_{\left(\left|\varepsilon_{i}-x_{i n}^{\prime} b\right| \leq \sigma c+n^{-1 / 2} a c\right)} . \tag{31}
\end{equation*}
$$

Lemma 5 Suppose Assumption 1(ia, ii) holds. Then we have expansions

$$
\begin{aligned}
n^{-1 / 2} \sum_{i=1}^{n} v_{i}^{a, b, c} & =n^{-1 / 2} \sum_{i=1}^{n} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+2 \mathrm{f}(c) \frac{a c}{\sigma}+R_{v}(a, b, c), \\
n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}^{2} v_{i}^{a, b, c} & =n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}^{2} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+2 \sigma^{2} c^{2} \mathrm{f}(c) \frac{a c}{\sigma}+R_{v \varepsilon \varepsilon}(a, b, c), \\
\sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} v_{i}^{a, b, c} & =\sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+2 c f(c) \Sigma b+R_{v x \varepsilon}(a, b, c), \\
n^{1 / 2} \sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N v_{i}^{a, b, c} & =n^{1 / 2} \sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+2 f(c) \Sigma \frac{a c}{\sigma}+R_{v x x}(a, b, c) .
\end{aligned}
$$

Let $\quad R(a, b, c)=\left|R_{v}(a, b, c)\right|+\left|R_{v \varepsilon \varepsilon}(a, b, c)\right|+\left|R_{v x \varepsilon}(a, b, c)\right|+\left|R_{v x x}(a, b, c)\right|$. Then for any $B>0$ and as $n \rightarrow \infty$

$$
\sup _{0<c<\infty} \sup _{|a|,|b| \leq n^{1 / 4-\eta_{B}}}|R(a, b, c)|=\mathrm{op}(1)
$$

Remark 2 The first and fourth item in Lemma 5 adjusted by $n^{-1 / 2}$ have expansions

$$
n^{-1} \sum_{i=1}^{n} v_{i}^{a, b, c}=\psi+R_{v}^{\prime}(a, b, c), \quad \sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N v_{i}^{a, b, c}=\psi \Sigma+R_{v x x}^{\prime}(a, b, c),
$$

where for any $B>0$ and as $n \rightarrow \infty$

$$
\sup _{0<c<\infty} \sup _{|a|,|b| \leq n^{1 / 4-\eta} B}\left|R_{v}^{\prime}(a, b, c)\right|+\left|R_{v x x}^{\prime}(a, b, c)\right|=\operatorname{op}(1) .
$$

Indeed, for the first expansion, we apply the law of large numbers to obtain $n^{-1} \sum_{i=1}^{n} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}=\psi+\mathrm{op}_{\mathrm{P}}(1)$, while $\sup _{c \in \mathbf{R}}|c| \mathrm{f}(c)<\infty$ by Assumption 1 (ia) and $n^{-1 / 2} a$ vanishes. For the second expansion, decompose

$$
\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}=\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N\left\{1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}-\psi\right\}+\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N \psi
$$

The first item vanishes by the Chebyshev inequality and Assumption 1 (iia, iic), while the second converges to $\psi \Sigma$.

Proof (Lemma 5) The general class of empirical processes is

$$
\mathscr{M}_{n}=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p} v_{i}^{a, b, c}, \quad v_{i}^{a, b, c}=1_{\left(\left|\varepsilon_{i}-x_{i n}^{\prime} b\right| \leq \sigma c+n^{-1 / 2} a c\right)}
$$

1. Decompose $\mathscr{M}_{n}$. Write $\mathscr{M}_{n}=\mathscr{M}_{n, 1}+\mathscr{M}_{n, 2}+\mathscr{M}_{n, 3}$, where

$$
\begin{aligned}
& \mathscr{M}_{n, 1}=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}, \quad \mathscr{M}_{n, 2}=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} \mathrm{E}_{i-1} \varepsilon_{i}^{p}\left\{v_{i}^{a, b, c}-1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}\right\}, \\
& \mathscr{M}_{n, 3}=n^{-1 / 2} \sum_{i=1}^{n} g_{i n} \varepsilon_{i}^{p}\left\{v_{i}^{a, b, c}-1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}\right\}-n^{-1 / 2} \sum_{i=1}^{n} g_{i n} \mathrm{E}_{i-1} \varepsilon_{i}^{p}\left\{v_{i}^{a, b, c}-1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}\right\} .
\end{aligned}
$$

Therefore, the first term in stochastic expansion is $\mathscr{M}_{n, 1}$. We will linearize $\mathscr{M}_{n, 2}$ to obtain the second term, and argue that $\mathscr{M}_{n, 3}$ is small in probability.
2. Linearize $\mathscr{M}_{n, 2}$. Note $\mathscr{M}_{n, 2}=n^{1 / 2}\left\{\overline{\mathrm{G}}_{n}^{g, p}(a, b, c)-\overline{\mathrm{G}}_{n}^{g, p}(0,0, c)\right\}$, see (21). Theorem 10 by Assumption 1 (ia, iic) shows $\mathscr{M}_{n, 2}=\overline{\mathscr{M}}_{n, 2}+\mathrm{O}_{\mathrm{P}}\left(n^{-2 \eta}\right)$, where

$$
\overline{\mathscr{M}}_{n, 2}=2 \sigma^{p-1} c^{p} \mathbf{f}(c) n^{-1 / 2} \sum_{i=1}^{n} g_{i n}\left\{1_{(p \text { even })} n^{-1 / 2} a c+1_{(p \text { odd })} x_{i n}^{\prime} b\right\} .
$$

This reduces as desired by Assumption 1 (iia). Note $0<\eta \leq 1 / 4$. Thus, we have $\mathscr{M}_{n, 2}=\overline{\mathscr{M}}_{n, 2}+\mathrm{op}_{\mathrm{P}}(1)$ uniformly in $0<c<\infty$ and $|a|,|b| \leq n^{1 / 4-\eta} B$.
3. Bounding $\mathscr{M}_{n, 3}$. Note $\mathscr{M}_{n, 3}=\mathbf{G}_{n}^{g, p}(a, b, c)-\mathbf{G}_{n}^{g, p}(0,0, c)$, see (22). Due to Assumption $1(i a, i i b, i i c)$, Theorem 9 shows $\mathscr{M}_{n, 3}=\mathrm{op}_{\mathrm{P}}(1)$ uniformly in $a$, $b, c$.

Proof (Theorem 1) The $m+1$ step estimators for $\beta, \sigma^{2}$ are defined in (10), (11). These are least squares estimators for the non-outlying observations and satisfy

$$
\begin{align*}
N^{-1}\left(\widehat{\beta}_{c}^{(m+1)}-\beta\right)= & \left(\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N v_{i, c}^{(m)}\right)^{-1}\left(\sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} v_{i, c}^{(m)}\right),  \tag{32}\\
n^{1 / 2}\left\{\left(\widehat{\sigma}_{c}^{(m+1)}\right)^{2}-\sigma^{2}\right\}= & \varsigma_{c}^{-2}\left(n^{-1} \sum_{i=1}^{n} v_{i, c}^{(m)}\right)^{-1} n^{-1 / 2}\left\{\sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\zeta_{c}^{2} \sigma^{2}\right) v_{i, c}^{(m)}\right.  \tag{33}\\
& \left.-\left(\sum_{i=1}^{n} \varepsilon_{i} x_{i}^{\prime} N v_{i, c}^{(m)}\right)\left(\sum_{i=1}^{n} N^{\prime} x_{i} x_{i}^{\prime} N v_{i, c}^{(m)}\right)^{-1}\left(\sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} v_{i, c}^{(m)}\right)\right\} .
\end{align*}
$$

We express the weight $v_{i, c}^{(m)}$ in (9) as

$$
v_{i, c}^{(m)}=1_{\left(\left|y_{i}-x_{i}^{\prime} \hat{\beta}_{c}^{(m)}\right| \leq \widehat{\sigma}_{c}^{(m)} c\right)}=1_{\left(\left|\varepsilon_{i}-x_{i n} \widehat{b}_{c}^{(m)}\right| \leq \sigma c+n^{\left.-1 / 2 / \widehat{a}_{c}^{(m)} c\right)}\right.}=v_{i}^{\widehat{a}_{c}^{(m)}, \widehat{b}_{c}^{(m)}, c},
$$

where $\widehat{b}_{c}^{(m)}=N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\beta\right)$ and $\widehat{a}_{c}^{(m)}=n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\sigma\right)$ are the $m$ step estimation errors for $\beta$ and $\sigma$.

Since $\left|\widehat{b}_{c}^{(m)}\right|+\left|\widehat{a}_{c}^{(m)}\right|=\mathrm{O}_{\mathrm{P}}(1)$ and by Assumption 1(ia, ii), then Lemma 5 and Remark 2 with $\kappa=0, \eta=1 / 4$ show asymptotic expansions for product moments. Substitute these expansions into (32), (33) to first get

$$
\widehat{b}_{c}^{(m+1)}=\frac{2 c f(c)}{\psi} \widehat{b}_{c}^{(m)}+(\psi \Sigma)^{-1} \sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}+R_{\beta}\left(\widehat{a}_{c}^{(m)}, \widehat{b}_{c}^{(m)}, c\right),
$$

where the remainder $R_{\beta}(a, b, c)$ vanishes uniformly in $c_{0} \leq c<\infty$ and $|a|,|b| \leq B$. A key to this is that $c$ is bounded away from zero and that $\Sigma$ is positive definite by Assumption 1(iia) so that the denominator $\psi, \psi \Sigma$ is bounded away from zero.

Secondly, we get an expression for $\widehat{\sigma}_{c}^{(m+1)}$. By Taylor expansion, first note that

$$
n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m+1)}-\sigma\right)=\frac{1}{2 \sigma} n^{1 / 2}\left\{\left(\widehat{\sigma}_{c}^{(m+1)}\right)^{2}-\sigma^{2}\right\}+n^{-1 / 2} \mathrm{O}\left[n\left\{\left(\widehat{\sigma}_{c}^{(m+1)}\right)^{2}-\sigma^{2}\right\}^{2}\right] .
$$

Then apply arguments as above to get

$$
\begin{aligned}
\widehat{a}_{c}^{(m+1)}= & \frac{c\left(c^{2}-\varsigma_{c}^{2}\right) \mathrm{f}(c)}{\tau_{2}^{c}} \widehat{a}_{c}^{(m)}+\frac{1}{2 \sigma \tau_{2}^{c}} n^{-1 / 2} \sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\varsigma_{c}^{2} \sigma^{2}\right) 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)} \\
& +R_{\sigma}\left(\widehat{a}_{c}^{(m)}, \widehat{b}_{c}^{(m)}, c\right),
\end{aligned}
$$

where the remainder $R_{\sigma}(a, b, c)$ also vanishes uniformly.
To prove the tightness and fixed point result, let $|\cdot|$ refer to the usual Euclidean vector norm, while $\|M\|=\max \left\{\operatorname{eigen}\left(M^{\prime} M\right)\right\}^{1 / 2}$ is the spectral norm for any matrix $M$. Note that the norms are compatible so that $|M x| \leq\|M\||x|$ for any vector $x$.

Proof (Theorem 2) Due to Assumption 1(ia, ii), Theorem 1 shows

$$
\begin{equation*}
\widehat{u}_{c}^{(m+1)}=\Gamma_{c} \widehat{u}_{c}^{(m)}+K_{c}+R_{u}\left(\widehat{u}_{c}^{(m)}, c\right), \tag{34}
\end{equation*}
$$

where the remainder term satisfies $\sup _{c_{0} \leq c<\infty} \sup _{|u| \leq B}\left|R_{u}(u, c)\right|=\mathrm{op}_{\mathrm{P}}(1)$ and

$$
\begin{align*}
\widehat{u}_{c}^{(m)} & =\binom{\widehat{b}_{c}^{(m)}}{\widehat{a}_{c}^{(m)}}=\left\{\begin{array}{l}
N^{-1}\left(\widehat{\beta}_{c}^{(m)}-\beta\right) \\
n^{1 / 2}\left(\widehat{\sigma}_{c}^{(m)}-\sigma\right)
\end{array}\right\}, \quad \Gamma_{c}=\left\{\begin{array}{cc}
\frac{2 c f(c)}{\psi} I_{\operatorname{dim} x} & 0 \\
0 & \frac{c\left(c^{2}-\varsigma_{c}^{2}\right) f(c)}{\tau_{2}^{2}}
\end{array}\right\},  \tag{35}\\
K_{c} & =\left\{\begin{array}{cc}
(\psi \Sigma)^{-1} & 0 \\
0 & \left(2 \sigma \tau_{2}^{c}\right)^{-1}
\end{array}\right\} \sum_{i=1}^{n}\left\{\begin{array}{c}
N^{\prime} x_{i} \varepsilon_{i} \\
n^{-1 / 2}\left(\varepsilon_{i}^{2}-\varsigma_{c}^{2} \sigma^{2}\right)
\end{array}\right\} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)} . \tag{36}
\end{align*}
$$

Apply the difference Eq. (34) recursively to obtain the representation

$$
\begin{equation*}
\widehat{u}_{c}^{(m+1)}=\Gamma_{c}^{m+1} \widehat{u}_{c}^{(0)}+\sum_{l=0}^{m} \Gamma_{c}^{l}\left\{K_{c}+R_{u}\left(\widehat{u}_{c}^{(m-l)}, c\right)\right\} . \tag{37}
\end{equation*}
$$

Use the triangle inequality and $|M x| \leq\|M\||x|$ to get

$$
\left|\widehat{u}_{c}^{(m+1)}\right| \leq\left\|\Gamma_{c}^{m+1}\right\|\left|\widehat{u}_{c}^{(0)}\right|+\left\{\left|K_{c}\right|+\max _{0 \leq l \leq m}\left|R_{u}\left(\widehat{u}_{c}^{(l)}, c\right)\right|\right\} \sum_{l=0}^{m}\left\|\Gamma_{c}^{l}\right\| .
$$

Assumption $1(i a)$ shows $\sup _{c_{0} \leq c<\infty} \max \left\{|2 c f(c) / \psi|,\left|c\left(c^{2}-\zeta_{c}^{2}\right) f(c) / \tau_{2}^{c}\right|\right\}<1$, see [16, Theorem 3.5], so $\sup _{c_{0} \leq c<\infty}\left\|\Gamma_{c}\right\|<1$. Gelfand's formula in [24, Theorem 3.4] gives $\lim _{m \rightarrow \infty}\left\|M^{m}\right\|^{1 / m}=\max \mid$ eigen $(M) \mid$. Therefore for some $\omega$ satisfying that $\sup _{c_{0} \leq c<\infty}\left\|\Gamma_{c}\right\|<\omega<1$ there exists $m_{0}>0$ so for all $m>m_{0}$

$$
\begin{equation*}
\sup _{c_{0} \leq c<\infty}\left\|\Gamma_{c}^{m}\right\|<\omega^{m}<1 . \tag{38}
\end{equation*}
$$

Also note $\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1}=\sum_{l=0}^{\infty} \Gamma_{c}$. This in turn implies for some $1<B_{0}<\infty$

$$
\begin{equation*}
\sup _{0 \leq m<\infty} \sup _{c_{0} \leq c<\infty}\left\|\Gamma_{c}^{m}\right\|<B_{0}, \sup _{c_{0} \leq c<\infty}\left\|\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1}\right\| \leq \sum_{l=0}^{\infty} \sup _{c_{0} \leq c<\infty}\left\|\Gamma_{c}^{l}\right\|<B_{0} \tag{39}
\end{equation*}
$$

Therefore, (39) shows for all $m \in[0, \infty)$

$$
\begin{equation*}
\left|\widehat{u}_{c}^{(m+1)}\right|<B_{0}\left\{\left|\widehat{u}_{c}^{(0)}\right|+\left|K_{c}\right|+\max _{0 \leq l \leq m}\left|R_{u}\left(\widehat{u}_{c}^{(l)}, c\right)\right|\right\} \tag{40}
\end{equation*}
$$

For any $c \in\left[c_{0}, \infty\right)$, Assumption 1 (iii) with $\eta=1 / 4$ guarantees tightness of $\widehat{u}_{c}^{(0)}$, while the kernel $K_{c}$ is tight by [17, Theorem 4.4] using Assumption 1(ia, iib, iic). Thus, for all $\varepsilon, \delta>0$ there exist $n_{0}, U_{0}>0$ so that the set

$$
\begin{equation*}
\mathscr{A}_{n}=\left\{B_{0} \sup _{c_{0} \leq c<\infty}\left(\left|\widehat{u}_{c}^{(0)}\right|+\left|K_{c}\right|\right) \leq U_{0} / 3, B_{0} \sup _{c_{0} \leq c<\infty} \sup _{|u| \leq U_{0}}\left|R_{u}(u, c)\right|<\delta / 2\right\} \tag{41}
\end{equation*}
$$

has probability larger than $1-\varepsilon$ for all $n>n_{0}$.

Mathematical induction over $m$ is used to show $\sup _{0 \leq m<\infty} \sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(m)}\right| \leq U_{0}$ on the set $\mathscr{A}_{n}$. For $m=0$ as induction starts, $\sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(0)}\right| \leq B_{0}^{-1} U_{0} / 3<U_{0}$ holds since $B_{0}>1$. The induction assumption is that $\sup _{0 \leq l \leq m} \sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(l)}\right|$ $\leq U_{0}$. This implies $B_{0} \max _{0 \leq l \leq m}\left|R_{u}\left(\widehat{u}_{c}^{(l)}, c\right)\right|<\delta / 2$, and then the bound in (40) becomes $\sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(m+1)}\right|<2 U_{0} / 3+\delta / 2<U_{0} \operatorname{so~}^{\sup _{0 \leq l \leq m+1}} \sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(l)}\right| \leq$ $U_{0}$.

Proof (Theorem 3) Due to Assumption 1(ia, ii, iii), Theorem 1 provides the recursive Eq. (34). Then, Theorem 2 shows $\sup _{0 \leq m<\infty} \sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(m)}\right|=\mathrm{O}_{\mathrm{P}}(1)$, so the remainder term in (34) is $\mathrm{OP}(1)$. Thus, for $m, n \rightarrow \infty$ the fixed point should satisfy $\widehat{u}_{c}^{*}=\Gamma_{c} \widehat{u}_{c}^{*}+K_{c}$ so that

$$
\begin{equation*}
\widehat{u}_{c}^{*}=\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1} K_{c} . \tag{42}
\end{equation*}
$$

Substitute (35), (36) of $\widehat{u}_{c}^{*}, \Gamma_{c}$ and $K_{c}$ into (42) to obtain

$$
\left\{\begin{array}{l}
N^{-1}\left(\widehat{\beta}_{c}^{*}-\beta\right) \\
n^{1 / 2}\left(\widehat{\sigma}_{c}^{*}-\sigma\right)
\end{array}\right\}=\left[\begin{array}{c}
\frac{1}{\psi-2 c f(c)} \Sigma^{-1} \sum_{i=1}^{n} N^{\prime} x_{i} \varepsilon_{i} 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)} \\
\frac{1}{2 \sigma\left\{\tau_{2}^{c}-c\left(c^{2}-\varsigma_{c}^{2}\right) f(c)\right\}} n^{-1 / 2} \sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\varsigma_{c}^{2} \sigma^{2}\right) 1_{\left(\left|\varepsilon_{i}\right| \leq \sigma c\right)}
\end{array}\right]
$$

Replace (37) and (42) into the deviation $\widehat{\Delta}_{c}^{(m+1)}=\widehat{u}_{c}^{(m+1)}-\widehat{u}_{c}^{*}$, and then apply $\sum_{l=0}^{m} \Gamma_{c}^{l}=\left(I_{\operatorname{dim} x+1}-\Gamma_{c}^{m+1}\right)\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1}$ to attain

$$
\widehat{\Delta}_{c}^{(m+1)}=\Gamma_{c}^{m+1}\left\{\widehat{u}_{c}^{(0)}-\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1} K_{c}\right\}+\sum_{l=0}^{m} \Gamma_{c}^{l} R_{u}\left(\widehat{u}_{c}^{(m-l)}, c\right) .
$$

To bound $\widehat{\Delta}_{c}^{(m+1)}$, use the triangle inequality and $|M x| \leq\|M\||x|$ to get

$$
\left|\widehat{\Delta}_{c}^{(m+1)}\right| \leq\left\|\Gamma_{c}^{m+1}\right\|\left\{\left\{\widehat{u}_{c}^{(0)}\left|+\left\|\left(I_{\operatorname{dim} x+1}-\Gamma_{c}\right)^{-1}\right\|\right| K_{c} \mid\right\}+\max _{0 \leq l \leq m}\left|R_{u}\left(\widehat{u}_{c}^{(l)}, c\right)\right| \sum_{l=0}^{m}\left\|\Gamma_{c}^{l}\right\| .\right.
$$

By Assumption 1 (ia) and Gelfand's formula, (38) and the second inequality in (39) imply for $m>m_{0}$

$$
\left|\widehat{\Delta}_{c}^{(m+1)}\right|<\omega^{m+1}\left(\left|\widehat{u}_{c}^{(0)}\right|+B_{0}\left|K_{c}\right|\right)+B_{0} \max _{0 \leq l \leq m}\left|R_{u}\left(\widehat{u}_{c}^{(l)}, c\right)\right| .
$$

On the set $\mathscr{A}_{n}$ as in (41), since $\sup _{0 \leq m<\infty} \sup _{c_{0} \leq c<\infty}\left|\widehat{u}_{c}^{(m)}\right| \leq U_{0}$ by Theorem 2, we then have $\sup _{c_{0} \leq c<\infty}\left|\widehat{\Delta}_{c}^{(m+1)}\right|<\omega^{m+1}\left(B_{0}^{-1} U_{0} / 3+U_{0} / 3\right)+\delta / 2<\omega^{m+1} U_{0}+\delta / 2$. As $0<\omega<1$, $\omega^{m+1}$ declines exponentially so $m_{0}$ can be chosen sufficiently large that for all $m>m_{0}$ then $\omega^{m+1} U_{0}<\delta / 2$. Thus $\mathrm{P}\left(\sup _{c_{0} \leq c<\infty}\left|\widehat{\Delta}_{c}^{(m+1)}\right|<\delta\right)>1-\varepsilon$ for all $m>m_{0}$ and $n>n_{0}$.

Proof (Theorem 4) Assumption 1(ia) implies $\mathrm{E}\left|\varepsilon_{i} / \sigma\right|^{l}<\infty$ for some $l>4$. Apply (15) and the Chebyshev inequality to get $\lambda / n=\mathrm{P}\left(\left|\varepsilon_{i}\right|>\sigma c_{n}\right) \leq \mathrm{E}\left|\varepsilon_{i} / \sigma\right|^{l} c_{n}^{-l}$. Thus $c_{n} \leq\left(\mathrm{E}\left|\varepsilon_{i} / \sigma\right|^{l}\right)^{1 / l} \lambda^{-1 / l} n^{1 / l}$ so that the divergence rate of $c_{n}$ is $\mathrm{O}\left(n^{1 / l}\right)=\mathrm{o}\left(n^{1 / 4}\right)$.

1. A bound on the sample space. By Assumption 1 (ia, ii, iii) with $\eta=1 / 4$, Theorems 2 and 3 show that $\widehat{\beta}_{c_{n}}^{(m)},\left(\widehat{\sigma}_{c_{n}}^{(m)}\right)^{2}$ are tight. Assumption 1 (iib) gives $\max _{1 \leq i \leq n}\left|x_{i n}\right|=\mathrm{O}_{\mathrm{P}}\left(n^{\kappa-1 / 2}\right)=\mathrm{OP}\left(n^{-1 / 4}\right)$ for some $0 \leq \kappa<1 / 4$. Thus, for all $\varepsilon>0$ there exists a large constant $A_{0}$ so that the set

$$
\mathscr{B}_{n}=\left\{\sup _{0 \leq m<\infty}\left(\left|\widehat{b}_{c_{n}}^{(m)}\right|+\left|\widehat{a}_{c_{n}}^{(m)}\right|\right)+n^{1 / 4} \max _{1 \leq i \leq n}\left|x_{i n}\right| \leq A_{0}\right\}
$$

has the probability larger than $1-\varepsilon$ for all $n$. Note that $\widehat{b}_{c_{n}}^{(m)}=N^{-1}\left(\widehat{\beta}_{c_{n}}^{(m)}-\beta\right)$ and $\widehat{a}_{c_{n}}^{(m)}=n^{1 / 2}\left(\widehat{\sigma}_{c_{n}}^{(m)}-\sigma\right)$.
2. Bound the indicator. Define the random quantity,

$$
s_{i, c_{n}}^{(m)}=\widehat{\sigma}_{c_{n}}^{(m)} c_{n}-y_{i}+x_{i}^{\prime} \widehat{\beta}_{c_{n}}^{(m)}+\varepsilon_{i}=\sigma c_{n}+n^{-1 / 2} \widehat{a}_{c_{n}}^{(m)} c_{n}+x_{i n}^{\prime} \widehat{b}_{c_{n}}^{(m)} .
$$

On the set $\mathscr{B}_{n}$ and as $c_{n}=\mathrm{o}\left(n^{1 / 4}\right)$, we have for some $A_{1}>0$

$$
\begin{aligned}
s_{i, c_{n}}^{(m)} & \leq \sigma c_{n}+n^{-1 / 2} A_{0} c_{n}+n^{-1 / 4} A_{0}^{2} \leq \sigma\left(c_{n}+n^{-1 / 4} A_{1}\right), \\
s_{i, c_{n}}^{(m)} & \geq \sigma c_{n}-n^{-1 / 2} A_{0} c_{n}-n^{-1 / 4} A_{0}^{2} \geq \sigma\left(c_{n}-n^{-1 / 4} A_{1}\right) .
\end{aligned}
$$

Since the sets $\left(y_{i}-x_{i}^{\prime} \widehat{\beta}_{c_{n}}^{(m)}>\widehat{\sigma}_{c_{n}}^{(m)} c_{n}\right)$ and $\left(\varepsilon_{i}>s_{i, c_{n}}^{(m)}\right)$ are equal, we find

$$
1_{\left(\varepsilon_{i} / \sigma>c_{n}+n^{-1 / 4} A_{1}\right)} \leq 1_{\left(y_{i}-x_{i}^{\prime} \widehat{\beta}_{c_{n}^{(n)}>}^{\left(\sigma_{c}^{(n)}\right.} \widehat{\sigma}_{n}^{(n)}\right.} \leq 1_{\left(\varepsilon_{i} / \sigma>c_{n}-n^{-1 / 4} A_{1}\right)} .
$$

A similar argument shows

$$
1_{\left(\varepsilon_{i} / \sigma<-c_{n}-n^{-1 / 4} A_{1}\right)} \leq 1_{\left(y_{i}-x_{i}^{\prime} \widehat{\beta}_{c n}^{(m)}<-\widehat{\sigma}_{c_{n}(m)}^{(m)} c_{n}\right)} \leq 1_{\left(\varepsilon_{i} / \sigma<-c_{n}+n^{-1 / 4} A_{1}\right)} .
$$

Thus, we get the lower and upper bound for indicators uniformly in iteration $m$ so

$$
\begin{equation*}
1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}+n^{-1 / 4} A_{1}\right)} \leq 1_{\left(\left|y_{i}-x_{i}^{\prime} \widehat{\phi}_{\hat{\sigma}_{n}^{(m)}}^{(n)}\right|>\widehat{\sigma}_{c_{n}^{(m)}}^{(m)} c_{n}\right)} \leq 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}-n^{-1 / 4} A_{1}\right)} . \tag{43}
\end{equation*}
$$

3. Expectation of indicator bounds. The aim is to prove

$$
\begin{equation*}
n \mathrm{E} 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}+n^{-1 / 4} A_{1}\right)} \rightarrow \lambda, \quad n \mathrm{E} 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}-n^{-1 / 4} A_{1}\right)} \rightarrow \lambda . \tag{44}
\end{equation*}
$$

Since $n \mathrm{E} 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}\right)}=\lambda$ by (15), it suffices to show

$$
\mathscr{E}_{n}=n \mathbb{E}\left\{1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}-n^{-1 / 4} A_{1}\right)}-1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}+n^{-1 / 4} A_{1}\right)}\right\} \rightarrow 0 .
$$

Note $\left|\varepsilon_{i} / \sigma\right| \sim \mathrm{g}, \mathrm{G}$ and $\mathrm{g}=2 \mathrm{f}, \mathrm{G}=2 \mathrm{~F}-1$. By this and (15), $2\left\{1-\mathrm{F}\left(c_{n}\right)\right\}=\lambda / n$. Write $\mathscr{E}_{n}$ as integral, apply the mean value theorem and use the above identity to get

$$
\mathscr{E}_{n}=n \int_{c_{n}-n^{-1 / 4} A_{1}}^{c_{n}+n^{-1 / 4} A_{1}} 2 \mathrm{f}(u) d u=4 n n^{-1 / 4} A_{1} \mathrm{f}(\tilde{c})=\frac{4 \lambda n^{-1 / 4} A_{1} \mathrm{f}(\tilde{c})}{2\left\{1-\mathrm{F}\left(c_{n}\right)\right\}},
$$

where $\left|\tilde{c}-c_{n}\right| \leq n^{-1 / 4} A_{1}$. Then, we find

$$
\mathscr{E}_{n}=2 \lambda A_{1} \frac{\mathrm{f}(\tilde{c})}{\mathrm{f}\left(c_{n}-n^{-1 / 4} A_{1}\right)} \frac{\mathrm{f}\left(c_{n}-n^{-1 / 4} A_{1}\right)}{\mathrm{f}\left(c_{n}\right)} \frac{\mathrm{f}\left(c_{n}\right)}{c_{n}\left\{1-\mathrm{F}\left(c_{n}\right)\right\}} n^{-1 / 4} c_{n} .
$$

Since $c_{n}-n^{-1 / 4} A_{1} \leq \tilde{c}$ and f has the decreasing tail by Assumption 1(ia), the first ratio is bounded by 1 . Since $c_{n}=\mathrm{o}\left(n^{1 / 4}\right)$, Assumption $1(i b, i c)$ shows the second and third ratio are bounded. Then use $n^{-1 / 4} c_{n}=\mathrm{o}(1)$ to get $\mathscr{E}_{n}=\mathrm{o}(1)$.
4. Poisson approximation. On the set $\mathscr{B}_{n}$, apply (43) to obtain

$$
\sum_{i=1}^{n} 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}+n^{-1 / 4} A_{1}\right)} \leq \sum_{i=1}^{n} 1_{\left(\left|y_{i}-x_{i}^{\prime} \widehat{\beta}_{c n}^{(m)}\right|>\widehat{\sigma}_{c n}^{(m)} c_{n}\right)} \leq \sum_{i=1}^{n} 1_{\left(\left|\varepsilon_{i} / \sigma\right|>c_{n}-n^{-1 / 4} A_{1}\right)} .
$$

Using (44), the Poisson limit theorem shows that the lower and upper bound have the Poisson limit with mean $\lambda$. By (16), $n \widehat{\gamma}_{c_{n}}^{(m)} \xrightarrow{\mathrm{D}}$ Poisson $(\lambda)$ for all $0 \leq m$ $<\infty$.
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# Regression Quantile and Averaged Regression Quantile Processes 

Jana Jurečková


#### Abstract

We consider the averaged version $\widetilde{B}_{n}(\alpha)$ of the two-step regression $\alpha$ quantile, introduced in [6] and studied in [7]. We show that it is asymptotically equivalent to the averaged version $\bar{B}_{n}(\alpha)$ of ordinary regression quantile and also study the finite-sample relation of $\widetilde{B}_{n}(\alpha)$ to $\bar{B}_{n}(\alpha)$. An interest of its own has the fact that the vector of slope components of the regression $\alpha$-quantile coincides with a particular R-estimator of the slope components of regression parameter. Under a finite $n$, the stochastic processes $\widetilde{\mathscr{B}}_{n}=\left\{\widetilde{B}_{n}(\alpha): 0<\alpha<1\right\}$ and $\mathscr{B}_{n}=\left\{\bar{B}_{n}(\alpha)\right.$ : $0<\alpha<1\}$ differ only by a drift.


Keywords Averaged regression quantile • Regression quantile process • Two-step regression quantile process

## 1 Introduction

Consider the linear regression model

$$
\begin{equation*}
\mathbf{Y}_{n}=\mathbf{X}_{n} \beta+\mathbf{U}_{n} \tag{1}
\end{equation*}
$$

with observations $\mathbf{Y}_{n}=\left(Y_{1}, \ldots, Y_{n}\right)^{\top}$, i.i.d. errors $\mathbf{U}_{n}=\left(U_{1}, \ldots, U_{n}\right)^{\top}$ with an unknown distribution function $F$, and unknown parameter $\beta=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{p}\right)^{\top}$. The $n \times(p+1)$ matrix $\mathbf{X}=\mathbf{X}_{n}$ is known and $x_{i 0}=1$ for $i=1, \ldots, n$ (i.e., $\beta_{0}$ is an intercept). The $\alpha$-regression quantile $\widehat{\beta}_{n}(\alpha)$ of model (1) was introduced by Koenker and Bassett [10] as a solution of the minimization

$$
\begin{equation*}
\alpha \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \mathbf{b}\right)^{+}+(1-\alpha) \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \mathbf{b}\right)^{-}:=\min \tag{2}
\end{equation*}
$$

[^4]with respect to $\mathbf{b}=\left(b_{0}, \ldots, b_{p}\right)^{\top} \in \mathbb{R}^{p+1}$, where $\mathbf{x}_{i}^{\top}$ is the $i$-th row of $\mathbf{X}_{\mathbf{n}}$, $i=1, \ldots, n$. The population counterpart of $\widehat{\beta}_{n}(\alpha)$ is the vector $\beta(\alpha)=\left(\beta_{0}+\right.$ $\left.F^{-1}(\alpha), \beta_{1}, \ldots, \beta_{p}\right)^{\top}$. For the brevity, we shall occasionally use the notation
\[

$$
\begin{aligned}
& \mathbf{x}_{i}^{*}=\left(x_{i 1}, \ldots, x_{i p}\right)^{\top}, \quad i=1, \ldots, n \text { and } \mathbf{X}_{n}^{*}=\left[\mathbf{x}_{1}^{*}, \ldots, \mathbf{x}_{n}^{*}\right]^{\top} \\
& \beta^{*}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\top}, \quad \widehat{\beta}_{n}^{*}(\alpha)=\left(\hat{\beta}_{1}(\alpha), \ldots, \hat{\beta}_{p}(\alpha)\right)^{\top} .
\end{aligned}
$$
\]

The asymptotic behavior of $\alpha$-regression quantile was studied in [2, 10, 14], among many others. The two-step regression $\alpha$-quantile, asymptotically and numerically close to $\widehat{\beta}_{n}(\alpha)$, was proposed and studied in [6].

We impose the following regularity conditions on matrix $\mathbf{X}_{n}$ and on distribution function $F(x)$ of the errors $U_{i}$ :

A1 $\lim _{n \rightarrow \infty} \mathbf{Q}_{n}=\mathbf{Q}$, where $\mathbf{Q}_{n}=n^{-1} \mathbf{X}_{n}^{\top} \mathbf{X}_{n}$ and $\mathbf{Q}$ is a positive definite matrix.
The first column of $\mathbf{X}_{n}$ consists of ones.
A2 $n^{-1} \sum_{i=1}^{n} x_{i j}^{4}=\mathscr{O}(1)$, as $n \rightarrow \infty$, for $j=1, \ldots, p$.
B1 F has a continuous Lebesgue density f , which is positive and finite on $\{t: 0<F(t)<1\}$.

For two processes $\mathbf{A}_{n}, \mathbf{B}_{n}$ with realizations in $D^{q}(0,1)$, we shall write

$$
\begin{aligned}
& \mathbf{A}_{n}=\mathbf{B}_{n}+o_{p}^{*}(1)\left[\text { or } O_{p}^{*}(1), o^{*}(1), O^{*}(1), \text { respectively }\right], \text { if } \\
& \begin{aligned}
\left\|\mathbf{A}_{n}-\mathbf{B}_{n}\right\|_{\varepsilon} & =\sup _{\varepsilon \leq \alpha \leq 1-\varepsilon}\left\|\mathbf{A}_{n}(\alpha)-\mathbf{B}_{n}(\alpha)\right\| \\
& =o_{p}(1)\left[\text { or } \mathrm{O}_{\mathrm{p}}(1), \mathrm{o}(1), \mathrm{O}(1), \text { respectively }\right]
\end{aligned}
\end{aligned}
$$

for all $\varepsilon \in(0,1 / 2)$. If $\mathbf{B}_{n} \xrightarrow{\mathscr{B}} \mathbf{B}$ and $\mathbf{A}_{n}=\mathbf{B}_{n}+o_{p}^{*}(1)$, then $\mathbf{A}_{n} \xrightarrow{\mathscr{B}} \mathbf{B}$.
Let $\mathbf{W}_{n}^{\mathbf{x}}$ denotes the weighted empirical process

$$
\mathbf{W}_{n}^{\mathbf{x}}=n^{-1 / 2} \sum_{i=1}^{n} \mathbf{x}_{n i}\left(a_{i}^{*}(\alpha)-(1-\alpha)\right), \text { where } a_{i}^{*}(\alpha)=I\left[U_{i}>F^{-1}(\alpha)\right]
$$

$i=1, \ldots, n$, and consider the regression quantile process

$$
\begin{align*}
& \mathbf{Z}_{n}=\left\{\mathbf{Z}_{n}(\alpha)=n^{1 / 2}\left(\widehat{\boldsymbol{\beta}}_{n}(\alpha)-\beta(\alpha)\right), 0<\alpha<1\right\}  \tag{3}\\
& \beta(\alpha)=\beta+F^{-1}(\alpha) \mathbf{e}_{1}, \mathbf{e}_{1}=(1,0, \ldots, 0)^{\top} \in \mathbb{R}^{p+1}
\end{align*}
$$

For the sake of completeness, let $Z_{n}^{(0)}$ denote the ordinary quantile process:

$$
\begin{equation*}
Z_{n}^{(0)}=\left\{Z_{n}^{(0)}(\alpha)=n^{1 / 2}\left(F_{n}^{-1}(\alpha)-F^{-1}(\alpha)\right), 0<\alpha<1\right\} \tag{4}
\end{equation*}
$$

where $F_{n}^{-1}$ is the empirical quantile function.
A uniform asymptotic representation of $\mathbf{Z}_{n}$ up to the remainder term of order $0\left(n^{-1 / 4} \log n\right)$ was derived in [13]. The Bahadur-type representation of $\mathbf{Z}_{n}$ under weaker conditions, and its convergence to a Gaussian process was proven in [2]. More precisely,

Theorem 1 Under the conditions A1 and A2,

$$
\begin{equation*}
\mathbf{Z}_{n}(\alpha)=\frac{1}{f\left(F^{-1}(\alpha)\right)} \mathbf{Q}_{n}^{-1} \sum_{i=1}^{n} \mathbf{W}_{n}^{\mathbf{x}}(\alpha)+o_{p}^{*}(1) \tag{5}
\end{equation*}
$$

as $n \rightarrow \infty$.
Moreover,

$$
\begin{equation*}
\mathbf{Z}_{n} \xrightarrow{\mathscr{O}}\left(f \circ F^{-1}\right)^{-1} \mathbf{Q}^{-1} \mathbf{W}_{(p)}^{*} \quad \text { as } n \rightarrow \infty \tag{6}
\end{equation*}
$$

where $\mathbf{W}_{(p)}^{*}$ is a vector of $p$ independent Brownian bridges on $(0,1)$.
The weighted empirical processes of type (5) and their asymptotic properties were systematically studied in Koul's monograph [11] with a rich bibliography.

## 2 Averaged Regression Quantile Process

The regression quantiles were widely applied in the statistical and econometric inference; here we refer to Koenker's monograph [9] and to the references cited in, among others. Their extension to the autoregression processes was studied in [12].

The scalar statistic

$$
\begin{equation*}
\bar{B}_{n}(\alpha)=\overline{\mathbf{x}}_{n}^{\top} \widehat{\beta}_{n}(\alpha), \quad \overline{\mathbf{x}}_{n}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{n i} \tag{7}
\end{equation*}
$$

is called the averaged regression $\alpha$-quantile; it was first considered in [1]. It is in $\alpha \in(0,1)$ a.s., and scale and regression equivariant in the sense that

$$
\bar{B}_{n}(\alpha ; \mathbf{Y}+\mathbf{X b})=\bar{B}_{n}(\alpha, \mathbf{Y})+\overline{\mathbf{x}}^{\top} \mathbf{b} \quad \forall \mathbf{b} \in \mathbb{R}^{p+1}
$$

For every fixed $n, \bar{B}_{n}(\alpha)$ equals to a linear combination of $p+1$ components of the vector of responses $\mathbf{Y}$, corresponding to the optimal base of the linear programming, leading to calculation of $\widehat{\beta}_{n}(\alpha)$ or of its dual.

As it was shown in [8], $\bar{B}_{n}(\alpha)$ is asymptotically equivalent to the [ $\left.n \alpha\right]$-quantile of the location model. More precisely, under the conditions of Theorem 1,

$$
\begin{equation*}
n^{1 / 2}\left[\widehat{\mathbf{x}}_{n}^{\top}\left(\widehat{\beta}_{n}(\alpha)-\widetilde{\beta}(\alpha)\right)-\left(U_{n:[n \alpha]}-F^{-1}(\alpha)\right)\right]=\mathscr{O}_{p}\left(n^{-1 / 4}\right) \tag{8}
\end{equation*}
$$

as $n \rightarrow \infty$, where $U_{n: 1} \leq \cdots \leq U_{n: n}$ are the order statistics corresponding to $U_{1}, \ldots, U_{n}$.

Let us now consider the average regression quantile process

$$
\overline{\mathscr{B}}_{n}=\left\{n^{1 / 2} \overline{\mathbf{x}}_{n}^{\top}\left(\widehat{\beta}_{n}(\alpha)-\beta(\alpha)\right) ; 0<\alpha<1\right\} .
$$

Its trajectories are step functions, nondecreasing in $\alpha \in(0,1)$, and for each $n$ they have finite numbers of discontinuities. As was shown in [1],

$$
\bar{B}_{n}\left(\alpha_{1}\right) \neq \bar{B}_{n}\left(\alpha_{2}\right) \text { with probability } 1, \text { provided } 1>\alpha_{2}-\alpha_{1}>\frac{p+1}{n}>0 .
$$

Combining (8) with Theorem 1, we come to the conclusion that the process $\overline{\mathscr{B}}_{n}$ is asymptotically equivalent to the location quantile process, and that it converges to a Gaussian process in the Skorokhod topology. More precisely,
Theorem 2 Under the conditions $\boldsymbol{A 1}, \mathbf{A 2}$, and $\boldsymbol{B 1}$, the process $\overline{\mathscr{B}}_{n}$ admits the asymptotic representation

$$
\begin{equation*}
\overline{\mathscr{B}}_{n}=n^{-1 / 2} \frac{1}{f\left(F^{-1}(\alpha)\right)} \sum_{i=1}^{n}\left(I\left[U_{i}>F^{-1}(\alpha)\right]-(1-\alpha)\right)+o_{p}^{*}(1) . \tag{9}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\overline{\mathscr{B}}_{n} \xrightarrow{\mathscr{O}}\left(f \circ F^{-1}\right)^{-1} W^{*} \text { as } n \rightarrow \infty \tag{10}
\end{equation*}
$$

where $W^{*}$ is the Brownian bridge on $(0,1)$.
The weak convergence of process $\overline{\mathscr{B}}_{n}$ extends to various functionals, what has useful applications, e.g., in models with nuisance regression. The representation (9) coincides with the representation of the ordinary quantile process (4), hence $\overline{\mathscr{B}}_{n}$ is asymptotically equivalent to the ordinary quantile process. Moreover, $\bar{B}_{n}(0) \leq$ $\bar{B}_{n}(\alpha) \leq \bar{B}_{n}(1)$, where $\bar{B}_{n}(0)$ and $\bar{B}_{n}(1)$ are extreme averaged regression quantiles, studied in [5]. As such, the inversion of $\left\{\bar{B}_{n}(\alpha), 0<\alpha<1\right\}$

$$
H_{n}(z)=\inf \left\{\alpha: \bar{B}_{n}(\alpha) \geq z, z \in \mathbb{R}\right\}
$$

makes a sense. It is again a nondecreasing step function with a finite number of discontinuities, $H_{n}(-\infty)=0, H_{n}(\infty)=1$, hence it is a discrete distribution function on $\mathbb{R}^{1}$. Portnoy [13] demonstrated its tightness with respect to the Skorokhod topology and that of its smoothed version in $\mathscr{C}(0,1)$. We can conclude that $n^{1 / 2}\left(H_{n}\left(F^{-1}(\alpha)\right)-\alpha\right)$ converges weakly to the Brownian bridge $W^{*}$ on $(0,1)$.

In the following section, we shall parallely consider the two-step regression $\alpha$ quantile $\widetilde{\beta}_{n}(\alpha)$, introduced in [6], and its averaged version $\widetilde{B}_{n}(\alpha)$; they are asymp-
totically equivalent to $\widehat{\beta}_{n}(\alpha)$ and to $\bar{B}_{n}(\alpha)$, respectively. $\widetilde{B}_{n}(\alpha)$ can be equivalently expressed as the $[n \alpha]$-th order statistic of residuals of $Y_{i}$ 's from specific R-estimators of the slope components; this enables to look more closely in the structure of the considered concepts. Moreover, we shall also describe the finite sample relation of $\widetilde{B}_{n}(\alpha)$ to $\widehat{B}_{n}(\alpha)$.

For every fixed $n, \bar{B}_{n}(\alpha)$ equals to a linear combination of $p+1$ components of the vector of responses $\mathbf{Y}$, corresponding to the optimal base of the linear programming, leading to calculation of $\widehat{\beta}_{n}(\alpha)$ or of its dual.

Let us now consider the average regression quantile process

$$
\overline{\mathscr{B}}_{n}=\left\{n^{1 / 2} \overline{\mathbf{x}}_{n}^{\top}\left(\widehat{\beta}_{n}(\alpha)-\widetilde{\beta}(\alpha)\right) ; 0<\alpha<1\right\} .
$$

Its trajectories are step functions, nondecreasing in $\alpha \in(0,1)$, and for each $n$ they have finite numbers of discontinuities. As was shown in [1],

$$
\bar{B}_{n}\left(\alpha_{1}\right) \neq \bar{B}_{n}\left(\alpha_{2}\right) \text { with probability } 1, \text { provided } 1>\alpha_{2}-\alpha_{1}>\frac{p+1}{n}>0 .
$$

Combining (8) with Theorem 1, we come to the conclusion that the process $\overline{\mathscr{B}}_{n}$ is asymptotically equivalent to the location quantile process, and that it converges to a Gaussian process in the Skorokhod topology. More precisely,

Theorem 3 Under the conditions A1, A2 and B1, the process $\overline{\mathscr{B}}_{n}$ admits the asymptotic representation

$$
\begin{equation*}
\overline{\mathscr{B}}_{n}=n^{-1 / 2} \frac{1}{f\left(F^{-1}(\alpha)\right)} \sum_{i=1}^{n}\left(I\left[U_{i}>F^{-1}(\alpha)\right]-(1-\alpha)\right)+o_{p}^{*}(1) \tag{11}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\overline{\mathscr{B}}_{n} \xrightarrow{\mathscr{O}}\left(f \circ F^{-1}\right)^{-1} W^{*} \text { as } n \rightarrow \infty \tag{12}
\end{equation*}
$$

where $W^{*}$ is the Brownian bridge on $(0,1)$.
The weak convergence of process $\overline{\mathscr{B}}_{n}$ extends to various functionals, what has useful applications, e.g. in models with nuisance regression. The representation (9) coincides with the representation of the ordinary quantile process (4), hence $\overline{\mathscr{B}}_{n}$ is asymptotically equivalent to the ordinary quantile process. Moreover, $\bar{B}_{n}(0) \leq$ $\bar{B}_{n}(\alpha) \leq \bar{B}_{n}(1)$, where $\bar{B}_{n}(0)$ and $\bar{B}_{n}(1)$ are extreme averaged regression quantiles, studied in [5]. As such, the inversion of $\left\{\bar{B}_{n}(\alpha), 0<\alpha<1\right\}$

$$
H_{n}(z)=\inf \left\{\alpha: \bar{B}_{n}(\alpha) \geq z, \quad z \in \mathbb{R}\right\}
$$

makes a sense. It is again a nondecreasing step function with a finite number of discontinuities, $H_{n}(-\infty)=0, H_{n}(\infty)=1$, hence it is a discrete distribution function on $\mathbb{R}^{1}$. Portnoy [13] demonstrated its tightness with respect to the Sko-
rokhod topology and that of its smoothed version in $\mathscr{C}(0,1)$. We can conclude that $n^{1 / 2}\left(H_{n}\left(F^{-1}(\alpha)-\alpha\right)\right.$ converges weakly to the Brownian bridge $W^{*}$ on $(0,1)$.

In the following section, we shall parallely consider the two-step regression $\alpha$ quantile $\widetilde{\beta}_{n}(\alpha)$, introduced in [6], and its averaged version $\widetilde{B}_{n}(\alpha)$; they are asymptotically equivalent to $\widehat{\beta}_{n}(\alpha)$ and to $\bar{B}_{n}(\alpha)$, respectively. $\widetilde{B}_{n}(\alpha)$ can be equivalently expressed as the $[n \alpha]$-th order statistic of residuals of $Y_{i}$ 's from specific R-estimators of the slope components; this enables to look more closely in the structure of the considered concepts. Moreover, we shall also describe the final sample relation of $\widetilde{B}_{n}(\alpha)$ to $\widehat{B}_{n}(\alpha)$.

## 3 Averaged Two-Step Regression Quantile Process

The slope component of the two-step regression $\alpha$-quantile $\widetilde{\beta}_{n}(\alpha)$ is a specific R-estimate $\widetilde{\beta}_{n R}^{*}(\alpha)$ of the slope parameter vector $\beta^{*}$; the intercept component is the [n $\alpha$ ]-quantile of residuals of $Y_{i}$ 's from $\widetilde{\beta}_{n R}^{*}(\alpha)$. The result is a consistent estimator of $\left(\beta_{0}+F^{-1}(\alpha), \beta_{1}, \ldots, \beta_{p}\right)^{\top}$, is asymptotically equivalent to the regression $\alpha$-quantile $\widehat{\beta}_{n}(\alpha)$, and very close to the same even for finite samples.

Consider the model (1) under the following conditions on $F$ and on $\mathbf{X}_{n}$ :
(A1) $F$ has a continuous density $f$ that is positive on the support of $F$ and has finite Fisher's information, i.e.

$$
0<\int\left(\frac{f^{\prime}(x)}{f(x)}\right)^{2} d F(x)<\infty
$$

(A2) (Generalized Noether condition.)
$\lim _{n \rightarrow \infty} \max _{1 \leq i \leq n} \mathbf{x}_{n i}^{* \top}\left(\sum_{k=1}^{n} \mathbf{x}_{n k}^{*} \mathbf{x}_{n k}^{* \top}\right)^{-1} \mathbf{x}_{n i}^{*}=0$.
(A3) $\lim _{n \rightarrow \infty} n^{-1} \sum_{i=1}^{n} \mathbf{x}_{n i} \mathbf{x}_{n i}^{\top}=\mathbf{Q}$, where $\quad \mathbf{x}_{n i}=\left(1, x_{n, i 1}^{*}, \ldots, \mathbf{x}_{n, i p}^{*}\right)^{\top}, i=1$, $\ldots, n$, and $\mathbf{Q}$ is a positively definite $(p+1) \times(p+1)$ matrix.
Let $\widetilde{\beta}_{n R}^{*}(\alpha)$ be the R-estimator of the slope components $\beta^{*}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\top}$ based on the score-generating function

$$
\begin{equation*}
\varphi_{\alpha}(u)=\alpha-I[u<\alpha], 0<u<1 . \tag{13}
\end{equation*}
$$

It is a minimizer of Jaeckel's [4] measure of rank dispersion

$$
\begin{align*}
& \widetilde{\beta}_{n R}(\alpha)=\operatorname{argmin}_{\mathbf{b} \in \mathbb{R}^{p}} \mathscr{D}_{n}(\mathbf{b}),  \tag{14}\\
& \mathscr{D}_{n}(\mathbf{b})=\sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right) \varphi_{\alpha}\left(\frac{R_{n i}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)}{n+1}\right),
\end{align*}
$$

where $R_{n i}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)$ is the rank of the $i$-th residual, $i=1, \ldots, n$.

Having estimated $\beta^{*}$ by R-estimate $\widetilde{\beta}_{n R}^{*}(\alpha)$, we define the intercept component $\tilde{\beta}_{n 0}(\alpha)$ of the two-step regression quantile as the $[n \alpha]$-order statistic of the residuals $Y_{i}-\mathbf{x}_{i}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha), i=1, \ldots, n$. The two-step $\alpha$-regression quantile is then the vector

$$
\begin{equation*}
\widetilde{\beta}_{n}(\alpha)=\binom{\tilde{\beta}_{n 0}(\alpha)}{\widetilde{\beta}_{n R}^{*}(\alpha)} \in \mathbb{R}^{p+1} \tag{15}
\end{equation*}
$$

As shown in [6], $\widetilde{\beta}_{n}(\alpha)$ is asymptotically equivalent to the Koenker-Bassett $\alpha$ regression quantile, uniformly over $(\varepsilon, 1-\varepsilon) \subset(0,1), \forall \varepsilon \in\left(0, \frac{1}{2}\right)$, hence

$$
\begin{equation*}
n^{\frac{1}{2}}\left\|\widehat{\beta}_{n}(\alpha)-\widetilde{\beta}_{n}(\alpha)\right\|=o_{p}^{*}(1) \text { as } n \rightarrow \infty \tag{16}
\end{equation*}
$$

We shall show that, under finite $n$, the slope components of $\widetilde{\beta}_{n}(\alpha)$ and of $\widehat{\beta}_{n}(\alpha)$ exactly coincide for every fixed $\alpha \in(0,1)$. It is expressed in the following lemma:

Lemma 1 Let $\widehat{\beta}_{n}(\alpha)$ and $\widetilde{\beta}_{n}(\alpha)$ be the $\alpha$-regression quantile and two-step $\alpha$ regression quantile in model (1), $\alpha \in(0,1)$. Then, their slope components coincide, i.e., $\widehat{\beta}_{n}^{*}(\alpha) \equiv \widetilde{\beta}_{n R}^{*}(\alpha)$ for every fixed $\alpha \in(0,1)$.

Proof The minimum in (14), being attained for $\widetilde{\beta}_{n R}^{*}(\alpha)$, can be rewritten as

$$
\begin{equation*}
\sum_{i=1}^{n}\left(Y_{i}+\overline{\mathbf{x}}_{n}^{\top} \widetilde{\beta}_{n R}^{*}(\alpha)-\mathbf{x}_{i}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha)\right)\left[a_{i}\left(\alpha, \widetilde{\beta}_{n R}^{*}(\alpha)\right)-(1-\alpha)\right] \tag{17}
\end{equation*}
$$

with respect to $\mathbf{b} \in \mathbb{R}^{p}$, where for $\mathbf{b} \in \mathbb{R}^{p}$

$$
a_{i}(\alpha, \mathbf{b})=\left\{\begin{array}{lll}
0 & \ldots & R_{n i}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)<n \alpha  \tag{18}\\
R_{i}-n \alpha \ldots & n \alpha \leq R_{n i}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)<n \alpha+1 \\
1 & \ldots & n \alpha+1 \leq R_{n i}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)
\end{array}\right.
$$

The $a_{i}(\alpha, \mathbf{b})$ are known as Hájek's [3] rank scores. Remind that they are invariant to the translation and satisfy

$$
\sum_{i=1}^{n} a_{i}(\alpha, \mathbf{b})=n(1-\alpha)
$$

Moreover, due to the linear programing duality to minimization (2) for location model and $Y_{i} \mapsto Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}, i=1, \ldots, n$, vector $\mathbf{a}_{n}(\alpha, \mathbf{b})=\left(a_{1}(\alpha, \mathbf{b}), \ldots, a_{n}(\alpha, \mathbf{b})\right)^{\top}$ solves the maximization

$$
\sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{* \top} \mathbf{b}\right)\left[a_{i}(\alpha, \mathbf{b})-(1-\alpha)\right]=\max
$$

under the constraint

$$
\sum_{i=1}^{n} a_{i}(\alpha, \mathbf{b})=n(1-\alpha), 0 \leq a_{i}(\alpha, \mathbf{b}) \leq 1, i=1, \ldots, n
$$

Hence, combining the minimization with respect to $\mathbf{b} \in \mathbb{R}^{p}$ and maximization with respect to $0 \leq a_{i}(\alpha, \mathbf{b}) \leq 1, i=1, \ldots, n, \sum_{i=1}^{n} a_{i}(\alpha, \mathbf{b})=n(1-\alpha)$, we obtain for a fixed $\alpha$

$$
\begin{align*}
& \alpha \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \widehat{\beta}_{n}(\alpha)\right)^{+}+(1-\alpha) \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \widehat{\beta}_{n}(\alpha)\right)^{-} \\
& =\sum_{i=1}^{n} Y_{i}\left[\hat{a}_{i}(\alpha)-(1-\alpha)\right]  \tag{19}\\
& =\sum_{i=1}^{n}\left(Y_{i}+\overline{\mathbf{x}}_{n}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha)-\mathbf{x}_{i}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha)\right)\left[\hat{a}_{i}(\alpha)-(1-\alpha)\right] \\
& \leq \sum_{i=1}^{n}\left(Y_{i}+\overline{\mathbf{x}}_{n}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha)-\mathbf{x}_{i}^{* \top} \widetilde{\beta}_{n R}^{*}(\alpha)\right)\left[a_{i}\left(\alpha, \widetilde{\beta}_{n R}^{*}(\alpha)\right)-(1-\alpha)\right] \\
& \leq \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \widehat{\beta}_{n}(\alpha)\right)\left[a_{i}\left(\alpha, \widetilde{\beta}_{n R}^{*}(\alpha)\right)-(1-\alpha)\right] \\
& \leq \sum_{i=1}^{n}\left(Y_{i}-\mathbf{x}_{i}^{\top} \widehat{\beta}_{n}(\alpha)\right)\left[a_{i}\left(\alpha, \widehat{\beta}_{n}^{*}(\alpha)\right)-(1-\alpha)\right]
\end{align*}
$$

where $\hat{a}_{i}(\alpha), i=1, \ldots, n$ are regression rank scores, dual to $\widehat{\beta}_{n}(\alpha)$, defined as a solution of the linear program

$$
\begin{array}{ll} 
& \sum_{i=1}^{n} Y_{i} \hat{a}_{i}(\alpha):=\max \\
\text { under the constraint } & \sum_{i=1}^{n} \hat{a}_{i}(\alpha)=n(1-\alpha), \\
& \sum_{i=1}^{n} x_{i j} \hat{a}_{i}(\alpha)=(1-\alpha) \sum_{i=1}^{n} x_{i j}, \quad j=1, \ldots, p, \\
& 0 \leq \hat{a}_{i}(\alpha) \leq 1, \quad i=1, \ldots, n, \quad 0 \leq \alpha \leq 1 .
\end{array}
$$

Let $\quad \hat{r}_{i}(\alpha)=Y_{i}-\mathbf{x}_{i}^{\top} \widehat{\beta}_{n}(\alpha), i=1, \ldots, n$ and $\hat{r}_{n: 1}(\alpha) \leq \hat{r}_{n: 2}(\alpha) \leq \ldots \leq \hat{r}_{n: n}(\alpha)$. Then the last term in (19) can be rewritten as

$$
\begin{equation*}
(\alpha-1) \sum_{i=1}^{\lceil n \alpha\rceil-1} \hat{r}_{n:\lceil n \alpha\rceil}(\alpha)+\alpha \sum_{i=\lceil n \alpha\rceil}^{n} \hat{r}_{n: i}(\alpha) . \tag{20}
\end{equation*}
$$

Consider the difference of the first term in (19) and of (20), which is nonpositive. If $\hat{r}_{n:\lceil n \alpha\rceil}(\alpha)>0$, then this difference equals to

$$
\sum_{i=1}^{n} \hat{r}_{i}(\alpha) I\left[0<\hat{r}_{i}(\alpha)<\hat{r}_{n:\lceil n \alpha\rceil}(\alpha)\right] \geq 0
$$

Similarly, if $\hat{r}_{n:\lceil n \alpha\rceil}(\alpha)<0$, then the difference equals

$$
-\sum_{i=1}^{n} \hat{r}_{i}(\alpha) I\left[\hat{r}_{n:\lceil n \alpha\rceil}(\alpha)<\hat{r}_{i}(\alpha)<0\right] \geq 0
$$

and the difference equals 0 otherwise. Hence, the first and the last terms, and also all terms in (19) coincide. This further implies that $\widehat{\beta}_{n}^{*}(\alpha)$ minimizes (17) and equals to $\widetilde{\beta}_{n R}^{*}(\alpha)$.

Define the averaged two-step regression $\alpha$-quantile $\widetilde{B}_{n}(\alpha)$, analogous to $\bar{B}_{n}(\alpha)$ in (7), as

$$
\begin{equation*}
\widetilde{B}_{n}(\alpha)=\overline{\mathbf{x}}_{n}^{\top} \widetilde{\beta}_{n}(\alpha), \quad \overline{\mathbf{x}}_{n}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{n i} \tag{21}
\end{equation*}
$$

$\widetilde{B}_{n}(\alpha)$ is scale equivariant and regression equivariant generally not monotone in $\alpha$. By (15), for every fixed $\alpha \in(0,1)$ is $\widetilde{B}_{n}(\alpha)$ equal to the $[n \alpha]$-order statistic of the residuals

$$
\begin{equation*}
\widetilde{B}_{n}(\alpha)=\left(Y_{n i}-\left(\mathbf{x}_{n i}-\overline{\mathbf{x}}_{n}\right)^{\top} \widetilde{\beta}_{n R}^{*}(\alpha)\right)_{n:[n \alpha]} \tag{22}
\end{equation*}
$$

The following theorem describes the finite-sample relation of $\widetilde{B}_{n}(\alpha)$ to $\bar{B}_{n}(\alpha)$ :
Theorem 4 Let $\bar{B}_{n}(\alpha)$ and $\widetilde{B}_{n}(\alpha)$ be the averaged regression $\alpha$-quantile and the averaged two-step regression $\alpha$-quantile, respectively. Then, for every fixed $\alpha \in$ $(0,1)$

$$
\begin{equation*}
\widetilde{B}_{n}(\alpha)=\bar{B}_{n}(\alpha)+\left(Y_{n i}-\mathbf{x}_{n i}^{\top} \widehat{\beta}_{n}(\alpha)\right)_{n:[n \alpha]} . \tag{23}
\end{equation*}
$$

Proof By (22) and by Lemma 1

$$
\begin{aligned}
& \widetilde{B}_{n}(\alpha)=\left(Y_{n i}-\left(\mathbf{x}_{n i}-\overline{\mathbf{x}}_{n}\right)^{\top} \widetilde{\beta}_{n R}^{*}(\alpha)\right)_{n:[n \alpha]} \\
& =\left(Y_{n i}-\hat{\beta}_{0}(\alpha)-\mathbf{x}_{n i}^{* \top} \widetilde{\beta}_{n}^{*}(\alpha)\right)_{n:[n \alpha]}+\hat{\beta}_{0}(\alpha)+\overline{\mathbf{x}}_{n}^{* \top} \widehat{\beta}_{n}^{*}(\alpha) \\
& =\left(Y_{n i}-\mathbf{x}_{n i}^{\top} \widehat{\beta}_{n}(\alpha)\right)_{n:[n \alpha]}+\overline{\mathbf{x}}_{n}^{\top} \widehat{\beta}_{n}(\alpha)=\bar{B}_{n}(\alpha)+\left(Y_{n i}-\mathbf{x}_{n i}^{\top} \widehat{\beta}_{n}(\alpha)\right)_{n:[n \alpha]}
\end{aligned}
$$

Corollary 1 Let $\mathscr{B}_{n}^{1}$ and $\mathscr{B}_{n}^{2}$ be the processes

$$
\begin{aligned}
\mathscr{B}_{n}^{1} & =\left\{\bar{B}_{n}(\alpha): 0<\alpha<1\right\} \\
\mathscr{B}_{n}^{2} & =\left\{\widetilde{B}_{n}(\alpha): 0<\alpha<1\right\} .
\end{aligned}
$$

Then

$$
\begin{equation*}
\mathscr{B}_{n}^{2}(\alpha)-\mathscr{B}_{n}^{1}(\alpha)-\left(Y_{n i}-\mathbf{x}_{n i}^{\top} \widehat{\beta}_{n}(\alpha)\right)_{n:[n \alpha]}=o_{p}^{*}(1) \text { as } n \rightarrow \infty . \tag{24}
\end{equation*}
$$

Corollary 2 Let $\hat{\beta}_{n 0}(\alpha)$ and $\tilde{\beta}_{n 0}(\alpha)$ be the intercept components of the $\alpha$-regression quantile and of the $\alpha$-two-step regression quantile, respectively. Then for every fixed $\alpha \in(0,1)$

$$
\begin{equation*}
\tilde{\beta}_{n 0}(\alpha)-\hat{\beta}_{n 0}(\alpha)=\left(Y_{i}-\mathbf{x}_{n i}^{\top} \widehat{\beta}_{n}(\alpha)\right)_{n:[n \alpha]} \tag{25}
\end{equation*}
$$

Remark 1 The asymptotic relation of the $\alpha$-regression quantile and of the $\alpha$-two step regression quantile is numerically illustrated in [6].
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# Stability and Heavy-Tailness 

Lev B. Klebanov


#### Abstract

We discuss some simple statistical models leading to some families of probability distributions. These models are of specific interest because the desirable statistical property leads to functional equations having a large set of solutions. It appears that a small subset only of the set of all the solutions has probabilistic sense.


Keywords Characterization problems • $v$-stable distributions • Heavy-tailed distributions

## 1 Introduction: A Little Bit of Naive Philosophy

When we were students, I heard the sentence that Probability is a part of measure theory, studying special case of positive normalized measure and a notion of independence. But what are typical results, showing the difference of Probability from Analysis? To me, typical results of such kind are Theorems by Cramér, Raikov, and Linnik on decompositions of Normal, Poisson, and the composition of Normal and Poisson distributions. These theorems provide us with very nice probability results whose proofs essentially use the analytic functions theory. They give also examples, which are not typical for classical Analysis. Namely, without positiveness property of the measures such results are impossible. Do we have analytical results typical for Mathematical Statistics?

## 2 Polya Theorem

I think, such results arise in Characterization of Probability distributions. The aim of Characterization is to describe all distributions of random variables possessing a

[^5]desirable property, which may be taking as a base of probabilistic and/or statistical model. Let us start with an example leading to Polya theorem. Suppose that we have a gas whose molecules are chaotically moving, and the space is isotropic and homogeneous. Denote by $X_{1}$ and $X_{2}$ projections of the velocity of a molecule on the axis in $x-y$ plain. In view of space property we have the following properties: (a) $X_{1}$ and $X_{2}$ are independent random variables; (b) $X_{1} \stackrel{d}{=} X_{2}$. After rotation of the coordinate system counterclockwise on the angle $\pi / 4$ we obtain, that a projection on new coordinate axes has to be identically distributed with the old one. That is, $X_{1} \stackrel{d}{=}\left(X_{1}+X_{2}\right) / \sqrt{2}$. Polya Theorem says that in this situation $X_{1}$ has normal (or degenerate) distribution with zero mean.

Let us note that there are no moment conditions in Polya Theorem. This Theorem states that such general properties of the space like isotropy and homogeneity imply normality of corresponding velocity distribution. This model contains one parameter (the variance of Gaussian distribution), and a statistician has to make some inferences on this parameter. Polya theorem is a sophisticated result in the sense that it uses essentially the probabilist character of corresponding measures. Actually, to prove this theorem it is necessary to solve the following functional equation

$$
f(t)=f^{2}(t / \sqrt{2})
$$

where $f(t)$ is characteristic function of $X_{1}$. The general solution of this equation has the form

$$
f(t)=\exp \left\{-a t^{2} h(t)\right\}
$$

where $h(\log t)$ is arbitrary continuous $(\log 2) / 2$-periodic function. The probabilist character $f(t)$ allows to prove that $h(t)=$ const and $a \geq 0$.

## $3 v$-normality and $v$-stability

Suppose that $U=\left\{X, X_{1}, \ldots, X_{n}, \ldots\right\}$ is a sequence of i.i.d. random variables. Let $\Delta$ be a subset of $(0,1)$. Let $\left\{v_{p}, p \in \Delta\right\}$ be a family of positive integer-valued random variables independent with $U$. Let $p=1 / \mathbb{E} v_{p}<1$ for all $p \in \Delta$. We say, $X$ has $v$-strictly stable distribution if there exist positive $\alpha$ such that

$$
X \stackrel{d}{=} p^{1 / \alpha} \sum_{k=1}^{v_{p}} X_{k}
$$

for all $p \in \Delta$. The definition in this form and description of all $v$-strictly stable distribution belongs to L.B. Klebanov and S.T. Rachev [7]. The particular case of geometrically distributed $v_{p}$ was considered by L.B. Klebanov, G.M. Manija and I.A. Melamed [5]. The same authors gave a generalization for the case of other $v_{p}$ under additional conditions in 1987 (see, [6]).

For the case of $\alpha=2$, we are talking about $v$-Gaussian (or $v$-normal) distribution, and for the case of positive random variables and $\alpha=1$ about $\nu$-degenerate distribution (but they are nondegenerate as probability distributions).

Let us note that stable distributions in classical case (that is for the case of nonrandom number of summands) may be defined in two ways. The first one uses the property of identical distribution of a random variable with normalized sum of its i.i.d. copies (algebraic definition). The second way consists in defining stable distributions as limit laws for sums of i.i.d. random variables (analytic or limit definition). For the case of random number of summands, these definitions appears to be different. Given definition has algebraic character. Limit definition (which is now different with algebraic one) belongs to B.V. Gnedenko [2, 3].

The condition for existence of algebraic $v$-strictly stable distribution has the following form. Let $\mathfrak{G}$ be a semigroup, generated by all probability generating functions of $\left\{v_{p}, p \in \Delta\right\}$ with superposition as semigroup operation. $v$-strictly stable distribution exists if and only if $\mathfrak{G}$ is commutative. Let us note that notion and properties of $v$-stable distributions are identical for the case of the family $\left\{v_{p}, p \in \Delta\right\}$ and for that of the semigroup, generated by this family. However, the sets $\Delta$ for these cases may be different. For example, the set $\Delta$ connected to $\mathfrak{G}$ always contains zero as a limit point. Everywhere below we suppose, that the set $\Delta$ is connected with the semigroup $\mathfrak{G}$.

An analogue of Polya theorem may be formulated in the following way. Suppose that the semigroup $\mathfrak{G}$ is commutative. Suppose that $U$ and $\left\{v_{p}, p \in \Delta\right\}$ are as above. The equality in distribution

$$
X \stackrel{d}{=} \sqrt{p} \sum_{k=0}^{v_{p}} X_{k}
$$

is true for a fixed $p \in \Delta$ if and only if $X$ has $v$-Gaussian distribution. This theorem is also sophisticated in the sense that corresponding functional equation has infinitely many nonprobabilistic solutions.

In the case of

$$
X \stackrel{d}{=} p \sum_{k=0}^{v_{p}} X_{k}
$$

and positive random variables, we have similar characterization of $v$-degenerate distribution.

In a very natural way one can define v-infinite divisible distributions.
Let $\varphi(s)$ is Laplace transform of $v$-degenerate random variable (see, for Example, [8]). Characteristic function $f(t)$ is infinite divisible in classical sense if and only if $\varphi(-\log f(t))$ is $v$-infinite divisible. This is obviously true for strictly stable and $v$-strictly stable distributions, too.

Consider some examples of $v$-degenerate and $v$-Gaussian distributions.
Example 1 The random variable $v_{p}$ has geometric distribution: $\mathbb{P}\left\{v_{p}=k\right\}=p(1-$ $p)^{k-1}, k=1,2, \ldots, p \in(0,1)$. In this case, $v$-degenerate random variable has
exponential distribution, and the $v$-Gaussian distribution is the Laplace distribution (see, [5]).

Example 2 The random variable $\nu_{p}, p \in\left\{1 / n^{2}, n=1,2, \ldots\right\}$ has probability generating function

$$
\mathcal{P}_{p}(z)=1 / T_{n}(1 / z), \quad n=1 / \sqrt{p},
$$

where $T_{n}(z)$ is Chebyshev polynomial of the first kind ([5]). In this case, characteristic function of the $v$-Gaussian distribution has form

$$
f(t)=1 / \cosh (a t), \quad a>0 .
$$

Laplace transform of $v$-degenerate distribution is

$$
\varphi(s)=1 / \cosh (\sqrt{2 a s}), s>0, a>0 .
$$

It is clear that the both distributions are absolutely continuous and have exponential tails. The $v$-Gaussian distribution is so-called hyperbolic secant distribution with density

$$
p(x)=1 /\left(2 \cosh \left(\frac{\pi x}{2}\right)\right) .
$$

The density of $v$-degenerate random variable is identical with that of random variable $\xi=\int_{0}^{1} W_{1}^{2}(t) d t+\int_{0}^{1} W_{2}^{2}(t) d t$, where $W_{1}(t), W_{2}(t)$ are two independent Wiener processes (see, [8]).

## 4 Further Examples of $\boldsymbol{v}$-Gaussian Distributions

Example 3 Consider random variable $v_{p}$ with probability generating function

$$
\mathcal{P}_{p}(z)=\frac{p^{1 / m} z}{\left(1-(1-p) z^{m}\right)^{1 / m}}, p \in(0,1), m \in \mathbf{N}
$$

which is a modification of that of negative binomial distribution. In this case, the Laplace transform of $v$-degenerate (standard) distribution is

$$
\varphi(s)=\frac{1}{(1+m s)^{1 / m}},
$$

that is Laplace transform of gamma distribution. Characteristic function of $v$-Gaussian distribution is

$$
f(t)=\frac{1}{\left(1+m a t^{2}\right)^{1 / m}},
$$

with parameter $a>0$. This is characteristic function of symmetrized Gammadistribution. Let us note that negative binomial distribution does not posses $v$ Gaussian distribution in algebraic sense, but has such distribution is limit sense. This is also symmetrized Gamma-distribution.

Example 4 Consider now the family of random variables $\left\{v_{p}, p \in\left\{1 / n^{2}, n=\right.\right.$ $2,3, \ldots\}$ with probability generating functions

$$
\mathcal{P}_{p}(z)=\frac{1}{\left(T_{n}\left(1 / z^{m}\right)\right)^{1 / m}}
$$

where $p=1 / n^{2}, n=2,3, \ldots$ and $m \geq 1$ is an integer parameter. For corresponding standard $v$-degenerate and $v$-Gaussian random variables, we have Laplace transform and characteristic function

$$
\varphi(s)=\frac{1}{(\cosh \sqrt{2 m t})^{1 / m}} \text { and } f(t)=\frac{1}{(\cosh a t)^{1 / m}}
$$

where $a>0$. Both $\nu$-degenerate and $\nu$-Gaussian distributions have exponential tails.

## 5 Toy-Model of Capital Distribution

In physics, under toy-model usually understand a model, which does not give complete description of a phenomena, but is rather simple and provides explanation of essential part of the phenomena.

Let us try to construct a toy-model for capital distribution. Assume that there is an output (business) in which we invest a unit of the capital at the initial moment $t=0$ at the moment $t=1$ we get a sum of capital $X_{1}$ (the nature of the r.v. $X_{1}$ depends on the nature of the output and that of the market). If the whole sum of capital remains in the business, then to the moment $t=2$ the sum of capital becomes $X_{1} \cdot X_{2}$, where r.v. $X_{2}$ is independent of $X_{1}$ and has the same distribution as $X_{1}$ (provided that conditions of the output and of the market are invariable). Using the same arguments further on, we find that to the moment $t=n$ the sum of capital equals to $\prod_{j=1}^{n} X_{j}$, and also r.v.s $X_{1}, \ldots, X_{n}$ are i.i.d.

From the economical sense it is clear that $X_{j}>0, j=1, \ldots, n$. Now assume that there can happen a change of output or of the market conditions which makes further investment of capital in the business impossible. We assume that the time till the appearance of the unfavorable event is random variable $v_{p}, p=1 / \mathbb{E} v_{p}$. The sum of capital to the moment of this event equals to $\prod_{j=1}^{v_{p}} X_{j}$. And the mean time to the appearance of the unfavorable event is $\mathbb{E} v_{p}=1 / p$. Therefore, "mean annual sum of capital" is

$$
Z_{p}=\left(\prod_{j=1}^{v_{p}} X_{j}\right)^{p}
$$

The smaller is the value of $p>0$ the rarely is the unfavorable event. If $p$ is small enough, we may approximate the distribution of $Z_{p}$ by its limit distribution for $p \rightarrow 0$. To find this distribution it is possible to pass from $X_{j}$ to $Y_{j}=\log X_{j}$, and change the product by a sum of random number $v_{p}$ of random variables $Y_{j}$.

If probability generating functions of $v_{p}$ generate a commutative semigroup, the limit distribution of the sum will coincide with $v$-stable or with $v$-degenerate distribution.

The most simplest case is that of geometric distribution of $v_{p}$. In this situation, the probability of unfavorable event is the same for each time moment $t=k$. If there exists positive first moment of $Y_{j}=\log X_{j}$, then the limit distribution of random sum coincides with $v$-degenerate distribution, and is Exponential distribution. This means, that limit distribution of $Z_{p}$ is Pareto distribution $F(x)=1-x^{-1 / \gamma}$ for $x>1$, and $F(x)=0$ for $x \leq 1$. Here $\gamma=\mathbb{E} \log X_{1}>0$. This distribution has power tail. For $\gamma \geq 1$ this distribution has infinite mean. Pareto distribution was introduced by Wilfredo Pareto to describe the capital distribution, but he used empirical study only, and had no toy-model. About hundred years ago this distribution gave a very good agreement with observed facts. Let us mention that our toy-model shows, that such distribution of capitals may be explained just by random effects. This is an essential argument against Elite Theory, because the definition of elite becomes not clear.

But what about capital distribution nowadays? Analysis of capitals of the first hundred billionaires (Forbes dataset) gives not bad agreement with Pareto distribution, too. However, the tail in the model is a little bit heavier than for real data (Fig. 1).

Some better agreement on the tail gives log-gamma distribution, which is logtransformation of $v$-degenerate distribution for negative binomial distributed number of multipliers. In this situation, power tail of Pareto distribution is slightly corrected by logarithmic multiplier (Fig. 2).

I tried to consider capital distribution of all billionaires. Corrected Pareto distribution provides good agreement at the tail, but does not work in the central part of the distribution. This is so because the random number of summands may be considered

Fig. 1 Plot of Pareto distribution function (dashed line) versus empirical distribution of the capital of highest 100 billionaires. Forbes dataset


Fig. 2 Plot of log-gamma distribution function (dashed line) versus empirical distribution of the capital of highest 100 billionaires. Forbes dataset


Fig. 3 Plot of $v$-degenerate distribution function (dashed line) versus empirical distribution of the capital of all billionaires. Bloomberg dataset

now as a sum of few geometric distributions, which corresponds to "Chebyshev" probability generating function with the use of $v$-degenerate distribution as possible approximation (see Example 2) (Fig.3).

## 6 Few Words on the Distribution of Asset Returns

I will start with a citation from "Financial Risk and Heavy Tails" by Brendan O. Bradley and Murad S. Taqqu: "It is of great importance for those in charge of managing risk to understand how financial asset returns are distributed. Practitioners often assume for convenience that the distribution is normal. Since the 1960s, however, empirical evidence has led many to reject this assumption in favor of various heavy-tailed alternatives. In a heavy-tailed distribution the likelihood that one encounters significant deviations from the mean is much greater than in the case of the normal distribution. It is now commonly accepted that financial asset returns are, in fact, heavy-tailed. The goal of this survey is to examine how these heavy tails affect several aspects of financial portfolio theory and risk management. We describe
some of the methods that one can use to deal with heavy tails and we illustrate them using the NASDAQ composite index" (see [1]).

This motivation is, in a sense, typical for papers in analysis of distributions for asset returns.

However, for asset returns distribution are used not the sums of money, but corresponding logarithms. We have seen, the distributions of logarithms of capital amounts of billionaires have exponential (so, not heavy!) tails. Therefore, it will be a little bit strange to expect heavy tails for asset returns distributions. In a preprint [9], there was given detailed analysis of all arguments supporting the choice of heavy tailed variant of asset returns distribution. The authors went to decision, which arguments do not really support this choice. Below I will give an analysis of the first argument of this kind.

The first argument usually arises when considering some of the time series, such as the Dow Jones Industrial Average index (say, for the interesting Period from the January 3, 2000 to December 31, 2009), daily ISE-100 Index (November 2, 1987June 8,2001 ) and many others. The observed fact is that quite a lot of data not only fall outside the $99 \%$ confidence interval on the mean, but also outside the range of $\pm 5 \sigma$ from the average, or even $\pm 10 \sigma$. On the assumption of this circumstance authors propose to the readers to make two conclusions.

First (and absolutely correct) conclusion consists in the fact that the observations under assumption of their independence and identical distribution are in contradiction with their normality.

The second conclusion is that the distribution of these random variables is heavytailed. This decision is not based on any mathematical justification. Indeed, the first thing that comes to mind is to apply the Chebyshev's inequality to the random variables with non-normal distributions. An exact inequality can be found in the book by Karlin and Studden [4]. There is also shown extremal distribution, for which the inequality becomes equality.

Let me quote the corresponding result: Gauss Inequality. In this example we desire to determine the maximum value of

$$
\mathbb{P}\{X \in(-\infty, \mu-d] \cup[\mu+d, \infty)\}, d>0
$$

over the class of unimodal distribution functions with mode and mean located at $\mu$ and variance equal to $\sigma^{2}$. The solution for the case $d^{2} \geq 4 \sigma^{2} / 3$ is given by $4 \sigma^{2} / 9 d^{2}$, with rectangular part of the distribution on interval $[\mu-3 d / 2, \mu+3 d / 2]$ plus mass at $\mu$. By a rectangular distribution on $[a, b]$ we mean a distribution $F$ whose density is $1 /(b-a)$ for $x \in(a, b)$ and 0 otherwise.

Let us apply this result to the studied case supposing that the distribution is unimodal (in the same sense as in [4]) with finite variance (e.g., $\sigma=1$ ), i.e., not a heavy-tailed distribution. We choose $\mu=0, \sigma=1$ and $d=10 \sigma=10$. From the earlier mentioned follows

$$
\mathbb{P}\{|X|>10\} \leq \frac{1}{225},
$$

and the equality is reached for the above-written distribution. It is clear that the probability of $1 / 225$ is not so small. Exactly in the case of a sample size of 50,000 average number of exceeds of level $10 \sigma$ is more than 222 times.

Notice that samples of 50,000 are not uncommon in financial problems. Moreover, in sample such as this with $d=40 \sigma=40$, an average number of exceeds of level $40 \sigma$ will be somewhat more than 13.8. It is clear, that in this case we are not talking about the heavy tail ( $\sigma=1!$ ). Thus, the first argument of the appearance of heavy-tailed distributions is rejected.

Of course, used extremal distribution does not seem to be natural for describing the fluctuations of financial indexes. Especially strange looks existence of the mass at $\mu$. Therefore, we will give an example of continuous distribution, which seems to be more natural in this case.

Let $Y$ be a random variable with a gamma distribution with shape parameter $1 / m$ and scale parameter $m$, where $m$ is a positive integer. Assume $Y_{1}, Y_{2}$ are two independent variables and follow the distribution of $Y$. Define $X$ as $Y_{1}-Y_{2}$, this is the random variable we need. It follows symmetrized gamma distribution with the characteristic function $1 /\left(1+m t^{2}\right)^{1 / m}$, and is, therefore, $v$-Gaussian random variable for $v$ from Example 3, or for negative binomial $v$.

It is easy to see, that this distribution has an exponential tail and hence there exist finite moments of all orders. The variance of this distribution is equal to two (i.e., $\sigma=\sqrt{2}$ ) for all $m>0$. Let us give the probability $\times 10000$ of deviations of the random variable $X$ larger than $10 \sigma$ from the average $m=10, p=0.589843 ; n=30$, $p=4.01799 ; n=50, p=6.63305 ; n=70, p=8.33146 ; n=90, p=9.44249$. Now we can say that for this distribution will be observed large deviations from mean, but the tails are exponential. We say the distribution has pseudo-heavy tails.

Acknowledgements Bloomberg dataset and Forbes dataset are data sets containing capitals of top 201 and 100 billionaires, respectively, and were extracted from the official web sites of Bloomberg (www.bloomberg.com) and Forbes (www.forbes.com) in year 2015. The work was partially supported by Grant GACR 16-03708S.
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# Smooth Estimation of Error Distribution in Nonparametric Regression Under Long Memory 
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#### Abstract

We consider the problem of estimating the error distribution function in a nonparametric regression model with long memory design and long memory errors. This paper establishes a uniform reduction principle of a smooth weighted residual empirical distribution function estimator. We also investigate consistency property of local Whittle estimator of the long memory parameter based on nonparametric residuals. The results obtained are useful in providing goodness of fit test for the marginal error distribution and in prediction under long memory.
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## 1 Introduction

The nonparametric regression models with long memory errors have been discussed extensively in the recent years. See, e.g., Csörgo and Mielniczuk [1], Masry and Mielniczuk [14], Guo and Koul [6], Robinson [19], and the references therein. The main focus in these papers has been on the estimation of the regression function. It is often of interest and of practical importance to know the nature of the error distribution. The knowledge of the error distribution can improve inference about various underlying parameters in the model.

Kulik and Wichelhaus [11] studied the standard Parzen-Rosenblatt error density estimator for a nonparametric regression model with long memory errors and covariates. Lorel and Kulik [13] obtained an asymptotic expansion of the nonpara-

[^6]metric residual empirical process under broad conditions on the covariate process in nonparametric regression models with long memory moving average errors.

In this paper, we investigate the smooth estimators of the error distribution function (d.f.) in the same set up as in Kulik and Wichelhaus [11]. The proposed estimator is a weighted kernel type estimator based on nonparametric residuals where regression function is estimated by a modified Nadaraya-Watson estimator.

More precisely, consider a random process defined as a collection of random vectors $\left(X_{i}, Y_{i}\right) \in \mathbb{R} \times \mathbb{R}$, where $X_{i}$ denotes the $i$ th covariate and $Y_{i}$ the corresponding response. We assume that the process $\left\{X_{i}, Y_{i} ; i \in \mathbb{Z}\right\}, \mathbb{Z}:=\{0, \pm 1, \pm 2, \cdots\}$ is stationary and $\mathrm{E}\left|Y_{0}\right|<\infty$. With $\mu(x)=\mathrm{E}\left(Y_{0} \mid X_{0}=x\right)$, the data consists of $\left(X_{i}, Y_{i}\right)$, $1 \leq i \leq n$, obeying the model

$$
\begin{equation*}
Y_{i}=\mu\left(X_{i}\right)+\varepsilon_{i}, \quad \varepsilon_{i}=\sum_{j \leq i} a_{i-j} \zeta_{j}, \quad i \in \mathbb{Z} \tag{1}
\end{equation*}
$$

where $\zeta_{j}, j \in \mathbb{Z}$, are i.i.d. standardized r.v.'s.
Moreover, $a_{j}, j \in \mathbb{Z}$, are nonrandom weights such that for some $d \in(0,1 / 2)$ and $0<c<\infty$,

$$
a_{j} \sim c j^{d-1}, \quad j \rightarrow \infty
$$

By Proposition 3.2.1 of Giraitis, Koul and Surgailis [5],

$$
\begin{equation*}
\gamma(i)=\operatorname{Cov}\left(\varepsilon_{0}, \varepsilon_{i}\right) \sim c^{2} B(d, 1-2 d)|i|^{2 d-1}, \quad|i| \rightarrow \infty \tag{2}
\end{equation*}
$$

where $B(\alpha, \beta)=\int_{0}^{1} x^{\alpha-1}(1-x)^{\beta-1} d x, \alpha>0, \beta>0$. This implies that the error process $\left\{\varepsilon_{i}, i \in \mathbb{Z}\right\}$ has long memory in the covariance sense.

We additionally assume that the covariate process $\left\{X_{i}, i \in \mathbb{Z}\right\}$ satisfy

$$
\begin{equation*}
X_{i}=\mu_{X}+\sum_{j \leq i} b_{i-j} \eta_{j}, \quad i \in \mathbb{Z}, \quad \mu_{X} \in \mathbb{R} \tag{3}
\end{equation*}
$$

where $\eta_{j}, j \in \mathbb{Z}$, are i.i.d. standardized r.v.'s, independent of $\left\{\zeta_{i}, i \in \mathbb{Z}\right\}$, and $b_{j} \sim$ $c_{X} j^{d_{X}-1}, j \in \mathbb{Z}$, as $j \rightarrow \infty$ for some $d_{X} \in(0,1 / 2)$ and $0<c_{X}<\infty$. Thus, the process $\left\{X_{i}, i \in \mathbb{Z}\right\}$ is independent of the process $\left\{\varepsilon_{i}, i \in \mathbb{Z}\right\}$, and has long memory because for some $0<C_{X}<\infty$,

$$
\gamma_{X}(i)=\operatorname{Cov}\left(X_{0}, X_{i}\right) \sim C_{X}|i|^{2 d_{X}-1}, \quad|i| \rightarrow \infty .
$$

Additional needed assumptions will be described in the next section.
Now, let $f$ and $F$ denote the common marginal density function and d.f. of $\varepsilon_{0}$, respectively. The problem of interest is to provide a goodness-of-fit test for $F$. Koul and Surgailis [8, 9] observed that in the one sample location model, and more generally in the parametric multiple linear regression models with non-zero intercept and long memory errors, the first order asymptotic behavior of the residual empiri-
cal process based on the least square residuals is degenerate. Kulik and Wichelhaus [11] also showed this degeneracy phenomenon for the weak limit of the kernel error density estimator. Because of this first order degeneracy, these estimators can not be used to develop useful goodness-of-fit tests for $F$ or $f$ in these models. To overcome this deficiency, Koul, Mimoto, and Surgailis [7] proposed a modified estimator of the location parameter so that the corresponding residual empirical process in the one sample location model is not the first order degenerate asymptotically, and investigated some tests for fitting an error d.f. based on this estimator. In this paper we extend this methodology to long memory nonparametric regression set up.

To proceed further, we need to obtain nonparametric residuals. Let $\tilde{K}$ be a kernel density function on $\mathbb{R}, h_{n}$ be a bandwidth sequence, and let $\tilde{K}_{h_{n}}(\cdot)=h_{n}^{-1} \tilde{K}\left(\cdot / h_{n}\right)$. Let $\phi$ be a piece-wise continuously differentiable function on $[0,1]$ and define

$$
\begin{align*}
\phi_{n i} & =n \int_{((i-1) / n, i / n]} \phi(u) d u, \quad 1 \leq i \leq n,  \tag{4}\\
f_{n, X}(x) & =\frac{1}{n} \sum_{i=1}^{n} \tilde{K}_{h_{n}}\left(x-X_{i}\right), \quad \hat{\mu}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} Y_{i}\left(1+\phi_{n i}\right) \tilde{K}_{h_{n}}\left(x-X_{i}\right) / f_{n, X}(x), \quad x \in \mathbb{R},
\end{align*}
$$

Note that $f_{n, X}$ and $\hat{\mu}_{n}$ are the kernel estimators of the density $f_{X}$ of $X_{0}$ and the regression function $\mu$, respectively. Use $\hat{\mu}_{n}$ to define the residuals

$$
\hat{\varepsilon}_{i}:=Y_{i}-\hat{\mu}_{n}\left(X_{i}\right), \quad 1 \leq i \leq n .
$$

The classical estimator of $F$ is the empirical d.f. However, for continuous $F$ it seems more appropriate to use a smooth estimator. As proposed in Fernholz [3], Liu and Yang [12] and Wang et al. [20], we use a kernel type estimator to estimate the function $F$. In addition, as noted in Müller, Schick and Wefelmeyer [15], since the performance of the estimator $\hat{\mu}_{n}(x)$ will be poor for large values of $x$, we shall use only the residuals $\hat{\varepsilon}_{i}$ for which $X_{i}$ falls into an interval $\left[\tau_{1 n}, \tau_{2 n}\right]$, where $\tau_{1 n}<0<\tau_{2 n}$, and $-\tau_{1 n}$ and $\tau_{2 n}$ tend to infinity slowly.

Let $w(\cdot)$ be a continuous weight function that vanishes off $\left[\tau_{1 n}, \tau_{2 n}\right]$, is 1 on $\left[\tau_{1 n}+\right.$ $\left.r, \tau_{2 n}-r\right]$ for some fixed small positive $r$ and is linear on the intervals $\left[\tau_{1 n}, \tau_{1 n}+r\right]$ and $\left[\tau_{2 n}-r, \tau_{2 n}\right]$. Define the random weights

$$
\begin{equation*}
w_{i}=\frac{w\left(X_{i}\right)}{\sum_{j=1}^{n} w\left(X_{j}\right)}, \quad 1 \leq i \leq n . \tag{5}
\end{equation*}
$$

Let $K$ be another kernel density function and $b_{n}$ be another bandwidth sequence tending to zero, and define

$$
\begin{equation*}
\hat{F}(x)=\sum_{i=1}^{n} w_{i} \int_{-\infty}^{x} K_{b_{n}}\left(u-\hat{\varepsilon}_{i}\right) d u, \quad x \in \mathbb{R} . \tag{6}
\end{equation*}
$$

This estimator can be used to fit a known error d.f. This will be elaborated further on in the next section. It may be also used to construct prediction intervals as follows. Given an observation $X_{*}$ of the covariate, the predication of the corresponding response $Y_{*}$ can be defined as $\hat{Y}_{*}=\hat{\mu}_{n}\left(X_{*}\right)$. Then, using the estimator $\hat{F}(x)$, we can construct a prediction interval $\left[\hat{Y}_{*}+\hat{F}^{-1}\left(\alpha_{1}\right), \hat{Y}_{*}+\hat{F}^{-1}\left(\alpha_{2}\right)\right]$ for $Y_{*}$, with the asymptotic confidence level $\alpha_{2}-\alpha_{1}, 0<\alpha_{1}<\alpha_{2}<1$, provided that we know the asymptotic distribution of the estimator $\hat{F}$. The asymptotic properties of $\hat{F}(x)$ are described in Sect. 2 below, along with the needed assumptions.

Throughout the paper, all limits are taken as $n \rightarrow \infty$, unless specified otherwise, $\rightarrow_{D}$ denotes convergence in distribution, $\rightarrow_{p}$ denotes convergence in probability, $\|\cdot\|$ denote the supremum norm, and $Z$ stands for a standard normal random variable.

## 2 Main Results

In this section we describe the first order large sample behavior of the above $\hat{F}$. To begin with, we state the needed assumptions for the kernels $K, \tilde{K}$, the density $f_{X}$, the function $\mu$, and the bandwidths $h_{n}$ and $b_{n}$. Let $\mathbf{i}:=\sqrt{-1}$.

ASSUMPTION (K): $\quad K$ is a symmetric, bounded, and differentiable density with bounded derivative $K^{\prime}$ and $\int_{-\infty}^{\infty} u^{2} K(u) d u<\infty$.
ASSUMPTION ( $\tilde{\mathrm{K}}$ ): $\quad \tilde{K}$ is a symmetric differentiable density with derivative $\tilde{K}^{\prime}$ satisfying $\int_{-\infty}^{\infty}\left|\tilde{K}^{\prime}(u)\right| d u<\infty$ and $\int_{-\infty}^{\infty} u^{2} \tilde{K}(u) d u<\infty$.
ASSUMPTION (A): The distribution of $\zeta_{j}$ in (1) satisfies the following two conditions: there exists constants $C, \delta>0$ such that $\left|\mathrm{E} e^{\mathbf{i} t \zeta_{j}}\right| \leq C(1+|t|)^{-\delta}, t \in \mathbb{R}$ and $\mathrm{E}\left|\zeta_{j}\right|^{3}<\infty$.

## ASSUMPTION (B):

(B1) The function $\mu$ is twice differentiable with bounded integrable derivatives, and $\mathrm{E} \mu^{2}\left(X_{0}\right)<\infty$.
(B2) The density $f_{X}$ is positive on $\mathbb{R}$ with derivative $f_{X}^{\prime}$ having finite Fisher information for location, i.e., $\int_{-\infty}^{\infty}\left|f_{X}^{\prime}(x)\right|^{2} / f_{X}(x) d x<\infty$.
(B3) The distribution of $\eta_{j}$ in (3) satisfies the following two conditions: there exists constants $C_{X}, \delta_{X}>0$ such that $\left|\mathrm{E} e^{\mathrm{i} t \eta_{j}}\right| \leq C_{X}(1+|t|)^{-\delta_{X}}, t \in \mathbb{R}$ and $\mathrm{E}\left|\eta_{j}\right|^{3}<$ $\infty$.
(B4) The interval $\left[\tau_{1 n}, \tau_{2 n}\right]$ is such that $-\tau_{1 n}=o\left(n^{\delta}\right)$ and $\tau_{2 n}=o\left(n^{\delta}\right)$ tend to infinity slowly enough so that $(\log n) \cdot \inf _{x \in\left[\tau_{1 n}, \tau_{2 n}\right]} f_{X}(x) \geq M$, for some $0<M<\infty$ and any $\delta>0$.
$h_{n}^{1 / 2} b_{n}^{-1} \rightarrow 0, n^{-d} h_{n}^{-1 / 2} b_{n}^{-1} \log n \rightarrow 0, n^{1 / 2-d} h_{n}^{2} b_{n}^{-1} \log n \rightarrow 0, n^{d_{X}-d} b_{n}^{-1}$ $\log n \rightarrow 0, n^{d_{X}-1 / 2} h_{n}^{-1} b_{n}^{-1} \log n \rightarrow 0, n^{1 / 2-d} b_{n}^{2} \rightarrow 0$, and $0<d_{X}<d<$ $1 / 2$.

Remark 1 Assumption (B5) actually implies the following assumption:
(B5') $n^{-d} h_{n}^{-1 / 2} \log n \rightarrow 0, n^{1 / 2-d} h_{n}^{2} \log n \rightarrow 0, n^{d_{x}-1 / 2} h_{n}^{-1} \log n \rightarrow 0$, and $0<$ $d_{X}<d<1 / 2$.

As an example, consider $h_{n} \sim n^{-a}, a>0$. Then assumption (B5') will be satisfied as long as $1 / 4-d / 2<a<\min \left(2 d, 1 / 2-d_{X}\right)$ for $1 / 10<d<1 / 2$ and $d_{X}<d$. In addition, if $b_{n} \sim n^{-\rho}, \rho>0$, then Assumption (B5) holds for $1 / 4-d / 2<\rho<$ $\min \left(a / 2, d-a / 2, d+2 a-1 / 2, d-d_{X}, 1 / 2-d_{X}-a\right)$. For example, if $d=0.4$, $d_{X}=0.2$, then $0.05<a<0.3$. Let $a=0.2$, then $0.05<\rho<0.1$.

The Assumptions (K) and ( $\tilde{\mathrm{K}}$ ) are the usual standard conditions for the kernel type estimation. Assumption (K) implies that $\int_{-\infty}^{\infty}|u|^{1 / 2} K(u) d u<\infty$ and Assumption ( $\tilde{\mathrm{K}}$ ) implies that $\int_{-\infty}^{\infty}|u|^{j} \tilde{K}^{2}(u) d u<\infty, j=0,1,2$. Examples of the kernels satisfying Assumptions (K) and ( $\tilde{\mathrm{K}}$ ) are the Gaussian kernel and the uniform kernel vanishing off $(-1,1)$.

Assumptions similar to (A) and (B3) are imposed for the first time in Giraitis, Koul, and Surgailis [4] for studying the empirical processes of long memory sequences. Under Assumptions (A) and (B3), Koul and Surgailis [8] (see also Lemma 10.2.4 of Giraitis et al. [5]) showed that the densities $f$ and $f_{X}$ are bounded and continuously infinitely differentiable, having bounded derivatives of all orders. Perhaps it is worth mentioning that Gaussian distribution satisfies Assumptions (A), (B2), and (B3).

Furthermore, from Lemma 2 of Giraitis et al. [4], Assumption (A) implies that as $|i| \rightarrow \infty,|j| \rightarrow \infty$ and $|i-j| \rightarrow \infty$,

$$
\begin{aligned}
& f_{0, i}(x, y)-f(x) f(y)=\gamma(i) f^{\prime}(x) f^{\prime}(y)+O\left(|i|^{2 d-1-\alpha}\right), \\
& f_{0, i, j}(x, y, z)-f(x) f_{0, j-i}(y, z)= \\
& \gamma(i) f^{\prime}(x) \frac{\partial f_{0, j-i}(y, z)}{\partial y}+\gamma(j) f^{\prime}(x) \frac{\partial f_{0, j-i}(y, z)}{\partial z} \\
& \\
& \quad+O\left(|i|^{2 d-1-\alpha}\right)+O\left(|j|^{2 d-1-\alpha}\right),
\end{aligned}
$$

uniformly in $x, y, z \in \mathbb{R}$, for any small positive number $\alpha$. Here, $f_{0, i}$ and $f_{0, i, j}$ are the joint densities of $\left(\varepsilon_{0}, \varepsilon_{i}\right)$ and $\left(\varepsilon_{0}, \varepsilon_{i}, \varepsilon_{j}\right)$, respectively, and $\partial f_{0, j-i}(y, z) / \partial y$ and $\partial f_{0, j-i}(y, z) / \partial z$ are the partial derivatives of $f_{0, j-i}(y, z)$.

In addition, we shall prove in the Appendix that Assumption (B3) implies that as $|i| \rightarrow \infty,|j| \rightarrow \infty$ and $|i-j| \rightarrow \infty$,

$$
\begin{align*}
& f_{X, 0, i}(x, y)-f_{X}(x) f_{X}(y)-\gamma_{X}(i) f_{X}^{\prime}(x) f_{X}^{\prime}(y)=O\left(|i|^{2 d_{X}-1-\alpha}\right), \\
& f_{X, 0, i, j}(x, y, z)-f_{X}(x) f_{X, 0, j-i}(y, z)-\gamma_{X}(i) f_{X}^{\prime}(x) \frac{\partial f_{X, 0, j-i}(y, z)}{\partial y} \\
& \quad-\gamma_{X}(j) f_{X}^{\prime}(x) \frac{\partial f_{X, 0, j-i}(y, z)}{\partial z}=O\left(|i|^{2 d_{X}-1-\alpha}\right)+O\left(|j|^{2 d_{X}-1-\alpha}\right),
\end{align*}
$$

uniformly $x, y, z \in \mathbb{R}$, where $\alpha$ is a small positive number, $f_{X, 0, i}$ and $f_{X, 0, i, j}$ are the joint densities of $\left(X_{0}, X_{i}\right)$ and $\left(X_{0}, X_{i}, X_{j}\right)$, respectively, and $\partial f_{X, 0, j-i}(y, z) / \partial y$ and $\partial f_{X, 0, j-i}(y, z) / \partial z$ are the partial derivatives of $f_{X, 0, j-i}(y, z)$. This property actually defines the long memory behavior in distribution for the error and covariate processes. The proof of the claim (B3) implies (B3') is given in the Appendix.

We now state some needed preliminaries. With $\phi_{n i}$ as in (4), let

$$
\begin{equation*}
\bar{\varepsilon}_{n}=\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}, \quad \bar{W}_{n}=\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} \phi_{n i} . \tag{7}
\end{equation*}
$$

Let $c_{0}^{2}=c^{2} B(d, 1-2 d) /(d(1+2 d))$ and $Z$ be a standard normal r.v., and

$$
c^{2}(\phi)=c^{2} B(d, 1-2 d) \int_{[0,1]^{2}} \phi(u) \phi(v)|u-v|^{2 d-1} d u d v
$$

From Lemma 2.1 of Koul et al. [7],

$$
\begin{align*}
& n^{1 / 2-d} \bar{\varepsilon}_{n} \rightarrow_{D} c_{0} Z, \quad n^{1-2 d} \mathrm{E} \bar{\varepsilon}_{n}^{2}=c_{0}^{2}+o(1),  \tag{8}\\
& n^{1 / 2-d} \bar{W}_{n} \rightarrow_{D} W=c(\phi) Z \tag{9}
\end{align*}
$$

Theorem 1 below establishes the uniform reduction principle, and hence the asymptotic distribution of the proposed kernel estimator $\hat{F}(x)$.

Theorem 1 Suppose that the Assumptions (K), ( $\tilde{K}),(A)$, and $(B)$ hold. Let $\phi(u)$, $u \in[0,1]$ be a piecewise continuously differentiable function satisfying $\bar{\phi}=0$. Then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\hat{F}(x)-F(x)-\bar{W}_{n} f(x)\right|=o_{p}\left(n^{d-1 / 2}\right) . \tag{10}
\end{equation*}
$$

Consequently, $n^{1 / 2-d}(\hat{F}(\cdot)-F(\cdot))$ converges weakly, in Skorokhod space $D(\mathbb{R})$ and uniform metric, to the degenerate Gaussian process $f(\cdot) c(\phi) Z$.

An immediate application of the above theorem is to the goodness-of-fit testing. Let $F_{0}$ be a known d.f. satisfying the conditions of the above theorem, with $f_{0}$ denoting its density. Consider the problem of testing $H_{0}: F=F_{0}$, versus the alternative that $H_{0}$ is not true. Let $\hat{d}$ be an estimator of $d$ such that $(\log n)(\hat{d}-d) \rightarrow_{p} 0$, and let $\hat{c}(\phi)$ be a consistent estimator of $c(\phi)$, under $H_{0}$. Let

$$
\mathscr{D}_{n}:=n^{1 / 2-\hat{d}}\left\|\hat{F}-F_{0}\right\| /\left[\hat{c}(\phi)\left\|f_{0}\right\|\right] .
$$

By (9) and (10), under $H_{0}, \mathscr{D}_{n} \rightarrow_{D}|Z|$. Hence, the test that rejects $H_{0}$ whenever $\mathscr{D}_{n}>z_{\alpha / 2}$ will have the asymptotic size $\alpha$, where $z_{\alpha / 2}$ is $(1-\alpha / 2) 100$ th percentile of the standard normal distribution. Section 3 below discusses some estimators of $d$ and $c(\phi)$, which satisfy the said consistency conditions.

Now we turn to the proof of Theorem 1. The claim about the weak convergence readily follows from (9) and (10). The proof of (10) is facilitated by the following several lemmas. Before stating the lemmas, we first describe some properties of the random weights $w_{i}$ of (5), which will be used in the proofs later. The indices in all sums vary from 1 to $n$, unless mentioned otherwise.

Let $n \bar{w}=\sum_{i=1}^{n} w\left(X_{i}\right)$. By definition, $0 \leq w(x) \leq 1$ and $\left|w\left(X_{0}\right)-1\right|^{2} \leq$ $\left|w\left(X_{0}\right)-1\right|$. Hence, stationarity of $X_{i}$ 's implies

$$
\begin{align*}
E\left|w\left(X_{0}\right)-1\right| & \leq\left|\int_{\tau_{1 n}+r}^{\tau_{2 n}-r} f_{X}(x) d x-1\right|+\int_{\tau_{1 n}}^{\tau_{1 n}+r} f_{X}(x) d x+\int_{\tau_{2 n}-r}^{\tau_{2 n}} f_{X}(x) d x \\
& \rightarrow 0 \\
E\left|w\left(X_{0}\right)-1\right|^{2} & \rightarrow 0 \\
E|\bar{w}-1|^{2} & \leq E|\bar{w}-1| \leq E\left|w\left(X_{0}\right)-1\right| \rightarrow 0 \tag{11}
\end{align*}
$$

These facts in turn imply

$$
\begin{align*}
& \bar{w}=1+o_{p}(1), \quad \max _{1 \leq i \leq n}\left|w_{i}-n^{-1} w\left(X_{i}\right)\right|=o_{p}(1), \max _{1 \leq i \leq n}\left|w_{i}\right|=O_{p}\left(n^{-1}\right)  \tag{12}\\
& \max _{1 \leq i \leq n} \mathrm{E}\left|\bar{w}\left(n^{-1}-w_{i}\right)\right|^{2}=n^{-2} \max _{1 \leq i \leq n} \mathrm{E}\left|\bar{w}-w\left(X_{i}\right)\right|^{2}  \tag{13}\\
& \leq 2 n^{-2} \mathrm{E}|\bar{w}-1|^{2}+2 n^{-2} \mathrm{E}\left|w\left(X_{0}\right)-1\right|^{2}=o\left(n^{-2}\right)
\end{align*}
$$

Moreover,

$$
\begin{aligned}
\int_{-\infty}^{\infty} w(x) d x & =r^{-1} \int_{\tau_{1 n}}^{\tau_{1 n}+r}\left(x-\tau_{1 n}\right) d x+\int_{\tau_{1 n}+r}^{\tau_{2 n}-r} d x+r^{-1} \int_{\tau_{2 n}-r}^{\tau_{2 n}}\left(\tau_{2 n}-x\right) d x \\
& =\left(\tau_{2 n}-\tau_{1 n}\right)-r .
\end{aligned}
$$

In view of this fact, $\left(\mathrm{B}^{\prime}\right)$ and assumption (B4), we also have

$$
\begin{align*}
& \sum_{t, s=1}^{n}\left|\operatorname{Cov}\left(w\left(X_{t}\right), w\left(X_{s}\right)\right) \mathrm{E}\left(\varepsilon_{t} \varepsilon_{s}\right)\right|  \tag{14}\\
& =n \operatorname{Var}\left(w\left(X_{0}\right)\right) E\left(\varepsilon_{0}^{2}\right) \\
& \quad+\sum_{s \neq t}|\gamma(t-s)| \int_{-\infty}^{\infty} w(x) w(y)\left[f_{X, s, t}(x, y)-f_{X}(x) f_{X}(y)\right] d x d y \mid \\
& =O(n)+\sum_{s \neq t} O\left(|t-s|^{2 d+2 d_{X}-2}\right)\left(\int_{-\infty}^{\infty}\left|f_{X}^{\prime}(y)\right| d y\right)^{2} \\
& \quad \quad+\sum_{s \neq t} O\left(|t-s|^{2 d+2 d_{X}-2-\alpha}\left(\tau_{2 n}-\tau_{1 n}\right)^{2}\right) \\
& =O(n)+O\left(n^{2 d+2 d_{X}}\right)
\end{align*}
$$

upon choosing $\delta=\alpha / 2$ in (B4). The finiteness of the integral $\int_{-\infty}^{\infty}\left|f_{X}^{\prime}(y)\right| d y$ is guaranteed by (B2).

We are now ready to state and prove the first lemma.
Lemma 1 Under Assumptions ( $\tilde{K})$ and (B3),

$$
\sup _{x \in \mathbb{R}}\left|f_{n, X}(x)-f_{X}(x)\right|=O_{p}\left(\max \left\{n^{d_{X}-1 / 2} h_{n}^{-1}, h_{n}\right\}\right)
$$

Proof Let $U_{i}:=X_{i}-\mu_{X}, \bar{U}_{n}=n^{-1} \sum_{i=1}^{n} U_{i}, \mathscr{G}$ denote the d.f. of $U_{0}, g$ its density, and let $\mathscr{G}_{n}(y):=n^{-1} \sum_{i=1}^{n} I\left(U_{i} \leq y\right)$. From (10.3.31), (10.3.32) and Theorem 10.2.3 of Giraitis et al. [5], we obtain that under (3) and assumption (B3),

$$
\begin{equation*}
\left|\bar{U}_{n}\right|=O_{p}\left(n^{d_{x}-1 / 2}\right), \quad \sup _{y \in \mathbb{R}}\left|\mathscr{G}_{n}(y)-\mathscr{G}(y)+g(y) \bar{U}_{n}\right|=o_{p}\left(n^{d_{x}-1 / 2}\right) . \tag{15}
\end{equation*}
$$

Now write

$$
\begin{aligned}
f_{n, X}(x) & =\frac{1}{n h_{n}} \sum_{i=1}^{n} \tilde{K}\left(\frac{x-X_{i}}{h_{n}}\right)=\frac{1}{n h_{n}} \sum_{i=1}^{n} \tilde{K}\left(\frac{x-\mu_{X}-\left(X_{i}-\mu_{X}\right)}{h_{n}}\right) \\
& =\frac{1}{h_{n}} \int_{-\infty}^{\infty} \tilde{K}\left(\frac{x-\mu_{X}-y}{h_{n}}\right) d \mathscr{G}_{n}(y), \\
\mathrm{E} f_{n, X}(x) & =\frac{1}{h_{n}} \int_{-\infty}^{\infty} \tilde{K}\left(\frac{x-\mu_{X}-y}{h_{n}}\right) d \mathscr{G}(y) .
\end{aligned}
$$

Hence, integration by parts and a change of variables yield

$$
\begin{aligned}
& f_{n, X}(x)-\mathrm{E} f_{n, X}(x) \\
& =\frac{1}{h_{n}} \int_{-\infty}^{\infty} \tilde{K}\left(\frac{x-\mu_{X}-y}{h_{n}}\right) d\left(\mathscr{G}_{n}(y)-\mathscr{G}(y)\right) \\
& =\frac{1}{h_{n}} \int_{-\infty}^{\infty}\left[\mathscr{G}_{n}\left(x-\mu_{X}-h_{n} z\right)-\mathscr{G}\left(x-\mu_{X}-h_{n} z\right)\right] \tilde{K}^{\prime}(z) d z \\
& =\frac{1}{h_{n}} \int_{-\infty}^{\infty}\left[\mathscr{G}_{n}\left(x-\mu_{X}-h_{n} z\right)-\mathscr{G}\left(x-\mu_{X}-h_{n} z\right)+g\left(x-\mu_{X}-h_{n} z\right) \bar{U}_{n}\right] \tilde{K}^{\prime}(z) d z \\
& \quad-\frac{1}{h_{n}} \int_{-\infty}^{\infty} g\left(x-\mu_{X}-h_{n} z\right) \tilde{K}^{\prime}(z) d z \bar{U}_{n} .
\end{aligned}
$$

Thus, by (15) and assumptions ( $\tilde{K}$ ) and (B3), which implies $g$ is bounded,

$$
\sup _{x \in \mathbb{R}}\left|f_{n, X}(x)-\mathrm{E} f_{n, X}(x)\right|=o_{p}\left(h_{n}^{-1} n^{d_{X}-1 / 2}\right)+O_{p}\left(h_{n}^{-1} n^{d_{X}-1 / 2}\right) .
$$

The proof of the lemma is completed upon noting that the boundedness of $f_{X}$ and its derivative (see Remark 1) implies $\sup _{x \in \mathbb{R}}\left|\mathrm{E} f_{n, X}(x)-f_{X}(x)\right|=O\left(h_{n}\right)$.

To state the next result, recall (5) and (7) and let

$$
\begin{align*}
\hat{Z}_{i} & =\varepsilon_{i}-\hat{\varepsilon}_{i}, \quad 1 \leq i \leq n, \quad Z_{n}=\bar{\varepsilon}_{n}+\bar{W}_{n},  \tag{16}\\
\gamma_{n} & =\max \left(h_{n}^{2} \log n, n^{-1 / 2} h_{n}^{-1 / 2} \log n, n^{d_{x}-1 / 2} \log n, n^{d-1 / 2} h_{n}^{1 / 2}\right), \\
\xi_{n} & =\max \left(\gamma_{n}, n^{d+d_{X}-1} h_{n}^{-1} \log n\right) .
\end{align*}
$$

We are now ready to state and prove

Lemma 2 Assume ( $\tilde{K})$, (B1)-(B4), (B5'), and that $\phi$ is a piecewise continuously differentiable function satisfying $\bar{\phi}=0$. Then the following holds.

$$
\sum_{i=1}^{n}\left(\hat{Z}_{i}-Z_{n}\right)^{2} w_{i}=O_{p}\left(\xi_{n}^{2}\right)
$$

The proof of this lemma is facilitated by the following lemma.
Lemma 3 Under the conditions of Lemma 2, the following holds.

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)} \hat{Z}_{i}-Z_{n}\right)^{2} w_{i}=O_{p}\left(\gamma_{n}^{2}\right) \tag{17}
\end{equation*}
$$

Proof Let $\tilde{K}_{j}\left(X_{i}\right)=\tilde{K}\left(\left(X_{i}-X_{j}\right) / h_{n}\right)$. From (1) and (4), we obtain

$$
\begin{align*}
\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)} \hat{Z}_{i}-Z_{n}= & \frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\left(\hat{\mu}_{n}\left(X_{i}\right)-\mu\left(X_{i}\right)\right)-Z_{n}  \tag{18}\\
= & \frac{1}{n h_{n}} \sum_{j=1}^{n} \varepsilon_{j}\left(1+\phi_{n j}\right) \frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-Z_{n} \\
& +\frac{1}{f_{X}\left(X_{i}\right)} \frac{1}{n h_{n}} \sum_{j=1}^{n}\left(\mu\left(X_{j}\right)-\mu\left(X_{i}\right)\right) \tilde{K}_{j}\left(X_{i}\right) \\
& +\frac{1}{f_{X}\left(X_{i}\right)} \frac{1}{n h_{n}} \sum_{j=1}^{n} \mu\left(X_{j}\right) \phi_{n j} \tilde{K}_{j}\left(X_{i}\right) .
\end{align*}
$$

Let

$$
H_{n i}=\frac{1}{n h_{n}} \sum_{j=1}^{n}\left(\mu\left(X_{j}\right)-\mu\left(X_{i}\right)\right) \tilde{K}_{j}\left(X_{i}\right)=\frac{1}{n h_{n}} \sum_{j \neq i}\left(\mu\left(X_{j}\right)-\mu\left(X_{i}\right)\right) \tilde{K}_{j}\left(X_{i}\right)
$$

Then

$$
\begin{aligned}
\mathrm{E}\left(H_{n i}^{2}\right)= & \frac{1}{n^{2} h_{n}} \sum_{j \neq i} \int_{-\infty}^{\infty}\left[\mu\left(x-h_{n} u\right)-\mu(x)\right]^{2} \tilde{K}^{2}(u) f_{X, i, j}\left(x, x-h_{n} u\right) d u d x \\
& +\frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i} \int_{-\infty}^{\infty}\left(\mu\left(x-h_{n} u\right)-\mu(x)\right)\left(\mu\left(x-h_{n} v\right)-\mu(x)\right) \tilde{K}(u) \tilde{K}(v) \\
= & I_{1 i}+I_{2 i}, \quad \text { say. }
\end{aligned}
$$

By (B1) and (B3) (or (B3')), the fact $d_{X}<1 / 2$, for some large enough $N$,

$$
\begin{align*}
& \sum_{i=1}^{n} I_{1 i}  \tag{19}\\
& \begin{aligned}
& \leq C n^{-2} h_{n} \sum_{i=1}^{n} \sum_{j \neq i} \int_{-\infty}^{\infty}|u|^{2} \tilde{K}^{2}(u) \mu^{\prime 2}(\xi) f_{X, i, j}\left(x, x-h_{n} u\right) d u d x \\
&=C n^{-2} h_{n} \sum_{i=1}^{n} \sum_{j \neq i} \int_{-\infty}^{\infty}|u|^{2} \tilde{K}^{2}(u) f_{X}(x) f_{X}\left(x-h_{n} u\right) d x d u \\
&+C n^{-2} h_{n} \sum_{i=1}^{n} \sum_{j \neq i} \int_{-\infty}^{\infty}|u|^{2} \tilde{K}^{2}(u) \mu^{\prime 2}(\xi) \\
& \quad \times\left[f_{X, i, j}\left(x, x-h_{n} u\right)-f_{X}(x) f_{X}\left(x-h_{n} u\right)\right] d x d u \\
&= O\left(h_{n}\right)+O\left(n^{-1} h_{n}\right)+C n^{-2} h_{n} \sum_{|j-i|>N}\left(|j-i|^{2 d_{X}-1}+o\left(|j-i|^{2 d_{X}-1}\right)\right) \\
&=O\left(h_{n}\right)+O\left(n^{2 d_{X}-1} h_{n}\right)=O\left(h_{n}\right),
\end{aligned}
\end{align*}
$$

where $\xi$ is between $x$ and $x-h_{n} u$.
To deal with $I_{2 i}$ terms, note that by (B1),

$$
\begin{align*}
(\mu(x- & \left.\left.h_{n} u\right)-\mu(x)\right)\left(\mu\left(x-h_{n} v\right)-\mu(x)\right) f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right)  \tag{20}\\
= & h_{n}^{2} u v \mu^{\prime}(x)^{2} f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right) \\
& +\frac{1}{2} h_{n}^{3} u v^{2} \mu^{\prime}(x) \mu^{\prime \prime}\left(\xi_{v}\right) f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right) \\
& +\frac{1}{2} h_{n}^{3} u^{2} v \mu^{\prime}(x) \mu^{\prime \prime}\left(\xi_{u}\right) f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right) \\
& +\frac{1}{4} h_{n}^{4} u^{2} v^{2} \mu^{\prime \prime}\left(\xi_{u}\right) \mu^{\prime \prime}\left(\xi_{v}\right) f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right),
\end{align*}
$$

where $\xi_{u}, \xi_{v}$ are between $x$ and $x-h_{n} u$ and $x$ and $x-h_{n} v$, respectively. Moreover,

$$
\begin{aligned}
& h_{n}^{2} u v \mu^{\prime}(x)^{2} f_{X}(x) f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right) \\
& =h_{n}^{2} u v \mu^{\prime}(x)^{2} f_{X}^{3}(x)-h_{n}^{3} u v^{2} \mu^{\prime}(x)^{2} f_{X}^{2}(x) f_{X}^{\prime}(x) \\
& \quad-h_{n}^{3} u^{2} v \mu^{\prime}(x)^{2} f_{X}^{2}(x) f_{X}^{\prime}(x)+O\left(h_{n}^{4}\right) u^{2} v^{2} f_{X}(x) .
\end{aligned}
$$

Similar equations are valid for the second and third terms on the right side of (20). Therefore, by $(\tilde{K})$, since $\int u \tilde{K}(u) d u=0$, we obtain

$$
I_{2 i} \leq \frac{C h_{n}^{4}}{n^{2}} \sum_{j \neq k ; j, k \neq i} \int_{-\infty}^{\infty}|u v|^{2} \tilde{K}(u) \tilde{K}(v) f_{X}(x) d x d u d v
$$

$$
\begin{aligned}
& \left.+\frac{C h_{n}^{2}}{n^{2}} \sum_{j \neq k ; j, k \neq i} \int_{-\infty}^{\infty}|u v| \tilde{K}(u) \tilde{K}(v)\left|\mu^{\prime}(x)\right| \right\rvert\, f_{X, i, j, k}\left(x, x-h_{n} u, x-h_{n} v\right) \\
& +\frac{C h_{n}^{2}}{n^{2}} \sum_{j \neq k ; j, k \neq i} \int_{-\infty}^{\infty}|u v| \tilde{K}(u) \tilde{K}(v)\left|\mu^{\prime}(x)\right| f_{X}(x) \\
& \quad \times\left|f_{X, j, k}\left(x-h_{n} u, x-h_{n} v\right)-f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right)\right| d x d u d v \\
& =: \\
& \quad R_{1 i}+R_{2 i}+R_{3 i}, \quad \text { say. }
\end{aligned}
$$

Clearly,

$$
\sum_{i=1}^{n} R_{1 i}=O\left(n h_{n}^{4}\right)
$$

By Assumption (B3) and arguing as in the proof of (19),

$$
\begin{aligned}
& \sum_{i=1}^{n} R_{2 i} \leq C h_{n}^{2}+ \\
& C^{\prime} n^{-1} h_{n}^{2}\left\{\sum_{|j-i|>N}\left(|j-i|^{2 d_{x}-1}+o\left(|j-i|^{2 d_{x}-1}\right)\right)\right. \\
&\left.+\sum_{|k-i|>N}\left(|k-i|^{2 d_{x}-1}+o\left(|k-i|^{2 d_{x}-1}\right)\right)\right\} \\
&=O\left(h_{n}^{2}\right)+O\left(n^{2 d_{x}} h_{n}^{2}\right) .
\end{aligned}
$$

Similarly,

$$
\sum_{i=1}^{n} R_{3 i}=O\left(h_{n}^{2}\right)+O\left(n^{2 d x} h_{n}^{2}\right) .
$$

Combine these bounds with the fact $n^{2 d_{x}} h_{n}^{2} / n h_{n}^{4}=n^{2 d_{X}-1} h_{n}^{-2} \rightarrow 0$, to obtain

$$
\sum_{i=1}^{n} I_{2 i}=O\left(n h_{n}^{4}\right)
$$

This bound together with (19) yields

$$
\mathrm{E}\left(\sum_{i=1}^{n} H_{n i}^{2}\right)=O\left(\max \left\{h_{n}, n h_{n}^{4}\right\}\right)
$$

Then it follows from (12) and Assumption (B4) that

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{w_{i}}{f_{X}^{2}\left(X_{i}\right)}\left(\frac{1}{n h_{n}} \sum_{j=1}^{n}\left(\mu\left(X_{j}\right)-\mu\left(X_{i}\right)\right) \tilde{K}_{j}\left(X_{i}\right)\right)^{2}  \tag{21}\\
& \leq \max _{1 \leq i \leq n} \frac{w_{i}}{f_{X}^{2}\left(X_{i}\right)} \sum_{i=1}^{n} H_{n i}^{2}=O_{p}\left(\max \left\{n^{-1} h_{n} \log ^{2} n, h_{n}^{4} \log ^{2} n\right\}\right) .
\end{align*}
$$

Next, consider the third term in the right hand side of (18). Note that

$$
\begin{aligned}
& \mathrm{E}\left(\frac{1}{n h_{n}} \sum_{j=1}^{n} \mu\left(X_{j}\right) \phi_{n j} \tilde{K}_{j}\left(X_{i}\right)\right)^{2} \\
& =\frac{\phi_{n i}^{2} \tilde{K}^{2}(0)}{n^{2} h_{n}^{2}} \mathrm{E} \mu^{2}\left(X_{i}\right)+\frac{1}{n^{2} h_{n}^{2}} \sum_{j \neq i} \phi_{n j}^{2} \mathrm{E}\left(\mu\left(X_{j}\right) \tilde{K}_{j}\left(X_{i}\right)\right)^{2} \\
& +\frac{2 \phi_{n i} \tilde{K}(0)}{n^{2} h_{n}^{2}} \sum_{j \neq i} \phi_{n j} \mathrm{E}\left(\mu\left(X_{i}\right) \mu\left(X_{j}\right) \tilde{K}_{j}\left(X_{i}\right)\right) \\
& +\frac{1}{n^{2} h_{n}^{2}} \sum_{j \neq k ; j, k \neq i} \phi_{n j} \phi_{n k} \mathrm{E}\left(\mu\left(X_{j}\right) \tilde{K}_{j}\left(X_{i}\right) \mu\left(X_{k}\right) \tilde{K}_{k}\left(X_{i}\right)\right) \\
& =Q_{0 i}+Q_{1 i}+Q_{2 i}+Q_{3 i}, \quad \text { say } .
\end{aligned}
$$

Standard kernel arguments yield that

$$
\begin{gathered}
\sum_{i=1}^{n} Q_{0 i}=O\left(n^{-1} h_{n}^{-2}\right), \quad \sum_{i=1}^{n} Q_{2 i}=O\left(h_{n}^{-1}\right), \\
\sum_{i=1}^{n} Q_{1 i}=\frac{1}{n^{2} h_{n}^{2}} \sum_{i=1}^{n} \sum_{j \neq i} \phi_{n j}^{2} \int_{-\infty}^{\infty} \mu^{2}(y) \tilde{K}^{2}\left(\frac{x-y}{h_{n}}\right) f_{X, i, j}(x, y) d x d y=O\left(h_{n}^{-1}\right) .
\end{gathered}
$$

For the sake of brevity, let $d K(u, v):=\tilde{K}(u) \tilde{K}(v) d u d v$. Then, by Assumption (B3) and $\bar{\phi}=0$, we obtain

$$
\begin{align*}
Q_{3 i}= & \frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i} \phi_{n j} \phi_{n k} \int_{-\infty}^{\infty} \mu\left(x-h_{n} u\right) \mu\left(x-h_{n} v\right)  \tag{22}\\
= & \quad \frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i} \phi_{n j} \phi_{n k} \int_{-\infty}^{\infty} \mu\left(x-h_{X, i, j, k} u\right) \mu\left(x, x-h_{n} u, x-h_{n} v\right)\left\{f_{X, i, j, k}\left(x, x-h_{n} u, x-h_{n} v\right)\right. \\
& \left.\quad-\frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i} \phi_{n j} \phi_{n k} \int_{-\infty}^{\infty} \mu\left(x-h_{n} u\right) \mu\left(x-h_{X} v\right) h_{X}\left(x-h_{n} u, x-h_{n} v\right)\right\} d x d K(u, v) \\
& \quad \times\left\{f_{X, j, k}\left(x-h_{n} u, x-h_{n} v\right)-f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right)\right\} d x d K(u, v)
\end{align*}
$$

$$
\begin{aligned}
& \quad+\frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i} \phi_{n j} \phi_{n k} \int_{-\infty}^{\infty} \mu\left(x-h_{n} u\right) \mu\left(x-h_{n} v\right) \\
& \quad \begin{aligned}
\leq n^{-2}[n & +\sum_{|j-i|>N}\left(|j-i|^{2 d_{X}-1}+o\left(| | j-\left.i\right|^{2 d_{X}-1}\right)\right) \\
& +\sum_{|k-i|>N}\left(|k-i|^{2 d_{X}-1}+o\left(|k-i|^{2 d_{X}-1}\right)\right) \\
& \left.+\sum_{|j-k|>N}\left(|j-k|^{2 d_{X}-1}+o\left(|j-k|^{2 d_{X}-1}\right)\right)\right] \\
& \quad+\bar{\phi}^{2} \int_{-\infty}^{\infty} \mu^{2}(x) f_{X}^{3}(x) d x\left(1+O\left(h_{n}\right)\right)+O\left(n^{-1}\right)
\end{aligned} \\
& =O\left(n^{2 d_{X}-1}\right), \text { not depending on } i .
\end{aligned}
$$

This together with (12) and Assumption (B4) implies that

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{w_{i}}{f_{X}^{2}\left(X_{i}\right)}\left(\frac{1}{n h_{n}} \sum_{j=1}^{n} \mu\left(X_{j}\right) \phi_{n j} \tilde{K}_{j}\left(X_{i}\right)\right)^{2}  \tag{23}\\
& =O_{p}\left(\max \left\{n^{-1} h_{n}^{-1} \log ^{2} n, n^{2 d_{X}-1} \log ^{2} n\right\}\right)
\end{align*}
$$

Now consider the first term in the right hand side of (18). Let

$$
D_{i j}=\frac{1}{h_{n}} \mathrm{E}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)-1, \quad 1 \leq j \leq n
$$

We have

$$
\begin{align*}
& \frac{1}{n h_{n}} \sum_{j=1}^{n} \varepsilon_{j}\left(1+\phi_{n j}\right) \frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-Z_{n}  \tag{24}\\
& =\frac{1}{n} \frac{\tilde{K}(0)}{h_{n} f_{X}\left(X_{i}\right)} \varepsilon_{i}\left(1+\phi_{n i}\right)+\frac{1}{n h_{n}} \sum_{j \neq i} \varepsilon_{j}\left(1+\phi_{n j}\right) \frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-Z_{n} \\
& =\frac{1}{n}\left(\frac{\tilde{K}(0)}{h_{n} f_{X}\left(X_{i}\right)}-1\right) \varepsilon_{i}\left(1+\phi_{n i}\right)+\frac{1}{n} \sum_{j \neq i} \varepsilon_{j}\left(1+\phi_{n j}\right) D_{i j} \\
& \quad+\frac{1}{n h_{n}} \sum_{j \neq i} \varepsilon_{j}\left(1+\phi_{n j}\right)\left[\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-\mathrm{E}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right] \\
& =A_{0 i}+A_{1 i}+A_{2 i}, \quad \text { say. }
\end{align*}
$$

First, by (12) and Assumption (B4),

$$
\begin{align*}
\sum_{i=1}^{n} w_{i} A_{0 i}^{2} & =\frac{1}{n^{2}} \sum_{i=1}^{n} w_{i}\left(\frac{\tilde{K}(0)}{h_{n} f_{X}\left(X_{i}\right)}-1\right)^{2} \varepsilon_{i}^{2}\left(1+\phi_{n i}\right)^{2} \\
& =O_{p}\left(n^{-2} h_{n}^{-2} \log ^{2} n\right) \tag{25}
\end{align*}
$$

Next, consider the term $A_{1 i}$. Note that, for $j \neq i$,

$$
\begin{aligned}
D_{i j}= & \int_{-\infty}^{\infty} \int_{\tau_{1 n}}^{\tau_{2 n}} \frac{\tilde{K}(u)}{f_{X}(x)} f_{X, i, j}\left(x, x-h_{n} u\right) d u d x-1 \\
= & \int_{-\infty}^{\infty} \int_{\tau_{1 n}}^{\tau_{2 n}} \frac{\tilde{K}(u)}{f_{X}(x)} f_{X}(x) f_{X}\left(x-h_{n} u\right) d u d x-1 \\
& +\int_{-\infty}^{\infty} \int_{\tau_{1 n}}^{\tau_{2 n}} \frac{\tilde{K}(u)}{f_{X}(x)}\left[f_{X, i, j}\left(x, x-h_{n} u\right)-f_{X}(x) f_{X}\left(x-h_{n} u\right)\right] d u d x \\
= & O\left(h_{n}\right)+\int_{-\infty}^{\infty} \int_{\tau_{1 n}}^{\tau_{2 n}} \frac{\tilde{K}(u)}{f_{X}(x)}\left[f_{X, i, j}\left(x, x-h_{n} u\right)-f_{X}(x) f_{X}\left(x-h_{n} u\right)\right] d u d x
\end{aligned}
$$

Then

$$
\begin{aligned}
\mathrm{E}\left(A_{1 i}^{2}\right) & =\frac{1}{n^{2}} \sum_{j \neq i}\left(1+\phi_{n j}\right)^{2} D_{i j}^{2} \mathrm{E} \varepsilon_{j}^{2}+\frac{1}{n^{2}} \sum_{j \neq k ; j, k \neq i}\left(1+\phi_{n j}\right)\left(1+\phi_{n k}\right) D_{i j} D_{i k} \mathrm{E}\left(\varepsilon_{j} \varepsilon_{k}\right) \\
& =A_{11 i}+A_{12 i}, \quad \text { say. }
\end{aligned}
$$

But,

$$
\begin{aligned}
A_{11 i} & \leq \frac{C}{n^{2}} \sum_{j \neq i} D_{i j}^{2}=\frac{C}{n^{2}}\left(\sum_{0<|j-i| \leq N}+\sum_{|j-i|>N}\right) D_{i j}^{2} \\
& \leq O\left(n^{-2}\right)+\frac{1}{n^{2}} \sum_{|j-i|>N}\left(O\left(h_{n}^{2}\right)+C\left(|j-i|^{2 d_{X}-1}+o\left(|j-i|^{2 d_{x}-1}\right)\right)^{2}\right) \\
& =O\left(n^{-2}\right)+O\left(n^{-1} h_{n}^{2}\right)+O\left(n^{4 d_{X}-3}\right), \quad \forall 1 \leq i \leq n, \\
\sum_{i=1}^{n} A_{11 i} & =O\left(n^{-1}\right)+O\left(h_{n}^{2}\right)+O\left(n^{4 d_{x}-2}\right)
\end{aligned}
$$

For the sake of brevity, we omit the $o\left(|j-i|^{2 d_{x}-1}\right), o\left(|k-i|^{2 d_{x}-1}\right)$ and $o(\mid j-$ $\left.k\right|^{2 d_{X}-1}$ ) terms in the following derivations.

$$
A_{12 i} \leq \frac{C}{n^{2}} \sum_{j \neq k ; j, k \neq i}\left|D_{i j} D_{i k}\right||\gamma(j-k)|
$$

$$
\left.\begin{array}{rl}
\leq & \frac{C}{n^{2}}\left[n+\sum_{|j-k|>N ; j, k \neq i}\left(h_{n}+1\right.\right.
\end{array}+|i-j|^{2 d_{X}-1}\right) .
$$

Hence, by (12) and the fact that $n^{2 d+2 d_{x}-1} / n^{2 d} h_{n} \rightarrow 0$,

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} A_{1 i}^{2}=O_{p}\left(n^{2 d-1} h_{n}\right) \tag{26}
\end{equation*}
$$

Next, we shall show that

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} A_{2 i}^{2}=O_{p}\left(\max \left\{n^{-1} h_{n}^{-1} \log ^{2} n, n^{2 d-1} h_{n}\right\}\right) \tag{27}
\end{equation*}
$$

Note that

$$
\begin{aligned}
A_{2 i}^{2}= & \frac{1}{n^{2} h_{n}^{2}} \sum_{j \neq i} \varepsilon_{j}^{2}\left(1+\phi_{n j}\right)^{2}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-\mathrm{E}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right)^{2} \\
& +\frac{1}{n^{2} h_{n}^{2}} \sum_{j \neq k ; j, k \neq i}\left(1+\phi_{n j}\right)\left(1+\phi_{n k}\right) \varepsilon_{j} \varepsilon_{k} \\
= & \times\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-\mathrm{E}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right)\left(\frac{\tilde{K}_{k}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-\mathrm{E}\left(\frac{\tilde{K}_{k}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right) \\
& \quad \text { say. }
\end{aligned}
$$

Fix an $1 \leq i \leq n$. By Assumption ( $\tilde{\mathrm{K}}$ ), we obtain

$$
\begin{aligned}
& \mathrm{E}\left(\frac{1}{n^{2} h_{n}^{2}} \sum_{j \neq i} \varepsilon_{j}^{2}\left(1+\phi_{n j}\right)^{2} \tilde{K}_{j}^{2}\left(X_{i}\right)\right) \\
& =n^{-2} h_{n}^{-1} \mathrm{E}\left(\varepsilon_{1}^{2}\right) \sum_{j \neq i}\left(1+\phi_{n j}\right)^{2} \int_{-\infty}^{\infty} \tilde{K}^{2}(u) f_{X, i, j}\left(x, x-h_{n} u\right) d u d x=O\left(n^{-1} h_{n}^{-1}\right)
\end{aligned}
$$

Then by (12) and Assumption (B4),

$$
\sum_{i=1}^{n} w_{i} A_{21 i}=O_{p}\left(n^{-1} h_{n}^{-1} \log ^{2} n\right)
$$

Moreover, by the independence of $\left\{\varepsilon_{j}\right\}$ and $\left\{X_{j}\right\}$,

$$
\left|\mathrm{E}\left(A_{22 i}\right)\right| \leq C n^{-2} h_{n}^{-2} \sum_{j \neq k ; j, k \neq i}\left|\mathrm{E}\left(\varepsilon_{j} \varepsilon_{k}\right) \operatorname{Cov}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}, \frac{\tilde{K}_{k}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right| .
$$

Arguing as for (22), by Assumptions (B2) and (B3),

$$
\begin{aligned}
& h_{n}^{-2} \sum_{j \neq k ; j, k \neq i}\left|\mathrm{E}\left(\varepsilon_{j} \varepsilon_{k}\right) \operatorname{Cov}\left(\frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}, \frac{\tilde{K}_{k}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)\right| \\
& \leq \sum_{j \neq k ; j, k \neq i}|\gamma(j-k)| \left\lvert\, \int_{-\infty}^{\infty} \frac{\tilde{K}(u) \tilde{K}(v)}{f_{X}^{2}(x)} f_{X, i, j, k}\left(x, x-h_{n} u, x-h_{n} v\right) d x d u d v\right. \\
& \left.-\int_{-\infty}^{\infty} \frac{\tilde{K}(u)}{f_{X}(x)} f_{X, i, j}\left(x, x-h_{n} u\right) d x d u \int_{-\infty}^{\infty} \frac{\tilde{K}(v)}{f_{X}(x)} f_{X, i, k}\left(x, x-h_{n} v\right) d x d v \right\rvert\, \\
& \leq C\left[n+\sum_{|j-k|>N ; j, k \neq i}|j-k|^{2 d-1}\left\{C^{\prime}|i-j|^{2 d_{X}-1}+C^{\prime}|i-k|^{2 d_{X}-1}\right.\right. \\
& +\int_{-\infty}^{\infty} \frac{\tilde{K}(u) \tilde{K}(v)}{f_{X}^{2}(x)} f_{X}(x) f_{X, j, k}\left(x-h_{n} u, x-h_{n} v\right) d x d u d v \\
& -\left(C|i-j|^{2 d_{X}-1}+\int_{-\infty}^{\infty} \frac{\tilde{K}(u)}{f_{X}(x)} f_{X}(x) f_{X}\left(x-h_{n} u\right) d x d u\right) \\
& \left.\left.\times\left(C|i-k|^{2 d_{X}-1}+\int_{-\infty}^{\infty} \frac{\tilde{K}(v)}{f_{X}(x)} f_{X}(x) f_{X}\left(x-h_{n} v\right) d x d v\right)\right\}\right] \\
& \leq O(n)+C \sum_{|j-k|>N ; j, k \neq i}|j-k|^{2 d-p}\left\{C^{\prime}|i-j|^{2 d_{X}-1}+C^{\prime}|i-k|^{2 d_{X}-1}\right. \\
& +C|j-k|^{2 d_{X}-1}+\int_{-\infty}^{\infty} \frac{\tilde{K}(u) \tilde{K}(v)}{f_{X}(x)} f_{X}\left(x-h_{n} u\right) f_{X}\left(x-h_{n} v\right) d x d u d v \\
& -\left(C|i-j|^{2 d_{X}-1}+\int_{-\infty}^{\infty} \tilde{K}(u) f_{X}\left(x-h_{n} u\right) d x d u\right) \\
& \left.\times\left(C|i-k|^{2 d_{X}-1}+\int_{-\infty}^{\infty} \tilde{K}(v) f_{X}\left(x-h_{n} v\right) d x d v\right)\right\} \\
& \leq O(n)+C\left\{\sum_{|j-k|>N ; j, k \neq i}|j-k|^{2 d-1}|i-j|^{2 d_{X}-1}+\sum_{|j-k|>N}|j-k|^{2\left(d+d_{X}\right)-2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{|j-k|>N ; j, k \neq i}|j-k|^{2 d-1}|i-k|^{2 d_{X}-1}+\sum_{|j-k|>N}|j-k|^{2 d-1} O\left(h_{n}\right) \\
& \left.+\sum_{\substack{|j-k|>N ; j, k \neq i}}|j-k|^{2 d-1}|i-j|^{2 d_{X}-1}|i-k|^{2 d_{X}-1}\right\} \\
& =O\left(n^{2\left(d+d_{X}\right)}\right)+O\left(n^{2 d+4 d_{X}-1}\right)+O\left(n^{2 d+1} h_{n}\right)=O\left(n^{2 d+1} h_{n}\right) .
\end{aligned}
$$

This implies the claim in (27).
Assumptions (B5') combined with (24)-(27) yield

$$
\sum_{i=1}^{n} w_{i}\left(\frac{1}{n h_{n}} \sum_{j=1}^{n} \varepsilon_{j}\left(1+\phi_{n j}\right) \frac{\tilde{K}_{j}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}-Z_{n}\right)^{2}=O_{p}\left(\max \left\{n^{-1} h_{n}^{-1} \log ^{2} n, n^{2 d-1} h_{n}\right\}\right)
$$

Claim (17) is now established upon combining this bound with (18), (21), and (23).
Now we begin the proof of Lemma 2.
Proof Recall Assumption (B4) and let $I_{n}:=\left[\tau_{1 n}, \tau_{2 n}\right]$. Clearly,

$$
\begin{aligned}
\max _{1 \leq i \leq n ; X_{i} \in I_{n}}\left|1-\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right| & \leq \max _{1 \leq i \leq n ; X_{i} \in I_{n}}\left|f_{n, X}\left(X_{i}\right)-f_{X}\left(X_{i}\right)\right| \cdot \max _{1 \leq i \leq n ; X_{i} \in I_{n}} 1 / f_{X}\left(X_{i}\right) \\
& =O_{p}\left(\max \left\{n^{d_{X}-1 / 2} h_{n}^{-1} \log n, h_{n} \log n\right\}\right) .
\end{aligned}
$$

The last claim above follows from Lemma 1 and Assumption (B4), which imply that the second factor above is $O_{p}(\log (n))$. Hence, by (12),

$$
\max _{1 \leq i \leq n}\left|1-\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right|^{2} w_{i}=O_{p}\left(\max \left\{n^{2 d_{X}-2} h_{n}^{-2} \log ^{2} n, n^{-1} h_{n}^{2} \log ^{2} n\right\}\right) .
$$

Recall the results from (8) and (9),

$$
\begin{equation*}
Z_{n}=\bar{\varepsilon}_{n}+\bar{W}_{n}=O_{p}\left(n^{d-1 / 2}\right) \tag{28}
\end{equation*}
$$

Thus it follows from Lemma 3 that $\sum_{i=1}^{n}\left(\hat{Z}_{i}-Z_{n}\right)^{2} w_{i}$ is bounded from the above by 2 times the sum

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(\frac{f_{X}\left(X_{i}\right)}{f_{n, X}\left(X_{i}\right)}\right)^{2}\left(\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)} \hat{Z}_{i}-Z_{n}\right)^{2} w_{i}+\sum_{i=1}^{n}\left(\frac{f_{X}\left(X_{i}\right)}{f_{n, X}\left(X_{i}\right)}\right)^{2}\left(1-\frac{f_{n, X}\left(X_{i}\right)}{f_{X}\left(X_{i}\right)}\right)^{2} w_{i} Z_{n}^{2} \\
& =O_{p}\left(\gamma_{n}^{2}\right)+O_{p}\left(n^{2 d}\right) O_{p}\left(\max \left\{n^{2 d_{X}-2} h_{n}^{-2} \log ^{2} n, n^{-1} h_{n}^{2} \log ^{2} n\right\}\right)=O_{p}\left(\xi_{n}^{2}\right) .
\end{aligned}
$$

This completes the proof of Lemma 2.
We also need the following uniform reduction lemma.

Lemma 4 With $w_{i}$ 's as specified in (5) and under assumptions (A) and (B3),

$$
\sup _{x \in \mathbb{R}}\left|\sum_{i=1}^{n} w_{i}\left[I\left(\varepsilon_{i} \leq x\right)-F(x)+f(x) \varepsilon_{i}\right]\right|=o_{p}\left(n^{d-1 / 2}\right) .
$$

The proof of this lemma is very similar to that of Theorem 10.2.3 of Giraitis et al. [5], which uses a chaining argument that heavily depends on Lemma 10.2.5 dealing only with terms involving $\varepsilon_{i}$ 's. One uses the same chaining argument and Lemma 10.2.5 together with the independence of $\left\{X_{i}\right\}$ and $\left\{\varepsilon_{j}\right\}$ and the fact that $0 \leq w_{i} \leq 1,1 \leq i \leq n$, and $\sum_{i=1}^{n} w_{i}=1$, to prove the above result. We leave out the details for an interested reader. The only difference between this Lemma and Theorem 10.2.3 is that there the weights $\gamma_{n j}$ are nonrandom whereas here $w_{i}$ are random, but independent of $\varepsilon_{i}$ 's.

Now we begin the proof of Theorem 1.
Proof of Theorem 1 Let
$G(x)=\int_{-\infty}^{x} K(u) d u, \quad F_{n}(x)=n^{-1} \sum_{i=1}^{n} I\left(\varepsilon_{i} \leq x\right), \quad F_{n w}(x)=\sum_{i=1}^{n} w_{i} I\left(\varepsilon_{i} \leq x\right)$.
Recall $\hat{Z}_{i}=\varepsilon_{i}-\hat{\varepsilon}_{i}$ and $Z_{n}=\bar{\varepsilon}_{n}+\bar{W}_{n}$ from (16), and let $\Delta_{i}=\hat{Z}_{i}-Z_{n}$. By the definition of $\hat{F}(x)$, we have

$$
\left.\begin{array}{l}
\hat{F}(x)-F(x)-\bar{W}_{n} f(x) \\
\left.\left.\begin{array}{rl}
= & \sum_{i=1}^{n} w_{i}
\end{array}\right] G\left(\frac{x-\hat{\varepsilon}_{i}}{b_{n}}\right)-F(x)-\bar{W}_{n} f(x)\right] \\
=\sum_{i=1}^{n} w_{i}
\end{array}\right]\left[G\left(\frac{x+\hat{Z}_{i}-\varepsilon_{i}}{b_{n}}\right)-G\left(\frac{x+Z_{n}-\varepsilon_{i}}{b_{n}}\right)\right] .
$$

$$
=: I_{1}(x)+I_{2}(x)+I_{3}(x), \quad \text { say } .
$$

## Here

$$
\begin{aligned}
R_{i}(x) & :=G\left(\frac{x+\hat{Z}_{i}-\varepsilon_{i}}{b_{n}}\right)-G\left(\frac{x+Z_{n}-\varepsilon_{i}}{b_{n}}\right)-\frac{\Delta_{i}}{b_{n}} G^{\prime}\left(\frac{x+Z_{n}-\varepsilon_{i}}{b_{n}}\right) \\
& =\int_{0}^{\Delta_{i} / b_{n}}\left(\frac{\Delta_{i}}{b_{n}}-s\right) K^{\prime}\left(\frac{x+Z_{n}-\varepsilon_{i}}{b}+s\right) d s .
\end{aligned}
$$

Note that

$$
\left|w_{i} R_{i}(x)\right| \leq \frac{\left|w_{i} \Delta_{i}\right|}{b_{n}} \int_{-\left|\Delta_{i}\right| / b_{n}}^{\left|\Delta_{i}\right| / b_{n}}\left|K^{\prime}\left(\frac{x+Z_{n}-\varepsilon_{i}}{b_{n}}+s\right)\right| d s, \quad \forall 1 \leq i \leq n, x \in \mathbb{R} .
$$

Hence, by Lemma 2,

$$
\sup _{x \in \mathbb{R}}\left|I_{2}(x)\right| \leq C b_{n}^{-2} \sup _{x \in \mathbb{R}}\left|K^{\prime}(x)\right| \sum_{i=1}^{n} w_{i} \Delta_{i}^{2}=O_{p}\left(\xi_{n}^{2} b_{n}^{-2}\right)=o_{p}\left(n^{d-1 / 2}\right)
$$

Next, similarly,

$$
\sup _{x \in \mathbb{R}}\left|I_{1}(x)\right| \leq C b_{n}^{-1} \sup _{x \in \mathbb{R}}|K(x)| \sum_{i=1}^{n}\left|w_{i} \Delta_{i}\right|=O_{p}\left(\xi_{n} b_{n}^{-1}\right)=o_{p}\left(n^{d-1 / 2}\right) .
$$

Note that

$$
\begin{aligned}
I_{3}(x)= & \int_{-\infty}^{\infty}\left(F_{n w}\left(x+Z_{n}-u b_{n}\right)-F(x)-\bar{W}_{n} f(x)\right) K(u) d u \\
= & \int_{-\infty}^{\infty}\left(F_{n w}\left(x+Z_{n}-u b_{n}\right)-F\left(x-u b_{n}\right)-\bar{W}_{n} f(x)\right) K(u) d u \\
& +\int_{-\infty}^{\infty}\left(F\left(x-u b_{n}\right)-F(x)\right) K(u) d u \\
= & \sum_{i=1}^{3} \psi_{n i}(x)+O\left(b_{n}^{2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \psi_{n 1}(x)=\int_{-\infty}^{\infty}\left(F_{n w}\left(x+Z_{n}-u b_{n}\right)-F\left(x+Z_{n}-u b_{n}\right)+f\left(x+Z_{n}-u b_{n}\right) \bar{\varepsilon}_{n}\right) K(u) d u, \\
& \psi_{n 2}(x)=\int_{-\infty}^{\infty}\left(F\left(x+Z_{n}-u b_{n}\right)-F\left(x-u b_{n}\right)-f\left(x+Z_{n}-u b_{n}\right) Z_{n}\right) K(u) d u, \\
& \psi_{n 3}(x)=\bar{W}_{n} \int_{-\infty}^{\infty}\left(f\left(x+Z_{n}-u b_{n}\right)-f(x)\right) K(u) d u .
\end{aligned}
$$

Note that for any $y \in \mathbb{R}$,

$$
F_{n w}(y)-F(y)+f(y) \bar{\varepsilon}_{n}=\sum_{i=1}^{n} w_{i}\left[I\left(\varepsilon_{i} \leq y\right)-F(y)+f(y) \varepsilon_{i}\right]+f(y) \sum_{i=1}^{n}\left(n^{-1}-w_{i}\right) \varepsilon_{i} .
$$

From (13), we obtain

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{i=1}^{n} \bar{w}\left(n^{-1}-w_{i}\right) \varepsilon_{i}\right)^{2} \\
& =\sum_{i=1}^{n} \mathrm{E}\left|\bar{w}\left(n^{-1}-w_{i}\right)\right|^{2} \mathrm{E} \varepsilon_{i}^{2}+\sum_{i \neq j} \mathrm{E}\left\{\bar{w}^{2}\left(n^{-1}-w_{i}\right)\left(n^{-1}-w_{j}\right)\right\} \gamma(i-j) \\
& \leq o\left(n^{-1}\right)+\max _{1 \leq i \leq n} \mathrm{E}\left|\bar{w}\left(n^{-1}-w_{i}\right)\right|^{2} \sum_{i \neq j}|\gamma(i-j)| \\
& =o\left(n^{-1}\right)+o\left(n^{-2}\right) O\left(n^{2 d+1}\right)=o\left(n^{2 d-1}\right) .
\end{aligned}
$$

This, together with (12), implies that

$$
\sum_{i=1}^{n}\left(n^{-1}-w_{i}\right) \varepsilon_{i}=o_{p}\left(n^{d-1 / 2}\right)
$$

Hence by Lemma 4,

$$
\sup _{x \in \mathbb{R}}\left|\psi_{n 1}(x)\right|=o_{p}\left(n^{d-1 / 2}\right)
$$

Next consider the $\psi_{n 2}$ term. Following the proof of Theorem 2.2 of Koul et al. [7], we obtain

$$
\psi_{n 2}(x)=-\int_{0}^{Z_{n}} \int_{v}^{Z_{n}} \int_{-\infty}^{\infty} f^{\prime}\left(x-u b_{n}+w\right) K(u) d u d w d v .
$$

Therefore,

$$
\sup _{x \in \mathbb{R}}\left|\psi_{n 2}(x)\right| \leq C Z_{n}^{2}=O_{p}\left(n^{2 d-1}\right)=o_{p}\left(n^{d-1 / 2}\right)
$$

Finally,

$$
\sup _{x \in \mathbb{R}}\left|\psi_{n 3}(x)\right| \leq\left|\bar{W}_{n}\right|\left|C Z_{n}+C b_{n}\right|=O_{p}\left(n^{2 d-1}\right)+O\left(b_{n} n^{d-1 / 2}\right)=o_{p}\left(n^{d-1 / 2}\right) .
$$

This concludes the proof of (10), and hence of Theorem 1.

## 3 Estimation of $d$ and $c(\phi)$

In practice, in order to be able to use the studentized version of the estimator $\hat{F}$ to make the large sample inference about $F$, or to use the uniform reduction principle to propose a goodness of fit test for $F$, a $\log n$-consistent estimator of $d$ and a consistent estimator of $c(\phi)$ are needed. Several approaches for estimating the long memory parameter $d$ have been suggested in the literature. For a recent review on the estimators of the long memory parameter, see Giraitis et al. [5]. For semiparametric models, popular estimators are the local Whittle estimators studied by Robinson [16-18]. Proceeding as in Robinson [18], let $\lambda_{j}=2 \pi j / n$, and define

$$
Q_{j}=\frac{1}{2 \pi n}\left|\sum_{t=1}^{n} \omega_{t} \hat{\varepsilon}_{t} \exp \left(\mathbf{i} t \lambda_{j}\right)\right|^{2}, \quad \tilde{Q}_{j}=\frac{1}{2 \pi n}\left|\sum_{t=1}^{n} \varepsilon_{t} \exp \left(\mathbf{i} t \lambda_{j}\right)\right|^{2},
$$

where $\omega_{t}=w\left(X_{t}\right)$ with $w$ as in (5). Fix $0<r_{1}<r_{2}<1 / 2$. With an integer $m \in[1, n / 2)$, for $r_{1} \leq \psi \leq r_{2}$, let

$$
R(\psi)=\log \left(\frac{1}{m} \sum_{j=1}^{m} \lambda_{j}^{2 \psi-1} Q_{j}\right)-(2 \psi-1) \sum_{j=1}^{m} \log \lambda_{j} .
$$

As pointed out in Robinson [17], the spectral density of the error process $\left\{\varepsilon_{i}, i \in \mathbb{Z}\right\}$ satisfies $g(\lambda) \sim G \lambda^{-2 d}$, as $\lambda \rightarrow 0_{+}$, with $G$ being some positive constant. Let $r_{1} \leq$ $d \leq r_{2}$. Then the local Whittle estimator of $d$ based on the residuals $\left\{\hat{\varepsilon}_{i}\right\}$ is defined as

$$
\hat{d}=\operatorname{argmin}_{\psi \in\left[r_{1}, r_{2}\right]} R(\psi) .
$$

Theorem 2 In addition to the assumptions of Lemma 2, we assume that $m \rightarrow \infty$, $n m^{-2} \log m=o(1), m^{2 d} n^{2 d_{x}-1} \log m=o(1)$, and in a neighborhood of the ori$\operatorname{gin}, a(\lambda)=\sum_{j=0}^{\infty} a_{j} e^{\mathbf{i} j \lambda}$ is differentiable and da $(\lambda) / d \lambda=O(|a(\lambda)| / \lambda)$ as $\lambda \rightarrow 0_{+}$. Then, $(\log n)(\hat{d}-d) \rightarrow_{p} 0$.

To prove Theorem 2, we need the following lemma. Let $D_{j}=\left(Q_{j}-\tilde{Q}_{j}\right) / g\left(\lambda_{j}\right)$, $1 \leq j \leq m$.

Lemma 5 Under the conditions of Theorem 2, if the following three claims hold, then $(\log n)(\hat{d}-d) \rightarrow_{p} 0$.

$$
\begin{align*}
& \sum_{i=1}^{m-1}\left(\frac{i}{m}\right)^{2\left(r_{1}-d\right)+1} \frac{1}{i^{2}}\left|\sum_{j=1}^{i} D_{j}\right|=o_{p}(1),  \tag{29}\\
& (\log n)^{2} \sum_{i=1}^{m-1}\left(\frac{i}{m}\right)^{1-2 \delta} \frac{1}{i^{2}}\left|\sum_{j=1}^{i} D_{j}\right|=o_{p}(1), \quad \frac{(\log n)^{2}}{m} \sum_{j=1}^{m} D_{j}=o_{p}(1),
\end{align*}
$$

where $\delta$ is a small positive constant.
Proof The proof is the same as the part (ii) proof of Theorem 3 in Robinson [18].
Proof of Theorem 2 According to Lemma 5, to prove Theorem 2, it suffices to verify the three claims in (29). Since the proofs of the last two claims are similar to the first one, we shall only prove the first claim in (29). Note that

$$
\begin{equation*}
\left|Q_{j}-\tilde{Q}_{j}\right| \leq \tilde{Q}_{j, w}+Q_{j, z}+2\left|\tilde{Q}_{j} Q_{j, z}\right|^{1 / 2}+2\left|\tilde{Q}_{j} \tilde{Q}_{j, w}\right|^{1 / 2}+2\left|\tilde{Q}_{j, w} Q_{j, z}\right|^{1 / 2} \tag{30}
\end{equation*}
$$

where

$$
\tilde{Q}_{j, w}=\frac{1}{2 \pi n}\left|\sum_{t=1}^{n}\left(\omega_{t}-1\right) \varepsilon_{t} \exp \left(\mathbf{i} t \lambda_{j}\right)\right|^{2}, \quad Q_{j, z}=\frac{1}{2 \pi n}\left|\sum_{t=1}^{n} \omega_{t} \hat{Z}_{t} \exp \left(\mathbf{i} t \lambda_{j}\right)\right|^{2} .
$$

Dalla, Giraitis and Hidalgo [2] proved that

$$
\begin{equation*}
\sum_{j=1}^{m} \frac{\tilde{Q}_{j}}{g\left(\lambda_{j}\right)}=O_{p}(m) \tag{31}
\end{equation*}
$$

In addition, from Zygmund ([21], page 90),

$$
\begin{equation*}
\left|\sum_{t=1}^{n} e^{\mathrm{i} t \lambda}\right| \leq C|\lambda|^{-1}, \quad 0<|\lambda| \leq \pi \tag{32}
\end{equation*}
$$

Lemma 2 with (28) and Assumption (B5') implies the bound

$$
\begin{equation*}
\sum_{t=1}^{n} w_{t} \hat{Z}_{t}^{2}=O_{p}\left(\xi_{n}^{2}\right)+O_{p}\left(n^{2 d-1}\right)=O_{p}\left(n^{2 d-1}\right) \tag{33}
\end{equation*}
$$

Since $\omega_{t}=n \bar{w} w_{t}$, where $\bar{w}=\frac{1}{n} \sum_{t=1}^{n} w\left(X_{t}\right)$, and by (12),

$$
\sum_{t=1}^{n} \omega_{t}^{2} \hat{Z}_{t}^{2} \leq(n \bar{w})^{2} \max _{1 \leq t \leq n}\left|w_{t}\right| \sum_{t=1}^{n} w_{t} \hat{Z}_{t}^{2}=O_{p}\left(n^{2 d}\right)
$$

This yields

$$
\begin{align*}
\frac{\left|Q_{j, z}\right|}{g\left(\lambda_{j}\right)} & \leq \frac{C n^{-1}\left|\sum_{t=1}^{n} \omega_{t}^{2} \hat{Z}_{t}^{2} \sum_{t=1}^{n} e^{\mathbf{i} t 2 \lambda_{j}}\right|}{g\left(\lambda_{j}\right)}  \tag{34}\\
& \leq O_{p}\left(n^{2 d-1}\right) C \lambda_{j}^{2 d-1}=O_{p}\left(j^{2 d-1}\right)
\end{align*}
$$

Next, we consider $\tilde{Q}_{j, w}$. Recall $g(u)$ is the spectral density of the error process $\left\{\varepsilon_{i}\right\}$, $\mathrm{E}\left(\varepsilon_{t} \varepsilon_{s}\right)=\int_{-\pi}^{\pi} g(u) \exp (-\mathbf{i}(t-s) u) d u . \quad$ Let $\quad J(\lambda)=\sum_{t=1}^{n} \mathrm{E}\left(\omega_{t}-1\right) \exp (\mathbf{i} t \lambda)$. Then

$$
\begin{align*}
& 2 \pi n \mathrm{E}\left(\tilde{Q}_{j, w}\right)  \tag{35}\\
& =\sum_{t, s=1}^{n} \mathrm{E}\left(\left(\omega_{t}-1\right)\left(\omega_{s}-1\right)\right) \exp \left(\mathbf{i}(t-s) \lambda_{j}\right) \mathrm{E}\left(\varepsilon_{t} \varepsilon_{s}\right) \\
& =\sum_{t, s=1}^{n}\left(\mathrm{E}\left(\omega_{t}-1\right) \mathrm{E}\left(\omega_{s}-1\right)+\operatorname{Cov}\left(\omega_{t}, \omega_{s}\right)\right) \exp \left(\mathbf{i}(t-s) \lambda_{j}\right) \mathrm{E}\left(\varepsilon_{t} \varepsilon_{s}\right) \\
& =\int_{-\pi}^{\pi} g(u)\left|J\left(\lambda_{j}-u\right)\right|^{2} d u+O(n)+O\left(n^{2 d+2 d_{X}}\right) \\
& \leq g\left(\lambda_{j}\right) \int_{-\pi}^{\pi}\left|J\left(\lambda_{j}-u\right)\right|^{2} d u+\left(\int_{3 \lambda_{j} / 2}^{\pi}+\int_{-\pi}^{\lambda_{j} / 2}\right) g(u)\left|J\left(\lambda_{j}-u\right)\right|^{2} d u \\
& \quad+\int_{\lambda_{j} / 2}^{3 \lambda_{j} / 2}\left|g(u)-g\left(\lambda_{j}\right)\right|\left|J\left(\lambda_{j}-u\right)\right|^{2} d u+O(n)+O\left(n^{2 d+2 d_{X}}\right) \\
& =: R_{1}+R_{2}+R_{3}+O(n)+O\left(n^{2 d+2 d_{X}}\right), \text { say. }
\end{align*}
$$

The claim in the third equality above follows from (14).
By (11) and (32), for $0<|\lambda| \leq \pi$,

$$
|J(\lambda)| \leq C \mathrm{E}\left|\omega_{t}-1\right| /|\lambda|=o\left(|\lambda|^{-1}\right)
$$

Then, for some $u \in[-\pi, \pi]$,

$$
R_{1}=2 \pi g\left(\lambda_{j}\right)\left|J\left(\lambda_{j}-u\right)\right|^{2} \leq C g\left(\lambda_{j}\right)\left|\lambda_{j}-u\right|^{-2}=O\left(g\left(\lambda_{j}\right) n^{2} j^{-2}\right)
$$

We split the first part of $R_{2}$ into two components, the second part can be treated similarly. For all $d \in(0,1 / 2)$ and sufficiently small $\lambda_{j}$, there exists $\varepsilon \in\left(3 \lambda_{j} / 2, \pi\right)$ such that $g(u) / u^{1 / 2-d}=O\left(g\left(\lambda_{j}\right) / \lambda_{j}^{1 / 2-d}\right)$, for $\lambda_{j}<u<\varepsilon$, and

$$
\begin{aligned}
& \int_{3 \lambda_{j} / 2}^{\pi} g(u)\left|J\left(\lambda_{j}-u\right)\right|^{2} d u \\
& =\int_{3 \lambda_{j} / 2}^{\varepsilon} g(u)\left|J\left(\lambda_{j}-u\right)\right|^{2} d u+\int_{\varepsilon}^{\pi} g(u)\left|J\left(\lambda_{j}-u\right)\right|^{2} d u \\
& =O\left(\frac{g\left(\lambda_{j}\right)}{\lambda_{j}^{1 / 2-d}} \int_{3 \lambda_{j} / 2}^{\varepsilon} \frac{u^{1 / 2-d}}{\left(\lambda_{j}-u\right)^{2}} d u+\frac{1}{\left(\lambda_{j}-\varepsilon\right)^{2}} \int_{-\pi}^{\pi} g(u) d u\right) \\
& =O\left(g\left(\lambda_{j}\right) \lambda_{j}^{-1}+\varepsilon^{-2}\right)=O\left(g\left(\lambda_{j}\right) \lambda_{j}^{-1}\right) .
\end{aligned}
$$

Hence

$$
R_{2}=O\left(g\left(\lambda_{j}\right) n j^{-1}\right)
$$

Note that $g(\lambda)=\frac{1}{2 \pi}\left|\sum_{j=0}^{\infty} a_{j} e^{\mathbf{i} j \lambda}\right|^{2}$. Then by the assumption,

$$
\sup _{\lambda_{j} / 2 \leq u \leq 3 \lambda_{j} / 2}\left|g\left(\lambda_{j}\right)-g(u)\right| /\left|\lambda_{j}-u\right|=O\left(g\left(\lambda_{j}\right) / \lambda_{j}\right),
$$

so that $R_{3}$ is bounded by

$$
\begin{aligned}
& \frac{C g\left(\lambda_{j}\right)}{\lambda_{j}} \int_{\lambda_{j} / 2}^{3 \lambda_{j} / 2}\left|J\left(\lambda_{j}-u\right)\right| d u \leq \frac{C g\left(\lambda_{j}\right)}{\lambda_{j}} \int_{0}^{\lambda_{j} / 2}|J(\mu)| d u \\
& =\frac{C g\left(\lambda_{j}\right)}{\lambda_{j}}\left(\int_{0}^{1 / n}+\int_{1 / n}^{\lambda_{j} / 2}\right)|J(\mu)| d u \leq \frac{C g\left(\lambda_{j}\right)}{\lambda_{j}} O\left(\frac{1}{n} n+\log j\right) \\
& =O\left(g\left(\lambda_{j}\right) n j^{-1}(1+\log j)\right) .
\end{aligned}
$$

These bounds, together with (35), imply that

$$
\begin{equation*}
\frac{\tilde{Q}_{j, w}}{g\left(\lambda_{j}\right)}=O_{p}\left(j^{-1} \log j+n j^{-2}+j^{2 d} n^{-2 d}+j^{2 d} n^{2 d_{X}-1}\right) \tag{36}
\end{equation*}
$$

By changing the order of summation, the left hand side of (29) is bounded above by $C m^{-2\left(r_{1}-d\right)-1} \sum_{j=1}^{m} j^{2\left(r_{1}-d\right)}\left|D_{j}\right|$, for $d>r_{1}$, and by $C m^{-1} \log m \sum_{j=1}^{m}\left|D_{j}\right|$, for $d=r_{1}$. Combining (30), (31), (34) and (36) yields, for $d>r_{1}$,

$$
\begin{aligned}
& C m^{-2\left(r_{1}-d\right)-1} \sum_{j=1}^{m} j^{2\left(r_{1}-d\right)}\left|D_{j}\right| \\
& \leq C m^{-1}\left\{\sum_{j=1}^{m} \frac{\tilde{Q}_{j, w}}{g\left(\lambda_{j}\right)}+\sum_{j=1}^{m} \frac{Q_{j, z}}{g\left(\lambda_{j}\right)}+\left(\sum_{j=1}^{m} \frac{\tilde{Q}_{j}}{g\left(\lambda_{j}\right)} \sum_{j=1}^{m} \frac{Q_{j, z}}{g\left(\lambda_{j}\right)}\right)^{1 / 2}\right. \\
& \left.\quad+\left(\sum_{j=1}^{m} \frac{\tilde{Q}_{j}}{g\left(\lambda_{j}\right)} \sum_{j=1}^{m} \frac{\tilde{Q}_{j, w}}{g\left(\lambda_{j}\right)}\right)^{1 / 2}+\left(\sum_{j=1}^{m} \frac{\tilde{Q}_{j, w}}{g\left(\lambda_{j}\right)} \sum_{j=1}^{m} \frac{Q_{j, z}}{g\left(\lambda_{j}\right)}\right)^{1 / 2}\right\} \\
& =O_{p}\left(m^{-1} \log m\right)+o_{p}\left(n m^{-2}\right)+O_{p}\left(m^{2 d-1}\right)+O_{p}\left(m^{2 d} n^{-2 d}\right)+O_{p}\left(m^{2 d} n^{2 d_{X}-1}\right) \\
& =o_{p}(1)
\end{aligned}
$$

Similarly, for $d=r_{1}$,

$$
C m^{-1} \log m \sum_{j=1}^{m}\left|D_{j}\right|=o_{p}(1) .
$$

This completes the proof of Theorem 2.

Now we turn to estimate $c(\phi)$. Note that

$$
c^{2}(\phi)=\lim _{n \rightarrow \infty} n^{-2 d-1} \sum_{j, k=1}^{n} \phi_{n j} \phi_{n k} \gamma(j-k)
$$

This suggests the estimator

$$
\hat{c}^{2}(\phi)=q^{-2 \hat{d}-1} \sum_{j, k=1}^{q} \phi_{q j} \phi_{q k} \hat{\gamma}(j-k),
$$

based on the sample auto-covariance function of the residuals, where $q \rightarrow \infty, q=$ $o(n)$ is a bandwidth sequence, and $\hat{\gamma}(k)=n \sum_{i=1}^{n} w_{i} w_{i+k} \hat{\varepsilon}_{i} \hat{\varepsilon}_{i+k}$ (here we again use the random weights $w_{i}$ defined in (5) to estimate $\gamma(k)$ ). Theorem 3 below shows that $\hat{c}^{2}(\phi)$ is a consistent estimator of $c^{2}(\phi)$.

Theorem 3 In addition to the assumptions imposed in Lemma 2, we assume that $E\left|\zeta_{0}\right|^{3}<\infty$ and $q=o\left(n^{1 / 2}\right)$. Then $\hat{c}^{2}(\phi) \rightarrow_{p} c^{2}(\phi)$.

Proof As discussed above, $\hat{d}$ is $\log (n)$-consistent estimator of $d$. Hence, to prove Theorem 3, it suffices to show that

$$
\tilde{c}^{2}(\phi) \rightarrow_{p} c^{2}(\phi)
$$

where $\tilde{c}^{2}(\phi)=q^{-2 d-1} \sum_{j, k=1}^{q} \phi_{q j} \phi_{q k} \hat{\gamma}(j-k)$.
We will follow the argument as in the proof of Lemma 2.2 of Koul and Surgailis [10]. Write $\tilde{c}^{2}(\phi)=\tilde{c}_{1}^{2}(\phi)+\tilde{c}_{2}^{2}(\phi), \tilde{c}_{i}^{2}(\phi)=q^{-2 d-1} \sum_{j, k=1}^{q} \phi_{q j} \phi_{q k} \hat{\gamma}_{i}(j-k)$, $i=1,2$, where

$$
\hat{\gamma}_{1}(k)=\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} \varepsilon_{i+k}, \quad \hat{\gamma}_{2}(k)=\hat{\gamma}(k)-\hat{\gamma}_{1}(k)
$$

By Lemma 2.2 of Koul and Surgailis [10], $\tilde{c}_{1}^{2}(\phi) \rightarrow_{p} c^{2}(\phi)$. Hence, Theorem 3 will follow if we show that

$$
\begin{align*}
& n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \varepsilon_{i} \varepsilon_{i+j-k}\left(w_{i} w_{i+j-k}-n^{-2}\right)=o_{p}(1),  \tag{37}\\
& n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \varepsilon_{i} w_{i} \hat{Z}_{i+j-k} w_{i+j-k}=o_{p}(1),  \tag{38}\\
& n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \varepsilon_{i+j-k} w_{i+j-k} \hat{Z}_{i} w_{i}=o_{p}(1), \tag{39}
\end{align*}
$$

$$
\begin{equation*}
n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \hat{Z}_{i} w_{i} \hat{Z}_{i+j-k} w_{i+j-k}=o_{p}(1) \tag{40}
\end{equation*}
$$

Write the left hand side of (37) as

$$
n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \gamma(j-k)\left(w_{i} w_{i+j-k}-n^{-2}\right)+R,
$$

where

$$
R=n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k}\left(\varepsilon_{i} \varepsilon_{i+j-k}-\gamma(j-k)\right)\left(w_{i} w_{i+j-k}-n^{-2}\right)
$$

The facts (12) and (13) imply that

$$
\begin{aligned}
\max _{1 \leq i, j, k \leq n}\left|w_{i} w_{i+j-k}-n^{-2}\right| & \leq \max _{1 \leq i, j, k \leq n}\left|w_{i+j-k}\left(w_{i}-n^{-1}\right)+n^{-1}\left(w_{i+j-k}-n^{-1}\right)\right| \\
& =o_{p}\left(n^{-2}\right) .
\end{aligned}
$$

Then it follows from the proof of Lemma 2.2 of Koul and Surgailis [10] that

$$
R=o_{p}(1)
$$

These facts yield

$$
\begin{aligned}
& n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \varepsilon_{i} \varepsilon_{i+j-k}\left(w_{i} w_{i+j-k}-n^{-2}\right) \\
& \leq C n^{2} q^{-2 d-1} \max _{1 \leq i, j, k \leq n}\left|w_{i} w_{i+j-k}-n^{-2}\right| \sum_{j, k=1}^{q}|\gamma(j-k)|+o_{p}(1) \\
& \leq O_{p}\left(n^{2} q^{-2 d-1}\right) o_{p}\left(n^{-2}\right) O\left(q^{2 d+1}\right)+o_{p}(1)=o_{p}(1)
\end{aligned}
$$

Next, (33) implies

$$
\begin{aligned}
& n q^{-2 d-1} \sum_{j, k=1}^{q} \sum_{i=1}^{n} \phi_{q j} \phi_{q k} \varepsilon_{i} w_{i} \hat{Z}_{i+j-k} w_{i+j-k} \\
& \leq C n q^{1-2 d}\left\{\sum_{i=1}^{n} \varepsilon_{i}^{2} w_{i}^{2} \sum_{i=1}^{n} \hat{Z}_{i}^{2} w_{i}^{2}\right\}^{1 / 2} \leq C q^{1-2 d} n^{d-1 / 2}=o_{p}(1)
\end{aligned}
$$

This implies (38), while (39) follows in a similar way. Finally, the left hand side of (40) is bounded from the above by

$$
C n q^{1-2 d} \sum_{i=1}^{n} \hat{Z}_{i}^{2} w_{i}^{2} \leq C q^{1-2 d} n^{2 d-1}=o_{p}(1)
$$

This completes the proof of Theorem 3.
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## Appendix

In this Appendix, we shall prove that Assumption (B3) implies Assumption (B3'). Let $\phi(u)=\mathrm{E} e^{\mathbf{i} u \eta_{0}}, \hat{f}_{X}(u)=\mathrm{E} e^{\mathbf{i} u X_{0}}=\prod_{j \geq 0} \phi\left(u b_{j}\right)$ and let $f_{X, 0, t}\left(x_{1}, x_{2}\right)$ be the joint probability density of $\left(X_{0}, X_{t}\right)$.

Lemma A. Under Assumption (B3), the joint probability density $f_{X, 0, t_{1}, t_{2}}\left(x_{1}, x_{2}, x_{3}\right)$ of $\left(X_{0}, X_{t_{1}}, X_{t_{2}}\right)$ exists and

$$
\begin{align*}
& f_{X, 0, t_{1}, t_{2}}\left(x_{1}, x_{2}, x_{3}\right)-f_{X}\left(x_{1}\right) f_{X, 0, \Delta_{t}}\left(x_{2}, x_{3}\right)  \tag{41}\\
& \quad-\gamma_{X}\left(t_{1}\right) f_{X}^{\prime}\left(x_{1}\right) f_{X, \Delta_{t}, x_{2}}^{\prime}\left(x_{2}, x_{3}\right)-\gamma_{X}\left(t_{2}\right) f_{X}^{\prime}\left(x_{1}\right) f_{X, \Delta_{t}, x_{3}}^{\prime}\left(x_{2}, x_{3}\right)=O\left(t^{2 d_{X}-1-\alpha}\right),
\end{align*}
$$

uniformly in $x_{1}, x_{2}, x_{3}$ as $t_{1} \rightarrow \infty, t_{2} \rightarrow \infty$ and $\Delta_{t} \rightarrow \infty$, where $0<\alpha<\min$ $\left(d_{X} / 7,\left(1-2 d_{X}\right) / 8\right), \quad t=\min \left(t_{1}, t_{2}\right), \quad \Delta_{t}=\left|t_{2}-t_{1}\right|, \quad f_{X, \Delta_{t}, x_{2}}^{\prime}\left(x_{2}, x_{3}\right)=\partial f_{X, 0, \Delta_{t}}$ $\left(x_{2}, x_{3}\right) / \partial x_{2}$ and $f_{X, \Delta_{t}, x_{3}}^{\prime}\left(x_{2}, x_{3}\right)=\partial f_{X, 0, \Delta_{t}}\left(x_{2}, x_{3}\right) / \partial x_{3}$.

Proof We extend the proof of Lemma 2 in Giraitis et al. [4] to the trivariate case. We shall first show that for any integer $k \geq 0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}|u|^{k}\left|\hat{f}_{X, t_{1}, t_{2}}(u)\right| d u=O(1), \quad t_{1}, t_{2}, \Delta_{t} \rightarrow \infty, \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{f}_{X, t_{1}, t_{2}}(u)=\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) & =E e^{\mathbf{i}\left(u_{1} X_{0}+u_{2} X_{t_{1}}+u_{3} X_{t_{2}}\right)} \\
& =\prod_{j} \phi\left(u_{1} b_{-j}+u_{2} b_{t_{1}-j}+u_{3} b_{t_{2}-j}\right)
\end{aligned}
$$

is the trivariate characteristic function. In particular, (42) implies that the trivariate density $f_{X, 0, t_{1}, t_{2}}$ exists and belongs to $C^{k}\left(\mathbb{R}^{3}\right)$, provided $t_{1}, t_{2}$ and $\Delta_{t}$ are large enough. Given $0<\delta_{X}<1$ and $k \geq 0$, there exist disjoint finite sets $J_{1}, J_{2} \in Z$, $\left|J_{1}\right|=\left|J_{2}\right|, c_{1}, c_{2}>0$ independent of $t_{1}, t_{2}$, and $t_{0}=t_{0}\left(k, \delta_{X}\right)>0$ such that, for any $t_{1}, t_{2}, \Delta_{t} \geq t_{0},\left|b_{-j}\right|>2\left|b_{t_{1}-j}\right|+c_{1}\left(j \in J_{1}\right),\left|b_{-j}\right|>2\left|b_{t_{2}-j}\right|+c_{2}\left(j \in J_{1}\right)$,
$\left|b_{t_{1}-j}\right|>2\left|b_{-j}\right|+c_{1}\left(j \in J_{2}\right),\left|b_{t_{1}-j}\right|>2\left|b_{t_{2}-j}\right|+c_{2}\left(j \in J_{2}\right)$ and $\left[\delta_{X}\left|J_{i}\right|\right]=k+$ $3, i=1,2$. By Assumption (B3),

$$
\begin{aligned}
& \hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) \leq C \prod_{J_{1} \cup J_{2}}\left(1+\left|u_{1} b_{-j}+u_{2} b_{t_{1}-j}+u_{3} b_{t_{2}-j}\right|\right)^{-\delta_{X}} \\
& \leq C \prod_{J_{1}}\left(1+\left|u_{1}+u_{2} r_{1 j}+u_{3} r_{2 j}\right|\right)^{-\delta_{X}} \prod_{J_{2}}\left(1+\left|u_{2}+u_{1} r_{1 j}^{\prime}+u_{3} r_{2 j}^{\prime}\right|\right)^{-\delta_{X}}
\end{aligned}
$$

where $\left|r_{i j}\right| \leq 1 / 2\left(j \in J_{1}\right),\left|r_{i j}^{\prime}\right| \leq 1 / 2\left(j \in J_{2}\right), i=1,2$. Note that for any $u_{1}, u_{2}$, $u_{3} \in \mathbb{R}$, and any $\left|r_{i}\right| \leq 1 / 2,\left|r_{i}^{\prime}\right| \leq 1 / 2, i=1,2$,

$$
\left(1+\left|u_{1}+u_{2} r_{1}+u_{3} r_{2}\right|\right)\left(1+\left|u_{2}+u_{1} r_{1}^{\prime}+u_{3} r_{2}^{\prime}\right|\right) \geq C(1+|u|) \equiv C\left(1+\left(u_{1}^{2}+u_{2}^{2}+u_{3}^{2}\right)^{1 / 2}\right)
$$

where the constant C is independent of $r_{1}, r_{2}, r_{1}^{\prime}, r_{2}^{\prime}$. Hence we obtain

$$
\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) \leq C(1+|u|)^{-k-3}
$$

where the constant $C=C(k)$ does not depend on $t_{1}, t_{2}$. This in turn implies (42).
Write $p_{t_{1}, t_{2}}\left(x_{1}, x_{2}, x_{3}\right)$ for the left-hand side of (41). Let

$$
\begin{align*}
& \hat{p}_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)  \tag{43}\\
& =\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)-\hat{f}_{X}\left(u_{1}\right) \hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right)+\gamma_{X}\left(t_{1}\right) u_{1} u_{2} \hat{f}_{X}\left(u_{1}\right) \hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right) \\
& \quad+\gamma_{X}\left(t_{2}\right) u_{1} u_{3} \hat{f}_{X}\left(u_{1}\right) \hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right),
\end{align*}
$$

and $\hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right)=E e^{\mathbf{i}\left(u_{2} X_{t_{1}}+u_{3} X_{t_{2}}\right)}=\prod_{j} \phi\left(u_{2} b_{t_{1}-j}+u_{3} b_{t_{2}-j}\right)$. Then

$$
p_{t_{1}, t_{2}}\left(x_{1}, x_{2}, x_{3}\right)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}} e^{-\mathbf{i} x \cdot u} \hat{p}_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) d u
$$

For any $\alpha>0$, with $k \geq\left(1-2 d_{X}+\alpha\right) / \alpha$, we obtain that

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left|\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)\right| I\left(|u|>t^{\alpha}\right) d u  \tag{44}\\
& \quad \leq t^{-k \alpha} \int_{\mathbb{R}^{3}}|u|^{k}\left|\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)\right| d u \leq C t^{-k \alpha}=O\left(t^{2 d_{X}-1-\alpha}\right)
\end{align*}
$$

From (2.7) in the proof of Lemma 1 of Giraitis et al. [4], for any $k \geq 0$ and $r>k+1$,

$$
\int_{\mathbb{R}}|u|^{k}\left|\hat{f}_{X}(u)\right| d u \leq C \int_{\mathbb{R}}|u|^{k} /(1+|u|)^{r} d u=O(1)
$$

and (2.13) in the proof of Lemma 2 of Giraitis et al. [4] yields that,

$$
\int_{\mathbb{R}^{2}}|u|^{k}\left|\hat{f}_{X, \Delta_{t}}(u)\right| d u=O(1)
$$

Then a similar estimate as in (44) is valid for the three other terms on the right-hand side of (43). Thus

$$
\int_{\mathbb{R}^{3}}\left|\hat{p}_{t_{1}, t_{2}}(u)\right| I\left(|u|>t^{\alpha}\right) d u=O\left(t^{2 d_{X}-1-\alpha}\right) .
$$

Then it remains to show that for any $0<\alpha<\min \left(d_{X} / 7,\left(1-2 d_{X}\right) / 8\right)$,

$$
\begin{equation*}
\sup _{|u| \leq t^{\alpha}}\left|\hat{p}_{t_{1}, t_{2}}(u)\right|=O\left(t^{2 d_{x}-1-4 \alpha}\right) \tag{45}
\end{equation*}
$$

as

$$
\int_{\mathbb{R}^{3}} e^{-\mathbf{i} x \cdot u} \hat{p}_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) I\left(|u| \leq t^{\alpha}\right) d u \leq C t^{3 \alpha} t^{2 d_{x}-1-4 \alpha}=O\left(t^{2 d_{x}-1-\alpha}\right) .
$$

To prove (45), write

$$
\begin{aligned}
\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right) & =\prod_{i} \phi\left(u_{1} b_{-i}+u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)=\prod_{I_{1}} \cdots \prod_{I_{2}} \cdots \prod_{I_{3}} \cdots \prod_{I_{4}} \cdots \\
& =: a_{1} \cdot a_{2} \cdot a_{3} \cdot a_{4}, \quad \text { say, } \\
\hat{f}_{X}\left(u_{1}\right) \hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right) & =\prod_{i} \phi\left(u_{1} b_{-i}\right) \phi\left(u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)=\prod_{I_{1}} \cdots \prod_{I_{2}} \cdots \prod_{I_{3}} \cdots \prod_{I_{4}} \cdots \\
& =: a_{1}^{\prime} \cdot a_{2}^{\prime} \cdot a_{3}^{\prime} \cdot a_{4}^{\prime}, \quad \text { say, }
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{1}=\left\{i \in Z:|i| \leq t^{2 \alpha}\right\}, \quad I_{2}=\left\{i \in Z:\left|i-t_{1}\right| \leq t^{2 \alpha}\right\}, \\
& I_{3}=\left\{i \in Z:\left|i-t_{2}\right| \leq t^{2 \alpha}\right\}, \quad I_{4}=Z \backslash\left(I_{1} \cup I_{2} \cup I_{3}\right)
\end{aligned}
$$

Then,

$$
\begin{aligned}
\hat{f}_{X, t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)-\hat{f}_{X}\left(u_{1}\right) \hat{f}_{X, \Delta_{t}}\left(u_{2}, u_{3}\right)= & a_{1} a_{2} a_{3} a_{4}-a_{1}^{\prime} a_{2}^{\prime} a_{3}^{\prime} a_{4}^{\prime} \\
= & \left(a_{1}-a_{1}^{\prime}\right) a_{2} a_{3} a_{4}+a_{1}^{\prime}\left(a_{2}-a_{2}^{\prime}\right) a_{3} a_{4} \\
& +a_{1}^{\prime} a_{2}^{\prime}\left(a_{3}-a_{3}^{\prime}\right) a_{4}+a_{1}^{\prime} a_{2}^{\prime} a_{3}^{\prime}\left(a_{4}-a_{4}^{\prime}\right) .
\end{aligned}
$$

Hence, (45) will follow from the facts

$$
\begin{align*}
& a_{i}-a_{i}^{\prime}=O\left(t^{2 d_{x}-1-4 \alpha}\right), \quad i=1,2,3  \tag{46}\\
& a_{4}-a_{4}^{\prime}=-a_{4}^{\prime} u_{1} u_{2} \gamma\left(t_{1}\right)-a_{4}^{\prime} u_{1} u_{3} \gamma\left(t_{2}\right)+O\left(t^{2 d_{x}-1-4 \alpha}\right) \tag{47}
\end{align*}
$$

uniformly in $|u| \leq t^{\alpha}$.

Using the inequality $\left|\prod c_{i}-\prod c_{i}^{\prime}\right| \leq \sum\left|c_{i}-c_{i}^{\prime}\right|$, for $\left|c_{i}\right| \leq 1,\left|c_{i}^{\prime}\right| \leq 1$, one obtains

$$
\left|a_{1}-a_{1}^{\prime}\right| \leq \sum_{|i| \leq t^{2 \alpha}}\left|\phi\left(u_{1} b_{-i}+u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)-\phi\left(u_{1} b_{-i}\right) \phi\left(u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)\right| .
$$

Moreover, for $\left|u_{2}\right| \leq t^{\alpha},\left|u_{3}\right| \leq t^{\alpha},|i| \leq t^{2 \alpha}$, and $0<\alpha<d_{X} / 7$,

$$
\left|u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right| \leq C t^{2 d_{x}-1-6 \alpha} .
$$

Therefore, as $\left|\phi\left(y_{1}+y_{2}\right)-\phi\left(y_{1}\right) \phi\left(y_{2}\right)\right| \leq C\left|y_{2}\right|$, we obtain

$$
\left|a_{1}-a_{1}^{\prime}\right|=O\left(\sum_{|i| \leq t^{2 \alpha}} t^{2 d_{x}-1-6 \alpha}\right)=O\left(t^{2 d_{x}-1-4 \alpha}\right)
$$

The cases $i=2,3$ are analogous.
It remains to prove (47). For sufficiently large $t_{1}, t_{2}$, the left-hand side of (47) can be represented as

$$
a_{4}-a_{4}^{\prime}=a_{4}^{\prime}\left(\exp \left\{Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)\right\}-1\right)
$$

where

$$
Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right):=\sum_{I_{4}} \psi\left(u_{1} b_{-i}, u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)
$$

with

$$
\psi(x, y):=\log \phi(x+y)-\log \phi(x)-\log \phi(y), \quad(x, y) \in R^{2} .
$$

Hence,

$$
\begin{aligned}
& \psi\left(u_{1} b_{-i}, u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right) \\
& =\int_{0}^{u_{1} b_{-i}} \int_{0}^{u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}}\left[(\log \phi)^{\prime \prime}(0)+(x+y)(\log \phi)^{(3)}(z)\right] d x d y \\
& =-u_{1} u_{2} b_{-i} b_{t_{1}-i}-u_{1} u_{3} b_{-i} b_{t_{2}-i}+O\left(\left(u_{1} b_{-i}\right)^{2}\left|u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right|\right. \\
& \left.\quad+\left|u_{1} b_{-i}\right|\left(u_{2} b_{t_{1}-i}+u_{3} b_{t_{2}-i}\right)^{2}\right),
\end{aligned}
$$

where $z$ is between 0 and $x+y$. Consequently,

$$
Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)=-u_{1} u_{2} \gamma_{X}\left(t_{1}\right)-u_{1} u_{3} \gamma_{X}\left(t_{2}\right)+q_{1}+q_{2}
$$

where

$$
\begin{aligned}
& q_{1}=O\left(\left|u_{1} u_{2}\right| \sum_{I_{1} \cup I_{2} \cup U_{3}}\left|b_{-i} b_{t_{1}-i}\right|+\left|u_{1} u_{3}\right| \sum_{I_{1} \cup U_{2} \cup U_{3}}\left|b_{-i} b_{t_{2}-i}\right|\right), \\
& q_{2}=O\left(\left|u_{1}^{2} u_{2}\right| \sum_{i=1}^{n}\left|b_{-i}^{2} b_{t_{1}-i}\right|+\left|u_{1}^{2} u_{3}\right| \sum_{i=1}^{n}\left|b_{-i}^{2} b_{t_{2}-i}\right|+\left|u_{1} u_{2}^{2}\right| \sum_{i=1}^{n}\left|b_{-i} b_{t_{1}-i}^{2}\right|\right. \\
& \\
& \left.\quad+\left|u_{1} u_{3}^{2}\right| \sum_{i=1}^{n}\left|b_{-i} b_{t_{2}-i}^{2}\right|\right) .
\end{aligned}
$$

As $\left|u_{i}\right| \leq t^{\alpha}, i=1,2,3$,

$$
\begin{aligned}
& q_{1}=O\left(t^{2 \alpha} \max _{|i| \leq t^{\alpha}}\left(\left|b_{t_{1}-i}\right|,\left|b_{t_{2}-i}\right|\right)\right)=O\left(t^{2 d_{x}-1-5 \alpha}\right) \\
& q_{2}=O\left(t^{3 \alpha} \max _{i}\left(\left|b_{t_{1}-i}\right|,\left|b_{t_{2}-i}\right|\right)\right)=O\left(t^{2 d_{x}-1-4 \alpha}\right)
\end{aligned}
$$

provided $0<\alpha<d_{X} / 7$. Thus

$$
Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)=-u_{1} u_{2} \gamma_{X}\left(t_{1}\right)-u_{1} u_{3} \gamma_{X}\left(t_{2}\right)+O\left(t^{2 d_{X}-1-4 \alpha}\right)=O\left(t^{2 d_{X}-1+2 \alpha}\right)
$$

uniformly in $] u_{1}\left|,\left|u_{2}\right|,\left|u_{3}\right| \leq t^{\alpha}\right.$, which implies that

$$
\begin{aligned}
\exp \left\{Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)\right\}-1 & =Q_{t_{1}, t_{2}}\left(u_{1}, u_{2}, u_{3}\right)+O\left(Q_{t_{1}, t_{2}}^{2}\left(u_{1}, u_{2}, u_{3}\right)\right) \\
& =-u_{1} u_{2} \gamma_{X}\left(t_{1}\right)-u_{1} u_{3} \gamma_{X}\left(t_{2}\right)+O\left(t^{2 d_{X}-1-4 \alpha}\right)
\end{aligned}
$$

as $\alpha<\left(1-2 d_{X}\right) / 8$. This proves (47) and the lemma too.
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# Testing Shape Constraints in Lasso Regularized Joinpoint Regression 

Matúš Maciak


#### Abstract

Joinpoint regression models are very popular in some practical areas mainly due to a very simple interpretation which they offer. In some situations, moreover, it turns out to be also useful to require some additional qualitative properties for the final model to be satisfied. Especially properties related to the monotonicity of the fit are of the main interest in this paper. We propose a LASSO regularized approach to estimate these types of models where the optional shape constraints can be implemented in a straightforward way as a set of linear inequalities and they are considered simultaneously within the estimation process itself. As the main result we derive a testing approach which can be effectively used to statistically verify the validity of the imposed shape restrictions in piecewise linear continuous models. We also investigate some finite sample properties via a simulation study.


Keywords Joinpoint regression $\cdot$ Regularization $\cdot$ Shape constraints $\cdot$ Post-selection inference

## 1 Introduction

There are many different areas and practical situations where an easy interpretation of some statistical model is of the key interest. This especially happens if statistical models are about to be used by nonstatisticians or people with a lack of statistical skills. If possible, in such cases, statisticians should have a tendency to go for models which are flexible enough to capture an assumed underlying structure behind the data, but, on the other hand, the final models should be simple enough to be easily explained and interpreted.

[^7]Joinpoint regression ${ }^{1}$ models definitely belong among this type of models. Each joinpoint regression model is a piecewise linear model where each single piece can be interpreted in a classical sense of an ordinary linear regression line. The linear pieces join together obeying the continuity condition over the whole domain of interest. Locations at which the linear segments join together are called change-points (sometimes also structural breaks, join points, slope breaks or transition points). The locations of these change-points are usually left unknown and they are also considered to be the subjects of the estimation process.

The joinpoint regression models take an advantage of changes in the slope parameter to adapt for existing alternations in the overall structure in the data. However, in order to keep the final model simple, it is usually assumed that only some changepoints are present in the model and thus, only some breaks in the slope are observed in the final fit. From the theoretical point of view it turns out to be convenient to know the number of change-points in advance as this knowledge improves the asymptotic performance of the model. From practical reasons however, as we already mentioned, this is not the case in real situations nor it is possible many times. On the other hand, if the number of change-points (slope breaks) is unknown one needs to use some model selection procedures to perform a model selection step: a proper decision needs to be made in order to choose one model from a set of all allowable models. There are of course various techniques to perform this model selection step: considering a selection of a final model from some class of plausible joinpoint linear regression models (a set of models with different number of breaks in the slope, or equivalently, models with the corresponding number of linear segments) one can either use classical statistical tests (e.g. permutation tests investigated in [10, 11] or likelihood ratio tests discussed in $[4,8]$ ) or instead some alternative approaches mostly based on a Bayesian framework (see, e.g. [2] or [15]). In this context, there are especially permutations tests gaining a lot of popularity (see $[1,19]$ ) as they are commonly used as standard tools in different areas where joinpoint models are applied.

Another idea to perform the model selection step, which we also use in this paper, is based on the LASSO regularization approach originally proposed in [20]. The same idea of using the LASSO approach in joinpoint regression estimation is investigated in [14] and also in [7] where, however, the authors considered a slightly different but still very analogous scenario with a locally constant model which represents the simplest structure one can consider in this setup. The main idea behind the LASSObased selection step is to use the $L_{1}$ norm penalty implemented in the minimization of some objective function and to let the penalty itself to select one model from a set of all plausible ones. To put this in other words, the $L_{1}$ penalty is responsible for choosing only important breaks (change-points) in the slope from some much larger set of all hypothetical slope breaks. Only a small subset of important change-points should play the role in the final fit-the rest of the change-points will stay inactive.

[^8]The solution is called to be sparse (i.e. only a small subset of all corresponding parameters are nonzero in the final model) and creating sparse solutions is the main property of the LASSO regularized approach (see, e.g. [20] for more details). The main advantage of using the LASSO approach is that the regularized estimation somehow considers all possible model alternatives and the $L_{1}$ penalty selects the most suitable model in a data-driven manner. In contrast, the permutation tests and Bayesian approaches as well are quite limited in this context as they mostly consider only some small number of different alternatives. In permutation tests one usually tests one specific model against some other one and in the Bayesian framework the prior is usually also defined over a small set of different models only. From this point of view the LASSO-based selection step seems to be much more appropriate strategy especially if the number of slope breaks in the true model is unknown (see also [14] for further discussion).

The main idea of this paper is to derive a testing approach to verify some additional qualitative constrains which might be (optionally) imposed on the shape of the constructed fit. As far as we assume the piecewise linear models only the most reasonable restrictions which can be formulated with respect to the overall shape are those related to monotonic properties. One can, for example, requires that the final fit should be increasing or non-decreasing over the whole domain of interest. Such models have practical applications especially in production function estimation, different cost and performance functions, but they are also useful in economics, medicine, social sciences and many other areas.

In addition to the tests of qualitative properties the designed testing approach can be also applied in a straightforward way to verify statistical importance of changepoints being estimated in the model.

The rest of the paper is organized as follows: in the next session we discuss the LASSO regularized joinpoint models and we propose an algorithm to estimate these models. Different shape constraints which can be automatically considered in the estimation procedure are also discussed in Sect. 2. In Sect. 3 we discuss the main result of the paper: the testing approach based on some modifications of some recent results in [21]. All necessary details are also provided. Finally, finite sample properties and applications are presented and discussed in Sect.4.

## 2 Joinpoint Regression Model with Shape Constrains

Let us consider a bivariate random sample $\left\{\left(X_{i}, Y_{i}\right) ; i=1, \ldots, n\right\}$ drawn from some unknown population $(X, Y)$, where the design points $X_{1}, \ldots, X_{n}$ are assumed to be drawn from some continuous marginal distribution from some domain of interest, e.g. interval $[0,1]$. Thus, all $X_{i}$ points are unique almost surely and with any loss of generality we can assume that $X_{i}<X_{i+1}$, for all $i=1, \ldots, n-1$. The unknown dependence structure between each pair of the random variables $Y_{i}$ 's and $X_{i}$ 's is assumed to be piecewise linear and continuous, and the unknown linear pieces are
allowed to join at the design points $X_{1}, \ldots, X_{n}$ only. Under this assumptions a general joinpoint regression model with no further shape restrictions can be expressed as

$$
\begin{equation*}
Y_{i}=a_{i}+b_{i} X_{i}+\varepsilon_{i}, \quad \text { for } i=1, \ldots, n \tag{1}
\end{equation*}
$$

where we assume independent random error terms $\varepsilon_{i} \sim N\left(0, \sigma^{2}\right)$, for some given constant $\sigma^{2}>0$. The overall continuity condition can be imposed as

$$
\begin{equation*}
a_{i}+b_{i} X_{i}=a_{i+1}+b_{i+1} X_{i}, \quad \text { for } i=1, \ldots, n-1 \tag{2}
\end{equation*}
$$

Using this model formulation we are firstly interested in estimating the unknown parameters $a_{i}, b_{i} \in \mathbb{R}$, for $i=1, \ldots, n$. However, as far as we only assume some small number of slope breaks to occur in the final model we can consider parameters $b_{i}$ 's to be sparse in a sense that equalities $b_{i}=b_{i+1}$ hold for all but some small subset of indexes from $\{1, \ldots, n-1\}$. Therefore, it sounds reasonable to apply the estimation idea based on the LASSO regularization principle where the parameters included in the $L_{1}$ penalty are the corresponding differences between two neighbouring slope parameters $b_{i}$ and $b_{i+1}$, for $i=1, \ldots, n-1$.

Once there is some index $j$ such that $b_{j} \neq b_{j+1}$ the estimation procedure automatically estimates a slope change in the model and the corresponding location of the slope break is estimated at the design point $X_{j}$. The overall slope changes at this location from $b_{j}$ to $b_{j+1}$ to adjust for an existing structural change in the data. The intercept parameters $a_{i}$, for $i=1, \ldots, n$, are then responsible for obeying the continuity condition over the whole domain.

Let $\quad \boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{n-1}\right)^{\top}=\left(a_{1}, b_{1},\left(b_{2}-b_{1}\right), \ldots,\left(b_{n-1}-b_{n-2}\right)\right)^{\top} \in$ $\mathbb{R}^{n}$ and $\mathscr{I}=\{2, \ldots n-1\}$ the subset of indexes from $\{0,1, \ldots, n-1\}$ for which the vector of parameters $\boldsymbol{\beta}$ is assumed to be sparse. Then, using some simple algebra calculations one can easily verify that an appropriate estimation procedure for the model in (1) under the continuity conditions in (2) can be formulated as

$$
\begin{equation*}
\underset{\boldsymbol{\beta} \in \mathbb{R}^{n}}{\operatorname{Minimize}} \frac{1}{n}\|\boldsymbol{Y}-\mathbb{X} \boldsymbol{\beta}\|_{2}^{2}+\lambda_{n}\left\|\boldsymbol{\beta}_{(-2)}\right\|_{1}, \tag{3}
\end{equation*}
$$

where $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{n}\right)^{\top}$ is the response vector, $\boldsymbol{\beta} \in \mathbb{R}^{n}$ is the vector of unknown parameters to be estimated and $\boldsymbol{\beta}_{(-2)}=\left(\beta_{2}, \ldots, \beta_{n-1}\right)^{\top}$ denotes the sparse subset of parameters (i.e. the whole parameter vector without its first two elements) which are regularized by the LASSO penalty in (3). If there are some non-zero elements estimated for $\boldsymbol{\beta}_{(-2)}$ these estimates are responsible for slope breaks, respectively, changes in the direction of the dependence of $Y$ on $X$. One can also easily verify that the design matrix in (3) takes the form

$$
\mathbb{X}=\left(\begin{array}{ccccc}
1 & X_{1} & 0 & 0 & \ldots  \tag{4}\\
1 & X_{2} & 0 & 0 & \ldots \\
1 & X_{3}\left(X_{3}-X_{2}\right) & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{array}\right] \vdots .
$$

The first two columns in $\mathbb{X}$ are identical with the columns used in the design matrix for a classical linear regression case where $Y$ is regressed on $X$. Thus, the first two parameters can be interpreted as the overall intercept and slope parameters. All other parameter estimates, where only some of them are expected to be nonzero due to the $L_{1}$ penalty in (3), are responsible for estimating existing slope changes. The value of the regularization parameter $\lambda_{n}>0$ in (3) controls the number of these slope changes in the final model: for $\lambda_{n}$ close to zero there should be slope changes expected at each $X_{i}$ while for $\lambda_{n} \rightarrow \infty$ (respectively, large enough) the final fit will perfectly correspond with a classical linear regression line.

The minimization problem in (3) is convex and thus it can be easily solved using some standard minimization toolboxes. Moreover, one can also take an advantage of very effective solution approaches like LARS-LASSO algorithm (see [3]) or the coordinate decent algorithm proposed in [5]. The whole minimization problem in (3) can be also reparametrized in a sense of the classical LASSO problem (see [14]). More details about the model in (1) including some theoretical properties of the estimates constructed by minimizing (3) are discussed in [14].

Next, we would like to point our attention to situations where it may be natural to expect some specific shape of the unknown dependence structure. In order to obtain the same structure in the final estimate one needs to impose some additional constraints in order to enforce the required shape. As far as we only deal with the dependence structures which are piecewise linear it is reasonable to mainly consider restrictions based on monotonicity. One can still assume some isotonic constraints but let us remind that with piecewise modelling approach it is not possible to obtain any strictly convex or concave shapes.

Using the notation already introduced above, it is easy to see, for example, that for an (strictly) increasing form of the dependence between $Y$ and $X$ it needs to hold that $b_{i} \geq 0$ (or $b_{i}>0$, respectively.) for each $i \in\{1, \ldots, n\}$. Considering the vector of parameters $\boldsymbol{\beta} \in \mathbb{R}^{n}$ it gives that $\sum_{j=1}^{\ell} \beta_{j} \geq 0$ (or $\sum_{j=1}^{\ell} \beta_{j}>0$, respectively.) which needs to hold for any $\ell \in\{1, \ldots, n-1\}$. Analogously, if the underlying shape of the function is supposed to be (strictly) decreasing the same inequalities should hold with opposite signs. For a convex shape of the piecewise linear dependence one can again verify that it needs to hold that $b_{i+1} \geq b_{i}$ for all $i \in\{1, \ldots, n-1\}$ which again can be equivalently reformulated in terms of the vector of parameters $\beta \in \mathbb{R}^{n}$ as $\beta_{j} \geq 0$ for each $j \in\{2, \ldots, n-1\}$. Similarly, for the concave shape we need opposite inequalities to be satisfied. Note that no role is indeed played by the overall intercept parameter $\beta_{1}$ in case of isotonic restrictions, and thus, this parameter is not present in the corresponding constraints. In some situations it may be reasonable to
even combine the monotonic and isotonic restrictions together. This can be done in a straightforward way using the inequalities already defined.

In order to obtain an estimate of the unknown dependence structure between $Y$ and $X$ which will in addition fully comply with the imposed shape constraints, the corresponding inequalities need to be taken into account simultaneously with the estimation process. Again, it is easy to see that in order to fit a LASSO regularized shape-constrained joinpoint regression model one needs to consider the minimization problem which can be expressed as

$$
\begin{array}{r}
\underset{\boldsymbol{\beta} \in \mathbb{R}^{n}}{\operatorname{Minimize}} \frac{1}{n}\|\boldsymbol{Y}-\mathbb{X} \boldsymbol{\beta}\|_{2}^{2}+\lambda_{n}\left\|\boldsymbol{\beta}_{(-2)}\right\|_{1} \\
\text { subject to } \boldsymbol{A} \boldsymbol{\beta}_{(-1)} \geq 0 \tag{6}
\end{array}
$$

for some appropriate matrix ${ }^{2} \boldsymbol{A}$, where in addition $\boldsymbol{\beta}_{(-1)} \in \mathbb{R}^{n-1}$ denotes analogously a subset of $\boldsymbol{\beta}$ given by the vector itself without its first element (the overall intercept parameter). The inequality in (6) is meant elementwise.

The minimization problem under the constraints given in (5) and (6) looks very similar to the CLASSO problem proposed in [6] where a classical LASSO problem with additional linear constraints imposed on estimated parameters is considered. However, unlike the CLASSO problem we have different subsets of parameters playing now their role in different parts of the minimization problem: the whole set of parameters (vector $\boldsymbol{\beta} \in \mathbb{R}^{n}$ ) contributes to the minimization of the $L_{2}$ loss criterion function in (5) while only a subset of parameters (i.e. vector $\boldsymbol{\beta}_{(-2)} \in \mathbb{R}^{n-2}$ ) is considered in the $L_{1}$ penalty term. Finally, in the shape restriction imposed via inequalities in (6) another subset of parameters is used to define the required shapeeither parameters in $\boldsymbol{\beta}_{(-1)} \in \mathbb{R}^{n-1}$ in case of the monotonic restrictions or parameters in $\boldsymbol{\beta}_{(-2)} \in \mathbb{R}^{n-2}$ in case of the isotonic restrictions.

Unfortunately, the minimization problem under the linear constraints defined in (5) and (6) can not be re-parametrized to fit the classical LASSO problem as we could do it in case of the unrestricted version stated in (3). The minimization problem which we consider for the regularized and shape-constrained joinpoint models does

[^9]gous matrices for other scenarios can be obtained in similar ways as an easy exercise.
not fit any standard LASSO problems considered in literature therefore, it needs to be considered separately.

Moreover, one can not even apply classical LASSO estimation tools like LARSLASSO approach or coordinate decent algorithm (see the discussion, e.g. in [6]). On the other hand, the shape restricted LASSO minimization problem as we consider it in this paper is still a convex problem and thus, it can be solved using some standard optimization toolboxes and iterative algorithms. ${ }^{3}$

## 3 Statistical Test for Testing Shape Constraints Validity

In this section we propose a suitable testing approach which can be used to decide whether some shape constraints considered for the unknown joinpoint model are statistically relevant or not. To be precise, the main idea of this section is to provide a statistical test to decide about the following pair of hypothesis

$$
\begin{array}{ll}
H_{0}: & \boldsymbol{A} \boldsymbol{\beta}_{(-1)} \geq 0  \tag{7}\\
H_{1}: & H_{0} \text { does not hold } ;
\end{array}
$$

where the inequality is again assumed in the element-wise manner and the matrix $\boldsymbol{A}$ in the null hypothesis is some appropriate matrix with the corresponding dimensions: it is used to expresses the required shape constraints in terms of some linear combination of the unknown parameters. Note that any general matrix form is allowable for the testing procedure discussed in this section, however, we only concentrate on such forms which have some straightforward interpretation with respect to monotonic or isotonic properties of the LASSO regularized joinpoint regression model.

Considering an analogous set of hypotheses in a classical linear regression model one can use a whole variety of different statistical tools to decide whether the null hypothesis in (7) should be rejected or not. Indeed, one can use for example a classical test based on estimated residuals in the model which corresponds with $H_{0}$ and the other model corresponding with $H_{1}$ and to compare both. The test statistics then follows Fisher $F$-distribution with some appropriate degrees of freedom. Another option is to go for a likelihood ratio test and again we need to compare two models against each other. The corresponding test statistics then follows $\chi^{2}$ distribution with some degrees of freedom. Last but not least, one can also use a series of tests where for each element-wise inequality in (7) a separate $t$-test is performed, however, with some additional correction in order to keep a predefined level of the first type error probability. Unfortunately, none of these approaches can be used in case of the LASSO regularized estimates as one can not guarantee the overall first type error probability any more.

[^10]Let us briefly discuss some main issues and problems which commonly arise when performing statistical inference about LASSO regularized estimates in general. The same issues also occur for the shape constraint test in (7) as the corresponding estimates are also obtained by the LASSO regularized minimization in (6) and (7). We also discuss some recent proposals which can avoid some of these problems and finally, we introduce an adaptation which perfectly suits our scenario: we propose a test which can be effectively used to verify whether the imposed shape constraints are statistically relevant in the joinpoint model or not.

### 3.1 Significancy Test for LASSO Regularized Estimates

There is a huge discussion in literature on different approaches on how to perform statistical inference and statistical tests about some parameters estimated within the LASSO regularized regression framework. A pioneering work illustrating a whole series of problems arising when testing LASSO regularized parameters is discussed in [13].

The whole drawback is hidden in the fact that in the LASSO regularized estimation process the non-zero parameters enter the model at random. In other words, selecting a covariate, respectively, a column from the design matrix $\mathbb{X}$ in (3), is a random event and all classical testing approaches are not able to take this into account. This results in a poor performance with respect to the ability to keep the predefined level of the test (see [13] for an illustration).

There is a recent and extensive development in the area of the post-selection inference and a whole series of different approaches are proposed: e.g. methods based on splitting the sample and re-sampling discussed in [16] or ideas derived from debiasing the LASSO estimates proposed by [23] or [22]. In this paper we use the idea presented in [21] where the authors showed that the problem of random selection in LASSO models can be effectively taken care of by conditioning on the actual LASSO path history. ${ }^{4}$ In addition, this LASSO path history can be expressed in terms of some well-defined linear constraints which define a polyhedral set as a subset of $\mathbb{R}^{n}$ for the vector of observations $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$, which gives the same LASSO history path. Thus, instead of considering all possible data scenarios $\boldsymbol{Y} \in \mathbb{R}^{n}$ we only consider those which give the same LASSO solution path. We condition on $\boldsymbol{Y} \in \mathbb{B}$ where $\mathbb{B} \subset \mathbb{R}^{n}$ is some well-defined polyhedral set which fully defines the actual LASSO history path.

Thus, considering a set of LASSO regularized parameters $\boldsymbol{\beta}_{(-2)} \in \mathbb{R}^{n-2}$ and some general statistical test
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$$
\begin{align*}
& H_{0}: \boldsymbol{v}^{\top} \boldsymbol{\beta}_{(-2)}=0 ; \\
& H_{1}: \boldsymbol{v}^{\top} \boldsymbol{\beta}_{(-2)}<0 ; \tag{8}
\end{align*}
$$
\]

for some arbitrary vector $\boldsymbol{v} \in \mathbb{R}^{n-2}$, we can apply the aforementioned theory based on conditioning on the LASSO history path to replace the conditional probability under the null hypothesis

$$
P_{H_{0}}(\cdot \mid \text { full LASSO history path })
$$

by a more appropriate (mathematical) expression

$$
\begin{equation*}
P_{H_{0}}(\cdot \mid \boldsymbol{Y} \in \mathbb{B})=P_{H_{0}}\left(\cdot \mid\left\{\boldsymbol{Y} \in \mathbb{R}^{n} ; \Gamma \boldsymbol{Y} \geq \boldsymbol{b}\right\}\right) \tag{9}
\end{equation*}
$$

for some appropriate polyhedral set $\mathbb{B}=\left\{\boldsymbol{Y} \in \mathbb{R}^{n} ; \Gamma \boldsymbol{Y} \geq \boldsymbol{b}\right\} \in \mathbb{R}^{n}$ which fully specifies the LASSO history path in terms of some linear constraints imposed on $\boldsymbol{Y}$ being expressed as $\Gamma \boldsymbol{Y} \geq \boldsymbol{b}$. Finally, an appropriate test statistic denoted as $T(\boldsymbol{Y}, \mathbb{B}, \boldsymbol{v})$ can be derived for the set of hypothesis in (8) and it is proved in [21] that under the null hypothesis it holds that

$$
T(\boldsymbol{Y}, \mathbb{B}, \boldsymbol{v}) \stackrel{P_{H_{0}}}{\sim} \operatorname{Uniform}(0,1)
$$

We use this result in the next session to propose a modification which we later use to decide on statistical significancy of the proposed shape constraints in the LASSO regularized joinpoint regression model.

### 3.2 Shape Constraints Inference for LASSO Joinpoint Models

Let us start with some technical details on how to transform the full LASSO history path into a polyhedral expression which is used for the conditional probability in (9). This will be needed to calculate the distribution of the test statistic under the null hypothesis discussed later.

Let $\boldsymbol{X}_{j}$ for $j=1, \ldots, n$ denotes the corresponding column of the design matrix $\mathbb{X}$. Then for some vector of coefficient estimates $\widehat{\boldsymbol{\beta}}=\left(\beta_{0}, \ldots, \beta_{n-1}\right)^{\top} \in \mathbb{R}^{n}$ and the vector of signs ${ }^{5} \hat{\boldsymbol{s}}=\left(s_{1}, \ldots, s_{n-2}\right)^{\top} \in[-1,1]^{(n-2)}$ to be the solution of (5) with additional constraints (6) it is necessary and sufficient than the Karush-Kuhn-Tucker (KKT) optimality conditions hold. They can be expressed as
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$$
\begin{array}{ll}
\boldsymbol{X}_{j}^{\top}(\mathbb{X} \widehat{\boldsymbol{\beta}}-\boldsymbol{Y})=0 & \text { for } j=1,2, \\
\boldsymbol{X}_{j}^{\top}(\mathbb{X} \boldsymbol{\boldsymbol { \beta }}-\boldsymbol{Y})+\lambda_{n} \hat{s}_{j-2}=0 & \text { for } j=3, \ldots, n, \\
\hat{s}_{i}=\operatorname{sign}\left(\hat{\beta}_{i+1}\right) & \text { if } \hat{\beta}_{i+1} \neq 0 \text { for } i=1, \ldots, n-2, \\
\hat{s}_{i} \in[-1,1] & \text { if } \hat{\beta}_{i+1}=0,
\end{array}
$$
\]

where in addition we require the shape constraints to hold, thus $\boldsymbol{A} \widehat{\boldsymbol{\beta}}_{(-1)} \geq 0$ again for $\widehat{\boldsymbol{\beta}}_{(-1)}=\left(\widehat{\beta}_{1}, \ldots, \widehat{\beta}_{n-1}\right)^{\top}$. Using now Lemma 4.1 and Theorem 4.3 from [12] we can use the KKT conditions above to derive the LASSO selection history in terms of some affine restrictions imposed on $\boldsymbol{Y} \in \mathbb{R}^{n}$. Thus, a random event that we obtain a model with the same active set $\mathscr{A}=\left\{j \in \mathscr{J} ; \widehat{\beta}_{j} \neq 0\right\}$ and the same vector of corresponding signs $\hat{\boldsymbol{s}}$, where $\hat{s}_{j}=\operatorname{sign}\left(\hat{\beta}_{j+1}\right)$, for $j=1, \ldots, n-2$, can be expressed as in terms of a polyhedral restriction on $\boldsymbol{Y} \in \mathbb{R}^{n}$, respectively

$$
\mathbb{B}=\left\{\boldsymbol{Y} \in \mathbb{R}^{n} \mid \mathscr{A}, \hat{\boldsymbol{s}}\right\}=\left\{\boldsymbol{Y} \in \mathbb{R}^{n} ; \Gamma \boldsymbol{Y} \geq \boldsymbol{b}\right\}
$$

where both, matrix $\Gamma$ and vector $\boldsymbol{b}$ depends on the LASSO selection history given by the active set of indexes $\mathscr{A}$ and the corresponding sign vector $\hat{\boldsymbol{s}}$.

Next, we state Lemma 1 from [21] which will be useful to define the test statistic for the test.

Lemma 1 Let $\boldsymbol{Y} \sim N(\boldsymbol{\theta}, \Sigma)$ for some general mean vector $\boldsymbol{\theta} \in \mathbb{R}^{n}$ and variancecovariance matrix $\Sigma$ such that $\boldsymbol{v}^{\top} \Sigma \boldsymbol{v} \neq 0$ for an arbitrary fixed vector $\boldsymbol{v} \in \mathbb{R}^{n}$. Then a polyhedral restriction $\{\Gamma \boldsymbol{Y} \geq \boldsymbol{b}\}$ can be equivalently expressed as

$$
V_{L}(\boldsymbol{Y}) \leq \boldsymbol{v}^{\top} \boldsymbol{Y} \leq V_{U}(\boldsymbol{Y}) \text { and at the same time } V_{0}(\boldsymbol{Y}) \leq 0
$$

where for $V_{L}(\boldsymbol{Y}), V_{U}(\boldsymbol{Y})$ and $V_{0}(\boldsymbol{Y})$ we have

$$
\begin{aligned}
& V_{L}(\boldsymbol{Y})=\max _{j: \rho_{j}>0} \frac{u_{j}-(\Gamma \boldsymbol{Y})_{j}+\rho_{j} \boldsymbol{v}^{\top} V_{L}(\boldsymbol{Y})}{\rho_{j}} \\
& V_{U}(\boldsymbol{Y})=\max _{j: \rho_{j}<0} \frac{u_{j}-(\Gamma \boldsymbol{Y})_{j}+\rho_{j} \boldsymbol{v}^{\top} V_{L}(\boldsymbol{Y})}{\rho_{j}}
\end{aligned}
$$

and finally, $V_{0}(\boldsymbol{Y})=\max _{j: \rho_{j}=0} u_{j}-(\Gamma \boldsymbol{Y})_{j}$, where $\rho=\left(\rho_{j}\right)_{j}=\Gamma \Sigma \boldsymbol{v} / \boldsymbol{v}^{\top} \Sigma \boldsymbol{v}$.
Moreover, $\left(V_{L}(\boldsymbol{Y}), V_{U}(\boldsymbol{Y}), V_{0}(\boldsymbol{Y})\right)$ is independent of $\boldsymbol{v}^{\top} \boldsymbol{Y}$.
Proof See the proof of Lemma 1 in [21].
Now, we only need to realize that $\boldsymbol{Y}$ follows by our assumption the normal distribution with the corresponding variance-covariance matrix $\Sigma$ which we assume is known. A linear combination $\boldsymbol{v}^{\top} \boldsymbol{Y}$ for an arbitrary $\boldsymbol{v} \in \mathbb{R}^{n}$ follows again the normal
distribution and thus, a conditional distribution when conditioning on the polyhedral set $\{\Gamma \boldsymbol{Y} \geq \boldsymbol{b}\}$ can be equivalently expressed as a conditional distribution of

$$
\boldsymbol{v}^{\top} \boldsymbol{Y} \mid V_{L}(\boldsymbol{Y}) \leq \boldsymbol{v}^{\top} \boldsymbol{Y} \leq V_{U}(\boldsymbol{Y}) \bigwedge V_{0}(\boldsymbol{Y}) \leq 0
$$

which can be shown is a truncated normal distribution ${ }^{6}$ where the boundaries of the truncation are random and depend on the selection.

Finally, to construct the test statistic which can be later used to test the set of hypotheses in (8) we state the following theorem.
Theorem 1 Let the model $\boldsymbol{Y} \sim N\left(\mathbb{X} \boldsymbol{\beta}, \sigma^{2} I\right)$ holds for some general mean vector $\mathbb{X} \boldsymbol{\beta} \in \mathbb{R}^{n}$ and some given variance $\sigma^{2}>0$. Let moreover, $\boldsymbol{v} \in \mathbb{R}^{n}$ be an arbitrary fixed vector such that $\boldsymbol{v}^{\top}\left(\mathbb{X}^{\top} \mathbb{X}\right)^{-1} \boldsymbol{v} \neq 0$. Then the random variable

$$
\begin{equation*}
T(\boldsymbol{Y}, \mathbb{B}, \boldsymbol{v})=1-F_{\boldsymbol{v}^{\top} \boldsymbol{\beta}, \boldsymbol{v}^{\top}\left(\mathbb{X}^{\top} \mathbb{X}\right)^{-1} \boldsymbol{v}}^{\left[V _ { L } \left(\boldsymbol{Y}, \boldsymbol{v}^{\top}(\boldsymbol{Y}]\right.\right.}(\widehat{\boldsymbol{\beta}}), \tag{10}
\end{equation*}
$$

can be used to test the null hypothesis $H_{0}: \boldsymbol{v}^{\top} \boldsymbol{\beta}=0$ against the alternative $H_{1}$ : $\boldsymbol{v}^{\top} \boldsymbol{\beta}>0$ and it holds that

$$
\begin{aligned}
& P_{H_{0}}(T(\boldsymbol{Y}, \mathbb{B}, \boldsymbol{v}) \leq \alpha \mid \text { full LASSO history path }) \\
& \quad=P_{\boldsymbol{v}^{\top} \boldsymbol{\beta}=0}(T(\boldsymbol{Y}, \mathbb{B}, \boldsymbol{v}) \leq \alpha \mid \Gamma \boldsymbol{Y} \geq \boldsymbol{b})=\alpha .
\end{aligned}
$$

Proof The proof follows as a special case of the proof of Lemmas 2 and 3 in [21].

Comparing now the set of hypothesis in (7) with the post-selection tests discussed in the previous section one should note two major differences: there is only a simple null hypothesis considered in (8) but the formulation in (7) states a more complex hypothesis which can not be directly dealt with using the discussed post-selection inference above. And second, unlike the null hypothesis in (8) where only one equality is given one needs to consider a whole set of inequalities in the expression $\boldsymbol{A} \boldsymbol{\beta}_{(-1)} \geq 0$ in the null hypothesis in (7) as this inequality is considered in the element-wise manner. Indeed, there are actually $n-1$ inequalities to test in total. Unfortunately, the post-selection tests can not be easily adapted for such complex hypotheses and therefore, some necessary modifications and ways around need to be investigated.

On the other hand, we apriori assume that only a small number of parameters in $\boldsymbol{\beta}_{(-2)} \in \mathbb{R}^{n-2}$ are estimated as non-zero elements and thus, we can equivalently rewrite the original test in (7) using only those parameters where non-zero elements occur in the estimate of $\boldsymbol{\beta}_{(-2)}$. In addition, we can also limit our attention to a more

[^13]specific scenario, where we only test a simple null hypothesis against a complex alternative. Given the fact that the testing approach is based on the post-selection inference where we condition on the full LASSO history path (which means that we condition on scenarios which give the same final model) we can rewrite the set of hypothesis in (7) using $\mathscr{A}=\left\{j \in \mathscr{J} ; \hat{\beta}_{j} \neq 0\right\}$, which is the set of indexes of regularized parameters which are active in the final fit, as
\[

$$
\begin{align*}
& H_{0}: \boldsymbol{A}_{\mathscr{A}_{(1)}} \boldsymbol{\beta}_{\mathscr{A}_{(1)}}=0 ;  \tag{11}\\
& H_{1}: \boldsymbol{A}_{\mathscr{A}_{(1)}} \boldsymbol{\beta}_{\mathscr{A}_{(1)}}>0 ;
\end{align*}
$$
\]

where $\mathscr{A}_{(1)}=\mathscr{A} \cup\{j=1\}$ to also include the intercept parameter $\beta_{1}$ into the test, ${ }^{7}$ and $\boldsymbol{A}_{\mathscr{A}_{(1)}}$ is a submatrix of $\boldsymbol{A}$ consisting only of the rows and columns which correspond with the set of indexes in $\mathscr{A}_{(1)}$. The same also applies for $\boldsymbol{\beta}_{\mathscr{A}_{(1)}}$ which is a subvector of $\boldsymbol{\beta}_{(-1)} \in \mathbb{R}^{n-1}$ with only those elements which correspond with indexes in $\mathscr{A}_{(1)}$. The equality sign in the null hypothesis as well as the inequality sign in the alternative hypothesis are considered again element-wise.

One can easily see that the hypotheses test in (11) differs from the original test formulated in (7) but there is still some common sense in the later formulation presented in (11). Indeed, if the true function is increasing the final fit should correspond and thus by rejecting the null we actually confirm the imposed shape constraints. On the other hand, if the true function is rather decreasing, the final fit will result in a simple overall mean and under the imposed restrictions the null hypothesis should not be rejected as the true parameters are supposed to be zeros indeed. An analogous argumentation can be also used in case of some isotonic shape restrictions.

As far as we assume only limited, a small number of slope breaks to occur in the final model we have that $|\mathscr{A}|=\#\left\{j \in \mathscr{J} ; \hat{\beta}_{j} \neq 0\right\}$ is small and thus we only have a small number of the element-wise inequalities in (11). Using the post-selection approach discussed in Sect. 3.2 we only need to consider each inequality in a separate test and we can calculate the corresponding $p$-value for each test separately: applying Theorem 1 we can use the test statistic defined in (10) to calculate the corresponding $p$-values for individual tests $H_{0 j}: \boldsymbol{a}_{j}^{\top} \boldsymbol{\beta}_{\mathscr{A}_{(1)}}=0$ against $H_{1}: \boldsymbol{a}_{j}^{\top} \boldsymbol{\beta}_{\mathscr{A}_{(1)}}>0$, for each $j=1, \ldots, J$, where $\boldsymbol{a}_{j}^{\top}$ are the corresponding columns of $\boldsymbol{A}_{\mathscr{A}_{(1)}}=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{p}\right)^{\top}$ and $J=\left|\mathscr{A}_{(1)}\right|$.

Note, however, that the overall slope parameter $\beta_{1}$ is not penalized in the LASSO penalty in (3) and thus, there is no need to apply the polyhedral conditioning for calculating the corresponding $p$-value for this parameter. Indeed, it is easy to see from the KKT conditions that the estimate of the overall slope parameter is given in a sense of an ordinary linear regression and therefore, classical inference techniques can be applied. For other parameters which are penalized in the LASSO penalty we need

[^14]to adjust for the randomness in the model selection step and thus, the corresponding $p$-values need to be obtained using the post-selection inference approach.

To conclude, we need to deal with a relatively small set of multiple tests while controlling for the overall first type error probability. Multiple comparisons techniques need to be used but one needs to be aware of the fact that given the structure of the matrix in (11) these multiple tests are not independent. There are many approaches and different techniques which can be applied to correctly control and manage the overall first type error probability: the simplest approach is so called Bonferroni correction which is however, known to be quite conservative in many situations. Another techniques are discussed, e.g. in [17] and more sophisticated approaches based on nonparametric combination of tests are summarized in [18]. For our purposes we use a simple modification of the Bonferroni correction, so called Holm-Bonferroni correction (see [9] for details): for $J \in \mathbb{N}$ being the number of comparisons in (11) (equivalently the number of rows in $\boldsymbol{A}_{\mathscr{A}_{(1)}}$ ) and $\alpha \in(0,1)$ being the overall first type error probability we sort the corresponding $p$-values $p_{(1)} \leq \cdots \leq p_{(J)}$ and we search for the smallest $j \in\{1, \ldots, J\}$ such that $p_{(j)}>\alpha /(J-j+1)$. If $j=1$ then we do not reject the null hypothesis. If there is no such $j \in\{1, \ldots, J\}$ then we reject the null hypothesis in (11) and thus, we confirm the imposed shape constraints.

## 4 Finite Sample Results

In this section we investigate some final sample properties of the proposed estimation and testing approach. Specifically, we are interested in estimating some unknown regression function which is assumed to be piecewise linear and continuous on its domain and in addition we impose non-decreasing ${ }^{8}$ restriction on the constructed fit. Using the estimated model we would like use the proposed test to verify whether the shape restrictions are likely to be fulfilled or not.

For this purpose we consider three different models with piecewise linear and continuous underlying regression functions:

$$
\begin{array}{ll}
\text { Model } A: & f_{1}(x)=1+x \mathbb{I}_{(x<0.3)}+(4 x-0.9) \mathbb{I}_{(x \in[0.3,0.5))}+(0.5 x+0.85) \mathbb{I}_{(x \geq 0.5)} ; \\
\text { Model } B: & f_{2}(x)=1+1.5 x \mathbb{I}_{(x<0.4)}+0.6 x \mathbb{I}_{(x \in[0.4,0.8))}-(0.75 x-3.2) \mathbb{I}_{(x \geq 0.8)} ; \\
\text { Model } C: & f_{3}(x)=(3 x+1.2) \mathbb{I}_{(x<0.4)}-(5 x-4.4) \mathbb{I}_{(x \in[0.4,0.8))}-(x-2) \mathbb{I}_{(x \geq 0.8)} ;
\end{array}
$$

It is easy to verify that Model $A$ satisfies the non-decreasing property over the whole domain-interval $(0,1)$; Model $B$ is increasing in the first part of the domain, constant in the second part and finally, slightly decreasing in the last part of the domain; Finally, Model $C$ is similar as the second one but the decreasing segments are much more obvious, therefore, there should be more evidence in favour of the null
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Fig. 1 Three underlying models (true functions with black solid lines) fitted with the LASSO regularized joinpoint regression approach (red solid lines): firstly, under no shape restrictions given by (3) and displayed in subfigures $\mathbf{a}-\mathbf{c}$; secondly, under the additional non-decreasing shape restriction as defined by (6) given in subfigures $\mathbf{d}-\mathbf{f}$
hypothesis (alternative means non-decreasing). The data were generated using the corresponding model where $n=20$ design points were equidistantly placed over the whole domain and the random noise followed the normal distribution $N\left(0,0.1^{2}\right)$. All design points were assumed to be hypothetical change-point locations for the slope break, however, we apriori considered two change-points only (resp. slope breaks) and we used the unrestricted estimation approach as defined in (3) (see Fig. 1a-c) and the shape-constrained estimation procedure in sense of (6) (Fig. 1d-f). Both estimation approaches are used to compare the effect of imposing the additional shape constraints.

It is clear from Fig. 1 that once the constraints are true, the model estimated under the constraints and the model estimated without constraints are identical (compare Fig. 1a, d). On the other hand, if the imposed constraints are validated by the true model then these two estimation approaches clearly differ. Indeed, one model tries to fit the underlying data and to reveal the true structure while the second one stays limited within the imposed restrictions (compare Fig. 1b, e and c, f).

As we are also interested in some statistical decision whether given constraints hold or not we consider a set of hypothesis defined in (11). We assume only two slope breaks by default, therefore, there are only three rows in $\boldsymbol{A}_{\mathscr{A}_{(1)}}$ and three non-zero parameters $\widehat{\boldsymbol{\beta}}_{\mathscr{A}_{(1)}}=\left(\widehat{\beta}_{1} \widehat{\beta}_{j_{1}}, \widehat{\beta}_{j_{2}}\right)^{\top}$ (the overall intercept and two slope breaks). Next, we calculate the corresponding $p$-values for simple tests of linear combinations of parameters with each line of the matrix $\boldsymbol{A}_{\mathscr{A}_{(1)}}=\left(\begin{array}{lll}1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 1\end{array}\right)$.

Thus we obtain three $p$-values one for each row in $\boldsymbol{A}_{\mathscr{A}_{(1)}}$ : the first corresponds with the partial test $H_{01}: \beta_{1}=0$ against $H_{11}: \beta_{1}>0$ for the overall slope parameter $\beta_{1}$
Table 1 Summary table for the partial statistical tests defined by the set of hypotheses in (11) given for all three considered models. Simulation results given for 100 independent repetitions where each model was re-fitted 100 times given 100 simulated datasets are also provided

| Parameter estimates | Model A |  |  | Model B |  |  | Model C |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p$-value | Avg. (per 100) | Std.Err. (per 100) | $p$-value | Avg. (per 100) | Std.Err. (per 100) | $p$-value | Avg. (per 100) | Std.Err. (per 100) |
| $\widehat{\beta}_{1}$ | 0.0085 | 0.0111 | (0.0029) | 0.1555 | 0.2584 | (0.0356) | 0.8253 | 0.8447 | (0.0255) |
| $\widehat{\beta}_{1}+\widehat{\beta}_{j_{1}}$ | <0.0001 | 0.0004 | (0.0001) | 0.2830 | 0.2569 | (0.1244) | 0.6223 | 0.5982 | (0.2219) |
| $\begin{aligned} & \widehat{\beta}_{1}+\widehat{\beta}_{j_{1}}+ \\ & \widehat{\beta}_{j_{2}} \end{aligned}$ | 0.0001 | 0.0001 | (0.0004) | 0.3321 | 0.3848 | (0.1829) | 0.5424 | 0.5567 | (0.3220) |

and the remaining two correspond with analogous tests for the linear combinations $\beta_{1}+\beta_{j_{1}}$ and $\beta_{1}+\beta_{j_{1}}+\beta_{j_{2}}$, where $j_{1}, j_{2} \in \mathscr{A}$ are the only two indexes of two active parameters. The corresponding $p$-values are calculated via the post-selection framework using Theorem 1. The corresponding $p$-values for each of the three models ( $A, B$ and $C$ ) are presented in Table 1.

All three models were also considered repeatedly in additional simulations in order to investigate the overall behaviour: the results are averaged for 100 repetitions and they are given in the last two columns of the corresponding partial table (one for each model) in Table 1.

To finally conclude, for $\alpha=0.05$ the null hypothesis in case of Model $A$ is clearly rejected in favour of the alternative which states that $\beta_{1}>0$ as well as $\beta_{1}+\beta_{j_{1}}>0$ and $\beta_{1}+\beta_{j_{1}}+\beta_{j_{2} 0}>0$ and thus, all three slope parameters of the three segments in the model are positive. For the remaining two models the null hypothesis in (11) is not rejected. Thus, the estimated parameters which would otherwise cause the estimated function to take a decreasing shape can be considered to be zero. Comparing this with the shape-constrained fits in Fig. 1e, f we can conclude that the slope parameters are mostly indeed being estimated as zeros.

## 5 Conclusion

Piecewise continuous linear regression models are popular modelling approaches in various practical applications where the final interpretation of the model should be kept as easy as possible. We considered the LASSO regularized estimation framework for fitting such models. However, due to an evident lack of sufficient statistical theory in the area of the LASSO estimation it is not easy to approach such models from the perspective of some valid inference.

In this paper we proposed an adaptation of the idea being recently presented in [20] and we introduced a statistical test which can be used to verify some qualitative properties of the final fit. Specifically, we consider some common shape constraints like monotonic or isotonic properties and we use the proposed statistical testing approach to validate such assumptions.

There are still some limitations involved in both, theoretical and practical aspects of this methodology. First of all, we can not directly consider the statistical test defined by hypotheses in (7) as we can only deal with simple null hypotheses as formulated for instance in (8). On the other hand, however, we showed that there is still some common sense even behind the later formulation and the problem can be still adopted to verify the imposed structural constraints in the joinpoint model: one just need to reconsider the problem and instead of testing the validity of the shape constraints in the null hypothesis as stated in (7) we rather test the null hypothesis on the corresponding parameters begin zero (meaning that the final model fit under the null will coincide with the considered shape restriction even though the true model may not) against the alternative that the model fit truly estimates the unknown model and they both comply with the given shape restriction.

There is still a way to improve the proposed testing approach in order to provide a more complex approach similar to, e.g. an F test or likelihood ratio test which are both effectively used in the classical linear regression framework. We believe however, that the proposed multi-stage test discussed in this paper can be still used in some practical situations where a decision on some imposed constraints needs to be done.
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# Shape Constrained Regression in Sobolev Spaces with Application to Option Pricing 

Michal Pešta and Zdeněk Hlávka


#### Abstract

A class of nonparametric regression estimators based on penalized least squares over the sets of sufficiently smooth functions is elaborated. We impose additional shape constraint-isotonia-on the estimated regression curve and its derivatives. The problem of searching for the best fitting function in an infinite dimensional space is transformed into a finite dimensional optimization problem making this approach computationally feasible. The form and properties of the regression estimator in the Sobolev space are investigated. An application to option pricing is presented. The behavior of the estimator is improved by implementing an approximation of a covariance structure for the observed intraday option prices.
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## 1 Introduction

Suppose we need to estimate an unknown regression curve and the only restriction is that it should be sufficiently smooth. Therefore, we do not want to prescribe any functional form and a nonparametric approach is suitable. For obtaining a reasonable fit with plausible smoothness, penalized least squares are chosen, cf. [12]. We are interested in a regression model based on functions with specific features (quality).

An estimator of the regression curve will be an element of a Sobolev space, a class of functions with smooth high-order derivatives. Such approach was proposed for

[^16]random design by [13]. Nevertheless, considering the option pricing problem, the fixed design seems to be more appropriate.

Our primary goal is to investigate the form, asymptotic properties, and computational feasibility of the estimated regression curve in the Sobolev space. In addition, we also include shape constraints on the regression curve following from the put-call option price duality: obviously, isotonicity, i.e., [3], is nonnegativity (or nonpositivity) of certain higher order derivatives (e.g., monotonicity, convexity, or concavity).

The investigation is based on a shape-constrained regression in Sobolev spaces. In Sect. 2, we describe the mathematical foundation of the method. In Sect.3, we introduce the estimator and investigate its consistency and computational availability. Specific problems arising in the real-life application on the observed option prices are discussed in Sect. 4 considering also an approximation to covariance structure for the observed call and put option prices proposed in Sect. 5. Finally, state price density (SPD) estimates based on the observed DAX option prices are calculated in Sect. 6. The proofs of all theorems are given in Appendix.

## 2 Sobolev Spaces’ Framework

In this section, necessary preliminaries and some theorems for statistical regression in Sobolev spaces are assembled. The crux of this section lies in Theorem 1 (Representors in Sobolev Space). Compared to [13], we examine the so-called representors in more detail (see also Proof of Theorem 1).

The symbol $\mathrm{L}_{p}(\Omega)$ shall denote the Lebesgue space $\mathrm{L}_{p}(\Omega):=\left\{f:\|f\|_{L_{p}(\Omega)}<\right.$ $\infty\}, \quad 1 \leq p \leq \infty$, where $\|f\|_{L_{p}(\Omega)}:=\left[\int_{\Omega} f^{p}(\mathrm{x}) \mathrm{dx}\right]^{1 / p}$ for $1 \leq p<\infty$ and $\|f\|_{L_{\infty}(\Omega)}:=\inf \{C \geq 0:|f| \leq C$ a.e. $\}$ for a measurable real-valued function $f$ : $\Omega \rightarrow \mathbb{R}$ on a given Lebesgue-measurable domain $\Omega$, i.e., a connected Lebesguemeasurable bounded subset of an Euclidean space $\mathbb{R}^{q}$ with nonempty interior. The symbol $\mathscr{C}^{m}(\Omega), m \in \mathbb{N}_{0}$ denotes the space of $m$-times continuously differentiable scalar functions upon bounded domain $\Omega$, i.e., $\mathscr{C}^{m}(\Omega):=\left\{f: \Omega \rightarrow \mathbb{R} \mid D^{\alpha} f \in\right.$ $\left.\mathscr{C}^{0}(\Omega),|\boldsymbol{\alpha}|_{\infty} \leq m\right\}$, where $|\boldsymbol{\alpha}|_{\infty}=\max _{i=1, \ldots, q}\left|\alpha_{i}\right|$. Let us denote by $D^{\alpha} f(\mathrm{x}):=$ $\partial^{|\boldsymbol{\alpha}|_{1}} f(\mathbb{x}) / \partial x_{1}^{\alpha_{1}} \ldots \partial x_{q}^{\alpha_{q}}$ the partial derivative of the function $f: \Omega \rightarrow \mathbb{R}$ in $\mathbb{x} \in$ $\operatorname{int}(\Omega)\left(\equiv \Omega^{\circ}:=\bar{\Omega} \backslash \partial \Omega\right)$, where $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{q}\right)^{\top} \in \mathbb{N}_{0}^{q}$ is a multi-index of the modulus $|\boldsymbol{\alpha}|_{1}=\sum_{i=1}^{q} \alpha_{i}$.

Definition 1 (Sobolev norm) Let $f \in \mathscr{C}^{m}(\Omega) \cap \mathrm{L}_{p}(\Omega)$. We introduce a Sobolev norm $\|\cdot\|_{p, S o b, m}$ as

$$
\begin{equation*}
\|f\|_{p, S o b, m}:=\left\{\sum_{|\alpha|_{\infty} \leq m} \int_{\Omega}\left|D^{\alpha} f(\mathbb{x})\right|^{p} \mathrm{dx}\right\}^{1 / p}, \quad \text { where }|\boldsymbol{\alpha}|_{\infty}=\max _{i=1, \ldots, q} \alpha_{i} \tag{1}
\end{equation*}
$$

The Sobolev norm is a correctly defined norm, because the triangle inequality for the Sobolev norm (1) follows easily from the triangle inequality for the $p$-norms on $\mathrm{L}_{p}(\Omega)$ and $l_{p}\left(\left\{\boldsymbol{\alpha}:|\boldsymbol{\alpha}|_{\infty} \leq m\right\}\right)$.

Definition 2 (Sobolev space) A Sobolev space of rank $m, \mathscr{W}_{p}^{m}(\Omega)$, is the completion of the intersection of $\mathscr{C}^{m}(\Omega)$ and $\mathrm{L}_{p}(\Omega)$ with respect to the Sobolev norm $\|\cdot\|_{p, S o b, m}$.

Note that $\mathscr{C}^{m}(\Omega) \cap L_{p}(\Omega)$ is dense in $\mathscr{W}_{p}^{m}(\Omega)$ according to $\|\cdot\|_{p, S o b, m}$.
Definition 3 (Sobolev inner product) Let $f, g \in \mathscr{W}_{2}^{m}(\Omega)$. The Sobolev inner product $\langle\cdot, \cdot\rangle_{S o b, m}$ is defined as

$$
\langle f, g\rangle_{S o b, m}:=\sum_{|\alpha|_{\infty} \leq m} \int_{\Omega} D^{\alpha} f(\mathbb{x}) D^{\alpha} g(\mathbb{x}) \mathrm{dx}
$$

The correctness of Definition 3 is guaranteed by the denseness of the space $\mathscr{C}^{m}(\Omega) \cap$ $L_{2}(\Omega)$ in $\mathscr{W}_{2}^{m}(\Omega)$. The Sobolev inner product $\langle\cdot, \cdot\rangle_{\text {Sob,m}}$ induces the Sobolev norm $\|\cdot\|_{2, S o b, m}$ in $\mathscr{W}_{2}^{m}(\Omega)$ and we denote the Sobolev space $\mathscr{H}^{m}(\Omega):=\mathscr{W}_{2}^{m}(\Omega)$. For simplicity of notation, we denote the Sobolev norm $\|\cdot\|_{2, S o b, m}:=\|\cdot\|_{S o b, m}$. It is straightforward to verify that $\mathscr{H}^{m}(\Omega)$ is a normed linear space. By construction, $\mathscr{H}^{m}(\Omega)$ is complete and, hence, it is a Banach space. Next, the inner product $\langle\cdot, \cdot\rangle_{\text {Sob,m }}$ has been defined on $\mathscr{H}^{m}(\Omega)$ and it follows that $\mathscr{H}^{m}(\Omega)$ is a Hilbert space.

### 2.1 Construction of Representors in Sobolev Space

The Hilbert space $\mathscr{H}^{m}(\Omega)$ can be expressed as a direct sum of subspaces that are orthogonal to each other. For the nonparametric regression, see Sect.3, it is very important that we can take projections of the elements of $\mathscr{H}^{m}(\Omega)$ into its subspaces.

The following Theorem 1 is the representation theorem for Sobolev spaces derived in [13], an analogy to the well-known Riesz representation theorem. From now on, we suppose that $m \in \mathbb{N}$. The symbol $\mathscr{Q}^{q}$ denotes the closed unit cube in $\mathbb{R}^{q}$.

Theorem 1 (Representors in Sobolev space) For all $f \in \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right)$, a $\in \mathscr{Q}^{q}$ and $\mathbb{w} \in \mathbb{N}_{0}^{q},|\mathbb{w}|_{\infty} \leq m-1$, there exists a representor $\psi(\mathbb{x}) \in \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right)$ at the point a with the rank $\mathbb{w}$ such that $\langle\psi, f\rangle_{\text {Sob,m }}=D \quad f(a)$. Moreover, $\psi \quad(\mathbb{x})=\prod_{i=1}^{q}$ $\psi_{a_{i}}^{w_{i}}\left(x_{i}\right)$ for all $\mathrm{x} \in \mathscr{Q}^{q}$, where $\psi_{a_{i}}^{w_{i}}(\cdot)$ is the representor in the Sobolev space of functions of one variable on $\mathscr{Q}^{1}$ with the inner product

$$
\begin{align*}
\frac{\partial^{w_{i}} f(\mathrm{a})}{\partial x_{i}^{w_{i}}} & =\left\langle\psi_{a_{i}}^{w_{i}}, f\left(x_{1}, \ldots, x_{i-1}, \cdot, x_{i+1}, \ldots, x_{q}\right)\right\rangle_{S o b, m} \\
& =\sum_{\alpha=0}^{m} \int_{\mathscr{Q}^{1}} \frac{d^{\alpha} \psi_{a_{i}}^{w_{i}}\left(x_{i}\right)}{d x_{i}^{\alpha}} \frac{d^{\alpha} f(\mathbb{x})}{d x_{i}^{\alpha}} d x_{i} . \tag{2}
\end{align*}
$$

The proof of Theorem 1 given in Appendix is based on the ideas of [13]. In addition, we derive the exact form of the representor for Sobolev spaces $\mathscr{H}^{m}(\Omega)$ in this proof, which provides the computational feasibility of the whole approach.

In order to derive the representor $\psi_{a} \equiv \psi_{a}^{0}$ of $f \in \mathscr{H}^{m}[0,1]$, we start with functions $L_{a}$ and $R_{a}$ defined in Appendix in (47)-(50). The coefficients $\gamma_{k}(a)$ of the representor are obtained as the solution of a system of linear equations corresponding to the boundary conditions (35)-(39) of the differential equation (34). The existence and uniqueness of the coefficients $\gamma_{k}(a)$ are shown in the proof of Theorem 1.

Theorem 2 (Obtaining coefficients $\gamma_{k}(a)$ ) The coefficients $\gamma_{k}(a)$ of the representor $\psi_{a}$ are the unique solution of the following $4 m \times 4 m$ system of linear equations

$$
\begin{align*}
& \sum_{k=0}^{m} \gamma_{k}(a)\left\{\varphi_{k}^{(m-j)}(0)+(-1)^{j} \varphi_{k}^{(m+j)}(0)\right\} \\
& k \neq \kappa \\
& +\sum_{\substack{k=0 \\
k \neq \kappa}}^{m} \gamma_{m+1+k}(a)\left\{\varphi_{m+1+k}^{(m-j)}(0)+(-1)^{j} \varphi_{m+1+k}^{(m+j)}(0)\right\}=0 \text { for } j=0, \ldots, m-1,  \tag{3}\\
& \sum_{\substack{k=0 \\
k \neq \kappa}}^{m} \gamma_{2 m+2+k}(a)\left\{\varphi_{k}^{(m-j)}(1)+(-1)^{j} \varphi_{k}^{(m+j)}(1)\right\} \\
& +\sum_{\substack{k=0 \\
k \neq \kappa}}^{m} \gamma_{3 m+3+k}(a)\left\{\varphi_{m+1+k}^{(m-j)}(1)+(-1)^{j} \varphi_{m+1+k}^{(m+j)}(1)\right\}=0 \text { for } j=0, \ldots, m-1,  \tag{4}\\
& \sum_{k=0}^{m}\left\{\gamma_{k}(a)-\gamma_{2 m+2+k}(a)\right\} \varphi_{k}^{(j)}(a) \\
& k \neq \kappa \\
& +\sum_{\substack{k=0 \\
k \neq \kappa}}^{m}\left\{\gamma_{m+1+k}(a)-\gamma_{3 m+3+k}(a)\right\} \varphi_{m+1+k}^{(j)}(a)=0, \quad \text { for } j=0, \ldots, 2 m-2 \text {, and }  \tag{5}\\
& \sum_{k=0}^{m}\left\{\gamma_{k}(a)-\gamma_{2 m+2+k}(a)\right\} \varphi_{k}^{(2 m-1)}(a) \\
& k \neq \kappa \\
& +\sum_{\substack{k=0 \\
k \neq \kappa}}^{m}\left\{\gamma_{m+1+k}(a)-\gamma_{3 m+3+k}(a)\right\} \varphi_{m+1+k}^{(2 m-1)}(a)=(-1)^{m-1}, \tag{6}
\end{align*}
$$

where $\kappa$ is the integer part of $(m+1) / 2$ and $\varphi_{k}$ are defined in Appendix in (41)-(46).

Let $0_{n}$ denote column vector of zeros of length $n$ and $\boldsymbol{\gamma}(a)$ a column vector of the coefficients $\gamma_{k}(a)$ from Eqs. (3)-(6), i.e.,

$$
\begin{array}{r}
\boldsymbol{\gamma}(a)=\left[\gamma_{0}(a), \ldots, \gamma_{\kappa-1}(a), \gamma_{\kappa+1}(a), \ldots, \gamma_{m+\kappa}(a), \gamma_{m+2+\kappa}(a), \ldots, \gamma_{2 m+1+\kappa}(a),\right. \\
\left.\gamma_{2 m+3+\kappa}(a), \ldots, \gamma_{3 m+2+\kappa}(a), \gamma_{3 m+4+\kappa}(a), \ldots, \gamma_{4 m+3}(a)\right]^{\top} .
\end{array}
$$

The system of the $4 m$ linear equations (3)-(6) can now be written in a more illustrative way

Hence, the coefficients can be expressed as $\boldsymbol{\gamma}(a)=(-1)^{m-1}\left[\{\boldsymbol{\Gamma}(a)\}^{-1}\right]_{\bullet, 4 m}$, which provides a direct way for the calculation of the representors. Furthermore, the form of representor $\psi(\mathbb{x})$ does not depend on the boundaries of the closed cube. In Fig. 1, one can see representors in Sobolev space for 11 data points.

## 3 Penalized Least Squares

A combination of properties of the $L_{2}$ and $\mathscr{C}^{m}$ space yields an interesting background for nonparametric regression. The $L_{2}$ space is a special type of Hilbert space that facilitates the calculation of least squares projection. On the other hand, the $\mathscr{C}^{m}$ space contains classes of smooth ( $m$-times continuously differentiable) functions suitable for nonparametric regression.

The investigated regression model is

$$
\begin{equation*}
Y_{i}=f\left(\mathbb{x}_{i}\right)+\varepsilon_{i}, \quad i=1, \ldots, n, \tag{8}
\end{equation*}
$$

where $\mathbb{x}_{i}$ are $q$-dimensional fixed design points (knots), $\varepsilon_{i}$ are correlated random errors such that $\mathrm{E}_{\varepsilon_{i}}=0$ and $\operatorname{Var} \varepsilon=\boldsymbol{\Sigma}=\left(\sigma_{i j}\right)_{i, j=1, \ldots, n}$ with $\sigma_{i}^{2}=\sigma_{i i}>0$, and $f \in$ $\mathscr{F}$, where $\mathscr{F}$ is a family of functions in the Sobolev space $\mathscr{H}^{m}\left(\mathscr{Q}^{q}\right)$ from $\mathbb{R}^{q}$ to $\mathbb{R}^{1}, m>\frac{q}{2}, \mathscr{F}=\left\{f \in \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right):\|f\|_{\text {Sob, } m}^{2} \leq L\right\}$. From now on, we denote $\mathscr{H}^{m} \equiv \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right)$.

For heteroscedastic and correlated data, the estimation of $f$ is carried out as

$$
\begin{equation*}
\widehat{f}=\arg \min _{f \in \mathscr{H}^{m}} \frac{1}{n}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]+\chi\|f\|_{S o b, m}^{2}, \tag{9}
\end{equation*}
$$



Fig. 1 The full lines in both plots are the representors in the Sobolev space $\mathscr{H}^{4}[0,1]$ for data points $\mathrm{x}=[0.05,0.27,0.41,0.53,0.57,0.75,0.81,0.83,0.87,0.9,0.96]^{\top}$ marked by dashed vertical lines. The limits of the horizontal axis in the upper and the lower graph are $[0,1]$ and $[-4.5,+5.5]$, respectively
where x is $(n \times q)$ matrix containing in its rows the $q$-dimensional design points $\mathbb{x}_{1}, \ldots, \mathbb{x}_{n}, \boldsymbol{\Sigma}>0$ is $n \times n$ symmetric (variance) matrix, $\mathbb{Y}$ is $n \times 1$ vector of observations, $f(\mathbb{x})=\left[f\left(\mathbb{x}_{1}\right), \ldots, f\left(\mathbb{x}_{n}\right)\right]^{\top}$, and $\chi>0$.

In order to derive the estimator of the unknown regression curve, one needs to define a representor matrix.

Definition 4 (Representor matrix) Let $\psi_{1}, \ldots, \psi_{n}$ be the representors for function evaluation at $\mathbb{x}_{1}, \ldots, \mathbb{x}_{n}$, respectively. i.e., $\left\langle\psi_{i}, f\right\rangle_{S o b, m}=f\left(\mathbb{x}_{i}\right)$ for all $f \in \mathscr{H}^{m}$, $i=1, \ldots, n$. The representor matrix $\boldsymbol{\Psi}$ is the $(n \times n)$ matrix such that its columns and rows are the representors evaluated at $\mathbb{x}_{1}, \ldots, \mathbb{x}_{n}$, i.e., $\boldsymbol{\Psi}=\left(\Psi_{i, j}\right)_{i, j=1, \ldots, n}$, where $\Psi_{i, j}=\left\langle\psi_{i}, \psi_{j}\right\rangle_{\text {Sob, } m}=\psi_{i}\left(\mathbb{x}_{j}\right)=\psi_{j}\left(x_{i}\right)$.

The forthcoming theorem transforms the infinite dimensional problem into a finite dimensional quadratic optimization problem, which makes the approach computationally efficient. Similar result derived by [13] uses different penalization.

Theorem 3 (Infinite to finite) Assume that $\mathbb{Y}=\left[Y_{1}, \ldots, Y_{n}\right]^{\top}$ and $\boldsymbol{\Sigma}>0$ is $(n \times n)$ symmetric matrix. Define

$$
\begin{align*}
\hat{\sigma}^{2} & =\min _{f \in \mathscr{H} e^{m}} \frac{1}{n}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]+\chi\|f\|_{\text {Sob,m}}^{2},  \tag{10}\\
s^{2} & =\min _{\in \mathbb{R}^{n}} \frac{1}{n}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]+\chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}} \tag{11}
\end{align*}
$$

where $\mathbb{C}$ is a $(n \times 1)$ vector, $\boldsymbol{f}$ is defined in $(9)$, and $\boldsymbol{\Psi}$ is the representor matrix. Then $\hat{\sigma}^{2}=s^{2}$. Furthermore, there exists a solution to (10) of the form $\widehat{f}=\sum_{i=1}^{n} \hat{c}_{i} \psi_{i}$, where $\widehat{\mathbb{C}}=\left[\hat{c}_{1}, \ldots, \hat{c}_{n}\right]^{\top}$ solves (11). The estimator $\widehat{f}$ is unique a.e.

Additionally, we give a closed form of the regression function estimator using the objects defined in Appendix.

Corollary 1 (Form of the regression function estimator) In one-dimensional case ( $q=1$ ), the regression function estimator $\widehat{f}$ defined in Theorem 3 can be written as

$$
\widehat{f}(x)= \begin{cases}\sum_{i=1}^{n} \hat{c}_{i} L_{x_{i}}(x), & 0 \leq x \leq x_{1},  \tag{12}\\ \sum_{i=j+1}^{n} \hat{c}_{i} L_{x_{i}}(x)+\sum_{i=1}^{j} \hat{c}_{i} R_{x_{i}}(x), & x_{j}<x \leq x_{j+1}, j=1, \ldots, n-1 ; \\ \sum_{i=1}^{n} \hat{c}_{i} R_{x_{i}}(x), & x_{n}<x \leq 1,\end{cases}
$$

where $\widehat{\mathbb{C}}=\left[\hat{c}_{1}, \ldots, \hat{c}_{n}\right]^{\top}$ solves (11) and $L_{x_{i}}(x)$ and $R_{x_{i}}(x)$ are defined in (30).
Corollary 1 can be easily extended for a $q$-dimensional vector variable $\mathbb{x}$ if we recall how the representor $\psi$ is produced in the proof of Theorem 1. We apply (30) on the form of each factor $\psi_{a}$ of the product of representors $\psi$ as defined in part (ii) of the proof of Theorem 1 . The only difference in (12) will be the number of cases. We will obtain $(n+1)^{q}$ decision conditions (vector $x$ has $q$ components) instead of actual number $n+1\left(0 \leq x \leq x_{1}, \ldots, x_{j}<x \leq x_{j+1}, \ldots, x_{n}<x\right)$.

Alternatively, the regression function estimator $\widehat{f}$ can be written as

$$
\begin{aligned}
\widehat{f}(x)=\sum_{j=1}^{n} \widehat{c_{j}} & \sum_{k=1}^{2 m} \exp \left[\Re\left(e^{i \theta_{k}}\right) x\right] \\
& \left\{I_{\left[x \leq x_{j}\right]} \gamma_{k}\left(x_{j}\right) \cos \left[\Im\left(e^{i \theta_{k}}\right) x\right]+I_{\left[x>x_{j}\right]} \gamma_{2 m+k}\left(x_{j}\right) \sin \left[\Im\left(e^{i \theta_{k}}\right) x\right]\right\} .
\end{aligned}
$$

Note that the estimator $\widehat{f}$ is not calculated using trigonometric splines neither kernel functions.

Theorem 4 (Symmetry and positive definiteness of representor matrix) The representor matrix is symmetric and positive definite.

In the linear model, the unknown coefficients are estimated using least squares. Gauss-Markov Theorem [10, Chap.4] says that the least squares estimator is the best linear unbiased estimator and underlies the normal equations. The normal equations for our model are derived in Theorem 5.

Theorem 5 (Normal equations for $\widehat{\mathbb{C}}$ ) Let us consider the general single equation model (8). Let $\mathbb{Y}$ denote the response vector $\left[Y_{1}, \ldots, Y_{n}\right]^{\top}$ and $\boldsymbol{\Psi}$ the representor matrix. Then, the vector $\widehat{\mathbb{C}}=\left[c_{1}, \ldots, c_{n}\right]^{\top}$ of the coefficients of the minimizer $\widehat{f}=$ $\sum_{i=1}^{n} \hat{c}_{i} \psi$, derived in Theorem 3 is the unique solution of the system of equations $\left(\boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}+n \chi \boldsymbol{\Psi}\right) \mathbb{C}=\boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \mathbb{Y}$.

The fitted values $\widehat{\mathbb{Y}}$ can be expressed as $\widehat{\mathbb{Y}}=\widehat{f}(\mathbb{x})=\boldsymbol{\Psi} \widehat{\mathbb{C}}$. From the normal equations for $\widehat{\mathbb{C}}\left(\right.$ Theorem 5), hat matrix $\boldsymbol{\Lambda}:=\boldsymbol{\Psi}\left(\boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}+n \chi \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1}$ satisfying $\widehat{\mathbb{Y}}=\boldsymbol{\Lambda} \mathbb{Y}$ can be obtained.

Using Theorem 3 and the Lagrange multipliers, a one-to-one correspondence between the Sobolev bound $L$ and the smoothing parameter $\chi$ can be easily shown. Optimization problem (9) can be equivalently rewritten as

$$
\begin{equation*}
\arg \min _{f \in \mathscr{H}^{m}} \frac{1}{n}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})] \quad \text { s.t. } \quad\|f\|_{S o b, m}^{2} \leq L \tag{13}
\end{equation*}
$$

The Sobolev norm bound $L$ and the smoothing (or bandwidth) parameter $\chi$ control the trade-off between the infidelity to the data and the roughness of the estimator.

The consistency result for the estimator is provided as a guarantee of the estimator's suitability.

Theorem 6 (Asymptotic behavior) Suppose that $\tilde{\boldsymbol{\varepsilon}}:=\boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\varepsilon}$ is an $(n \times 1)$ vector of random variables. Then

$$
\frac{1}{n}[\widehat{f}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \Sigma^{-1}[\widehat{f}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]=\mathscr{O}_{\mathrm{P}}\left(n^{-\frac{2 m}{2 m+q}}\right), \quad n \rightarrow \infty
$$

### 3.1 Choice of the Smoothing Parameter

The smoothing parameter $\chi$ corresponds to the diameter of the set of functions over which the estimation takes place. Heuristically, for large bounds (i.e., smaller $\chi$ ), we obtain consistent but less efficient estimator. On the other hand, for smaller bounds (i.e., large $\chi$ ) we obtain more efficient but inconsistent estimators.

A well-known selection method for the smoothing parameter $\chi$ is based on the minimization of the cross-validation criterion

$$
\mathscr{C} \mathscr{V}(\chi)=\frac{1}{n}\left[\mathbb{y}-\widehat{f}^{*}(\mathrm{x})\right]^{\top} \Sigma^{-1}\left[\mathbb{y}-\widehat{\boldsymbol{f}}^{*}(\mathrm{x})\right]
$$



Fig. 2 The left plot shows how the fitted curve in $\mathscr{H}^{2}$ changes depending on the smoothing parameter $\chi$. The right plot displays the cross-validation criterion as function of $\chi$. The optimal value of the smoothing parameter is marked by a vertical line
where $\widehat{\boldsymbol{f}^{*}}=\left[\widehat{f}_{-1}, \ldots, \widehat{f}_{-n}\right]^{\top}$ is the usual leave-one-out estimator obtained by solving

$$
\widehat{f}_{-i}=\arg \min _{f \in \mathscr{H}^{m}} \frac{1}{n-1} \sum_{\substack{j=1 \\ j \neq i}}^{n}\left[\boldsymbol{\Xi}_{j, \bullet} \mathbb{Y}-\boldsymbol{\Xi}_{j, \bullet} \boldsymbol{f}(\mathbb{x})\right]^{2}+\chi\|f\|_{S o b, m}^{2}, \quad i=1, \ldots, n
$$

and $\boldsymbol{\Xi}$ denotes the square root matrix of $\boldsymbol{\Sigma}^{-1}$. The smoothing parameter $\chi \equiv \chi(L)$, which in-turn corresponds to unique Sobolev bound $L$, is chosen as the minimizer of the cross-validation function $\mathscr{C} \mathscr{V}$. Hence, the smoothing parameter $\chi$ (and the Sobolev bound $L$ as well) is chosen based on the data prior to the estimation of $f$. The relationship between the fit and the smoothness of the estimator is plotted in Fig. 2.

Detailed information concerning the choice of the smoothing parameter $\chi$ can be found in [5]. Apart of the cross-validation, there exist many other methods based on penalizing functions or plug-in selectors.

## 4 Application to Option Prices

In Sect. 3, we have imposed only smoothness constraint on the estimated regression function $f \in \mathscr{F}=\left\{f \in \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right):\|f\|_{S o b, m}^{2} \leq L\right\}$. However, in practice we often have a prior knowledge concerning the shape of the regression function. In this
section, we focus on the inclusion of additional constraints, such as isotonia or convexity, in the nonparametric regression estimator.

More formally, we are interested in the estimation of $f \in \widetilde{\mathscr{F}} \subseteq \mathscr{F}$ where $\widetilde{\mathscr{F}}$ combines smoothness with further properties such as monotonicity of particular derivatives of the function. The following discussion concerns only the one-dimensional case $(q=1)$.

Definition 5 (Derivative of the representor matrix) Let $\psi_{x_{1}}, \ldots, \psi_{x_{n}}$ be the representors for function evaluation at $x_{1}, \ldots, x_{n}$, i.e., $\left\langle\psi_{x_{i}}, f\right\rangle_{S o b, m}=f\left(x_{i}\right)$ for all $f \in \mathscr{H}^{m}, i=1, \ldots, n$. The $k$-th derivative of the representor matrix $\boldsymbol{\Psi}$ is the matrix $\boldsymbol{\Psi}^{(k)}$ whose columns are equal to the $k$-th derivatives of the representors evaluated at $x_{1}, \ldots, x_{n}$, i.e., $\Psi_{i, j}^{(k)}=\psi_{x_{j}}^{(k)}\left(x_{i}\right), i, j=1, \ldots, n$.
Contrary to Theorem 4, the derivatives of the representor matrix do not have to be symmetric.
Definition 6 (Estimate of the derivative) The estimate of the derivative of the regression function is defined as the derivative of the regression function estimate, i.e., $\widehat{f^{(s)}}:=\widehat{f^{(s)}}, s \in \mathbb{N}$.

Extending Theorem 6, the uniform consistency for the regression curve estimator and regression curve's derivatives estimator is proved for the fixed design setup.
Theorem 7 (Consistency of the estimator) Suppose that $\tilde{\boldsymbol{\varepsilon}}:=\boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\varepsilon}$ is a $n \times 1$ ) vector of iid random variables, the design points are equidistantly distributed on the interval $[a, b]$ such that $a=x_{1}<\cdots<x_{n}=b$ and $\boldsymbol{\Sigma}>0$ is a covariance matrix of $\boldsymbol{\varepsilon}$ such that its largest eigenvalue is less or equal than a positive constant $\vartheta>0$ for all $n \in \mathbb{N}$. Then $\sup _{x \in[a, b]}\left|\widehat{f^{(s)}}(x)-f^{(s)}(x)\right| \xrightarrow[n \rightarrow \infty]{\mathrm{P}} 0$ for $s=0, \ldots, m-2$.

### 4.1 State Price Density

Let $Y_{t}(\varpi, T)$ denote the price of a European Call with strike price $\varpi$ on day $t$ and with expiry date $T$. The payoff at time $T$ is given by $\left(S_{T}-\varpi\right)_{+}=\max \left(S_{T}-\varpi, 0\right)$, where $S_{T}$ denotes the price of the underlying asset at time $T$. The price of such an option may be expressed as the expected value of the payoff

$$
\begin{equation*}
Y_{t}(\varpi, T)=\exp \{-r(T-t)\} \int_{0}^{+\infty}\left(S_{T}-\varpi\right)_{+} h\left(S_{T}\right) d S_{T}, \tag{14}
\end{equation*}
$$

discounted by the known risk-free interest rate $r$. The expectation in (14) is evaluated with respect to the so-called State Price Density (SPD) $h(\cdot)$. The SPD contains important information on the expectations of the market and its estimation is a statistical task of great practical interest, see [8]. Similarly, we can express the price $Z_{t}(\varpi, T)$ of the European Put with payoff $\left(\varpi-S_{T}\right)_{+}$as

$$
\begin{equation*}
Z_{t}(\varpi, T)=\exp \{-r(T-t)\} \int_{0}^{+\infty}\left(\varpi-S_{T}\right)_{+} h\left(S_{T}\right) d S_{T} \tag{15}
\end{equation*}
$$

Calculating the second derivative of (14) and (15) with respect to the strike price $\bar{\sigma}$, we can express the SPD as the second derivative of the European Call and Put option prices as in [4]:

$$
\begin{equation*}
h(\varpi)=\exp \{r(T-t)\} \frac{\partial^{2} Y_{t}(\varpi, T)}{\partial \varpi^{2}}=\exp \{r(T-t)\} \frac{\partial^{2} Z_{t}(\varpi, T)}{\partial \varpi^{2}} . \tag{16}
\end{equation*}
$$

Both parametric and nonparametric approaches to the SPD estimation are described in [8]. Nonparametric estimates of the SPD based on (16) are considered, among others, in $[1,2,6,14]$. Furthermore, the SPD was also estimated using the Kalman filter by [7], but the resulting estimate does not have to be smooth.

### 4.2 Call and Put Options

Suppose that Call and Put option prices are observed repeatedly for fixed distinct strike prices $\varpi_{i}, i=1, \ldots, \omega$. The points $\varpi_{i}$ are called the strike price knots.

In each strike price knot $\varpi_{i}$, we observe $n_{i} \in \mathbb{N}_{0}$ Call option prices $Y_{i_{k}}$ with strikes $x_{i_{k}}=\varpi_{i}$, for $k=1, \ldots, n_{i}$. We observe altogether $n=\sum_{i=1}^{\omega} n_{i} I_{\left[n_{i} \geq 1\right]}$ Call options in $\omega_{Y}=\sum_{i=1}^{\omega} I_{\left[n_{i} \geq 1\right]}$ distinct strike price knots. Similarly, in each strike price knot $\varpi_{j}, j=1, \ldots, \omega$, we observe $m_{j}$ Put option prices $Z_{j_{l}}$ with strike prices $x_{j_{l}}=\varpi_{j}$, for $l=1, \ldots, n_{j}$. In $\omega_{Z}=\sum_{j=1}^{\omega} I_{\left[m_{j} \geq 1\right]}$ distinct strike price knots, we observe $m=\sum_{j=1}^{\omega} m_{j} I_{\left[m_{j} \geq 1\right]}$ Put option prices.

Let us now denote by $\mathbb{Y}$ the vector of all observed Call option prices and by $\mathbb{x}_{\alpha}=\left(x_{\alpha, 1}, \ldots, x_{\alpha, n}\right)^{\top}$ the vector of the corresponding strike prices. Next, the symbol $\boldsymbol{\Delta}=\left(\Delta_{i j}\right)_{i=1, \ldots, n ; j=1 \ldots, \omega_{Y}}$ denotes the connectivity matrix for Call option strike prices such that $\Delta_{i j}=I_{\left[x_{\alpha, i}=\varpi_{j}\right]}$. The symbol $\mathbb{Z}$ denotes the observed Put option prices. The vector $\mathbb{x}_{\beta}=\left(x_{\beta, 1}, \ldots, x_{\beta, m}\right)^{\top}$ of the strike prices corresponding to $\mathbb{Z}$ leads the connectivity matrix $\boldsymbol{\Theta}=\left(\Theta_{i j}\right)_{i=1, \ldots, m ; j=1 \ldots, \omega_{Z}}$ for Put option prices defined as $\Theta_{i j}=I_{\left[x_{\beta, i}=\sigma_{j}\right]}$.

Our model for the observed Call and Put options prices can be written as:

$$
\begin{align*}
Y_{i} & =f\left(x_{\alpha, i}\right)+\varepsilon_{i}, \text { where } x_{\alpha, i} \in\left\{\varpi_{1}, \ldots, \varpi_{\omega}\right\} \text { and } i=1, \ldots, n,  \tag{17}\\
Z_{j} & =g\left(x_{\beta, j}\right)+v_{j}, \text { where } x_{\beta, j} \in\left\{\varpi_{1}, \ldots, \varpi_{\omega}\right\} \text { and } j=1, \ldots, m . \tag{18}
\end{align*}
$$

under the assumptions:
(i) $\varepsilon_{i}$ and $\nu_{j}$ are random variables such that $\mathrm{E} \varepsilon_{i}=\mathrm{E} v_{j}=0, \forall i, j, \operatorname{Cov}\left(\varepsilon_{i}, \varepsilon_{k}\right)=$ $\xi_{i, k}, \operatorname{Cov}\left(v_{j}, v_{l}\right)=\zeta_{j, l}$, and $\operatorname{Cov}\left(\varepsilon_{i}, v_{j}\right)=\sigma_{i, j}$. For simplicity, we will write $\xi_{i}^{2}=\xi_{i, i}$ and $\zeta_{j}^{2}=\zeta_{j, j}$.
(ii) $f, g \in \mathscr{F}$, where $\mathscr{F}=\left\{f \in \mathscr{H}^{p}:\|f\|_{S o b, p}^{2} \leq L\right\}$ and $p>\frac{1}{2}$.

We assume that the second derivatives of functions $f$ and $g$ have to be the same SPD, see equations (14)-(16) in the introduction. Theorem 3 allows to handle multiple (repeated) observations in our option prices setup (17)-(18).

Theorem 8 (Call and put option optimizing) Invoke the assumptions from Call and Put Option Model (17)-(18). Define

$$
\begin{align*}
\hat{\sigma}^{2}= & \min _{f \in \mathscr{H}^{p}, g \in \mathscr{H}^{p}}\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\binom{\boldsymbol{f}\left(\mathbb{x}_{\alpha}\right)}{\boldsymbol{g}\left(\mathbb{x}_{\beta}\right)}\right]^{\top} \boldsymbol{\Sigma}^{-1} \\
& {\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\binom{\boldsymbol{f}\left(\mathbb{x}_{\alpha}\right)}{\boldsymbol{g}\left(\mathbb{x}_{\beta}\right)}\right]+\chi\|f\|_{\text {Sob,p}}^{2}+\theta\|g\|_{\text {Sob,p}}^{2} } \tag{19}
\end{align*}
$$

subject to

$$
\begin{equation*}
-1 \leq \boldsymbol{f}^{\prime}\left(\mathbb{x}_{\alpha}\right) \leq \mathbf{0}, 0 \leq \boldsymbol{g}^{\prime}\left(\mathbb{x}_{\beta}\right) \leq \mathbf{1}, \boldsymbol{f}^{\prime \prime}\left(\mathbb{x}_{\alpha}\right) \geq \mathbf{0}, \boldsymbol{g}^{\prime \prime}\left(\mathbb{x}_{\beta}\right) \geq \mathbf{0}, \boldsymbol{f}^{\prime \prime}\left(\mathbb{x}_{\gamma}\right)=\boldsymbol{g}^{\prime \prime}\left(\mathbb{x}_{\gamma}\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
s^{2}= & \min _{\in \mathbb{R}^{\omega_{Y}}, \in \mathbb{R}^{\omega_{Z}}}\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Psi} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Phi}
\end{array}\right)\binom{\mathbb{C}}{\mathbb{d}}\right]^{\top} \\
& \boldsymbol{\Sigma}^{-1}\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Psi} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Phi}
\end{array}\right)\binom{\mathbb{C}}{\mathbb{d}}\right]+\chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}}+\theta \mathbb{d}^{\top} \boldsymbol{\Phi} \mathbb{d} \tag{21}
\end{align*}
$$

subject to

$$
\begin{equation*}
-1 \leq \boldsymbol{\Psi}^{(1)} \mathbb{C} \leq \mathbf{0}, \mathbf{0} \leq \boldsymbol{\Phi}^{(1)} \mathbb{d} \leq \mathbf{1}, \boldsymbol{\Psi}^{(2)} \mathbb{C} \geq \mathbf{0}, \boldsymbol{\Phi}^{(2)} \mathbb{d} \geq \mathbf{0}, \boldsymbol{\Psi}^{(2)} \mathbb{C}_{\gamma}=\boldsymbol{\Phi}^{(2)} \mathbb{d}_{\gamma} \tag{22}
\end{equation*}
$$

where $\chi>0, \theta>0, \boldsymbol{\Sigma}$ is $(n+m) \times(n+m)$ positive definite and symmetric covariance matrix, $\boldsymbol{\Delta}$ and $\boldsymbol{\Theta}$ are respectively the connectivity matrices for Call and Put options, $\boldsymbol{\Psi}$ is the $\omega_{Y} \times \omega_{Y}$ representor matrix at $\left[x_{l}\right]_{\iota \in\left\{1 \mid n_{l} \geq 1\right\}}^{\top}, \boldsymbol{\Phi}$ is the $\omega_{Z} \times \omega_{Z}$ representor matrix at $\left[x_{l}\right]_{l \in\left\{1 \mid m_{l} \geq 1\right\}}^{\top}, \mathbb{Y}=\left[Y_{1}, \ldots, Y_{n}\right]^{\top}, \mathbb{Z}=\left[Z_{1}, \ldots, Z_{m}\right]^{\top}, \boldsymbol{f}\left(\mathbb{x}_{\alpha}\right)=$ $\left[f\left(x_{l}\right)\right]_{\iota \in\left\{| | n_{l} \geq 1\right\}}^{\top}, \boldsymbol{g}\left(\mathbb{x}_{\beta}\right)=\left[g\left(x_{l}\right)\right]_{\iota \in\left\{| | m_{l} \geq 1\right\}}^{\top}$ and $\gamma:=\alpha \cap \beta=\left[\iota \mid n_{\iota} \geq 1 \& m_{\iota} \geq 1\right]^{\top}$ is the vector of indices in increasing order.

Then $\hat{\sigma}^{2}=s^{2}$. Furthermore, there exists a solution to (19) with respect to (20) of the form

$$
\begin{equation*}
\widehat{f}=\sum_{\left\{i \mid n_{i} \geq 1\right\}} \hat{c}_{i} \psi_{x_{i}} \text { and } \widehat{g}=\sum_{\left\{j \mid m_{j} \geq 1\right\}} \hat{d}_{j} \phi_{x_{j}} \tag{23}
\end{equation*}
$$

where $\widehat{\mathbb{C}}=\left[\hat{c}_{i}\right]_{i \in\left\{i \mid n_{i} \geq 1\right\}}^{\top}$ and $\widehat{\mathbb{d}}=\left[\hat{d}_{j}\right]_{j \in\left\{j \mid m_{j} \geq 1\right\}}^{\top}$ solves (21), $\psi_{x_{i}}$ is the representor at $x_{i}$ for vector $\left[x_{l}\right]_{l \in\left\{l \mid n_{l} \geq 1\right\}}^{\top}$ and $\phi_{x_{j}}$ is the representor at $x_{j}$ for vector $\left[x_{l}\right]_{l \in\left\{| | m_{l} \geq 1\right\}}^{\top}$. The estimators $\widehat{f}$ and $\widehat{g}$ are unique a.e.

The structure of the $(n+m) \times(n+m)$ covariance matrix $\boldsymbol{\Sigma}$ of the random errors $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}, v_{1}, \ldots, v_{m}\right)^{\top}$ will be investigated in Sect. 5. The minimization problem (21) under the constraints (22) can be implemented using, e.g., R statistical software with function pcls() in the library mgcv .

## 5 Covariance Structure

Let us denote the vector of the true SPD in the $\omega$ distinct observed strike prices $\varpi_{1}, \ldots, \varpi_{\omega}$ as $h=\left[h\left(\varpi_{1}\right), \ldots, h\left(\varpi_{\omega}\right)\right]^{\top}$. Assume that the expected values of the option prices given in (14) and (15) can be approximated by a linear combination of this discretized version of the SPD, i.e., we assume a linear model

$$
Y_{i}=\alpha\left(x_{\alpha, i}\right)^{\top} h+\varepsilon_{i}, \quad i=1, \ldots, n \quad \text { and } \quad Z_{j}=\beta\left(x_{\beta, j}\right)^{\top} h+v_{j}, \quad j=1, \ldots, m
$$

for the Call and Put option prices, respectively. We assume that the vectors of the coefficients $\alpha(x)$ and $\beta(x)$ depend only on the strike price $x$ and can be interpreted as rows of design matrices $\mathscr{X}_{\alpha}$ and $\mathscr{X}_{\beta}$ so that the observed option prices can be written as

$$
\begin{equation*}
\binom{\mathbb{Y}}{\mathbb{Z}}=\binom{\mathscr{X}_{\alpha}}{\mathscr{X}_{\beta}} h+\binom{\varepsilon}{v} . \tag{24}
\end{equation*}
$$

In the following, the SPD may depend on the time of the observation and $h_{k}=$ $\left[h_{k}\left(\varpi_{1}\right), \ldots, h_{k}\left(\varpi_{\omega}\right)\right]^{\top}$ will denote the true value of the SPD at the time of the $k$ th trade, $k=1, \ldots, n+m$. Such a time-ordering of the trades naturally orders the strike prices. Thus, the strike prices' ranks can be defined as follows: the strike price $x_{\alpha, i}$ of the $i$-th Call option price corresponding to the $k$-th trade has rank $r(\alpha, i)=k$. Similarly, the strike price $x_{\beta, j}$ of the $j$-th Call option price corresponding to the $k$-th trade has rank $r(\beta, j)=k$.

### 5.1 Constant SPD

Assuming that the random errors $\left(\boldsymbol{\varepsilon}^{\top}, \boldsymbol{\nu}^{\top}\right)=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}, \nu_{1}, \ldots, v_{m}\right)$ in the linear model (24) are, the model (24) for the $i$-th observation, corresponding to the strike price $x_{\alpha, i}$, can be written as

$$
\begin{equation*}
Y_{i}=\alpha\left(x_{\alpha, i}\right)^{\top} h_{r(\alpha, i)}+\varepsilon_{i}, \quad \text { where } h_{r(\alpha, i)}=h \text { and } i=1, \ldots, n, \tag{25}
\end{equation*}
$$

for the $i$-th Call option price or

$$
\begin{equation*}
Z_{j}=\beta\left(x_{\beta, j}\right)^{\top} h_{r(\beta, j)}+v_{j}, \quad \text { where } h_{r(\beta, j)}=h \text { and } j=1, \ldots, m, \tag{26}
\end{equation*}
$$

for the $j$-th Put option price.
Here, the SPD $h=h_{1}=\cdots=h_{n+m}$ is constant in the observation period. This simplified model has been investigated in [14] only for the Call option prices.

### 5.2 Dependencies Due to the Time of the Trade

Let us now assume that the observations are sorted according to the time of the trade $t_{k} \in(0,1)$ and denote by $\delta_{k}=t_{k}-t_{k-1}>0$ the time between the $(k-1)$-st and the $k$-th trade ( $t_{0} \equiv 0$ ). The models (25) and (26) can now be generalized by considering a different error structure

$$
\begin{aligned}
Y_{i} & =\alpha\left(x_{\alpha, i}\right)^{\top} h_{r(\alpha, i)}, \quad i=1, \ldots, n \\
Z_{j} & =\beta\left(x_{\beta, j}\right)^{\top} h_{r(\beta, j)}, \quad j=1, \ldots, m \\
h_{k} & =h_{k-1}+\delta_{k}^{1 / 2} \eta_{k}, \quad k=1, \ldots, n+m
\end{aligned}
$$

where $\eta_{1}, \ldots, \eta_{n+m}$ are independent and identically distributed random vectors with values in $\mathbb{R}^{\omega}$ having zero mean and variance matrix equal to $\varsigma^{2} \mathbf{I}$ such that $\mathbf{I}$ is the $\omega \times \omega$ identity matrix. Expressing all observations in terms of an artificial parameter $h=h_{0}$, corresponding to the time 0 that can be interpreted as, e.g., "beginning of the day," it follows that the covariance of any two-observed call option prices depends only on their strike prices and on the time of the trade

$$
\begin{align*}
\operatorname{Cov}\left(Y_{u}, Y_{v}\right) & =\operatorname{Cov}\left(\alpha\left(x_{\alpha, u}\right)^{\top} h_{r(\alpha, u)}, \alpha\left(x_{\alpha, v}\right)^{\top} h_{r(\alpha, v)}\right) \\
& =\varsigma^{2} \alpha\left(x_{\alpha, u}\right)^{\top} \alpha\left(x_{\alpha, v}\right) \sum_{s=1}^{\min \{r(\alpha, u), r(\alpha, v)\}} \delta_{s} . \tag{27}
\end{align*}
$$

Similarly, we obtain the covariances between the observed Put option prices

$$
\begin{align*}
\operatorname{Cov}\left(Z_{u}, Z_{v}\right) & =\operatorname{Cov}\left(\beta\left(x_{\beta, u}\right)^{\top} h_{r(\beta, u)}, \beta\left(x_{\beta, v}\right)^{\top} h_{r(\beta, v)}\right) \\
& =\varsigma^{2} \beta\left(x_{\beta, u}\right)^{\top} \beta\left(x_{\beta, v}\right) \sum_{s=1}^{\min \{r(\beta, u), r(\beta, v)\}} \delta_{s} . \tag{28}
\end{align*}
$$

and the covariance between the observed Put and Call option prices

$$
\begin{align*}
\operatorname{Cov}\left(Y_{u}, Z_{v}\right) & =\operatorname{Cov}\left(\alpha\left(x_{\alpha, u}\right)^{\top} h_{r(\alpha, u)}, \beta\left(x_{\beta, v}\right)^{\top} h_{r(\beta, v)}\right) \\
& =\varsigma^{2} \alpha\left(x_{\alpha, u}\right)^{\top} \beta\left(x_{\beta, v}\right) \sum_{s=1}^{\min \{r(\alpha, u), r(\beta, v)\}} \delta_{s} \tag{29}
\end{align*}
$$

Hence, the knowledge of the time of the trade allows us to approximate the covariance matrix of the observed option prices. Using this covariance structure, we can estimate arbitrary future value of the SPD. It is quite natural that more recent observations are more important for the construction of the estimator and that observations corresponding to the same strike price obtained at approximately same time will be highly correlated.

## 6 DAX Option Prices

In this section, the theory developed in the previous sections is applied on real data set consisting of intra-day Call and Put DAX option prices in year 1995. The data set, Eurex Deutsche Börse, was provided by the Financial and Economic Data Center (FEDC) at Humboldt-Universität zu Berlin in the framework of the SFB 649 Guest Researcher Program for Young Researchers.

From econometric theory, e.g., [14] or [6] with the discussions therein, follows that a practical choice is $p=4$ in $\mathscr{H}^{p}$, which is used here as well. In Figs. 3 and 4, we present the analysis for the first two trading days in January 1995. On the first trading day, the time to expiry was $T-t=0.05$ years, i.e., 18 days. Naturally, on the second trading day, the time to expiry was 17 days.

In both figures, the first two plots contain the fitted Put and Call option prices and the estimated SPD. Both smoothing parameters were chosen using the crossvalidation as $2 \times 10^{-5}$ leading to a reasonably smooth SPD estimate in the upper right plot in Figs. 3 and 4. Moreover, smaller values of the smoothing parameters would lead to a more variable and less smooth SPD estimates that would be difficult to interpret.

The second two plots in Figs. 3 and 4 show ordinary residual plots separately for the observed Put and Call option prices. The size of each plotting symbol denotes the number of residuals lying in the respective area. The shape of the plotting symbols corresponds to the time of the trade. The circles, squares and stars correspond, respectively, to morning, lunchtime, and afternoon prices. Clearly, we observe both heteroscedasticity and strong dependency due to the time of the trade.

In the last two plots in Figs. 3 and 4, we plot the same residuals transformed by Mahalanobis transformation, i.e., multiplied by the inverse square root of their assumed covariance matrix, see Sect.5.2. This transformation removes most of the dependencies caused by the time of the trade. However, some outlying observations have now appeared. For example, for the Call options on the second day, plotted in Fig. 4, we can see a very large positive and a very large negative residual at the same strike price 2050.

The outlying observations can be explained if we have a closer look at the original data set. In Table 1, we show the Call option prices, times of the trades, and the transformed residuals for all trades with the strike price $K=2050$. The two observations with large residuals, 358.7 and -342.2 , occurred at approximately the same time, the time difference between them is approximately 0.13 h , i.e., approximately 5 minutes.


Fig. 3 Estimates and residual plots on the first trading day in 1995 (January 2). The first plot shows fitted Call and Put option prices, the estimated SPD is plotted in the second plot. The remaining four graphics contain, respectively, residual plots for Call and Put option prices on the left and right hand side. The residuals plotted in the last two plots were corrected by the inverse square root of the covariance matrix


Fig. 4 Estimates and residual plots on second trading day in 1995 (January 3). The first plot shows fitted Call and Put option prices, the estimated SPD is plotted in the second plot. The remaining four graphics contain, respectively, residual plots for Call and Put option prices on the left- and right-hand side. The residuals plotted in the last two plots were corrected by the inverse square root of the covariance matrix

Table 1 Subset of observed prices of Call options on second trading day in 1995 for strike price $K=2050$, time of the trade in hours and residuals transformed by the Mahalanobis transformation. The fitted value for the strike price $K=2050$ is $\hat{f}^{(2)}(2050)=42.37$. This value can be interpreted as an estimate corresponding to 16:00 o'clock

| Call price ( $K=2050$ ) | Time (in hours) | Transformed residual |
| :---: | :---: | :---: |
| 50.62296 | 9.690 | 337.4 |
| 51.12417 | 9.702 | 73.2 |
| 50.62296 | 9.785 | 33.8 |
| 50.02150 | 9.807 | 6.5 |
| 48.11687 | 9.826 | $-10.3$ |
| 46.61322 | 9.864 | -11.5 |
| 47.31492 | 10.121 | -6.9 |
| 48.11687 | 10.171 | 26.5 |
| 49.01906 | 10.306 | 24.3 |
| 49.01906 | 10.361 | 26.3 |
| 50.32223 | 10.534 | 358.7 |
| 46.61322 | 10.666 | -342.2 |
| 47.61565 | 10.672 | 32.8 |
| 45.00932 | 11.187 | -62.2 |
| 48.11687 | 11.690 | 28.2 |
| 45.10957 | 12.100 | -72.6 |
| 48.11687 | 12.647 | 53.9 |
| 48.11687 | 12.766 | 13.3 |
| 48.11687 | 13.170 | 28.3 |
| 47.51541 | 14.205 | 11.2 |
| 44.10713 | 14.791 | -4.8 |
| 42.10226 | 15.137 | -34.1 |
| 42.10226 | 15.138 | -93.4 |
| 40.99958 | 15.232 | -32.4 |
| 41.60104 | 15.250 | -14.2 |
| 42.10226 | 15.283 | -2.4 |
| 42.10226 | 15.288 | -87.6 |
| 40.69885 | 15.638 | -31.2 |
| 41.60104 | 15.658 | -48.9 |
| 42.60348 | 15.711 | -46.6 |
| 42.10226 | 15.715 | 6.7 |
| 41.60104 | 15.796 | -39.2 |
| 42.10226 | 15.914 | -49.5 |



Fig. 5 Estimates and residual plots on the first trading day in 2002 (January 2). The first plot shows fitted Call and Put option prices, the estimated SPD is plotted in the second plot. The remaining four graphics contain respectively residual plots for Call and Put option prices on the left and right hand side. The residuals plotted in the last two plots were corrected by the inverse square root of the covariance matrix

Simultaneously, the price difference of these two observations is quite large. Hence, the large correlation of these two very different prices leads to the large (suspicious) residuals appearing in the residual plot.

An example of a more recent data set is plotted in Fig. 5. In year 2002, the range of the traded strike prices was much wider than in 1995. The estimated SPD is plotted in the upper right plot. The estimate could be described as a unimodal probability density function with the right tail cut off. It seems that, especially on the right hand side, the traded strike prices do not cover the entire support of the SPD.

The residual plots in Fig. 5 look very similar to the residual plots in Figs. 3 and 4. The residual analysis suggests that the simple model for the covariance structure presented in Sect. 5 is more appropriate for this estimation problem than the unrealistic iid assumptions. In practice, the traded strike prices do not cover the entire support of the SPD. Hence, our estimators recover only the central part of the SPD in Figs. 3 and 4 or the left hand part of the SPD in Fig. 5. Unfortunately, this implies that we cannot impose any conditions on the expected value of the SPD without additional distributional assumptions.

## 7 Conclusions

A nonparametric regression estimator for an unknown smooth regression curve with shape constraints is proposed. First, the penalized least squares are used in order to find a compromise between the best fit and satisfactory smoothness. Sobolev spaces allow us to transform the infinite-dimensional optimization problem into a finitedimensional optimization. The estimator is derived in an alternative form compared to [13], more suitable from a computational point of view. We also consider fixed design that is more plausible for the data structure of observed option prices. We show that the estimator is consistent and establish its rate of convergence.

Second, isotonic constraints are placed on the estimator of the smooth regression curve in order to meet the requirements for the put-call option price duality. A covariance structure for the option prices, reflecting the time dependence, is suggested as well. Hence, an additional achievement of this paper is simultaneous estimation of the SPD from both put and call option prices and incorporation of the proposed dependence structure into the nonparametric estimator.
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## Appendix: Proofs

Proof (Proof of Theorem 1) We divide the proof into two steps. The proof follows closely the proof of Theorem 2.2 given in [13]. However, we repeat it here since we need to introduce the notation needed for expressing the coefficients given in Theorem 2. This is, indeed, essential to derive the closed form of the estimator.
(i) Construction of a representor $\psi_{a}\left(\equiv \psi_{a}^{0}\right)$. For simplicity, let us set $\mathscr{Q}^{1} \equiv[0,1]$. For functions of one variable we have $\langle g, h\rangle_{S o b, m}=\sum_{k=0}^{m} \int_{\mathscr{Q}^{1}} g^{(k)}(x) h^{(k)}(x) \mathrm{d} x$. We are constructing a representor $\psi_{a} \in \mathscr{H}^{m}[0,1]$ such that $\left\langle\psi_{a}, f\right\rangle_{\text {Sob,m }}=f(a)$ for all $f \in \mathscr{H}^{m}[0,1]$. It suffices to demonstrate the result for all $f \in \mathscr{C}^{2 m}$ because of the denseness of $\mathscr{C}^{2 m}$. The representor is defined as

$$
\psi_{a}(x)=\left\{\begin{array}{l}
L_{a}(x) 0 \leq x \leq a,  \tag{30}\\
R_{a}(x) a \leq x \leq 1,
\end{array}\right.
$$

where $L_{a}(x) \in \mathscr{C}^{2 m}[0, a]$ and $R_{a}(x) \in \mathscr{C}^{2 m}[a, 1]$. As $\psi_{a} \in \mathscr{H}^{m}[0,1]$, it suffices that $L_{a}^{(k)}(a)=R_{a}^{(k)}(a), 0 \leq k \leq m-1$. We get

$$
\begin{equation*}
f(a)=\left\langle\psi_{a}, f\right\rangle_{S o b, m}=\int_{0}^{a} \sum_{k=0}^{m} L_{a}^{(k)}(x) f^{(k)}(x) \mathrm{d} x+\int_{a}^{1} \sum_{k=0}^{m} R_{a}^{(k)}(x) f^{(k)}(x) \mathrm{d} x . \tag{31}
\end{equation*}
$$

Integrating by parts and setting $i=k-j-1$, we obtain

$$
\begin{align*}
& \sum_{k=0}^{m} \int_{0}^{a} L_{a}^{(k)}(x) f^{(k)}(x) \mathrm{d} x=\sum_{i=0}^{m-1} f^{(i)}(a)\left\{\sum_{k=i+1}^{m}(-1)^{k-i-1} L_{a}^{(2 k-i-1)}(a)\right\} \\
- & \sum_{i=0}^{m-1} f^{(i)}(0)\left\{\sum_{k=i+1}^{m}(-1)^{k-i-1} L_{a}^{(2 k-i-1)}(0)\right\}+\int_{0}^{a}\left\{\sum_{k=0}^{m}(-1)^{k} L_{a}^{(2 k)}(x)\right\} f(x) \mathrm{d} x \tag{32}
\end{align*}
$$

and, similarly,

$$
\begin{align*}
& \sum_{k=0}^{m} \int_{a}^{1} R_{a}^{(k)}(x) f^{(k)}(x) \mathrm{d} x=\sum_{i=0}^{m-1} f^{(i)}(1)\left\{\sum_{k=i+1}^{m}(-1)^{k-i-1} R_{a}^{(2 k-i-1)}(1)\right\} \\
- & \sum_{i=0}^{m-1} f^{(i)}(a)\left\{\sum_{k=i+1}^{m}(-1)^{k-i-1} R_{a}^{(2 k-i-1)}(a)\right\}+\int_{a}^{1}\left\{\sum_{k=0}^{m}(-1)^{k} R_{a}^{(2 k)}(x)\right\} f(x) \mathrm{d} x . \tag{33}
\end{align*}
$$

This holds for all $f(x) \in \mathscr{C}^{m}[0,1]$. We require that both $L_{a}$ and $R_{a}$ are solutions of the constant coefficient differential equation

$$
\begin{equation*}
\sum_{k=0}^{m}(-1)^{k} \varphi_{k}^{(2 k)}(x)=0 \tag{34}
\end{equation*}
$$

The boundary conditions are obtained by the equality of the functional values of $L_{a}^{(i)}(x)$ and $R_{a}^{(i)}(x)$ at $a$ and the coefficient comparison of $f^{(i)}(0), f^{(i)}(1)$ and $f^{(i)}(a)$, compare (31) to (32) and (33). Let $f^{(i)}(x) \bowtie c$ denotes that the term $f^{(i)}(x)$ has the
coefficient $c$ in a certain equation. We can write

$$
\begin{align*}
& r_{a} \in \mathscr{H}^{m}[0,1] \Rightarrow L_{a}^{(i)}(a)=R_{a}^{(i)}(a), \quad 0 \leq i \leq m-1,  \tag{35}\\
& f^{(i)}(0) \bowtie 0 \Rightarrow \sum_{k=i+1}^{m}(-1)^{k-i-1} L_{a}^{(2 k-i-1)}(0)=0, \quad 0 \leq i \leq m-1,  \tag{36}\\
& f^{(i)}(1) \bowtie 0 \Rightarrow \sum_{k=i+1}^{m}(-1)^{k-i-1} R_{a}^{(2 k-i-1)}(1)=0, \quad 0 \leq i \leq m-1,  \tag{37}\\
& f^{(i)}(a) \bowtie 0 \Rightarrow \sum_{k=i+1}^{m}(-1)^{k-i-1}\left\{L_{a}^{(2 k-i-1)}(a)-R_{a}^{(2 k-i-1)}(a)\right\}=0, \\
& 1 \leq i \leq m-1,  \tag{38}\\
& f(a) \bowtie 1 \Rightarrow \sum_{k=1}^{m}(-1)^{k-1}\left\{L_{a}^{(2 k-1)}(a)-R_{a}^{(2 k-1)}(a)\right\}=1 \tag{39}
\end{align*}
$$

together $m+m+m+(m-1)+1=4 m$ boundary conditions. To obtain the general solution of this differential equation, we need to find the roots of its characteristic polynomial $P_{m}(\lambda)=\sum_{k=0}^{m}(-1)^{k} \lambda^{2 k}$. Hence, it follows that

$$
\begin{equation*}
\left(1+\lambda^{2}\right) P_{m}(\lambda)=1+(-1)^{m} \lambda^{2 m+2}, \quad \lambda \neq \pm i \tag{40}
\end{equation*}
$$

Solving (40), we get the characteristic roots $\lambda_{k}=e^{i \theta_{k}}$, where

$$
\theta_{k} \in\left\{\begin{array}{l}
\frac{(2 k+1) \pi}{2 m+2} m \text { even, } k \in\{0,1, \ldots, 2 m+1\} \backslash\left\{\frac{m}{2}, \frac{3 m+2}{2}\right\} \\
\frac{k \pi}{m+1} \quad m \text { odd, } k \in\{0,1, \ldots, 2 m+1\} \backslash\left\{\frac{m+1}{2}, \frac{3 m+3}{2}\right\}
\end{array}\right.
$$

We have altogether $(2 m+2)-2=2 m$ different complex roots but each has a pair that is conjugate with it. Thus, for meven, we have $m$ complex conjugate roots with multiplicity one. We also have $2 m$ base elements alike complex roots

$$
\begin{align*}
\varphi_{k}(x) & =\exp \left\{\left(\Re\left(\lambda_{k}\right)\right) x\right\} \cos \left[\left(\Im\left(\lambda_{k}\right)\right) x\right], k \in\{0,1, \ldots, m\} \backslash\left\{\frac{m}{2}\right\} ;  \tag{41}\\
\varphi_{m+1+k}(x) & =\exp \left\{\left(\Re\left(\lambda_{k}\right)\right) x\right\} \sin \left[\left(\Im\left(\lambda_{k}\right)\right) x\right], k \in\{0,1, \ldots, m\} \backslash\left\{\frac{m}{2}\right\} . \tag{42}
\end{align*}
$$

If $\underline{m \text { is odd, we have } 2 m-2 \text { different complex roots (each has a pair that is conjugate }}$ with it) and two-real roots. The two real roots are $\pm 1$. The $m-1$ complex conjugate roots have multiplicity one. We also have $2(m-1)+2=2 m$ base elements alike all roots. These base elements are

$$
\begin{align*}
\varphi_{0}(x) & =\exp \{x\} ;  \tag{43}\\
\varphi_{k}(x) & =\exp \left\{\left(\Re\left(\lambda_{k}\right)\right) x\right\} \cos \left[\left(\Im\left(\lambda_{k}\right)\right) x\right], k \in\{1,2, \ldots, m\} \backslash\left\{\frac{m+1}{2}\right\} ;  \tag{44}\\
\varphi_{m+1}(x) & =\exp \{-x\} ;  \tag{45}\\
\varphi_{m+1+k}(x) & =\exp \left\{\left(\Re\left(\lambda_{k}\right)\right) x\right\} \sin \left[\left(\Im\left(\lambda_{k}\right)\right) x\right], k \in\{1,2, \ldots, m\} \backslash\left\{\frac{m+1}{2}\right\} . \tag{46}
\end{align*}
$$

These vectors generate the subspace of $\mathscr{C}^{m}[0,1]$ of solutions of the differential equation (34). The general solution is given by the linear combination

$$
\begin{align*}
& L_{a}(x)=\sum_{\substack{k=0 \\
k \neq \frac{m}{2}}}^{m} \gamma_{k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \cos \left[\Im\left(\lambda_{k}\right) x\right] \\
& +\sum_{\substack{k=0 \\
k \neq \frac{m}{2}}}^{m} \gamma_{m+1+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \sin \left[\Im\left(\lambda_{k}\right) x\right] \text {, for } m \text { even; }  \tag{47}\\
& L_{a}(x)=\gamma_{0}(a) \exp \{x\}+\sum_{\substack{k=1 \\
k \neq \frac{m+1}{2}}}^{m} \gamma_{k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \cos \left[\Im \mathfrak{J}\left(\lambda_{k}\right) x\right] \\
& +\gamma_{m+1}(a) \exp \{-x\}+\sum_{\substack{k=1 \\
k \neq \frac{m+1}{2}}}^{m} \gamma_{m+1+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \sin \left[\Im\left(\lambda_{k}\right) x\right] \text {, for } m \text { odd; }  \tag{48}\\
& R_{a}(x)=\sum_{\substack{k=0 \\
k \neq \frac{m}{2}}}^{m} \gamma_{2 m+2+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \cos \left[\Im\left(\lambda_{k}\right) x\right] \\
& +\sum_{k=0}^{m} \gamma_{3 m+3+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \sin \left[\Im\left(\lambda_{k}\right) x\right] \text {, for } m \text { even; }  \tag{49}\\
& k \neq \frac{m}{2} \\
& R_{a}(x)=\gamma_{2 m+2}(a) \exp \{x\}+\sum_{k=1}^{m} \gamma_{2 m+2+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \cos \left[\Im\left(\lambda_{k}\right) x\right] \\
& k \neq \frac{m+1}{2} \\
& +\gamma_{3 m+3}(a) \exp \{-x\}+\sum_{\substack{k=1 \\
k \neq \frac{m+1}{2}}}^{m} \gamma_{3 m+3+k}(a) \exp \left\{\Re\left(\lambda_{k}\right) x\right\} \sin \left[\Im\left(\lambda_{k}\right) x\right], \text { for } m \text { odd; } \tag{50}
\end{align*}
$$

where the coefficients $\gamma_{k}(a)$ are arbitrary constants that satisfy the boundary conditions (35)-(39). It can be easily seen that we have obtained $4(m+1)-4=4 m$ coefficients $\gamma_{k}(a)$, because the first index of $\gamma_{k}(a)$ is 0 and the last one is $4 m+3$. Thus, we have $4 m$ boundary conditions and $4 m$ unknowns of $\gamma_{k}$ s that lead us to the square $4 m \times 4 m$ system of the linear equations. Does $\psi_{a}$ exist and is it unique? To show this, it suffices to prove that the only solution of the associated homogeneous system of linear equations is the zero vector. Suppose $L_{a}(x)$ and $R_{a}(x)$ are functions corresponding to the solution of the homogeneous system, because in linear system of equations (35)-(39) the right side has all zeros-coefficient of $f(a)$ in the last boundary condition is 0 instead of 1 . Then, by the exactly the same integration by parts, it follows that $\left\langle\psi_{a}, f\right\rangle_{S o b, m}=0$ for all $f \in \mathscr{C}^{m}[0,1]$. Hence, $\psi_{a}(x), L_{a}(x)$ and $R_{a}(x)$ are zero almost everywhere and, by the linear independence of the base elements $\varphi_{k}(x)$, we obtain the uniqueness of the coefficients $\gamma_{k}(a)$.
(ii) Producing a representor $\psi$. Let us define the representor $\psi$ by setting $\psi(\mathbb{x})=\prod_{i=1}^{q} \psi_{a_{i}}^{w_{i}}\left(x_{i}\right)$ for all $\mathbb{x} \in \mathscr{Q}^{q}$, where $\psi_{a_{i}}^{w_{i}}\left(x_{i}\right)$ is the representor at $a_{i}$ in $\mathscr{H}^{m}\left(Q^{1}\right)$. We know that $\mathscr{C}^{m}$ is dense in $\mathscr{H}^{m}$, so it is sufficient to show the result for $f \in \mathscr{C}^{m}\left(\mathscr{Q}^{q}\right)$. For simplicity let us suppose $\mathscr{Q}^{q} \equiv[0,1]^{q}$. After rewriting the inner product and using Fubini theorem we have

$$
\begin{aligned}
& \langle\psi, f\rangle_{S o b, m}=\left\langle\prod_{i=1}^{q} \psi_{a_{i}}^{w_{i}}, f\right\rangle_{S o b, m} \\
& \quad=\sum_{i_{1}=0}^{m} \int_{0}^{1} \frac{\partial^{i_{1}} \psi_{a_{1}}^{w_{1}}\left(x_{1}\right)}{\partial x_{1}^{i_{1}}}\left[\cdots\left[\sum_{i_{q}=0}^{m} \int_{0}^{1} \frac{\partial^{i_{q}} \psi_{a_{q}}^{w_{q}}\left(x_{q}\right)}{\partial x_{q}^{i_{q}}} \cdot \frac{\partial^{i_{1}, \ldots, i_{q}} f(\mathrm{x})}{\partial x_{1}^{i_{1}} \ldots \partial x_{q}^{i_{q}}} \mathrm{~d} x_{q}\right] \ldots\right] \mathrm{d} x_{1} .
\end{aligned}
$$

According to Definition 3 and notation in Definition 1, we can rewrite the center most bracket

$$
\begin{aligned}
\sum_{i_{q}=0}^{m} \int_{0}^{1} \frac{\partial^{i_{q}} \psi_{a_{q}}^{w_{q}}\left(x_{q}\right)}{\partial x_{q}^{i_{q}}} \cdot \frac{\partial^{i_{1}, \ldots, i_{q}} f(\mathrm{x})}{\partial x_{1}^{i_{1}} \ldots \partial x_{q}^{i_{q}}} \mathrm{~d} x_{q} & =\left\langle\psi_{a_{q}}^{w_{q}}, D^{\left(i_{1}, \ldots, i_{q-1}\right)} f\left(x_{1}, \ldots, x_{i-1}, \cdot\right)\right\rangle_{S o b, m} \\
& =D^{\left(i_{1}, \ldots, i_{q-1}, w_{q}\right)} f\left(\mathbb{x}_{-q}, a_{q}\right)
\end{aligned}
$$

Proceeding sequentially in the same way, we obtain that the value of the above expression is $D \quad f(a)$.

Proof (Proof of Theorem 2) Existence and uniqueness of coefficients $\gamma_{k}(a)$ has already been proved in the proof of Theorem 1. Let us define

$$
\Lambda_{a, I}^{(l)}:= \begin{cases}L_{a}^{(l)}(0), & \text { for } I=L  \tag{51}\\ R_{a}^{(l)}(1), & \text { for } I=R \\ L_{a}^{(l)}(a)-R_{a}^{(a)}(a), & \text { for } I=D\end{cases}
$$

From the boundary conditions (36)-(39), we easily see that

$$
\begin{align*}
\sum_{k=i+1}^{m}(-1)^{k-i-1} \Lambda_{a, I}^{(2 k-i-1)} & =0,0 \leq i \leq m-1, I \in\{L, R, D\},[i, I] \neq[0, D] ;  \tag{52}\\
\sum_{k=1}^{m}(-1)^{k-1} \Lambda_{a, D}^{(2 k-1)} & =1 . \tag{53}
\end{align*}
$$

For $m=1$ it follows from (52) to (53) that $\Lambda_{a, I}^{(1)}=0, I \in\{L, R\}$ and $\Lambda_{a, D}^{(1)}=1$. For $m=2$, we have from (52) to (53): $\Lambda_{a, I}^{(2)}=0, \forall I ; \Lambda_{a, I}^{(1)}-\Lambda_{a, I}^{(3)}=0, I \in\{L, R\}$; and $\Lambda_{a, D}^{(1)}-\Lambda_{a, D}^{(3)}=1$. Let us now suppose that $m \geq 3$. We would like to prove the next important step:

$$
\begin{align*}
\Lambda_{a, I}^{(m-j)}+(-1)^{j} \Lambda_{a, I}^{(m+j)} & =0, \quad j=0, \ldots, m-2, \forall I,  \tag{54}\\
\Lambda_{a, I}^{(1)}+(-1)^{m-1} \Lambda_{a, I}^{(2 m-1)} & =0, \quad I \in\{L, R\},  \tag{55}\\
\Lambda_{a, D}^{(1)}+(-1)^{m-1} \Lambda_{a, D}^{(2 m-1)} & =1, \tag{56}
\end{align*}
$$

where $j:=m-i-1$. For $j=0$, we obtain $i=m-1$ and (52) and (53) implies

$$
\begin{equation*}
\Lambda_{a, I}^{(m)}=0, \quad \forall I, \tag{57}
\end{equation*}
$$

which is correct according to (54). Consider $j=1$ and thus $i=m-2$. In the same way we get

$$
\begin{equation*}
\Lambda_{a, I}^{(m-1)}-\Lambda_{a, I}^{(m+1)}=0, \quad \forall I . \tag{58}
\end{equation*}
$$

For $j=2$ and thus $i=m-3$, we have $\Lambda_{a, I}^{(m-2)}-\Lambda_{a, I}^{(m)}+\Lambda_{a, I}^{(m+2)}=0, \forall I$, and we can use (57). For $j=3$ and thus $i=m-4$ we have $\Lambda_{a, I}^{(m-3)}-\Lambda_{a, I}^{(m-1)}+\Lambda_{a, I}^{(m+1)}-$ $\Lambda_{a, I}^{(m+3)}=0, \forall I$, where we can apply (58). We can continue in this way until $j=$ $m-1$. The last step ensures the correctness of (55) in case that $I \in\{L, R\}$, eventually (56) if $I=D$ instead of (54).

To finish the proof, we only need to keep in mind (35). From (35), it follows that $\Lambda_{a, D}^{(j)}=0, j \in\{0, \ldots, m-1\}$. According to (54) for $I=D$ and (56), we further see

$$
\begin{aligned}
\Lambda_{a, D}^{(j)} & =0, \quad j \in\{m+1, \ldots, 2 m-2\} ; \\
\Lambda_{a, D}^{(2 m-1)} & =(-1)^{m-1} .
\end{aligned}
$$

Altogether we have obtained the following system of $4 m$ linear equations:

$$
\begin{aligned}
\Lambda_{a, L}^{(m-j)}+(-1)^{j} \Lambda_{a, L}^{(m+j)} & =0, \quad j=0, \ldots, m-1 \\
\Lambda_{a, R}^{(m-j)}+(-1)^{j} \Lambda_{a, R}^{(m+j)} & =0, \quad j=0, \ldots, m-1, \\
\Lambda_{a, D}^{(j)} & =0, \quad j=0, \ldots, 2 m-2, \\
\Lambda_{a, D}^{(2 m-1)} & =(-1)^{m-1},
\end{aligned}
$$

which, after rewriting them using (51), (47)-(50) and (41)-(46), completes the proof.

Proof (Proof of Theorem 3) Let $M=\operatorname{span}\left\{\psi_{i}: i=1, \ldots, n\right\}$ and its orthogonal complement $M^{\perp}=\left\{h \in \mathscr{H}^{m}:\left\langle\psi_{i}, h\right\rangle_{\text {Sob, } m}=0, i=1, \ldots, n\right\}$. Representors exist by Theorem 1 and we can write the Sobolev space as a direct sum of its orthogonal subspaces, i.e., $\mathscr{H}^{m}=M \oplus M^{\perp}$ since $\mathscr{H}^{m}$ is a Hilbert space. Functions $h \in M^{\perp}$ take on the value zero at $\mathbb{x}_{1}, \ldots, \mathbb{x}_{n}$. Each $f \in \mathscr{H}^{m}$ can be written as $f=\sum_{j=1}^{n} c_{j} \psi_{j}+h, h \in M^{\perp}$. Then,

$$
\begin{aligned}
& {[\mathbb{Y}-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\mathbb{Y}-\boldsymbol{f}(\mathrm{x})]+\chi\|f\|_{S o b, m}^{2}} \\
& =\left[\mathbb{Y}_{\bullet}-\left\langle\psi_{\bullet}, \sum_{j=1}^{n} c_{j} \psi_{x_{j}}+h\right\rangle_{S o b, m}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}_{\bullet}-\left\langle\psi ., \sum_{j=1}^{n} c_{j} \psi_{x_{j}}+h\right\rangle_{S o b, m}\right] \\
& +\chi\left\|\sum_{j=1}^{n} c_{j} \psi_{j}+h\right\|_{S o b, m}^{2} \\
& =\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n}\left\langle\psi_{\bullet}, c_{j} \psi_{x_{j}}\right\rangle_{S o b, m}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n}\left\langle\psi_{\bullet}, c_{j} \psi_{x_{j}}\right\rangle_{S o b, m}\right] \\
& +\chi\left\|\sum_{j=1}^{n} c_{j} \psi_{j}\right\|_{S o b, m}^{2}+\chi\|h\|_{S o b, m}^{2} \\
& =\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n} c_{j}\left\langle\psi_{\bullet}, \psi_{x_{j}}\right\rangle_{S o b, m}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n} c_{j}\left\langle\psi_{\bullet}, \psi_{x_{j}}\right\rangle_{S o b, m}\right] \\
& +\chi\left\langle\sum_{j=1}^{n} c_{j} \psi_{j}, \sum_{j=1}^{n} c_{j} \psi_{j}\right\rangle_{S o b, m}+\chi\|h\|_{S o b, m}^{2} \\
& =\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n} \Psi_{\bullet, j} c_{j}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}_{\bullet}-\sum_{j=1}^{n} \Psi_{\bullet} c_{j}\right] \\
& +\chi \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j}\left\langle\psi_{j}, \psi_{k}\right\rangle_{S o b, m} c_{k}+\chi\|h\|_{S o b, m}^{2} \\
& =\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]+\chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}}+\chi\|h\|_{\text {Sob,m}}^{2},
\end{aligned}
$$

where $\langle\psi ., g\rangle_{\text {Sob, } m}=\left[\left\langle\psi_{x_{1}}, g\right\rangle_{\text {Sob,m}}, \ldots,\left\langle\psi_{x_{n}}, g\right\rangle_{\text {Sob,m}}\right]^{\top}$ for an arbitrary $g \in \mathscr{H}^{m}$. Hence, there exists a function $f^{*}$, minimizing the infinite dimensional optimiz-
ing problem, that is a linear combination of the representors. We note also that $\left\|f^{*}\right\|_{S o b, m}^{2}=\mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}}$.

Uniqueness is clear, since $\psi_{i}$ are the base elements of $M$, and adding a function that is orthogonal to the spaces spanned by the representors will increase the norm.

Proof (Proof of Corollary 1) It follows directly from (30) and from Theorem 3.
Proof (Proof of Theorem 4) The representor matrix is symmetric by Definition 4 since

$$
\Psi_{i, j}=\left\langle\psi_{i}, \psi_{j}\right\rangle_{S o b, m}=\left\langle\psi_{j}, \psi_{i}\right\rangle_{S o b, m}=\Psi_{j, i},
$$

i.e., $\boldsymbol{\Psi}=\boldsymbol{\Psi}^{\top}$.

We give the proof of positive definiteness of the representor matrix only for onedimensional variable $x$. The extension into the multivariate case is straightforward. For an arbitrary $\mathbb{C} \in \mathbb{R}^{n}$, we obtain

$$
\begin{aligned}
\mathbb{C}^{\top} \boldsymbol{\Psi} \mathbb{C} & =\sum_{i} c_{i} \sum_{j} \Psi_{i j} c_{j}=\sum_{i} \sum_{j} c_{i}\left\langle\psi_{x_{i}}, \psi_{x_{j}}\right\rangle_{S o b, m} c_{j}=\sum_{i} \sum_{j}\left\langle c_{i} \psi_{x_{i}}, c_{j} \psi_{x_{j}}\right\rangle_{S o b, m} \\
& =\left\langle\sum_{i} c_{i} \psi_{x_{i}}, \sum_{j} c_{j} \psi_{x_{j}}\right\rangle_{S o b, m}=\left\|\sum_{i} c_{i} \psi_{x_{i}}\right\|_{S o b, m}^{2} \geq 0 .
\end{aligned}
$$

Hence, $\mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}}=0$ iff $\sum_{i} c_{i} \psi_{x_{i}}=0$ a.e.
For $x>x_{i}$, we define

$$
\boldsymbol{\gamma}\left(x_{i}\right)=\left[\gamma_{0}, \ldots, \gamma_{\kappa-1}, \gamma_{\kappa+1}, \ldots, \gamma_{m+\kappa}, \gamma_{m+2+\kappa}, \ldots, \gamma_{2 m+1}\right]^{\top}\left(x_{i}\right)
$$

Otherwise, we define

$$
\boldsymbol{\gamma}\left(x_{i}\right)=\left[\gamma_{2 m+2}, \ldots, \gamma_{2 m+1+\kappa}, \gamma_{2 m+3+\kappa}, \ldots, \gamma_{3 m+2+\kappa}, \gamma_{3 m+4+\kappa}, \ldots, \gamma_{4 m+3}\right]^{\top}\left(x_{i}\right) .
$$

Similarly, we look at elements of the vector $\left[\left\{\boldsymbol{\Gamma}\left(x_{i}\right)\right\}^{-1}\right]_{\bullet, 4 m}$. According to (47)-(50), (41)-(46) and (7), we have

$$
\psi_{x_{i}}(x)=\boldsymbol{\gamma}\left(x_{i}\right)^{\top} \boldsymbol{\varphi}(x)=(-1)^{m-1}\left[\left\{\boldsymbol{\Gamma}\left(x_{i}\right)\right\}^{-1}\right]_{0,4 m}^{\top} \boldsymbol{\varphi}(x)
$$

where $\varphi(x)$ is vector containing the base elements of the space of the solutions of the differential equation (34), i.e., $\varphi_{k}(x)$, cf. (41)-(46). From the linear independence of $\varphi_{k}(x)$ it follows that

$$
\begin{aligned}
\sum_{i} c_{i} \psi_{x_{i}} & =(-1)^{m-1} \sum_{i} c_{i}\left[\left\{\boldsymbol{\Gamma}\left(x_{i}\right)\right\}^{-1}\right]_{\bullet, 4 m}^{\top} \boldsymbol{\varphi} \\
& =(-1)^{m-1} \sum_{i} \sum_{k} c_{i}\left[\left\{\boldsymbol{\Gamma}\left(x_{i}\right)\right\}^{-1}\right]_{4 m, k} \varphi_{k}=0 \quad \text { a.e. }
\end{aligned}
$$

企

$$
\begin{aligned}
& \varphi_{k}=0 \quad \text { a.e. } k \in\{0,1, \ldots, 2 m+1\} \backslash\left\{\begin{array}{l}
\left\{\frac{m}{2}, \frac{3 m+2}{2}\right\} \quad m \text { even, } \\
\left\{\frac{m+1}{2}, \frac{3 m+3}{2}\right\} m \text { odd; }
\end{array}\right. \\
& \Downarrow \\
& \psi_{x_{i}}=0 \text { a.e. } i=1, \ldots, n .
\end{aligned}
$$

And $\psi_{x_{i}}=0$ a.e. is a zero element of the space $\mathscr{H}^{m}$.
Proof (Proof of Theorem 5) According to the Theorem 3, we want to minimize the function

$$
\mathscr{L}(\mathbb{C}):=\frac{1}{n}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]+\chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}} .
$$

Therefore, the first partial derivatives of $\mathscr{L}(\mathbb{C})$ have to be equal zero at the minimizer $\widehat{\mathbb{C}}$, i.e., $\frac{\partial}{\partial c_{i}} \mathscr{L}(\mathbb{C}) \stackrel{!}{=} 0, i=1, \ldots, n$. Denoting $\Sigma^{-1}=:\left[\phi_{i j}\right]_{i, j=1}^{n, n}$, we can write

$$
\begin{aligned}
n \mathscr{L}(\mathbb{C})= & \mathbb{Y}^{\top} \boldsymbol{\Sigma}^{-1} \mathbb{Y}-2 \mathbb{Y}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\mathbb{C}}+\mathbb{C}^{\top} \boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\mathbb{C}}+n \chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}} \\
= & \sum_{r=1}^{n} \sum_{s=1}^{n} Y_{r} \boldsymbol{\phi}_{r s} Y_{s}-2 \sum_{r=1}^{n} \sum_{s=1}^{n} \sum_{t=1}^{n} Y_{r} \boldsymbol{\phi}_{r s} \Psi_{s t} c_{t}+\sum_{r=1}^{n} \sum_{s=1}^{n} \sum_{t=1}^{n} \sum_{u=1}^{n} c_{r} \Psi_{r s} \phi_{s t} \Phi_{t u} c_{u} \\
& +n \chi \sum_{r=1}^{n} \sum_{s=1}^{n} c_{r} \Psi_{r s} c_{s}
\end{aligned}
$$

and, hence,

$$
\begin{aligned}
& 0 \stackrel{!}{=}-2 \sum_{r=1}^{n} \sum_{s=1}^{n} Y_{r} \phi_{r s} \Psi_{s i}+2 \sum_{\substack{r=1 \\
r \neq i}}^{n} \sum_{s=1}^{n} \sum_{t=1}^{n} c_{r} \Psi_{r s} \phi_{s t} \Phi_{t i} \\
& +2 \sum_{r=1}^{n} \sum_{s=1}^{n} c_{i} \Psi_{i s} \phi_{s t} \Phi_{t i}+2 n \chi \sum_{\substack{r \\
\\
r \neq 1}}^{n} c_{r} \Psi_{r i}+2 n \chi c_{i} \Psi_{i i} \\
& =-2 \mathbb{Y}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\bullet, i}+2 \mathbb{C}^{\top} \boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\bullet, i}+2 n \chi \mathbb{C}^{\top} \boldsymbol{\Psi}_{\bullet, i}, \quad i=1, \ldots, n .
\end{aligned}
$$

Then, we obtain our system of the normal equations

$$
\mathbb{C}^{\top}\left(\boldsymbol{\Psi} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\bullet, i}+n \chi \boldsymbol{\Psi}_{\bullet, i}\right)=\mathbb{Y}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Psi}_{\bullet, i}, \quad i=1, \ldots, n
$$

Proof (Proof of Theorem 6) Let us have fixed $\chi>0$. Hence we have obtained unique $\widehat{f}$ and also $\widehat{\mathbb{C}}$ according to Theorem 3. Theorem 3 and the Lagrange multipliers say that there exists a unique $L>0$ such that $\widehat{\mathbb{C}}$ is also a unique solution of optimizing problem

$$
\widehat{\mathbb{C}}=\arg \min _{\in \mathbb{R}^{n}} \frac{1}{n}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right]^{\top} \boldsymbol{\Sigma}^{-1}\left[\mathbb{Y}-\boldsymbol{\Psi}_{\mathbb{C}}\right] \quad \text { s.t. } \mathbb{C}^{\top} \boldsymbol{\Psi}_{\mathbb{C}}=L
$$

Let us define

$$
\begin{aligned}
& \widetilde{f}(\mathbb{x}):=\boldsymbol{\Xi} \boldsymbol{f}(\mathbb{x}), \quad \widetilde{\mathbb{Y}}:=\boldsymbol{\Xi} \mathbb{Y}, \\
& \widehat{\mathbb{C}}:=\arg \min _{\sim} \in \mathbb{R}^{n} \\
& \frac{1}{n}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}]^{\top} \boldsymbol{\Sigma}^{-1}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}] \quad \text { s.t. } \widetilde{\mathbb{C}}^{\top} \boldsymbol{\Psi} \boldsymbol{\Xi}^{-1} \boldsymbol{\Psi}^{-1} \boldsymbol{\Xi}^{-1} \boldsymbol{\Psi} \widetilde{\mathbb{C}} \leq L .
\end{aligned}
$$

We can easily find out that $\widehat{\widetilde{\mathbb{C}}}=\boldsymbol{\Psi}^{-1} \boldsymbol{\Xi} \boldsymbol{\Psi} \widehat{\mathbb{C}}$ and, hence, $\widehat{\tilde{\boldsymbol{f}}}(\mathbb{x})=\boldsymbol{\Xi} \widehat{\widetilde{\mathbb{C}}}$. Finally, there must exists $\widetilde{L}>0$ such that

$$
\widehat{\widetilde{\mathbb{C}}}=\arg \min _{\mathbb{R}^{n}} \frac{1}{n}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}]^{\top} \boldsymbol{\Sigma}^{-1}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}] \quad \text { s.t. } \widetilde{\mathbb{C}}^{\top} \boldsymbol{\Psi} \widetilde{\mathbb{C}}=\widetilde{L}
$$

and hence this $\widehat{\mathbb{\mathbb { C }}}$ has to be a unique solution of the optimizing problem

$$
\widehat{\mathbb{C}}=\arg \min _{\sim_{\in \mathbb{R}}} \frac{1}{n}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}]^{\top} \boldsymbol{\Sigma}^{-1}[\widetilde{\mathbb{Y}}-\boldsymbol{\Psi} \widetilde{\mathbb{C}}] \quad \text { s.t. } \widetilde{\mathbb{C}}^{\top} \boldsymbol{\Psi} \widetilde{\mathbb{C}} \leq \widetilde{L}
$$

since $\boldsymbol{\Psi}$ is a positive definite matrix $\left(\widetilde{\mathbb{C}}^{\top} \boldsymbol{\Psi} \widetilde{\mathbb{C}}\right.$ is the volume of $n$-dimensional ellipsoid).
Now, we think of model

$$
\widetilde{Y}_{i}=\widetilde{f}\left(\mathbb{x}_{i}\right)+\widetilde{\varepsilon}_{i}, \quad \widetilde{\varepsilon}_{i} \sim i i d, \quad i=1, \ldots, n
$$

with least-squares estimator $\widehat{\widetilde{f}}$. As in the proof of Lemma 1 in [13], using [9], it can be shown that there exists $A>0$ such that for $\delta>0$, we have $\log N(\delta ; \mathscr{F})<A \delta^{-q / m}$, where $N(\delta ; \mathscr{F})$ denotes the minimum number of balls of radius $\delta$ in sup-norm required to cover the set of functions $\mathscr{F}$. Consequently, applying [11, Lemma 3.5], we obtain that there exist positive constants $C_{0}, K_{0}$ such that for all $K>K_{0}$

$$
\mathrm{P}\left[\sup _{\|g\|_{\text {Sob, }, m} \leq \tilde{L}} \frac{\sqrt{n}\left|-\frac{2}{n} \sum_{i=1}^{n} \widetilde{\varepsilon}_{i}\left(\widetilde{f}\left(x_{i}\right)-g\left(x_{i}\right)\right)\right|}{\left.\left(\frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{f}\left(x_{i}\right)-g\left(x_{i}\right)\right)^{2}\right)^{\frac{1}{2}-\frac{q}{4 m}} \geq K A^{1 / 2}\right] \leq \exp \left\{-C_{0} K^{2}\right\} . . . . ~ . ~ . ~}\right.
$$

Since $\tilde{f} \in \widetilde{\mathscr{F}}=\left\{g \in \mathscr{H}^{m}\left(\mathscr{Q}^{q}\right):\|g\|_{S o b, m}^{2} \leq \widetilde{L}\right\}$ and $\widehat{\widetilde{f}}$ minimizes the sum of squared residuals over $g \in \widetilde{\mathscr{F}}$,

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left[\widetilde{Y}_{i}-\widehat{\widetilde{f}}\left(x_{i}\right)\right]^{2} & \leq \frac{1}{n} \sum_{i=1}^{n}\left[\widetilde{Y}_{i}-g\left(x_{i}\right)\right]^{2}, \quad g \in \widetilde{\mathscr{F}} \\
\frac{1}{n} \sum_{i=1}^{n}\left[\left(\widetilde{f}\left(x_{i}\right)-\widehat{\widetilde{f}}\left(x_{i}\right)\right)+\widetilde{\varepsilon}_{i}\right]^{2} & \leq \frac{1}{n} \sum_{i=1}^{n}\left[\left(\widetilde{f}\left(x_{i}\right)-g\left(x_{i}\right)\right)+\widetilde{\varepsilon}_{i}\right]^{2}, \quad g \in \widetilde{\mathscr{F}} \\
& \Downarrow \text { realize that } \widetilde{f} \in \widetilde{\mathscr{F}} \\
\frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{f}\left(x_{i}\right)-\widetilde{\widetilde{f}}\left(x_{i}\right)\right)^{2} & \leq-\frac{2}{n} \sum_{i=1}^{n} \widetilde{\varepsilon}_{i}\left(\widetilde{f}\left(x_{i}\right)-\widetilde{\widetilde{f}}\left(x_{i}\right)\right) \tag{59}
\end{align*}
$$

Now combine (8) and (59) to obtain the result that $\forall K>K_{0}$

$$
\mathrm{P}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{f}\left(x_{i}\right)-\widehat{\widetilde{f}}\left(x_{i}\right)\right)^{2} \geq\left(\frac{K^{2} A}{n}\right)^{\frac{2 m}{2 n+q}}\right] \leq \exp \left\{-C_{0} K^{2}\right\} .
$$

Thus,

$$
\begin{aligned}
& \frac{1}{n}[\widehat{f}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\widehat{f}(\mathbb{x})-\boldsymbol{f}(\mathrm{x})] \\
&=\frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{f}\left(x_{i}\right)-\widehat{\widetilde{f}}\left(x_{i}\right)\right)^{2}=\mathscr{O}_{\mathrm{P}}\left(n^{-\frac{2 m}{2 m+q}}\right), \quad n \rightarrow \infty
\end{aligned}
$$

Lemma 1 Suppose $\left(f_{n}\right)_{n=1}^{\infty}$ are nonnegative Lipschitz functions on interval $[a, b]$ with a constant $T>0$ for all $n \in \mathbb{N}$. If $f_{n} \xrightarrow[n \rightarrow \infty]{\mathrm{L}_{1}} 0$ then

$$
\left\|f_{n}\right\|_{\infty,[a, b]}:=\sup _{x \in[a, b]}\left|f_{n}(x)\right| \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

Proof (Proof of Lemma 1) Suppose that

$$
\exists \rho>0 \quad \forall n_{0} \in \mathbb{N} \quad \exists n \geq n_{0} \quad \exists x \in[a, b] \quad f_{n}(x) \geq \rho
$$

Then according to Lipschitz property of each $f_{n} \geq 0$, we have for fixed $\rho, n_{0}, n$ and $x \in[a, b]$ that

$$
\begin{aligned}
& \left\|f_{n}\right\|_{L_{1}[a, b]}=\int_{a}^{b} f_{n}(t) \mathrm{d} t \\
& \geq \min \left\{\frac{f_{n}(x)}{2}(x-a)+\frac{f_{n}(x)}{2}(b-x), \frac{f_{n}(x)}{2}(x-a)+\frac{f_{n}(x)}{2} \frac{f_{n}(x)}{T},\right. \\
& \left.\quad \frac{f_{n}(x)}{2} \frac{f_{n}(x)}{T}+\frac{f_{n}(x)}{2}(b-x), \frac{f_{n}(x)}{2} \frac{f_{n}(x)}{T}+\frac{f_{n}(x)}{2} \frac{f_{n}(x)}{T}\right\} \\
& \geq \min \left\{\frac{\rho}{2}(b-a), \frac{\rho}{2}(x-a)+\frac{\rho^{2}}{2 T}, \frac{\rho^{2}}{2 T}+\frac{\rho}{2}(b-x), \frac{\rho^{2}}{T}\right\}=: K>0 .
\end{aligned}
$$

But $K$ is a positive constant which does not depend on $n$ and its existence would contradict the assumptions of this lemma, i.e.,

$$
\forall \delta>0 \quad \exists n_{1} \in \mathbb{N} \quad \forall n \geq n_{1} \quad\left\|f_{n}\right\|_{L_{1}[a, b]}<\delta
$$

Proof (Proof of Theorem 7) We divide the proof into two steps.
(i) $s=0$. The covariance matrix $\boldsymbol{\Sigma}$ is symmetric and positive definite with equibounded eigenvalues for all $n$. Hence it can be decomposed using Schur decomposition: $\boldsymbol{\Sigma}=\boldsymbol{\Gamma} \boldsymbol{\Upsilon} \boldsymbol{\Gamma}^{\top}$, where $\boldsymbol{\Gamma}$ is orthogonal, $\boldsymbol{\Upsilon}$ is diagonal (with eigenvalues on this diagonal) such that $0<\Upsilon_{i i} \leq \vartheta, i=1, \ldots, n, \forall n$. Hence $\boldsymbol{\Sigma}^{-1}=$ $\boldsymbol{\Gamma} \operatorname{diag}\left\{\Upsilon_{1}^{-1}, \ldots, \Upsilon_{n}^{-1}\right\} \boldsymbol{\Gamma}^{\top}$. Then

$$
\begin{align*}
& \frac{1}{n}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\widehat{\boldsymbol{f}}(\mathrm{x})-\boldsymbol{f}(\mathrm{x})] \\
& \geq \frac{1}{n}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Gamma} \vartheta^{-1} \boldsymbol{I} \boldsymbol{\Gamma}^{\top}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]=\frac{1}{n \vartheta} \sum_{i=1}^{n}\left[\hat{f}\left(x_{i}\right)-f\left(x_{i}\right)\right]^{2} \tag{60}
\end{align*}
$$

Let us define $h_{n}:=|\hat{f}-f|$. We know $\|\hat{f}\|_{\text {Sob,m }}^{2} \leq L$ for all $n$ and $\|f\|_{\text {Sob,m }}^{2} \leq L$. For every function $t \in \mathscr{H}^{m}[a, b]$ with $\|t\|_{\text {Sob,m}}^{2} \leq L$, it holds that

$$
\begin{equation*}
\left\|t^{\prime}\right\|_{\mathrm{L}_{2}[a, b]} \leq\|t\|_{S o b, 1} \leq\|t\|_{S o b, m} \leq \sqrt{L} \tag{61}
\end{equation*}
$$

Then, $t$ has equibounded derivative and hence there exists a Lipschitz constant $T>0$ such that

$$
|t(\xi)-t(\zeta)|<T|\xi-\zeta|, \quad \xi, \zeta \in[a, b] .
$$

We easily see

Since $h_{n}$ is $T$-Lipschitz function for all $n$ and

$$
\begin{aligned}
\left\|h_{n}\right\|_{\mathrm{L}_{2}[a, b]}=\|\hat{f}-f\|_{\mathrm{L}_{2}[a, b]} \leq\|\hat{f}-f\|_{S o b, 1} & \leq\|\hat{f}-f\|_{S o b, m} \\
& \leq\|\hat{f}\|_{S o b, m}+\|f\|_{S o b, m} \leq 2 \sqrt{L}, \quad \forall n,
\end{aligned}
$$

we obtain that $h_{n}$ is equibounded for all $n$ with a positive constant $M$ such that $\left\|h_{n}\right\|_{\infty,[a, b]} \leq M>0, \forall n$. Hence, $h_{n}^{2}$ is also a Lipschitz function for all $n$, because for $\xi, \zeta \in[a, b]$

$$
\begin{aligned}
\frac{\left|h_{n}^{2}(\xi)-h_{n}^{2}(\zeta)\right|}{|\xi-\zeta|}=\frac{\left|h_{n}(\xi)-h_{n}(\zeta)\right|}{|\xi-\zeta|} & {\left[h_{n}(\xi)+h_{n}(\zeta)\right] } \\
& \leq T \times 2\left\|h_{n}\right\|_{\infty,[a, b]}=2 M T=: U>0, \quad \forall n
\end{aligned}
$$

Since $h_{n}^{2}$ is $U$-Lipschitz function for all $n$ and design points $\left(x_{i}\right)_{i=1}^{n}$ are equidistantly distributed on $[a, b]$, we can write that

$$
\begin{align*}
\int_{a}^{b} h_{n}^{2}(u) \mathrm{d} u & \leq \sum_{i=1}^{n-1} \frac{x_{i+1}-x_{i}}{2}\left\{h_{n}^{2}\left(x_{i}\right)+\left[h_{n}^{2}\left(x_{i}\right)+U\left(x_{i+1}-x_{i}\right)\right]\right\} \\
& \leq \frac{1}{2 n}\left[2 \sum_{i=1}^{n-1} h_{n}^{2}\left(x_{i}\right)+U(b-a)\right] \leq \frac{1}{n} \sum_{i=1}^{n} h_{n}^{2}\left(x_{i}\right)+\frac{U(b-a)}{2 n} . \tag{62}
\end{align*}
$$

According to Theorem 6,

$$
\forall \rho>0 \quad \mathrm{P}\left\{\frac{1}{n}[\widehat{f}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]>\rho\right\} \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

so it means

$$
\begin{align*}
\forall \rho>0 \quad \forall \delta>0 \quad & \exists n_{0} \in \mathbb{N} \quad \forall n \geq n_{0}: \\
& \mathrm{P}\left\{\frac{1}{n}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\widehat{\boldsymbol{f}}(\mathbb{x})-\boldsymbol{f}(\mathbb{x})]>\rho\right\}<\delta . \tag{63}
\end{align*}
$$

Let us fix an arbitrary $\rho>0$ and $\delta>0$. Next, we fix $n_{0}:=\left\lceil\frac{U}{\rho^{2}}\right\rceil$ and for all $n \geq n_{0}$ we can write

$$
\begin{array}{rlrl}
\delta & >\mathrm{P}\left\{\frac{1}{n}[\widehat{\boldsymbol{f}}(\mathrm{x})-\boldsymbol{f}(\mathrm{x})]^{\top} \boldsymbol{\Sigma}^{-1}[\widehat{\boldsymbol{f}}(\mathrm{x})-\boldsymbol{f}(\mathrm{x})]>\frac{\rho^{2}(b-a)}{2 \vartheta}\right\} & & \text { by (63) } \\
& \geq \mathrm{P}\left\{\frac{1}{n} \sum_{i=1}^{n}\left[\hat{f}\left(x_{i}\right)-f\left(x_{i}\right)\right]^{2}>\frac{\rho^{2}(b-a)}{2}\right\} & & \text { by (60) } \\
& \geq \mathrm{P}\{\left\|h_{n}\right\|_{\mathrm{L}_{2}[a, b]}^{2}>\underbrace{\frac{\rho^{2}(b-a)}{2}+\frac{U(b-a)}{2 n}}_{\tilde{\rho}}\} & & \text { by (62) } \\
& \geq \mathrm{P}\left\{\left\|h_{n}\right\|_{\mathrm{L}_{1}[a, b]}>\frac{\sqrt{\tilde{\rho}}}{\|1\|_{\mathrm{L}_{2}[a, b]}}\right\} \geq \mathrm{P}\left\{\left\|h_{n}\right\|_{\mathrm{L}_{1}[a, b]}>\rho\right\} & \text { Cauchy-Schwarz. }
\end{array}
$$

Thus, $\left\|h_{n}\right\|_{\mathrm{L}_{1}[a, b]} \xrightarrow[n \rightarrow \infty]{\mathrm{P}} 0$. According to Lemma 1 and the fact that the almost sure convergence implies convergence in probability, we have

$$
\sup _{x \in[a, b]}|\widehat{f}(x)-f(x)| \underset{n \rightarrow \infty}{\mathrm{P}} 0
$$

(ii) $s \geq 1$. If $m=2$, we are done. Let $g_{n}:=\widehat{f}-f$. According to the assumptions of our model, $g_{n} \in \mathscr{H}^{m}[a, b]$. By [13, Theorem 2.3], all functions in the estimating set have derivatives up to order $m-1$ uniformly bounded in sup-norm. Then, all the $g_{n}^{\prime \prime}$ are also bounded in sup-norm $(m \geq 3)$ and this implies the uniform boundedness of $g_{n}^{\prime \prime}$ :

$$
\exists M>0 \quad \forall n \in \mathbb{N} \quad\left\|g_{n}^{\prime \prime}\right\|_{\infty,[a, b]}<M
$$

Let us have fixed $M>0$. For any fixed $\rho>0$, define $\tilde{\rho}:=M \rho$ and there exists $n_{0} \in \mathbb{N}$, such that $\forall n \geq n_{0}:\left[c_{n}, d_{n}\right] \subset[a, b]$ and

$$
g_{n}^{\prime}\left(c_{n}\right)=g_{n}^{\prime}\left(d_{n}\right)=\tilde{\rho} \quad \& \quad g_{n}^{\prime}(\xi)>\tilde{\rho}, \xi \in\left(c_{n}, d_{n}\right)
$$

because $g_{n}^{\prime}$ is continuous on $\left[c_{n}, d_{n}\right]$ (drawing a picture is helpful). If such $\left[c_{n}, d_{n}\right]$ does not exist, the proof is finished.

Otherwise there exists $n_{1} \geq n_{0}$ such that $\forall n \geq n_{1}$ holds

$$
\left|\tilde{\rho}\left(d_{n}-c_{n}\right)\right| \leq\left|\int_{c_{n}}^{d_{n}} g_{n}^{\prime}(\xi) \mathrm{d} \xi\right|=\left|g_{n}\left(d_{n}\right)-g_{n}\left(c_{n}\right)\right| \leq 2 \rho^{2}
$$

Fig. 6 Uniform convergence of $g_{n}^{\prime}$

because $g_{n} \xrightarrow{n \rightarrow \infty} 0$ uniformly in sup-norm on the interval $[a, b]$. Hence, $\left|d_{n}-c_{n}\right| \leq$ $\frac{2 \rho}{M}$. The uniform boundedness of $g_{n}^{\prime \prime}$ implies Lipschitz property (see Fig. 6):

$$
\left|g_{n}^{\prime}(x)\right| \leq\left|\tilde{\rho}+M \frac{d_{n}-c_{n}}{2}\right| \leq M \rho+M \frac{\rho}{M} \leq \rho(M+1)
$$

We can continue in this way finitely times (formally we can proceed by something like a finite induction). In fact, if ( $m-1$ )-th derivatives are uniformly bounded $\left(g_{n} \in \mathscr{H}^{m}[a, b]\right)$, then this ensures that $\widehat{f}^{(s)}$ for $s \leq m-2$ converges in sup-norm. Finally, we have to realize that convergence almost sure implies convergence in probability and each convergent sequence in probability has a subsequence that converges almost sure.

Proof (Proof of Theorem 8) The proof is very similar to the proof of the Infinite to Finite Theorem 3 and the same arguments can be used. Each $f, g \in \mathscr{H}^{m}$ can be written in the form:

$$
\begin{aligned}
& f=\sum_{\left\{i \mid n_{i} \geq 1\right\}} c_{i} \psi_{x_{i}}+h_{f}, \quad h_{f} \in\left\{\operatorname{span}\left\{\psi_{i}: n_{i} \geq 1\right\}\right\}^{\perp} \\
& g=\sum_{\left\{j \mid m_{j} \geq 1\right\}} d_{j} \phi_{x_{j}}+h_{g}, \quad h_{g} \in\left\{\operatorname{span}\left\{\phi_{j}: m_{j} \geq 1\right\}\right\}^{\perp} .
\end{aligned}
$$

For $1 \leq \iota \leq n$, we easily note that

$$
\begin{aligned}
& {\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\binom{f\left(\mathbb{x}_{\alpha}\right)}{\boldsymbol{g}\left(\mathbb{x}_{\beta}\right)}\right]_{\iota}=Y_{\iota}-\left\{\sum_{\left\{i \mid n_{i} \geq 1\right\}} \Delta_{i i} f\left(x_{i}\right)+\sum_{\left\{i \mid m_{i} \geq 1\right\}} \Theta_{\iota i} g\left(x_{i}\right)\right\}} \\
& =Y_{\imath}-\sum_{\left\{i \mid n_{i} \geq 1\right\}} \Delta_{t i}\left\langle\psi_{x_{i}}, \sum_{\left\{j \mid n_{j} \geq 1\right\}} c_{j} \psi_{x_{j}}+h_{f}\right\rangle_{S o b, m} \\
& \quad-\sum_{\left\{i \mid m_{i} \geq 1\right\}} \Theta_{t i}\left\langle\phi_{x_{i}}, \sum_{\left\{j \mid m_{j} \geq 1\right\}} d_{j} \phi_{x_{j}}+h_{g}\right\rangle_{\text {Sob,m}}
\end{aligned}
$$

$$
\begin{aligned}
& =Y_{\iota}-\sum_{\left\{i \mid n_{i} \geq 1\right\}} \Delta_{t i} \sum_{\left\{j \mid n_{j} \geq 1\right\}} \Psi_{i j} c_{j}-\sum_{\left\{i \mid m_{i} \geq 1\right\}} \Theta_{t i} \sum_{\left\{j \mid m_{j} \geq 1\right\}} \Phi_{i j} d_{j} \\
& =\left[\binom{\mathbb{Y}}{\mathbb{Z}}-\left(\begin{array}{cc}
\boldsymbol{\Delta} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Theta}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Psi} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Phi}
\end{array}\right)\binom{\mathbb{C}}{\mathbb{d}}\right]_{\imath} .
\end{aligned}
$$

We can proceed in the same way also for $n<\iota \leq n+m$.
Finally, it remains to rewrite the constraints using (2) from Theorem 1:

$$
f^{\prime}\left(x_{\iota}\right)=\left\langle\psi_{x_{\iota}}, \sum_{\left\{i \mid n_{i} \geq 1\right\}} c_{i} \psi_{x_{i}}^{\prime}+h_{f}\right\rangle_{S o b, m}=\left[\boldsymbol{\Psi}^{(1)} \mathbb{C}\right]_{\iota} \quad \forall \iota: n_{\iota} \geq 1 .
$$

Similarly, we obtain $g^{\prime}\left(x_{\iota}\right)=\left[\boldsymbol{\Phi}^{(1)} \mathbb{d}\right]_{\iota} \forall \iota: m_{\iota} \geq 1 ; f^{\prime \prime}\left(x_{\iota}\right)=\left[\boldsymbol{\Psi}^{(2)} \mathbb{C}\right]_{\iota} \forall \iota: n_{\iota} \geq 1$; and $g^{\prime \prime}\left(x_{l}\right)=\left[\boldsymbol{\Phi}^{(2)} \mathbb{d}\right]_{\iota} \quad \forall \iota: m_{\iota} \geq 1$.
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# On Existence of Explicit <br> Asymptotically Normal Estimators in Nonlinear Regression Problems 

Alexander Sakhanenko


#### Abstract

Explicit asymptotically normal estimators for two new classes of nonlinear regression problems are constructed. The survey of such estimators and of methods for their construction is presented. Several new properties of previously established estimators are found.


Keywords Nonlinear regression • Explicit estimators • Asymptotically normal estimators - Improvement of estimators

## 1 Introduction

Let $Y_{1}, Y_{2}, \ldots, Y_{n}, \ldots$ be independent observations which may be represented in the following form:

$$
\begin{equation*}
Y_{i}=g_{i}(\theta)+\varepsilon_{i} \quad \text { with } \quad \mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}<\infty \tag{1}
\end{equation*}
$$

for all $i=1,2, \ldots$, where $\left\{g_{i}(\theta)\right\}$ are known functions, whereas random variables $\left\{\varepsilon_{i}\right\}$ are independent and unobservable. Note that quite often one has $g_{i}(\theta)=g\left(x_{i}, \theta\right)$, where $\left\{x_{i}\right\}$ are known numbers or vectors.

Our aim is to estimate the unknown parameter $\theta \in \mathbf{R}$ or $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \mathbf{R}^{k}$ using only the first $n$ observations. If for all $i=1,2, \ldots$

$$
\begin{equation*}
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}=\sigma^{2} / w_{o i}<\infty \tag{2}
\end{equation*}
$$

where $\left\{w_{o i}\right\}$ are known positive numbers, then the standard advice is to use the famous Weighted Least Square Estimator $\hat{\theta}_{n}$ which may be defined as a solution of the following equation:
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[^17]\[

$$
\begin{equation*}
\sum_{i=1}^{n} w_{o i}\left(Y_{i}-g_{i}\left(\hat{\theta}_{n}\right)\right)^{2}=\min _{\theta} \sum_{i=1}^{n} w_{o i}\left(Y_{i}-g_{i}(\theta)\right)^{2} \tag{3}
\end{equation*}
$$

\]

In case of the linear regression the famous solution $\hat{\theta}_{n}$ of Eq. (3) may be found in an explicit way as the solution of a system of linear equations. In particular, if the parameter $\theta$ is one-dimensional and

$$
Y_{i}=\theta x_{i}+\varepsilon_{i}, \quad i=1,2, \ldots,
$$

then

$$
\begin{equation*}
\hat{\theta}_{n}=\sum_{i=1}^{n} w_{o i} x_{i} Y_{i} / \sum_{i=1}^{n} w_{o i} x_{i}^{2}=\theta+\sum_{i=1}^{n} w_{o i} x_{i} \varepsilon_{i} / \sum_{i=1}^{n} w_{o i} x_{i}^{2} \tag{4}
\end{equation*}
$$

Thus, if random variables $\left\{w_{o i} x_{i} \varepsilon_{i}\right\}$ satisfy Lindeberg condition then the estimator $\hat{\theta}_{n}$ is asymptotically normal, i.e.,

$$
\begin{equation*}
\left(\hat{\theta}_{n}-\theta_{n}\right) / D_{n} \Rightarrow \mathcal{N}(0,1) \quad \text { as } \quad n \rightarrow \infty \tag{5}
\end{equation*}
$$

where the asymptotic variance $D_{n}^{2}$ has the following form:

$$
\begin{equation*}
D_{n}^{2}=\frac{\sigma^{2}}{\sum_{i=1}^{n} w_{i o} x_{i}^{2}}=\frac{1}{\sum_{i=1}^{n}\left(g_{i}^{\prime}(\theta)\right)^{2} / \operatorname{var} \varepsilon_{i}} \rightarrow 0 \tag{6}
\end{equation*}
$$

## Simple Explicit Estimators

The natural conjecture may arise that the explicit asymptotically normal estimators exist only in the linear regression problems. But in 2000 in [1], it was shown that if

$$
Y_{i}=\frac{a_{i}}{1+b_{i} \theta}+\varepsilon_{i} \quad \text { for each } \quad i=1,2, \ldots,
$$

where $a_{i}>0$ and $b_{i}>0$ are known numbers, then the following estimator

$$
\begin{equation*}
\theta_{n}^{*}=\sum_{i=1}^{n} c_{i}\left(a_{i}-Y_{i}\right) / \sum_{i=1}^{n} c_{i} b_{i} Y_{i} \tag{7}
\end{equation*}
$$

is asymptotically normal (see details in Sect.2) for a large class of constants $\left\{c_{i}\right\}$. That is,

$$
\left(\theta_{n}^{*}-\theta\right) / d_{n} \Rightarrow \mathcal{N}(0,1) \quad \text { as } \quad n \rightarrow \infty
$$

for some asymptotic variance $d_{n}^{2} \rightarrow 0$. We would like to stress that the estimators in (7) are not Weighted Least Square Estimators no matter which weights $\left\{w_{o i}\right\}$ are chosen.

Furthermore, note that even in the classical case when $\left\{w_{o i}=1\right\}$, the search for the Least Square Estimators could present a substantial computational burden since potentially there could be a growing random number of local extremes of the function in the right-hand side of the Eq. (3). The monograph [2] contains a good survey of the issues that arise and ways to overcome them. There one can also find several examples of seemingly simple regression problems for which it is very complicated to find the Least Square Estimators.

However, while considering these examples in [2] it occurred to the author of this paper to try to find sufficiently exact explicit asymptotically normal estimators using different methods and get analogous results as in [1]. Three such examples of estimators were found in 2013-2015 in papers [3-5] in cases when

$$
\begin{equation*}
Y_{i}=x_{i} \theta+z_{i} g(\theta)+\varepsilon_{i}, \quad i=1,2, \ldots, \tag{8}
\end{equation*}
$$

where numbers $\left\{x_{i}\right\}$ and $\left\{z_{i}\right\}$ are known (see details in Sect. 3); also in cases when

$$
\begin{equation*}
Y_{i}=\sqrt{1+x_{i} \theta}+\delta_{i}, \quad i=1,2, \ldots \tag{9}
\end{equation*}
$$

(see Sect. 4 for details); and, at last, in cases (see Sect. 5) when we have independent observations

$$
\begin{equation*}
Y_{i}=\ln \left(1+x_{i} \theta\right)+\delta_{i}, \quad i=1,2, \ldots \tag{10}
\end{equation*}
$$

Let us stress that in (9) and (10) and later on all $\left\{x_{i}\right\}$ are given numbers and we denote by $\left\{\delta_{i}\right\}$ a sequence of i.i.d. unobservable random variables (with some additional properties on their common distribution, of course).

In the present paper, we construct explicit asymptotically normal estimators for two new classes of regression problems when

$$
\begin{equation*}
Y_{i}=\left(1+x_{i} \theta\right)^{r}+\varepsilon_{i}=\left(1+x_{i} \theta\right)^{r}\left(1+\delta_{i}\right), \quad i=1,2, \ldots, \tag{11}
\end{equation*}
$$

where $r \neq 0$ is a known number (see Sect. 6), and when

$$
\begin{equation*}
Y_{i}=e^{x_{i} \theta}+\varepsilon_{i}=e^{x_{i} \theta}\left(1+\delta_{i}\right), \quad i=1,2, \ldots \tag{12}
\end{equation*}
$$

(see details in Sect. 7).
In Sects. 9 and 10, several multidimensional explicit estimators are also considered.

## Larger Classes of Explicit Estimators

Note, that all explicit estimators $\theta_{n}^{*}$ constructed in Sects. $2-7,9$, and 10 are elementary functions of finite number of linear statistics $\sum_{i=1}^{n} h_{k i}\left(Y_{i}\right)$ with specially chosen functions $\left\{h_{k i}(\cdot)\right\}$. But if we constructed a "sufficiently good" initial estimator $\theta_{n}^{*}$, then we may introduce a larger class of explicit estimators $\theta_{n}^{* *}$ that may be represented as functions of a finite number of statistics $\sum_{i=1}^{n} H_{k i}\left(Y_{i}, \theta_{n}^{*}\right)$ with specially chosen functions $\left\{H_{k i}(\cdot, \cdot)\right\}$.

Suppose now that for all $i=1,2, \ldots$

$$
\begin{equation*}
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}=\sigma^{2} / w_{i}(\theta)<\infty \tag{13}
\end{equation*}
$$

where $0<\sigma<\infty$ may be unknown. Introduce

$$
\begin{equation*}
D_{n, o}^{2}:=\frac{\sigma^{2}}{\sum_{i=1}^{n} w_{i}(\theta)\left(g_{i}^{\prime}(\theta)\right)^{2}}=\frac{1}{\sum_{i=1}^{n}\left(g_{i}^{\prime}(\theta)\right)^{2} / \operatorname{var} \varepsilon_{i}} \tag{14}
\end{equation*}
$$

One of our aims in one-dimensional case is to find such asymptotically normal explicit estimator $\theta_{n}^{* *}$ that

$$
\begin{equation*}
\left(\theta_{n}^{* *}-\theta\right) / D_{n, o} \Rightarrow \mathcal{N}(0,1) \quad \text { as } \quad n \rightarrow \infty \tag{15}
\end{equation*}
$$

Our interest of finding this kind of estimators is motivated by the observation that $D_{n, o}^{2}$ is the minimal asymptotic variance for various well-known classes of statistical estimators. We will discuss this point later in Sect. 8. For example, it follows from (5) and (6) that the simplest optimal estimator $\hat{\theta}_{n}$ from (4) satisfy (15) with the minimal asymptotic variance $D_{n}^{2}=D_{n, o}^{2}$ introduced in (14).

Everywhere in the paper limits are taken with respect to $n \rightarrow \infty$.

## 2 Fractional-Linear Regression

Suppose we have independent observations

$$
\begin{equation*}
Y_{i}=\frac{a_{i}}{1+b_{i} \theta}+\varepsilon_{i}, \quad i=1,2, \ldots, \tag{16}
\end{equation*}
$$

where $\left\{a_{i}>0\right\}$ and $\left\{b_{i}>0\right\}$ are given numbers. We assume that independent variables $\left\{\varepsilon_{i}\right\}$ may have different distributions with

$$
\begin{equation*}
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } 0<\sigma_{i}^{2}:=\operatorname{var} \varepsilon_{i}<\infty, \quad i=1,2, \ldots \tag{17}
\end{equation*}
$$

We want to construct an explicit estimator for the unknown parameter $\theta>0$.

## Construction of Estimators

First of all, we rewrite (16) in the following way:

$$
\begin{equation*}
\left(1+b_{i} \theta\right) Y_{i}=a_{i}+\left(1+b_{i} \theta\right) \varepsilon_{i}, \quad \text { or } \quad a_{i}-Y_{i}=\theta b_{i} Y_{i}+\tilde{\varepsilon}_{i} \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varepsilon}_{i}=-\left(1+b_{i} \theta\right) \varepsilon_{i}, \quad \mathbf{E} \tilde{\varepsilon}_{i}=0, \quad \text { var } \tilde{\varepsilon}_{i}=\left(1+b_{i} \theta\right)^{2} \text { var } \varepsilon_{i} \tag{19}
\end{equation*}
$$

Now, for any constants $\left\{c_{i}\right\}$ we obtain from (18) that

$$
\sum_{i=1}^{n} c_{i}\left(a_{i}-Y_{i}\right)=\theta \sum_{i=1}^{n} c_{i} b_{i} Y_{i}+\sum_{i=1}^{n} c_{i} \tilde{\varepsilon}_{i}
$$

So, we have the following representation:

$$
\begin{equation*}
\theta=\sum_{i=1}^{n} c_{i}\left(a_{i}-Y_{i}\right) / \sum_{i=1}^{n} c_{i} b_{i} Y_{i}-\sum_{i=1}^{n} c_{i} \tilde{\varepsilon}_{i} / \sum_{i=1}^{n} c_{i} b_{i} Y_{i} \tag{20}
\end{equation*}
$$

It follows from (20) that it is natural to define an estimator $\theta_{n}^{*}$ in the following way:

$$
\begin{equation*}
\theta_{n}^{*}:=\sum_{i=1}^{n} c_{i}\left(a_{i}-Y_{i}\right) / \sum_{i=1}^{n} c_{i} b_{i} Y_{i} \tag{21}
\end{equation*}
$$

Asymptotic Normality of Estimators
It follows from (20) and (21) that

$$
\begin{equation*}
\theta_{n}^{*}-\theta=\frac{\sum_{i=1}^{n} c_{i} \tilde{\varepsilon}_{i}}{\sum_{i=1}^{n} c_{i} b_{i} Y_{i}}=\frac{\sum_{i=1}^{n} c_{i} \tilde{\varepsilon}_{i}}{\sum_{i=1}^{n} c_{i} a_{i} \beta_{i}+\sum_{i=1}^{n} c_{i} \beta_{i} \tilde{\varepsilon}_{i}}, \tag{22}
\end{equation*}
$$

where $\beta_{i}:=b_{i} /\left(1+b_{i} \theta\right)<1 / \theta$. Assume that

$$
\begin{equation*}
d_{n}^{2}\left(\left\{c_{i}\right\}\right):=\sum_{i=1}^{n} c_{i}^{2} \operatorname{var} \tilde{\varepsilon}_{i} /\left(\sum_{i=1}^{n} c_{i} a_{i} \beta_{i}\right)^{2} \rightarrow 0 \tag{23}
\end{equation*}
$$

It is not difficult to derive the following assertion from the representation (22).
Theorem 1 Suppose that independent $\left\{c_{i} \tilde{\varepsilon}_{i}\right\}$ satisfy Lindeberg condition and that (19) and (23) hold. Then the statistic $\theta_{n}^{*}$ from (21) is an asymptotically normal estimator for $\theta$ :

$$
\begin{equation*}
\left(\theta_{n}^{*}-\theta\right) / d_{n}\left(\left\{c_{i}\right\}\right) \Rightarrow \mathcal{N}(0,1) \tag{24}
\end{equation*}
$$

Corollary 1 Suppose that $\left\{\varepsilon_{i} / \sigma_{i}\right\}$ are i.i.d. and for some constants $\left\{c_{i}\right\}$

$$
\inf _{i} \min \left\{a_{i}, b_{i}, c_{i}, \sigma_{i}\right\}>0, \quad \sup _{i} \max \left\{a_{i}, b_{i}, c_{i}, \sigma_{i}\right\}<\infty
$$

Then (24) holds with $d_{n}\left(\left\{c_{i}\right\}\right)=O(1 / \sqrt{n})$.

## Improved Estimators

Together with the preliminary estimators (22), let us introduce a larger class of estimators

$$
\begin{equation*}
\theta_{n}^{* *}=\sum_{i=1}^{n} \gamma_{i}\left(\theta_{n}^{*}\right)\left(a_{i}-Y_{i}\right) / \sum_{i=1}^{n} \gamma_{i}\left(\theta_{n}^{*}\right) b_{i} Y_{i} . \tag{25}
\end{equation*}
$$

Theorem 2 Under assumptions of Corollary 1 suppose that all functions $\left\{\gamma_{i}(t)\right\}$ have derivatives $\left\{\gamma_{i}^{\prime}(t)\right\}$ and

$$
\inf _{i} \gamma_{i}(\theta)>0, \quad \sup _{i} \gamma_{i}(\theta)<\infty, \quad \sup _{i} \sup _{\theta / 2 \leq t \leq 2 \theta}\left|\gamma_{i}^{\prime}(t)\right|<\infty .
$$

Then

$$
\left(\theta_{n}^{* *}-\theta\right) / d_{n}\left(\left\{\gamma_{i}(\theta)\right\}\right) \Rightarrow \mathcal{N}(0,1)
$$

## Optimization of Estimators

Theorem 3 For each $n \geq 1$

$$
\inf _{\left\{c_{i}\right\}} d_{n}^{2}\left(\left\{c_{i}\right\}\right)=\inf _{\left\{\gamma_{i}(\theta)\right\}} d_{n}^{2}\left(\left\{\gamma_{i}(\theta)\right\}\right)=\frac{1}{\sum_{i=1}^{n} a_{i}^{2} \beta_{i}^{2} / \operatorname{var} \tilde{\varepsilon}_{i}}=d_{n}^{2}\left(\left\{\gamma_{o, i}(\theta)\right\}\right),
$$

where

$$
\gamma_{o, i}(\theta)=\gamma_{o, i}\left(\theta, \operatorname{var} \varepsilon_{i}, C\right)=C \frac{a_{i} \beta_{i}}{\operatorname{var} \tilde{\varepsilon}_{i}}=C \frac{a_{i} b_{i}}{\left(1+b_{i} \theta\right)^{3} \operatorname{var} \varepsilon_{i}} \quad \forall C \neq 0
$$

Corollary 2 If var $\varepsilon_{i}=\sigma^{2} / w_{i}(\theta)$ for all $i$, then

$$
\begin{equation*}
d_{n, o p t}^{2}=\frac{\sigma^{2}}{\sum_{i=1}^{n} a_{i}^{2} b_{i}^{2} w_{i}(\theta) /\left(1+b_{i} \theta\right)^{4}} \text { with } \quad \gamma_{o p t, i}(\theta)=\frac{a_{i} b_{i} w_{i}(\theta)}{\left(1+b_{i} \theta\right)^{3}} \tag{26}
\end{equation*}
$$

Corollary 2 follows from Theorem 3 with $C=\sigma^{2}$.

## Partial Cases

Example 1 If conditions (2) hold then

$$
\gamma_{o p t, i}(\theta)=a_{i} b_{i} w_{o i} /\left(1+b_{i} \theta\right)^{3} .
$$

In this case, we may recommend to take $c_{i}=\gamma_{\text {opt }, i}\left(\theta_{0}\right)$ for some $\theta_{0} \geq 0$.
Example 2 If (17) holds with

$$
\begin{equation*}
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}=\frac{\sigma^{2}}{w_{o i}\left(1+b_{i} \theta\right)^{3}}, \quad i=1,2, \ldots \tag{27}
\end{equation*}
$$

then we have $\gamma_{\text {opt }, i}(\theta)=a_{i} b_{i} w_{o i}$. So, we do not need to improve the estimator $\theta_{n}^{*}$ in this case if only we take $c_{i}=a_{i} b_{i} w_{o i}$.

Example 3 The simplest choice for $c_{i}$ is to take $c_{i}=a_{i}$. But this choice is optimal only in the case when (27) holds with $w_{o i}=1 / b_{i}$.

Note that the simple Theorem 1 is a new result. All other assertions in this section may be easily derived from the corresponding results in [1].

## 3 Partially Linear Regression

We have independent observations

$$
\begin{equation*}
Y_{i}=x_{i} \theta+z_{i} g(\theta)+\varepsilon_{i}, \quad i=1,2, \ldots, \tag{28}
\end{equation*}
$$

where numbers $\left\{x_{i}\right\}$ and $\left\{z_{i}\right\}$ are known, and independent variables $\left\{\varepsilon_{i}\right\}$ may have different distributions satisfying (17). We do not assume that the function $g(\cdot)$ is known. Our aim is to estimate the unknown parameter $\theta$.

Construction of Explicit Estimators
First of all, we need to choose constants $\left\{c_{n i}\right\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{n i} z_{i}=0 \quad \text { and } \quad \sum_{i=1}^{n} c_{n i} x_{i} \neq 0 \quad \forall n \geq n_{0} \tag{29}
\end{equation*}
$$

for some $n_{0}<\infty$. It follows from (28) and (29) that

$$
\sum_{i=1}^{n} c_{n i} Y_{i}=\theta \sum_{i=1}^{n} c_{n i} x_{i}+0 \cdot g(\theta)+\sum_{i=1}^{n} c_{n i} \varepsilon_{i}
$$

So that

$$
\begin{equation*}
\theta=\sum_{i=1}^{n} c_{n i} Y_{i} / \sum_{i=1}^{n} c_{n i} x_{i}-\sum_{i=1}^{n} c_{n i} \varepsilon_{i} / \sum_{i=1}^{n} c_{n i} x_{i} . \tag{30}
\end{equation*}
$$

It is natural from (30) to introduce an estimator $\theta_{n}^{*}$ in the following way:

$$
\begin{equation*}
\theta_{n}^{*}=\theta_{n}^{*}\left(c_{n \bullet}\right)=\sum_{i=1}^{n} c_{n i} Y_{i} / \sum_{i=1}^{n} c_{n i} x_{i} \tag{31}
\end{equation*}
$$

Asymptotic Normality of Estimators
It follows from (30) and (31) that

$$
\theta_{n}^{*}\left(c_{n \bullet}\right)-\theta=\sum_{i=1}^{n} c_{n i} \varepsilon_{i} / \sum_{i=1}^{n} c_{n i} x_{i} .
$$

Thus, we are ready to prove asymptotic normality.
Theorem 4 (See [3]) Suppose that independent $\left\{c_{n i} \varepsilon_{i}\right\}$ satisfy Lindeberg condition and that (17) and (29) hold. Then

$$
\frac{\theta_{n}^{*}\left(c_{n \bullet}\right)-\theta}{d_{n}\left(c_{n \bullet}\right)} \Rightarrow \mathcal{N}(0,1) \text { where } d_{n}^{2}\left(c_{n \bullet}\right):=\operatorname{var} \theta_{n}^{*}\left(c_{n \bullet}\right)=\frac{\sum_{i=1}^{n} c_{n i}^{2} \sigma_{i}^{2}}{\left(\sum_{i=1}^{n} c_{n i} x_{i}\right)^{2}}
$$

Moreover, if independent random variables $\left\{\varepsilon_{i}\right\}$ have normal distributions with zero means then $\left(\theta_{n}^{*}\left(c_{n \bullet}\right)-\theta\right) / d_{n}\left(c_{n}\right)$ has the standard normal distribution.

## Optimization of Estimators

If conditions (2) hold and $\sum_{i=1}^{n} w_{o i} z_{i}^{2}>0$ we may introduce numbers

$$
c_{n i, o p t}=w_{o i}\left(x_{i}-k_{n} z_{i}\right) \quad \text { with } \quad k_{n}=\frac{\sum_{i=1}^{n} w_{o i} z_{i} x_{i}}{\sum_{i=1}^{n} w_{o i} z_{i}^{2}} .
$$

And we set $k_{n}=0$ when $\sum_{i=1}^{n} w_{o i} z_{i}^{2}=0$. Note that if

$$
\begin{equation*}
K_{n}:=\sum_{i=1}^{n} w_{o i}\left(x_{i}-k_{n} z_{i}\right)^{2}>0 \tag{32}
\end{equation*}
$$

then numbers $\left\{c_{n i, \text { opt }}\right\}$ satisfy both conditions in (29).
Theorem 5 (See [3]) Let conditions (2) and (32) hold for some n. Then for all constants $\left\{c_{n i}\right\}$ satisfying (29) we have the following property:

$$
\operatorname{var} \theta_{n}^{*}\left(c_{n \bullet}\right) \geq d_{n, o p t}^{2}:=\operatorname{var} \theta_{n}^{*}\left(c_{n \bullet, o p t}\right)=\sigma^{2} / K_{n}>0
$$

Remark 1 If we have no information about the behavior of the unknown $\left\{\operatorname{var} \varepsilon_{i}\right\}$ we may advise to use numbers $\left\{c_{n i}=c_{n i, o p t}\right\}$ with $\left\{w_{o i}=1\right\}$ as in the case of i.i.d. $\left\{\varepsilon_{i}\right\}$.

## Possible Generalizations

Remark 2 Note that in Theorem 5 we have found optimal asymptotic variances $d_{n, o p t}^{2}$ only for the estimators of the form (31). If we know the function $g(\cdot)$, then we may improve $\theta_{n}^{*}$, using ideas from Sect. 8. In this case, we may obtain asymptotically normal estimators with better asymptotic variances than in Theorem 5 (at least in the case when condition (13) holds).
Remark 3 Of course, generalizations to the case

$$
Y_{i}=\sum_{j=1}^{m} x_{j i} \theta_{j}+\sum_{k=1}^{m} z_{k i} g_{k}(\theta)+\varepsilon_{i} \quad i=1,2, \ldots,
$$

with unknown $m$-dimensional parameter $\left(\theta_{1}, \ldots, \theta_{m}\right)$, are also possible.

## 4 Power Regression of Order 1/2

Suppose we have independent observations

$$
\begin{equation*}
Y_{i}=\sqrt{1+x_{i} \theta}+\delta_{i}, \quad i=1,2, \ldots, \tag{33}
\end{equation*}
$$

where $\left\{x_{i}>0\right\}$ are known numbers and $\left\{\delta_{i}\right\}$ are i.i.d. with

$$
\begin{equation*}
\mathbf{E} \delta_{1}=0, \quad \mathbf{E} \delta_{1}^{4}<\infty, \quad \sigma^{2}:=\operatorname{var} \delta_{1}>0 \tag{34}
\end{equation*}
$$

Our aim is to construct an explicit estimator for the unknown parameter $\theta>0$.

## Construction of Estimators

Rewrite (33) as

$$
\begin{equation*}
Y_{i}^{2}=1+\sigma^{2}+x_{i} \theta+\tilde{\varepsilon}_{i}, \quad i=1,2, \ldots \tag{35}
\end{equation*}
$$

where

$$
\tilde{\varepsilon}_{i}:=2 \delta_{i} \sqrt{1+x_{i} \theta}+\delta_{i}^{2}-\sigma^{2}=Y_{i}^{2}-\mathbf{E} Y_{i}^{2} .
$$

It is easy to see that

$$
\begin{equation*}
\mathbf{E} \tilde{\varepsilon}_{i}=0, \quad \operatorname{var} \tilde{\varepsilon}_{i}=4 \sigma^{2}\left(1+x_{i} \theta\right)+4 \sqrt{1+x_{i}} \theta \mathbf{E} \delta_{1}^{3}+\mathbf{E} \delta_{1}^{4}-\sigma^{4} \tag{36}
\end{equation*}
$$

Now, introduce constants $\left\{c_{n i}\right\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{n i}=0 \quad \text { and } \quad \sum_{i=1}^{n} c_{n i} x_{i} \neq 0 \quad \forall n \geq n_{0} \tag{37}
\end{equation*}
$$

It is possible to do if $n_{0}:=\min \left\{n: x_{n} \neq x_{1}\right\}<\infty$. Multiplying (35) by $\left\{c_{n i}\right\}$ we obtain

$$
\sum_{i=1}^{n} c_{n i} Y_{i}^{2}=\sum_{i=1}^{n}\left(1+\sigma^{2}\right) c_{n i}+\sum_{i=1}^{n} c_{n i} \theta x_{i}+\sum_{i=1}^{n} c_{n i} \tilde{\varepsilon}_{i}=\theta \sum_{i=1}^{n} c_{n i} x_{i}+\sum_{i=1}^{n} c_{n i} \tilde{\varepsilon}_{i}
$$

Thus, we have

$$
\begin{equation*}
\theta=\sum_{i=1}^{n} c_{n i} Y_{i}^{2} / \sum_{i=1}^{n} c_{n i} x_{i},-\sum_{i=1}^{n} c_{n i} \tilde{\varepsilon}_{i} / \sum_{i=1}^{n} c_{n i} x_{i} \tag{38}
\end{equation*}
$$

So, it is natural to introduce an estimator

$$
\begin{equation*}
\theta_{n}^{*}:=\sum_{i=1}^{n} c_{n i} Y_{i}^{2} / \sum_{i=1}^{n} c_{n i} x_{i} \tag{39}
\end{equation*}
$$

## Asymptotic Normality of Estimators

It follows from (38) and (39) that

$$
\theta_{n}^{*}-\theta=\sum_{i=1}^{n} c_{n i} \tilde{\varepsilon}_{i} / \sum_{i=1}^{n} c_{n i} x_{i} .
$$

Thus, we are ready to investigate asymptotic normality.
Theorem 6 (See [4]) Let independent random variables $\left\{c_{n i} \tilde{\varepsilon}_{i}\right\}$ satisfy Lindeberg condition and (34), (37) hold. Then

$$
\begin{equation*}
\frac{\theta_{n}^{*}-\theta}{d_{n}\left(c_{n \bullet}\right)} \Rightarrow \mathcal{N}(0,1), \quad \text { where } \quad d_{n}\left(c_{n \bullet}\right)=\frac{\sqrt{\sum_{i=1}^{n} c_{n i} \operatorname{var} \tilde{\varepsilon}_{i}}}{\sum_{i=1}^{n} c_{n i} x_{i}} \tag{40}
\end{equation*}
$$

## The Simplest Partial Case

Here we set

$$
\bar{x}_{n}=\frac{1}{n} \sum_{i=1}^{n} x_{i}, \quad \overline{Y_{n}^{2}}=\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}
$$

Theorem 7 (See [4]) Suppose that $\left\{\delta_{i}\right\}$ are i.i.d. with

$$
\mathbf{E} \delta_{1}=\mathbf{E} \delta_{1}^{3}=0, \quad \mathbf{E} \delta_{1}^{4}<\infty, \quad \text { var } \delta_{1}>0
$$

Also assume

$$
\max _{i \leq n} x_{i}^{3} / \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2} \rightarrow 0
$$

Then (40) is true for $\left\{c_{n i}=x_{i}-\bar{x}_{n}\right\}$. That is the following estimator

$$
\begin{equation*}
\theta_{n}^{*}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)\left(Y_{i}^{2}-\overline{Y_{n}^{2}}\right) / \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2} \tag{41}
\end{equation*}
$$

is asymptotically normal.

## Optimization and Generalizations

Remark 4 The transformed equation (35) may be rewritten in the form

$$
\tilde{Y}_{i}:=Y_{i}^{2}-1=\sigma^{2}+x_{i} \theta+\tilde{\varepsilon}_{i}, \quad i=1,2, \ldots
$$

So, it is the well-known equation of the linear regression with two unknown parameters. But this equation is heteroscedastic with the complicated formula (36) for
$\operatorname{var} \tilde{\varepsilon}_{i}$. Nevertheless, in [4] a formula for values $\left\{c_{n i}=c_{n i, \text { opt }}\left(x_{i},\left\{\operatorname{var} \tilde{\varepsilon}_{i}\right\}\right)\right\}$ was found which minimizes the asymptotic variance $d_{n}^{2}\left(c_{n}\right)$ defined in (40). But there is no use of this formula because it essentially depends on the unknown parameters (var $\tilde{\varepsilon}_{1}, \ldots, \operatorname{var} \tilde{\varepsilon}_{n}$ ).

In such a situation, we advise to use the simplest estimator from (41) as preliminary and after that introduce an improved estimator described in Sect. 8. For example we may advise to use

$$
\theta_{n}^{* *}=\theta_{n}^{*}-2 \sum_{i=1}^{n}\left(x_{i}-\frac{x_{i} Y_{i}}{\sqrt{1+x_{i} \theta_{n}^{*}}}\right) / \sum_{i=1}^{n} \frac{x_{i}^{2}}{1+x_{i} \theta_{n}^{*}} .
$$

A paper with properties of the estimator $\theta_{n}^{* *}$ is now in preparation.
Remark 5 Of course, all these results may be extended to cases of a multidimensional parameter $\theta$ when

$$
Y_{i}=\sqrt{x_{0 i}+x_{1 i} \theta_{1}+\cdots+x_{m i} \theta_{m}}+\varepsilon_{i}, \quad i=1,2, \ldots,
$$

where $\left(\theta_{1}, \ldots, \theta_{m}\right)$ is an $m$-dimensional unknown parameter.

## 5 Logarithmic Regression

We have observations

$$
\begin{equation*}
Y_{i}=\ln \left(1+x_{i} \theta\right)+\delta_{i}, \quad i=1,2, \ldots, \tag{42}
\end{equation*}
$$

where $\left\{x_{i}>0\right\}$ are known numbers. We assume that unobservable random variables $\delta_{1}, \delta_{2}, \ldots$ are i.i.d. with

$$
0<\operatorname{var} e^{\delta_{1}}<\infty \text { and } n_{0}:=\min \left\{n: x_{n} \neq x_{1}\right\}<\infty
$$

Our aim is to construct a simple explicit estimator for the main unknown parameter $\theta>0$ using the first $n \geq n_{0}$ observations from (42).

## Construction of Explicit Estimators

Our idea is as follows. First of all, we rewrite (42):

$$
\begin{equation*}
e^{Y_{i}}=\left(1+x_{i} \theta\right) e^{\delta_{i}}, \quad i=1,2, \ldots \tag{43}
\end{equation*}
$$

Introduce notations:

$$
Z_{i}:=e^{Y_{i}}, \quad \beta:=\mathbf{E} e^{\delta_{1}}, \quad \tilde{\delta}_{i}:=e^{\delta_{i}} / \beta-1 .
$$

Here we have introduced a new parameter $\beta$. It is easy to see that

$$
\begin{equation*}
\left\{\tilde{\delta}_{i}\right\} \text { are i.i.d. with } \mathbf{E} \tilde{\delta}_{1}=0 \text { and } 0<\tilde{\sigma}^{2}:=\operatorname{var} \tilde{\delta}_{1}<\infty . \tag{44}
\end{equation*}
$$

Let us stress that Eqs. (42) and (43) are equivalent to the following one:

$$
\begin{equation*}
Z_{i}=\beta\left(1+x_{i} \theta\right)\left(1+\tilde{\delta}_{i}\right)=\beta+x_{i} \beta \theta+\tilde{\varepsilon}_{i}, \quad i=1,2, \ldots \tag{45}
\end{equation*}
$$

with $\tilde{\varepsilon}_{i}=\beta\left(1+x_{i} \theta\right) \tilde{\delta}_{i}$.
Next we choose constants $\left\{a_{n i}\right\}$ and $\left\{b_{n i}\right\}$ such that

$$
\begin{align*}
& \sum_{i=1}^{n} a_{n i}=0 \text { and } A_{n}:=\sum_{i=1}^{n} a_{n i} x_{i} \neq 0  \tag{46}\\
& \sum_{i=1}^{n} b_{n i} x_{i}=0 \text { and } B_{n}:=\sum_{i=1}^{n} b_{n i} \neq 0 \tag{47}
\end{align*}
$$

Multiplying (45) by $\left\{a_{n i}\right\}$ and $\left\{b_{n i}\right\}$ we obtain

$$
\begin{align*}
& \sum_{i=1}^{n} a_{n i} Z_{i}=\sum_{i=1}^{n} a_{n i}\left(\left(1+x_{i} \theta\right) \beta+\sigma_{i} \eta_{i}\right)=\theta \beta A_{n}+\sum_{i=1}^{n} a_{n i} \tilde{\varepsilon}_{i}  \tag{48}\\
& \sum_{i=1}^{n} b_{n i} Z_{i}=\sum_{i=1}^{n} b_{n i}\left(\left(1+x_{i} \theta\right) \beta+\sigma_{i} \eta_{i}\right)=\beta B_{n}+\sum_{i=1}^{n} b_{n i} \tilde{\varepsilon}_{i} \tag{49}
\end{align*}
$$

Thus, we have from (48) and (49) that

$$
\begin{equation*}
\theta=\frac{\theta \beta}{\beta}=\frac{\sum_{i=1}^{n} a_{n i} Z_{i} / A_{n}-\sum_{i=1}^{n} a_{n i} \tilde{\varepsilon}_{i} / A_{n}}{\sum_{i=1}^{n} b_{n i} Z_{i} / B_{n}-\sum_{i=1}^{n} b_{n i} \tilde{\varepsilon}_{i} / B_{n}} \tag{50}
\end{equation*}
$$

So, it is natural to introduce the estimator $\theta^{*}$ in the following way:

$$
\begin{equation*}
\theta_{n}^{*}=\theta_{n}^{*}\left(a_{n \bullet}, b_{n \bullet}\right):=\frac{\sum_{i=1}^{n} a_{n i} Z_{i} / A_{n}}{\sum_{i=1}^{n} b_{n i} Z_{i} / B_{n}}=\frac{B_{n} \sum_{i=1}^{n} a_{n i} Z_{i}}{A_{n} \sum_{i=1}^{n} b_{n i} Z_{i}} . \tag{51}
\end{equation*}
$$

Asymptotic Normality of Estimators
It follows from (51), (50), and (49) that

$$
\theta_{n}^{*}\left(a_{n \bullet}, b_{n \bullet}\right)-\theta=\frac{\sum_{i=1}^{n} u_{n i} \tilde{\varepsilon}_{i}}{\beta+\sum_{i=1}^{n} b_{n i} \tilde{\varepsilon}_{i} / B_{n}}, \quad \text { where } \quad u_{n i}:=\frac{a_{n i}}{A_{n}}-\theta \frac{b_{n i}}{B_{n}} .
$$

So, we are ready to prove the asymptotic normality of $\theta^{*}$.
Theorem 8 (See [5]) Suppose that conditions (44)-(47) hold. Furthermore assume that

$$
\begin{gathered}
\max _{i \leq n} u_{n i}^{2}\left(1+x_{i}\right)^{2} / \sum_{i=1}^{n}\left(1+x_{i}\right)^{2} u_{n i}^{2} \rightarrow 0 \\
Q_{n}\left(b_{n \bullet}\right):=\sum_{i=1}^{n} b_{n i}^{2}\left(1+x_{i}\right)^{2} / B_{n}^{2} \rightarrow 0
\end{gathered}
$$

Then $\theta_{n}^{*}\left(a_{n \bullet}, b_{n \bullet}\right)$ is asymptotically normal:

$$
\frac{\theta_{n}^{*}\left(a_{n \bullet}, b_{n \bullet}\right)-\theta}{\tilde{\sigma} d_{n}\left(a_{n \bullet}, b_{n \bullet}\right)} \Rightarrow \mathcal{N}(0,1), \quad \text { where } \quad d_{n}^{2}\left(a_{n \bullet}, b_{n \bullet}\right):=\sum_{i=1}^{n} u_{n i}^{2}\left(1+x_{i} \theta\right)^{2}
$$

## Optimization of Estimators

For all $\alpha>0$ introduce notations

$$
\begin{gather*}
C_{k n}(\alpha):=\sum_{i=1}^{n} \frac{x_{i}^{k}}{\left(1+x_{i} \alpha\right)^{2}}, \quad k=0,1,2 . \\
\bar{a}_{n i}(\alpha):=\frac{C_{0}(\alpha) x_{i}-C_{1}(\alpha)}{\left(1+x_{i} \alpha\right)^{2}}, \quad \bar{b}_{n i}(\alpha):=\frac{C_{2}(\alpha)-C_{1}(\alpha) x_{i}}{\left(1+x_{i} \alpha\right)^{2}}, \quad i=1, \ldots, n . \tag{52}
\end{gather*}
$$

It is not difficult to verify that for all $\alpha>0$ numbers $\left\{a_{n i}=\bar{a}_{n i}(\alpha)\right\}$ and $\left\{b_{n i}=\right.$ $\left.\bar{b}_{n i}(\alpha)\right\}$ satisfy assumptions (46) and (47) with $A_{n}=B_{n}=\Delta_{n}(\alpha)$ where

$$
\Delta_{n}(\alpha):=C_{0 n}(\alpha) C_{2 n}(\alpha)-C_{1 n}^{2}(\alpha)=C_{0 n}(\alpha) \sum_{i=1}^{n} \frac{\left(x_{i}-C_{1 n}(\alpha) / C_{0 n}(\alpha)\right)^{2}}{\left(1+x_{i} \alpha\right)^{2}}
$$

And $\Delta_{n}(\alpha)>0$ for all $n \geq n_{0}=\min \left\{n: x_{n} \neq x_{1}\right\}$.
Theorem 9 (See [5]) If $\theta$ is the true value of the main unknown parameter and $n \geq n_{0}$ then for all numbers $\left\{a_{n i}\right\}$ and $\left\{b_{n i}\right\}$ satisfying assumptions (46) and (47), the following inequalities hold:

$$
\begin{array}{r}
d_{n}^{2}\left(a_{n \bullet}, b_{n \bullet}\right) \geq d_{n, o p t}^{2}(\theta):=n / \Delta_{n}(\theta)=d_{n}^{2}\left(\bar{a}_{n \bullet}(\theta), \bar{b}_{n \bullet}(\theta)\right), \\
Q_{n}\left(b_{n \bullet}\right) \geq Q_{n, o p t}(\theta):=C_{2 n}(\theta) / \Delta_{n}(\theta)=Q_{n}\left(\bar{b}_{n \bullet}(\theta)\right) .
\end{array}
$$

## Partial Cases

For an arbitrary $\alpha>0$ consider an estimator $\theta_{n, \alpha}^{*}=\theta_{n}^{*}\left(\bar{a}_{n \bullet}(\alpha), \bar{b}_{n \bullet}(\alpha)\right)$. Note $\theta_{n, \alpha}^{*}$ is the estimator which we obtain once we set $\left\{a_{n i}=\bar{a}_{n i}(\alpha)\right\}$ and $\left\{b_{n i}=\bar{b}_{n i}(\alpha)\right\}$ in the definition (52). It follows from Theorem 9 that this estimator has the minimal asymptotic variance in case when $\theta=\alpha$. Due to this reason, we may recommend to use it at least in the case when we know that $\alpha$ is in some sense close to the unknown $\theta$.

In particular, we may recommend to use the estimator

$$
\theta_{n, 0}^{*}:=\frac{n \sum_{i=1}^{n} x_{i} Z_{i}-\sum_{i=1}^{n} x_{i} \sum_{i=1}^{n} Z_{i}}{\sum_{i=1}^{n} x_{i}^{2} \sum_{i=1}^{n} Z_{i}-\sum_{i=1}^{n} x_{i} \sum_{i=1}^{n} x_{i} Z_{i}},
$$

if we suppose that $\theta$ is small in some sense. And for a large $\theta$ we may apply

$$
\theta_{n, \infty}^{*}:=\frac{\sum_{i=1}^{n} 1 / x_{i}^{2} \sum_{i=1}^{n} Z_{i} / x_{i}-\sum_{i=1}^{n} 1 / x_{i} \sum_{i=1}^{n} Z_{i} / x_{i}^{2}}{n \sum_{i=1}^{n} Z_{i} / x_{i}^{2}-\sum_{i=1}^{n} 1 / x_{i} \sum_{i=1}^{n} Z_{i} / x_{i}} .
$$

Remark 6 By Theorem 9 the random variable $\theta_{n, \theta}^{*}$ minimizes the asymptotic variance in the class of random variables defined in (51) for all $\theta$ and at the same time it makes the quantity $Q_{n}\left(b_{n \bullet}\right)$ in Theorem 8 , as small as possible. Unfortunately, we cannot use this variable $\theta_{n, \theta}^{*}$ as an estimator since it depends on the unknown parameter $\theta$.

## Possible Generalizations

Remark 7 If $\mathbf{E} \delta_{1}=0$ then we may try to improve the estimator $\theta_{n}^{*}$ using ideas from Sect. 8 with $g_{i}(t)=\log \left(1+x_{i} t\right)$ and $w_{i}(t)=1$.

Remark 8 Of course, all these results may be extended to the case when

$$
Y_{i}=\log \left(x_{0 i}+x_{1 i} \theta_{1}+\cdots+x_{m i} \theta_{m}\right)+\varepsilon_{i},
$$

where $\left(\theta_{1}, \ldots, \theta_{m}\right)$ is an $m$-dimensional unknown parameter.

## 6 General Power Regression

Supposed that we have observations which may be represented in the following form

$$
\begin{equation*}
Y_{i}=\left(z_{i}+s_{i} \theta\right)^{r}+\varepsilon_{i}=\left(z_{i}+s_{i} \theta\right)^{r}\left(1+\delta_{i}\right)>0, \quad i=1,2, \ldots, \tag{53}
\end{equation*}
$$

where $\left\{z_{i}, s_{i}>0\right\}$ and $r \neq 0$ are known numbers. We assume that unobservable random variables $\delta_{1}, \delta_{2}, \ldots$ are i.i.d. with

$$
0<\operatorname{var}\left(1+\delta_{1}\right)^{1 / r}<\infty \text { and } n_{1}:=\min \left\{n: s_{n} / z_{n} \neq s_{1} / z_{1}\right\}<\infty
$$

Our aim is to construct a simple explicit estimator for the unknown parameter $\theta>0$ using the first $n \geq n_{1}$ observations from (53).

## Construction of Explicit Estimators

First of all, we rewrite (53) in the following way:

$$
\begin{equation*}
Y_{i}^{1 / r}=\left(z_{i}+s_{i} \theta\right)\left(1+\delta_{i}\right)^{1 / r}, \quad i=1,2, \ldots \tag{54}
\end{equation*}
$$

Introduce notations:

$$
\begin{equation*}
Z_{i}:=Y_{i}^{1 / r} / z_{i}, \quad x_{i}:=s_{i} / z_{i}, \quad \beta:=\mathbf{E}\left(1+\delta_{i}\right)^{1 / r}, \quad \tilde{\delta}_{i}:=\left(1+\delta_{i}\right)^{1 / r} / \beta-1 \tag{55}
\end{equation*}
$$

Here we have defined a new parameter $\beta$. Notations from (55) allow us to rewrite (54) in the following form:

$$
Z_{i}=\beta\left(1+x_{i} \theta\right)\left(1+\tilde{\delta}_{i}\right)=\beta+x_{i} \beta \theta+\tilde{\varepsilon}_{i}, \quad i=1,2, \ldots
$$

But this formula coinsides with (45).
Let us stress that under notations from (55), Eqs. (53) and (54) are equivalent to (45). Moreover, it is easy to see that conditions (44) hold again for $\left\{\tilde{\delta}_{i}\right\}$ introduced in (55).

Later on in this section we will use estimators $\theta_{n}^{*}=\theta_{n}^{*}\left(a_{n \bullet}, b_{n \bullet}\right)$ introduced in (50) with any numbers $\left\{a_{n i}\right\}$ and $\left\{b_{n i}\right\}$ satisfying (46) and (47). But we assume that in this section all $\left\{Z_{i}\right\}$ and $\left\{x_{i}\right\}$ are from (55).
Main Assertions

Theorem 10 All assertions of Theorems 8 and 9 are true with $\left\{Z_{i}\right\}$ and $\left\{x_{i}\right\}$ defined in (55).

Remark 9 Careful study of the procedures of the estimators' construction in Sects. 5 and 6 shows quite easily that in Sect. 5 we actually constructed the estimator $\theta_{n}^{*}$ for the parameter $\theta$ from the simplified Eq. (45), which is equivalent to the original Eq. (42). Similarly, in Sect. 6 we estimated the parameter from the simplified Eq. (45), which is now turned out to be equivalent to the considered in this section Eq. (53).

Note that the properties of the estimators $\theta_{n}^{*}$ in Sects. 5 and 6 coincide since we only use the same assumptions (44) and (45). This observation immediately leads to Theorem 10.

Furthermore we note that all derivations in Sect. 5 from Theorem 10 remain true for the estimators considered in the present Sect. 6.

## Possible Generalizations

Remark 10 If $\mathbf{E} \delta_{1}=0$ then we may try to improve the estimator $\theta_{n}^{*}$ using the ideas from Sect. 8 with functions $g_{i}(t)=\left(z_{i}+s_{i} t\right)^{r}$ and $w_{i}(t)=1 / g_{i}(t)$.

Remark 11 Of course, all these results may be extended to the case when

$$
Y_{i}=\left(x_{0 i}+x_{1 i} \theta_{1}+\cdots+x_{m i} \theta_{m}\right)^{r}\left(1+\delta_{i}\right)>0, \quad i=1,2, \ldots,
$$

where $\left(\theta_{1}, \ldots, \theta_{m}\right)$ is an $m$-dimensional unknown parameter.

## 7 Exponential Regression

Suppose that we have observations of the form

$$
\begin{equation*}
Y_{i}=e^{x_{i} \theta}+\varepsilon_{i}=e^{x_{i} \theta}\left(1+\delta_{i}\right)>0, \quad i=1,2, \ldots, \tag{56}
\end{equation*}
$$

where $\left\{x_{i}>0\right\}$ are known numbers. We assume that unobservable random variables $\delta_{1}, \delta_{2}, \ldots$ are i.i.d. with

$$
0<\tilde{\sigma}^{2}:=\operatorname{var} \log \left(1+\delta_{1}\right)<\infty \text { and } n_{0}:=\min \left\{n: x_{n} \neq x_{1}\right\}<\infty
$$

Our aim is to construct a simple explicit estimator for the main unknown parameter $\theta>0$ using the first $n \geq n_{0}$ observations from (56).

## Construction of Explicit Estimators

First of all, we rewrite (56) in the following way:

$$
\begin{equation*}
Z_{i}:=\log Y_{i}=x_{i} \theta+\beta+\tilde{\delta_{i}}, \quad i=1,2, \ldots, \tag{57}
\end{equation*}
$$

where we use notations:

$$
\begin{equation*}
\beta:=\mathbf{E} \log \left(1+\delta_{1}\right), \quad \tilde{\delta}_{i}:=\log \left(1+\delta_{i}\right)-\beta \tag{58}
\end{equation*}
$$

It is easy to see that random variables $\left\{\tilde{\delta}_{i}\right\}$ again satisfy conditions (44).
Let us stress that the Eq. (57) is the standard equation of the linear regression with two unknown parameters. So, we may take the following estimator:

$$
\begin{equation*}
\theta_{n}^{*}:=\sum_{i=1}^{n} Z_{i}\left(x_{i}-\bar{x}_{n}\right) / \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2} \tag{59}
\end{equation*}
$$

which coincides with the famous Least Square Estimator for the parameter $\theta$ in Eq. (57), and due to this reason it is optimal in some sense. In (59) and later on we use the following notations:

$$
\bar{x}_{n}:=\sum_{i=1}^{n} x_{i} / n, \quad s_{n}^{2}:=\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2} .
$$

After that we may introduce the following more complicated estimator:

$$
\begin{equation*}
\theta_{n}^{* *}:=\theta_{n}^{*}+\sum_{i=1}^{n} x_{i}\left(Y_{i} e^{-x_{i} \theta_{n}^{*}}-1\right) / \sum_{i=1}^{n} x_{i}^{2} . \tag{60}
\end{equation*}
$$

## Asymptotic Normality of Estimators

Theorem 11 Suppose that conditions (44) hold and

$$
\begin{equation*}
s_{n}^{2} \rightarrow \infty, \quad \max _{i \leq n}\left(x_{i}-\bar{x}_{n}\right)^{2} / s_{n}^{2} \rightarrow 0 \tag{61}
\end{equation*}
$$

Then $\theta_{n}^{*}$ is unbiased and asymptotically normal:

$$
\begin{equation*}
\left(\theta_{n}^{*}-\theta\right) / d_{n} \Rightarrow \mathcal{N}(0,1), \quad \text { where } d_{n}^{2}:=\tilde{\sigma}^{2} / s_{n}^{2} \rightarrow 0 \tag{62}
\end{equation*}
$$

Theorem 12 Suppose that assumptions (44) hold and

$$
\begin{equation*}
s_{n}^{2} \rightarrow \infty, \quad\left(\max _{i \leq n} x_{i}^{2}+\sqrt{n} \bar{x}_{n}^{2}\right) / s_{n}^{2} \rightarrow 0 \tag{63}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\delta_{i}\right\} \text { are i.i.d. with } \mathbf{E} \delta_{1}=0 \text { and } 0<\sigma^{2}:=\operatorname{var} \delta_{1}<\infty . \tag{64}
\end{equation*}
$$

Then (62) takes place and $\theta_{n}^{* *}$ is also asymptotically normal:

$$
\begin{equation*}
\frac{\theta_{n}^{* *}-\theta}{D_{n}} \Rightarrow \mathcal{N}(0,1), \quad \text { where } \quad D_{n}^{2}:=\frac{\sigma^{2}}{\sum_{i=1}^{n} x_{i}^{2}}=\frac{\sigma^{2}}{s_{n}^{2}+n \bar{x}_{n}^{2}} \rightarrow 0 \tag{65}
\end{equation*}
$$

Remark 12 Both assumptions in (61) follow from conditions (63) of Theorem 12 since

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}^{2}=s_{n}^{2}+n \bar{x}_{n}^{2} \tag{66}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\text { if } n \bar{x}_{n}^{2} / s_{n}^{2} \rightarrow \infty \text { then } D_{n}^{2} / d_{n}^{2} \rightarrow 0 \tag{67}
\end{equation*}
$$

So, in this case the estimator $\theta_{n}^{* *}$ is sharper than $\theta_{n}^{*}$ for sufficiently large $n$.
Moreover,

$$
\begin{equation*}
\text { if } \sigma^{2} \leq \tilde{\sigma}^{2} \text { then } D_{n}^{2} \leq d_{n}^{2} \quad \forall n \geq n_{0} . \tag{68}
\end{equation*}
$$

On the other hand, if

$$
\begin{equation*}
\tilde{\sigma}^{2} \leq \sigma^{2} \text { and } n \bar{x}_{n}^{2} / s_{n}^{2} \rightarrow 0 \tag{69}
\end{equation*}
$$

then the estimator $\theta_{n}^{*}$ is sharper than $\theta_{n}^{* *}$ for sufficiently large $n$.

## Examples

Here we present examples when all the situations (67)-(69) take place.
Example 4 Let for all $k=1,2, \ldots$

$$
\begin{equation*}
x_{k}=1-1 / k^{\alpha}, \quad \text { where } \quad 0<\alpha<1 / 4 \tag{70}
\end{equation*}
$$

Then (67) holds and

$$
\begin{equation*}
d_{n}^{2}=(1-2 \alpha)(1-\alpha)^{2} n^{2 \alpha-1} / \alpha^{2} \rightarrow 0, \quad D_{n}^{2} \sim \sigma^{2} / n=o\left(d_{n}^{2}\right) \tag{71}
\end{equation*}
$$

Example 5 Let $\tilde{\delta}_{1}$ have a normal distribution with zero mean. Then the first assumption in (69) is true since

$$
\begin{equation*}
\sigma^{2}=\operatorname{var} \delta_{1}=e^{\tilde{\sigma}^{2}}-1>\tilde{\sigma}^{2}=\operatorname{var} \tilde{\delta}_{1}>0 \tag{72}
\end{equation*}
$$

Example 6 Let

$$
\begin{equation*}
\mathbf{P}\left(\tilde{\delta}_{1}=\tilde{\sigma}\right)=1 / 2=\mathbf{P}\left(\tilde{\delta}_{1}=-\tilde{\sigma}\right) \tag{73}
\end{equation*}
$$

Using hyperbolic functions we obtain that

$$
\begin{equation*}
0<\sigma^{2}=\operatorname{var} \delta_{1}=\tanh ^{2} \tilde{\sigma}<\tilde{\sigma}^{2}=\operatorname{var} \tilde{\delta}_{1} \tag{74}
\end{equation*}
$$

So, (68) takes place.
Assertions of Theorems 11 and 12 will be proved in Sect. 11 together with the facts from Examples 4-6.

## 8 General Remarks About One-Dimensional Estimators

If we constructed a "sufficiently good" initial estimator $\theta_{n}^{*}$ and want to find an estimator with property (15) then, first of all, we may consider a class of explicit estimators defined by the formula:

$$
\begin{equation*}
\theta_{n}^{* *}=\theta_{n}^{*}+\frac{\sum_{i=1}^{n} h_{i}\left(\theta_{n}^{*}\right) \varepsilon_{i}^{*}}{\sum_{i=1}^{n} h_{i}\left(\theta_{n}^{*}\right) g_{i}^{\prime}\left(\theta_{n}^{*}\right)+\sum_{i=1}^{n} \mu_{i}\left(\theta_{n}^{*}\right) \varepsilon_{i}^{*}} \quad \text { with } \quad \varepsilon_{i}^{*}=Y_{i}-g_{i}\left(\theta_{n}^{*}\right) \tag{75}
\end{equation*}
$$

for some sufficiently smooth functions $\left\{h_{i}(\cdot)\right\}$ and $\left\{\mu_{i}(\cdot)\right\}$.
In $[6,7]$ it is easy to find many arguments to use such estimators with

$$
\begin{equation*}
h_{i}(t)=w_{i}(t) g_{i}^{\prime}(t) \quad \text { if } \quad \operatorname{var} \varepsilon_{i}=\sigma^{2} / w_{i}(\theta), \quad i=1,2, \ldots \tag{76}
\end{equation*}
$$

For example, using Taylor formula it is possible to obtain from (75) that under appropriate conditions

$$
\begin{equation*}
\theta_{n}^{* *}-\theta \approx \frac{\sum_{i=1}^{n} h_{i}(\theta) \varepsilon_{i}}{\sum_{i=1}^{n} h_{i}\left(\theta_{n}\right) g_{i}^{\prime}(\theta)} . \tag{77}
\end{equation*}
$$

So, under some assumptions $\theta_{n}^{* *}$ is asymptotically normal:

$$
\begin{equation*}
\left(\theta_{n}^{* *}-\theta_{n}^{*}\right) / D_{n} \Rightarrow \mathcal{N}(0,1) \quad \text { as } n \rightarrow \infty \tag{78}
\end{equation*}
$$

where the asymptotic variance $D_{n}^{2}$ has the following form

$$
\begin{equation*}
D_{n}^{2}=\frac{\sum_{i=1}^{n} h_{i}^{2}(\theta) \operatorname{var} \varepsilon_{i}}{\left(\sum h_{i}(\theta) g_{i}^{\prime}(\theta)\right)^{2}} \geq \frac{1}{\sum_{i=1}^{n}\left(g_{i}^{\prime}(\theta)\right)^{2} / \operatorname{var} \varepsilon_{i}} . \tag{79}
\end{equation*}
$$

Thus, under assumptions (76) we have $D_{n}=D_{n, o}$ with $D_{n, o}$ defined in (14).
So, if conditions (13) are satisfied and $h_{i}(t)=w_{i}(t) g_{i}^{\prime}(t)$ are optimal, then we have the equality in (79). If $\left\{w_{i}(\cdot)\right\}$ are known only approximately, or $\left\{g_{i}^{\prime}(\cdot)\right\}$ are not sufficiently smooth, then we may try to use smooth approximations $\left\{h_{i}(t)\right\}$ of such optimal functions $\left\{w_{i}(t) g_{i}^{\prime}(t)\right\}$.

Let us also note another argument in favor of the estimators from (75). Denote by $\check{\theta}_{n}$ the so called "quasy likelihood estimator" (see [6] or [7]) which we define as the solution of the following equation:

$$
\begin{equation*}
\sum_{i=1}^{n} h_{i}\left(\check{\theta}_{n}\right)\left(Y_{i}-g_{i}\left(\check{\theta}_{n}\right)\right)=0 \tag{80}
\end{equation*}
$$

Substituting (1) into (80) and using Taylor formula yield easily

$$
0=\sum_{i=1}^{n} h_{i}\left(\check{\theta}_{n}\right)\left(\varepsilon_{i}+g_{i}(\theta)-g_{i}\left(\check{\theta}_{n}\right)\right) \approx \sum_{i=1}^{n} h_{i}(\theta) \varepsilon_{i}+\left(\theta-\check{\theta}_{n}\right) \sum_{i=1}^{n} h_{i}(\theta) g_{i}^{\prime}(\theta)
$$

under appropriate conditions. So, relations (77)-(79) remain true with $\check{\theta}_{n}$ instead of $\theta_{n}^{* *}$. And it follows from (79) that functions $h_{i}(t)=w_{i}(t) g_{i}^{\prime}(t)$ from and (76) are again optimal.

In this case the estimator $\theta_{n}^{* *}$ may be treated as a Newton-Raphson approximation of $\check{\theta}_{n}$. Note, that in partial cases interesting investigations of distances between estimators $\check{\theta}_{n}$ and $\theta_{n}^{* *}$ may be found in [8, 9].
Remark 13 It follows from the constructions in Sects. 2-7 that explicit asymptotically normal estimators for the parameter of Eq. (1) may exist only for a limited number of "lucky" functions $\left\{g_{i}(\cdot)\right\}$ when some special tricks with this Eq. (1) can be performed.

Moreover, in case of Eqs. (9)-(12) special assumptions about $\left\{\right.$ var $\left.\varepsilon_{i}\right\}$ must take place together with the property that $\left\{\delta_{i}:=\varepsilon_{i} / \sqrt{\operatorname{var} \varepsilon_{i}}\right\}$ are i.i.d.

Remark 14 The presence of significant additional conditions on the distributions of the variables $\left\{\varepsilon_{i}\right\}$ makes possible the existence of estimators which are better than $\theta_{n}^{* *}$ with the condition (15). For this reason, in some of the problems (9)-(12) the estimator $\theta_{n}^{* *}$ with the condition (15) may be worse than the estimator $\theta_{n}^{*}$. The possibility of this at the first glance unexpected situation follows from Example 5 and Remark 12. By the last reasoning in Sects.4-7, we avoid calling the estimators $\theta_{n}^{* *}$ as the improvements of the estimators $\theta_{n}^{*}$.

Remark 15 Estimator (60), which was introduced and investigated in Sect. 7, is a partial case of the estimators from (75) for the Eq. (12). The author in collaboration with his students is planning to perform similar investigation for Eqs. (8)-(11) too.

Note that the estimator introduced in (25) is not a partial case of the estimators from (75) for the Eq. (18). Nevertheless, the optimal version of this estimator satisfies the equality $d_{n, o p t}^{2}=D_{n, o}^{2}$ as it follows from (26) and (14).

## 9 Multidimensional Case

Suppose that we have observations

$$
\begin{equation*}
Y_{i}=\frac{\alpha_{i}(\theta)}{\beta_{i}(\theta)}+\varepsilon_{i}, \quad i=1, \ldots, n, \tag{81}
\end{equation*}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{m}\right)$ is the unknown parameter which we want to estimate and

$$
\alpha_{i}(\theta) \equiv a_{0 i}+\sum_{j=1}^{m} a_{j i} \theta_{j}, \quad \beta_{i}(\theta) \equiv 1+\sum_{j=1}^{m} b_{j i} \theta_{j}
$$

with $\theta_{j}>0$ and $b_{j i} \geq 0$ for all $j$ and $i$.

## Construction of Explicit Estimators

Rewrite (81) as

$$
\begin{equation*}
Y_{i}+\sum_{j=1}^{m} b_{j i} Y_{i} \theta_{j}=a_{0 i}+\sum_{j=1}^{m} a_{j i} \theta_{j}+\beta_{i}(\theta) \varepsilon_{i} \tag{82}
\end{equation*}
$$

Introduce notations

$$
X_{j i}=a_{j i}-b_{j i} Y_{i}, \quad Z_{i}=Y_{i}-a_{0 i}, \quad \tilde{\varepsilon}_{i}=\beta_{i}(\theta) \varepsilon_{i} .
$$

So, (81) is equivalent to (82) and is equivalent to

$$
\begin{equation*}
Z_{i}=\sum_{j=1}^{m} X_{j i} \theta_{j}+\tilde{\varepsilon}_{i}, \quad i=1, \ldots, n \tag{83}
\end{equation*}
$$

For any constants $\left\{c_{k i}\right\}$ we have from (83) that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{k i} Z_{i}-\sum_{j=1}^{m} \theta_{j} \sum_{i=1}^{n} c_{k i} X_{j i}=\sum_{i=1}^{n} c_{k i} \tilde{\varepsilon}_{i} \tag{84}
\end{equation*}
$$

where $k=1, \ldots, m$ and $i=1, \ldots, n$. Now, define the estimator $\theta^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{m}^{*}\right)$ as the solution of $m$ linear equations:

$$
\begin{equation*}
\sum_{j=1}^{m} \theta_{j}^{*} \sum_{i=1}^{n} c_{k i} X_{j i}=\sum_{i=1}^{n} c_{k i} Z_{i}, \quad k=1, \ldots, m \tag{85}
\end{equation*}
$$

After that we may choose appropriate functions $\left\{\gamma_{k i}(\cdot)\right\}$ and introduce improved estimators $\theta^{* *}=\left(\theta_{1}^{* *}, \ldots, \theta_{m}^{* *}\right)$ as the solution of the following $m$ linear equations:

$$
\begin{equation*}
\sum_{j=1}^{m} \theta_{j}^{* *} \sum_{i=1}^{n} \gamma_{k i}\left(\theta^{*}\right) X_{j i}=\sum_{i=1}^{n} \gamma_{k i}\left(\theta^{*}\right) Z_{i}, \quad k=1, \ldots, m \tag{86}
\end{equation*}
$$

Remark 16 Thus, in the case of the $m$-dimensional unknown parameter we call the solutions of $m$ linear equations whose coefficients are previously found explicit statistics, which do not depend on any unknown parameters or statistics, as the explicit estimators.

Asymptotic Normality and Optimization of Estimators
It follows immediately from (84) and (85) that

$$
\sum_{j=1}^{m}\left(\theta_{j}^{*}-\theta_{j}\right) \sum_{i=1}^{n} c_{k i} X_{j i}=\sum_{i=1}^{n} c_{k i} \tilde{\varepsilon}_{i}, \quad k=1, \ldots, m
$$

Using (86) we may obtain similar representations for the differences $\left\{\theta_{j}^{* *}-\theta_{j}\right\}$. Thus, we are ready to prove the asymptotic normality of estimators $\theta^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{m}^{*}\right)$ and $\theta^{* *}=\left(\theta_{1}^{* *}, \ldots, \theta_{m}^{* *}\right)$. Using assumption (13) introduce notation

$$
\begin{equation*}
\gamma_{j i, o p t}(\theta):=\left(a_{j i}-b_{j i} \alpha_{i}(\theta) / \beta_{i}(\theta)\right) w_{i}(\theta) \tag{87}
\end{equation*}
$$

Theorem 13 Let (81) and (13) hold. Then under appropriate additional assumptions the estimators $\theta^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{m}^{*}\right)$ and $\theta^{* *}=\left(\theta_{1}^{* *}, \ldots, \theta_{m}^{* *}\right)$ are asymptotically normal with some asymptotic covariance matrices $\mathbf{B}\left(\left\{c_{j i}\right\}\right)$ and $\mathbf{B}\left(\left\{\gamma_{j i}(\theta)\right\}\right)$ correspondingly. Moreover, the matrices

$$
\mathbf{B}\left(\left\{c_{j i}\right\}\right)-\mathbf{B}\left(\left\{\gamma_{j i, o p t}(\theta)\right\}\right) \text { and } \mathbf{B}\left(\left\{\gamma_{j i}(\theta)\right\}\right)-\mathbf{B}\left(\left\{\gamma_{j i, o p t}(\theta)\right\}\right)
$$

are nonnegatively definite.
Note, that numbers $\left\{c_{k i}\right\}$ and functions $\left\{\gamma_{k i}(\cdot)\right\}$ used in the definitions (85) and (86) may depend on the number $n$ of observations whereas the optimal functions from (87) which we recommend to use in (86) does not depend on $n$.

The proof of Theorem 13 together with detailed descriptions of the associated asymptotic covariance matrices may be found in [10].

## A partial Case

The following example is taken from [7, p. 77].
Example 7 Suppose that we have independent observations

$$
\begin{equation*}
Y_{i}=\frac{V \theta_{2}\left(x_{2 i}-x_{3 i} / 1.632\right)}{1+x_{1 i} \theta_{1}+x_{2 i} \theta_{2}+x_{3 i} \theta_{3}}+\varepsilon_{i}, \quad i=1, \ldots, n \tag{88}
\end{equation*}
$$

where $\left\{x_{1 i}, x_{2 i}, x_{3 i}>0\right\}$ are given numbers. Our aim is to estimate the unknown parameters $\theta_{1}, \theta_{2}, \theta_{3}, V>0$.

Introduce new variables

$$
\theta_{4}:=V \theta_{2} \quad \text { and } \quad x_{4 i}=x_{2 i}-x_{3 i} / 1.632, \quad i=1, \ldots, n
$$

So, Eq. (88) turn into a particular case of Eq. (81) and we may find estimators $\theta_{1}^{*}, \theta_{2}^{*}, \theta_{3}^{*}, \theta_{4}^{*}$ using a version of the system (85) with four linear equations. After that we need only to define

$$
V^{*}:=\theta_{4}^{*} \theta_{2}^{*} \quad \text { since } \quad \theta_{4}=V \theta_{2} .
$$

The most known partial case of Eq. (81) is the famous Michaelis-Menten equation, which will be considered in the following section.

## 10 Michaelis-Menten Equation

For some known $s_{i}>0$ let

$$
\begin{equation*}
Y_{i}=\frac{V s_{i}}{K+s_{i}}+\varepsilon_{i}=\frac{V}{1+K / s_{i}}+\varepsilon_{i}, \quad i=1,2, \ldots \tag{89}
\end{equation*}
$$

We want to estimate unknown parameters $K>0$ and $V>0$.
Construction of Explicit Estimators
Rewrite (89) in the following way:

$$
\begin{equation*}
K Y_{i} / s_{i}+Y_{i}=V+\tilde{\varepsilon}_{i} \quad \text { with } \quad \tilde{\varepsilon}_{i}=\left(1+K x_{i}\right) \varepsilon_{i} \tag{90}
\end{equation*}
$$

For any constants $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ such that

$$
\sum_{i=1}^{n} a_{i}=0 \quad \text { and } \quad \sum_{i=1}^{n} b_{i}=1
$$

we have from (90)

$$
\begin{array}{r}
K \sum_{i=1}^{n} a_{i} Y_{i} / s_{i}+\sum_{i=1}^{n} a_{i} Y_{i}=0+\sum_{i=1}^{n} a_{i} \tilde{\varepsilon}_{i}, \\
K \sum_{i=1}^{n} b_{i} Y_{i} / s_{i}+\sum_{i=1}^{n} b_{i} Y_{i}=V \cdot 1+\sum_{i=1}^{n} b_{i} \tilde{\varepsilon}_{i} .
\end{array}
$$

Ignoring the sum of the approximation errors in the equalities above, it is natural to define $K^{*}$ and $V^{*}$ as solutions of equations:

$$
K^{*} \sum_{i=1}^{n} a_{i} Y_{i} / s_{i}+\sum_{i=1}^{n} a_{i} Y_{i}=0, \quad K^{*} \sum_{i=1}^{n} b_{i} Y_{i} / s_{i}+\sum_{i=1}^{n} b_{i} Y_{i}=V^{*} .
$$

So, we have

$$
K^{*}=-\sum_{i=1}^{n} a_{i} Y_{i} / \sum_{i=1}^{n} a_{i} Y_{i} / s_{i}, \quad V^{*}=\sum_{i=1}^{n} b_{i}\left(1+K^{*} / s_{i}\right) Y_{i}
$$

In particular, if $b_{i}=1 / n$ and $a_{i}=s_{i}-\bar{s}_{n}$ with $\bar{s}_{n}=n^{-1} \sum_{i=1}^{n} s_{i}$ then

$$
K^{*}=\sum_{i=1}^{n}\left(\bar{s}_{n}-s_{i}\right) Y_{i} / \sum_{i=1}^{n}\left(1-\bar{s}_{n} / s_{i}\right) Y_{i}, \quad V^{*}=n^{-1} \sum_{i=1}^{n}\left(Y_{i}+K^{*} Y_{i} / s_{i}\right) .
$$

## Construction of Optimal Explicit Improved Estimators

It is evident that Eq. (89) is a partial case of (88). Hence we may apply Theorem 13 and find optimal improved estimators $K^{* *}$ and $V^{* *}$.

Suppose that assumption (13) holds then rewrite it in the following form:

$$
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}=\sigma^{2} / w_{i}(K, V)<\infty, \quad i=1,2, \ldots
$$

Introduce

$$
\gamma_{i}^{*}:=w_{i}\left(K^{*}, V^{*}\right) /\left(1+K^{*} / s_{i}\right)^{3}, \quad i=1,2, \ldots .
$$

Define now estimators $K^{* *}$ and $V^{* *}$ as solutions of the following system with two linear equations:

$$
\begin{array}{r}
K^{* *} \sum_{i=1}^{n} \gamma_{i}^{*} Y_{i} / s_{i}+\sum_{i=1}^{n} \gamma_{i}^{*} Y_{i}=V^{* *} \sum_{i=1}^{n} \gamma_{i}^{*} \\
K^{* *} \sum_{i=1}^{n} \gamma_{i}^{*} Y_{i} / s_{i}^{2}+\sum_{i=1}^{n} \gamma_{i}^{*} Y_{i} / s_{i}=V^{* *} \sum_{i=1}^{n} \gamma_{i}^{*} / s_{i} \tag{92}
\end{array}
$$

It was shown in [11] that two-dimensional estimator ( $K^{* *}, V^{* *}$ ) is asymptotically optimal in the sense of Theorem 13.

Remark 17 If for some known $\left\{w_{0 i}>0\right\}$

$$
\operatorname{var} \varepsilon_{i}=\frac{\sigma^{2}}{w_{0 i}\left(1+K / s_{i}\right)^{3}}, \quad i=1,2, \ldots,
$$

then $\gamma_{i}^{*}=w_{0 i}$ for all $i$ and we may find optimal estimators ( $K^{* *}, V^{* *}$ ) as solutions of Eqs. (91) and (92).

Note that it is the only case where one does not need to search for initial estimators.
Remark 18 Since 1913 (see [12]) Michaelis-Menten equation is popular in biochemistry where it describes rates of enzymatic reactions. The most interesting cases for chemistry are var $\varepsilon_{i}=\sigma^{2} /\left(1+K / s_{i}\right)^{2}$ and var $\varepsilon_{i}=\sigma^{2}$.

## On Explicit Estimators of Johansen and Lumry

The author's interest to search for explicit estimators in Michaelis-Menten equation is motivated by the following explicit estimators

$$
\begin{array}{r}
\tilde{V}=\frac{\sum_{i=1}^{n} Y_{i}^{2} / s_{i}^{2} \sum_{i=1}^{n} Y_{i}^{2}-\left(\sum_{i=1}^{n} Y_{i}^{2} / s_{i}\right)^{2}}{\sum_{i=1}^{n} Y_{i}^{2} / s_{i}^{2} \sum_{i=1}^{n} Y_{i}-\sum_{i=1}^{n} Y_{i}^{2} / s_{i} \sum_{i=1}^{n} Y_{i} / s_{i}}, \\
\tilde{K}=\frac{\sum_{i=1}^{n} Y_{i}^{2} \sum_{i=1}^{n} Y_{i} / s_{i}-\sum_{i=1}^{n} Y_{i}^{2} / s_{i} \sum_{i=1}^{n} Y_{i}}{\sum_{i=1}^{n} Y_{i}^{2} / s_{i}^{2} \sum_{i=1}^{n} Y_{i}-\sum_{i=1}^{n} Y_{i}^{2} / s_{i} \sum_{i=1}^{n} Y_{i} / s_{i}}
\end{array}
$$

which may be found, for example, in Chap. 10 of [13]. There these estimators were derived from some heuristic considerations if the following assumptions hold

$$
\begin{equation*}
\mathbf{E} \varepsilon_{i}=0 \quad \text { and } \quad 0<\operatorname{var} \varepsilon_{i}=\sigma^{2}\left(1+K / s_{i}\right)^{2}<\infty, \quad i=1,2, \ldots \tag{93}
\end{equation*}
$$

However, a more detailed theoretical investigation shows a series of shortcomings of these estimators.

Theorem 14 Let the values $\left\{s_{i}\right\}$ be i.i.d. random variables with a nondegenerate common distribution. Suppose that independent random variables $\left\{\varepsilon_{i}\right\}$ have normal distributions and (93) holds. Additionally, assume that sequences $\left\{s_{i}\right\}$ and $\left\{\varepsilon_{i}\right\}$ are independent. Then

$$
\tilde{V} \xrightarrow{p} V+\sigma^{2} / V \neq V .
$$

So, $\tilde{V}$ is inconsistent.
This statement is proven in [14].

## 11 Proofs

We need only to prove several assertions from Sect. 7 .

## Proof of Theorem 11

Substituting (57) into (59) yields

$$
\delta^{*}:=\theta_{n}^{*}-\theta=\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right) \tilde{\delta}_{i} / s_{n}^{2}
$$

So, from (57) we obtain:

$$
\begin{equation*}
\frac{\theta_{n}^{*}-\theta}{d_{n}}=\sum_{i=1}^{n} \frac{c_{n i} \tilde{\delta}_{i}}{\tilde{\sigma}} \quad \text { with } \quad c_{n i}=\frac{x_{i}-\bar{x}_{n}}{s_{n}} \tag{94}
\end{equation*}
$$

The following fact is well known.
Lemma 1 Let $\eta_{1}, \eta_{2}, \ldots$ be i.i.d. random variables with $\mathbf{E} \eta_{1}=0$ and var $\eta_{1}=1$. Assume that for all $n$ we are given the real numbers $\left\{c_{n i}\right\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{n i}^{2}=1 \text { and } \max _{i \leq n} c_{n i}^{2} \rightarrow 0 \tag{95}
\end{equation*}
$$

Then $\sum_{i=1}^{n} c_{n i} \eta_{i} \Rightarrow \mathcal{N}(0,1)$,
Lemma 1 with $\eta_{1}=\tilde{\delta}_{i} / \tilde{\sigma}$ and the representation (94) yield the convergence (62) since the condition (95) follows from (61).
Representation for $\theta_{n}^{* *}$
Below in this section we suppose that all assumptions of Theorem 12 are fulfilled. Let

$$
\begin{equation*}
z_{n}^{2}:=\sum_{i=1}^{n} x_{i}^{2}, \quad f_{i}(t)=e^{-x_{i} t}-1+x_{i} t \tag{96}
\end{equation*}
$$

It follows from (63), (66) and Lemma 1 with $\eta_{i}=\delta_{i} / \sigma$ and $c_{n i}=x_{i} / z_{n}$ that

$$
\begin{equation*}
\rho_{0}:=\sum_{i=1}^{n} x_{i} \delta_{i} /\left(\sigma z_{n}\right) \Rightarrow \mathcal{N}(0,1) \tag{97}
\end{equation*}
$$

Now, by substituting (56) into (60) we obtain:

$$
\begin{equation*}
\theta_{n}^{* *}-\theta=\delta^{*}+\sum_{i=1}^{n} x_{i}\left(e^{-x_{i} \delta^{*}}\left(1+\delta_{i}\right)-1\right) / z_{n}^{2} \tag{98}
\end{equation*}
$$

Introduce notations:

$$
\begin{equation*}
\rho_{1}:=\sum_{i=1}^{n} x_{i} f_{i}\left(\delta^{*}\right), \quad \rho_{2}:=\sum_{i=1}^{n} x_{i} f_{i}\left(\delta^{*}\right) \delta_{i}, \quad \rho_{3}:=\sum_{i=1}^{n} x_{i}^{2} \delta_{i} \tag{99}
\end{equation*}
$$

Now, we may rewrite (98) in the following way:

$$
\begin{equation*}
\rho^{* *}:=\frac{\theta_{n}^{* *}-\theta}{D_{n}}=\rho_{0}+\frac{\rho_{1}+\rho_{2}-\delta^{*} \rho_{3}}{\sigma z_{n}}, \tag{100}
\end{equation*}
$$

since $D_{n}=\sigma / z_{n}$ by (65).
Auxiliary Lemmas
Introduce notations

$$
\lambda_{n}:=\max _{i \leq n}\left|x_{i}\right|, \quad \rho_{4}:=\sum_{i=1}^{n}\left|x_{i}\right|^{3}, \quad \rho_{5}:=\sum_{i=1}^{n}\left|x_{i}\right|^{3}\left|\delta_{i}\right| .
$$

Lemma 2 For all $n \geq n_{0}$

$$
\begin{equation*}
\left|\rho_{1}\right| \leq\left|\delta^{*}\right|^{2} e^{\lambda_{n}\left|\delta^{*}\right|} \rho_{4}, \quad\left|\rho_{2}\right| \leq\left|\delta^{*}\right|^{2} e^{\lambda_{n}\left|\delta^{*}\right|} \rho_{5} . \tag{101}
\end{equation*}
$$

In addition

$$
\begin{gather*}
\rho_{4} \leq 8 \lambda_{n} s_{n} z_{n}+4 \sqrt{n} z_{n} \bar{x}_{n}^{2}  \tag{102}\\
\mathbf{E} \rho_{5} \leq \sigma \rho_{4}, \quad \mathbf{E}\left|\rho_{3}\right| \leq \sigma \lambda_{n} z_{n}, \quad \mathbf{E}\left|\delta_{n}^{*}\right| \leq \sigma / s_{n} \tag{103}
\end{gather*}
$$

Proof Using Taylor formula we easily obtain from the definition (96) that for all $i \leq n$

$$
\left|f_{i}\left(\delta^{*}\right)\right| \leq\left|x_{i} \delta^{*}\right|^{2} e^{\left|x_{i} \delta^{*}\right|} / 2 \leq x_{i}^{2}\left|\delta^{*}\right|^{2} e^{\lambda_{n}\left|\delta^{*}\right|} .
$$

This fact and definitions (99) give us inequalities (101).
It is easy to see that

$$
x_{i}=\left(x_{i}-\bar{x}_{n}\right)+\bar{x}_{n} \text { and }\left|x_{i}\right|^{3} \leq 4\left|x_{i}-\bar{x}_{n}\right|^{3}+4\left|\bar{x}_{n}\right|^{3} .
$$

Hence

$$
\begin{equation*}
\rho_{4} \leq 4 \sum_{i=1}^{n}\left|x_{i}-\bar{x}_{n}\right|^{3}+4 n\left|\bar{x}_{n}\right|^{3} \leq 8 \lambda_{n} s_{n}^{2}+4 \sqrt{n} z_{n} \bar{x}_{n}^{2} \tag{104}
\end{equation*}
$$

Here we used that $\left|x_{i}\right| \leq \lambda_{n}$ for $i \leq n$ and that $\left|\bar{x}_{n}\right| \leq \lambda_{n}, n \bar{x}_{n}^{2} \leq z_{n}^{2}$. We obtain (102) from (104) since $s_{n} \leq z_{n}$ by (66).

Estimates (103) follow from the corresponding definitions and the following facts:

$$
\mathbf{E} \delta_{i}^{2}=1, \quad \mathbf{E} \rho_{3}^{2}=\sigma^{2} \sum_{i=1}^{n} x_{i}^{4} \leq \sigma^{2} \lambda_{n}^{2} z_{n}^{2}, \quad \mathbf{E}\left|\delta_{n}^{*}\right|^{2}=\sigma^{2} / s_{n}^{2}
$$

Lemma 3 If random variables $\left\{\zeta_{n}\right\}$ are such that $\mathbf{E}\left|\zeta_{n}\right|<\infty$ for all sufficiently large $n$ then

$$
\zeta_{n}=O_{p}\left(\mathbf{E}\left|\zeta_{n}\right|\right)
$$

This fact follows from the Chebyshev's inequality with the first moment.
Proof of Theorem 12
It follows from (103) and Lemma 3 that

$$
\begin{equation*}
\rho_{5}=O_{p}\left(\rho_{4}\right), \quad \rho_{3}=O_{p}\left(\lambda_{n} z_{n}\right), \quad \delta_{n}^{*}=O_{p}\left(1 / s_{n}\right) \tag{105}
\end{equation*}
$$

Since $\lambda_{n} / s_{n} \rightarrow 0$ by condition (63), we have that $\lambda_{n}\left|\delta^{*}\right|=O_{p}\left(\lambda_{n} / s_{n}\right)=o_{p}(1)$. This fact together with (103) and (105) yield

$$
\rho_{1}=O_{p}\left(\rho_{4} / s_{n}^{2}\right), \quad \rho_{2}=O_{p}\left(\rho_{4} / s_{n}^{2}\right), \quad \delta^{*} \rho_{3}=O_{p}\left(\lambda_{n} z_{n} / s_{n}\right) .
$$

Now, from these relationships and (100) we obtain:

$$
z_{n}\left(\rho^{* *}-\rho_{0}\right)=O_{p}\left(\rho_{4} / s_{n}^{2}+\rho_{4} / s_{n}^{2}+\lambda_{n} z_{n} / s_{n}\right)
$$

Thus, using (102) we have

$$
\begin{equation*}
\rho^{* *}-\rho_{0}=O_{p}\left(\lambda_{n} / s_{n}+\sqrt{n} \bar{x}_{n}^{2} / s_{n}^{2}+\lambda_{n} / s_{n}\right) \xrightarrow{p} 0 . \tag{106}
\end{equation*}
$$

The latter convergence in (106) follows from the conditions (63). But (106) shows that the random variables $\rho^{* *}$ have the same limit as $\rho_{0}$ in (97).

So, the desired convergence (65) is proved.

## Proof of Assertions from Example 4

First of all, note that

$$
\begin{equation*}
s_{n}^{2}=\sum_{k=1}^{n} v_{k}^{2}-\left(\sum_{k=1}^{n} v_{k}\right) / n \text { for } v_{k}=1-x_{k}=k^{-\alpha} . \tag{107}
\end{equation*}
$$

Next, for $\alpha>1 / 2$

$$
\begin{gathered}
\sum_{k=1}^{n} v_{k}^{2}=\sum_{k=1}^{n} k^{-2 \alpha} \sim n^{1-2 \alpha} /(1-2 \alpha) \\
\sum_{k=1}^{n} v_{k}=\sum_{k=1}^{n} k^{-\alpha} \sim n^{1-2 \alpha} /(1-\alpha)
\end{gathered}
$$

Thus, by (107)

$$
s_{n}^{2} \sim n^{1-2 \alpha}\left(\frac{1}{1-2 \alpha}-\frac{1}{(1-\alpha)^{2}}\right)=\frac{\alpha^{2}}{(1-2 \alpha)(1-\alpha)^{2}} n^{1-2 \alpha} \rightarrow \infty
$$

By this fact we obtain (71) since $\bar{x}_{n} \rightarrow 1$ and $\sum_{i=1}^{n} x_{i}^{2} \sim n$ by (70).
Proofs of Assertions from Examples 5 and 6
It follows from (58) that

$$
1+\delta_{1}=e^{\beta} e^{\tilde{\delta_{1}}} \quad \text { and } \quad \mathbf{E} \delta_{1}=e^{\beta} \mathbf{E}^{\tilde{\delta_{1}}}-1
$$

Thus, we have from (64) that $\mathbf{E} \delta_{1}=0$ and hence

$$
\begin{equation*}
e^{-\beta}=\mathbf{E} e^{\tilde{\delta_{1}}} \quad \text { and } \quad \operatorname{var} \delta_{1}=\mathbf{E} e^{2 \tilde{\delta_{1}}} /\left(\mathbf{E} e^{\tilde{\delta_{1}}}\right)^{2}-1 \tag{108}
\end{equation*}
$$

So, if $\tilde{\delta}_{1}$ has a normal distribution with zero mean, then $\mathbf{E} e^{\lambda \tilde{\delta}_{1}}=e^{\lambda^{2} \tilde{\sigma}^{2} / 2}$ and we have (72) since

$$
\operatorname{var} \delta_{1}=e^{2^{2} \tilde{\sigma}^{2} / 2} /\left(e^{\tilde{\sigma}^{2} / 2}\right)^{2}-1=e^{\tilde{\sigma}^{2}}-1>\tilde{\sigma}^{2}
$$

In the case when (73) is true we have that

$$
\mathbf{E} e^{\tilde{\delta}_{1}}=\cosh \tilde{\sigma}, \quad \mathbf{E} e^{2 \tilde{\delta}_{1}}=\cosh (2 \tilde{\sigma})=\cosh ^{2} \tilde{\sigma}+\sinh ^{2} \tilde{\sigma}
$$

These facts and (108) yield (74).
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# On the Behavior of the Risk of a LASSO-Type Estimator 

Silvelyn Zwanzig and M. Rauf Ahmad


#### Abstract

We introduce a LASSO-type estimator as a generalization of the classical LASSO estimator for non-orthogonal design. The generalization, named the SVDLASSO, allows the design matrix to be of less than full rank. We assume fixed design matrix and normality but otherwise the properties of the SVD-LASSO do not necessarily rest on any strong conditions, particularly sparsity. We derive exact expressions for the risk of the SVD-LASSO and compare it with that of the corresponding ridge estimator.
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## 1 Introduction

In the context of the theory of inference for the general linear model, the LASSO estimator is one of the most frequently used alternatives to the classical least-squares theory. Introduced by [1], the LASSO offers a regularized least-squares estimator, thus setting itself in competition with the ridge estimator [2, 3]. Deviating from each other on the basis of apparently a small difference, namely that the LASSO replaces the $\mathbb{L}_{2}$ penalty of ridge estimation with a $\mathbb{L}_{1}$ penalty on the unknown parameter vector to be estimated, the two shrinkage estimation methods lead to seriously different consequences. Probably the most attractive feature of LASSO is its simultaneous estimation-and-selection property lacked by its competitors. This, however, is also the most crucial aspect of LASSO that lends itself to critical evaluation.

Whereas ridge estimator is based on a simple algebraic solution to an ill-posed problem (hence equivalent to Tikhonov regularization in the general framework of

[^18]optimization theory), the LASSO estimator takes its strongest support from the bifurcation of the estimated parameter vector into an active set and the rest that is virtually forced to vanish by the edges of the $\mathbb{L}_{1}$ ball. The active set thus simultaneously does dimension reduction and makes LASSO applicable in high-dimensional settings. On the other hand, whereas the ridge estimator is computationally easily amenable using a few simple tools of linear algebra, the $\mathbb{L}_{1}$ penalty makes the LASSO problem mathematically intractable at several important fronts.

The point that we are interested to focus in this manuscript pertains to the aforementioned applicability of LASSO in high-dimensional or, more contextually speaking, sparse settings. As witnessed from the literature, the treatment of LASSO problem is almost invariably subjected to sparsity conditions under which the estimator is computed and its properties are studied. The sparsity condition comes in various ways with as many connotations, e.g., as sparsistency condition or restricted eigenvalue condition $[4,5]$.

Intrigued by this special feature of the LASSO, we are interested to evaluate its properties without particularly resorting much to the inevitability of the sparsity condition. In this context, we begin in the present study by introducing a LASSO-type estimator through an orthogonal transformation, assuming the design matrix to be fixed. A more detailed treatment of original, nontransformed, LASSO, for both fixed and random designs, is adjourned for further work.

## 2 Model, Assumptions and Some Basic Results

Consider the general linear model

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon} \tag{1}
\end{equation*}
$$

with design matrix $\mathbf{X}_{n \times p}$, response vector $\mathbf{Y}_{n \times 1}$, parameter vector $\boldsymbol{\beta}_{p \times 1}=$ $\left(\beta_{1}, \ldots, \beta_{p}\right)^{T}$ and the error vector $\boldsymbol{\varepsilon}_{n \times 1}$. The rows of $\mathbf{X}, \mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i p}\right)^{\prime}$, $i=1, \ldots, n$, consist of $p$ concomitant variables which can be categorial or continuous or mixed. We write $\mathbf{X}=\left(\mathbf{X}_{(1)}, \ldots, \mathbf{X}_{(p)}\right)$ with $\mathbf{X}_{(j)}: n \times 1$ as $j$ th column of $\mathbf{X}, j=1, \ldots, p$. With $\mathbf{X}$ fixed, we set the following assumptions on $\boldsymbol{\varepsilon}$.
$(\mathbf{A 1}) \mathrm{E}(\boldsymbol{\varepsilon})=\mathbf{0}, \operatorname{Cov}(\boldsymbol{\varepsilon})=\mathbf{I}$.
For inferential purposes, the model will be subjected to further assumptions in the sequel. Given the objectives detailed in Sect. 1 above, we also have $p \gg n$ with

$$
\begin{equation*}
r(\mathbf{X})=k \leq n \ll p, \tag{2}
\end{equation*}
$$

where $r(\cdot)$ denotes the rank of a matrix. The most preferred way of estimating $\boldsymbol{\beta}$ under A1, particularly without resorting to any distributional assumption, is through the well-known least-squares estimation (LSE). The LS estimator is defined as

$$
\widehat{\beta}_{\mathrm{LSE}} \in \arg \min _{\beta \in \mathbb{R}^{p}}\|\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\|^{2},
$$

where $\|\mathbf{a}\|^{2}=\mathbf{a}^{\prime} \mathbf{a}$ is the squared $\mathbb{L}_{2}$-norm of $\mathbf{a}$ (see [6], Chaps. 2-3 for details). This gives the solution set of the normal equations $\mathbf{X}^{T} \mathbf{Y}=\mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}$ as

$$
\left\{\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{Y}+\mathbf{Q z}: \mathbf{z} \in \mathbb{R}^{p}\right\}
$$

where $\mathbf{Q}=\mathbf{I}_{p}-\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}\left(\mathbf{X}^{T} \mathbf{X}\right)$ is the projection from $\mathbb{R}^{p}$ to the orthogonal space of $\mathscr{L}\left(\mathbf{X}^{T} \mathbf{X}\right)$, and $(\cdot)^{-}$denotes a $g$-inverse [7]. The minimum-variance estimator follows then at $\mathbf{z}=\mathbf{0}$ as

$$
\begin{equation*}
\widetilde{\beta}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{Y} \tag{3}
\end{equation*}
$$

In the classical case where $p<n$ and $\mathbf{X}$ is of full rank so that $r\left(\mathbf{X}^{T} \mathbf{X}\right)=p,(\cdot)^{-}$ is replaced with the regular inverse $(\cdot)^{-1}$ leading to the unique solution $\widehat{\boldsymbol{\beta}}_{\text {LSE }}$. Note that, by the invariance of the projection $\mathbf{P}=\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T}$ to $g$-inverse, the predicted vector $\mathbf{P Y}=\widehat{\mathbf{Y}}$ is always unique even when $\widehat{\boldsymbol{\beta}}_{\text {LSE }}$ is not.

When $\mathbf{X}^{T} \mathbf{X}$ is ill-conditioned, e.g., under multicollinearity, with a special case of $\mathbf{X}$ being not of full rank, [3] introduced ridge estimator, $\widehat{\boldsymbol{\beta}}_{\text {Ridge }}$. Given $\lambda>0$, it minimizes a penalized LS objective function,

$$
\widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\arg \min _{\boldsymbol{\beta} \in \mathbb{R}^{p}}\left(\|\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\|^{2}+\lambda\|\boldsymbol{\beta}\|^{2}\right)
$$

so that the normal equations $\mathbf{X}^{T} \mathbf{Y}=\left(\mathbf{X}^{T} \mathbf{X}+\lambda \mathbf{I}_{p}\right) \boldsymbol{\beta}$ are solved for

$$
\widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\left(\mathbf{X}^{T} \mathbf{X}+\lambda \mathbf{I}_{p}\right)^{-1} \mathbf{X}^{T} \mathbf{Y} .
$$

Ridge regression uses $\mathbb{L}_{2}$-norm penalty, $\|\boldsymbol{\beta}\|^{2}$, and results into inflating the diagonal of the ill-conditioned $\mathbf{X}^{T} \mathbf{X}$ by a spherical matrix to guarantee its regular inverse. The ridge estimator reduces to $\boldsymbol{\beta}$ for $\lambda=0$. For some recent studies on ridge estimator, see e.g., [8, 9]. As another alternative to the LSE, [1] introduced LASSO which uses $\mathbb{L}_{1}$ norm of $\boldsymbol{\beta}$, i.e., $\|\boldsymbol{\beta}\|_{1}$ ([6], Chaps. $2-3$ ), as penalty, so that

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}_{\mathrm{LASSO}} \in \arg \min _{\boldsymbol{\beta} \in \mathbb{R}^{p}}\left(\|\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\|^{2}+\lambda\|\boldsymbol{\beta}\|_{1}\right) . \tag{4}
\end{equation*}
$$

The LASSO estimator is a solution to the Karush-Kuhn-Tucker (KKT) conditions

$$
\mathbf{X}^{T} \mathbf{Y}-\mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}=\lambda \omega \quad \text { or } \quad \mathbf{X}_{(j)}^{T} \mathbf{Y}-\mathbf{X}_{(j)}^{T} \mathbf{X} \boldsymbol{\beta}_{j}=\lambda \omega_{j}, j=1, \ldots, p
$$

with $\omega_{j}$ as defined below where $\operatorname{sgn}(\cdot)$ denotes the sign function

$$
\omega_{j} \in\left\{\begin{array}{l}
\operatorname{sgn}\left(\beta_{j}\right) \text { if } \beta_{j} \neq 0 \\
{[-1,1] \text { if } \beta_{j}=0 .}
\end{array}\right.
$$

A unique feature of LASSO, and one of the foremost reasons of its use in practice, is that it does model estimation and selection simultaneously, hence the name (least absolute shrinkage and selection operator). This is a consequence of the $\mathbb{L}_{1}$ penalty which forces several $\widehat{\beta}_{j}$ 's to be exactly zero. Thus, the target of LASSO is the set of nonzero estimators, the so-called active set, defined as

$$
S=\left\{j:\left|\mathbf{X}_{(j)}^{T}\left(\mathbf{Y}-\mathbf{X} \widehat{\boldsymbol{\beta}}_{\mathrm{LASSO}}\right)\right|=\lambda\right\}
$$

Now, let $\mathbf{X}_{S}=\left(\mathbf{X}_{(j)}\right)_{j \in S}$ denote the $n \times s$ design matrix corresponding to the set $S$ with its cardinality $s=\#(S)$ and the $s \times 1$ vector $\operatorname{sgn}=\operatorname{sgn}\left(\mathbf{X}_{S}^{T}\left(\mathbf{Y}-\mathbf{X} \widehat{\boldsymbol{\beta}}_{\text {LASSO }}\right)\right)$, where $\widehat{\beta}_{\mathrm{LASSO}, j}=0$ for $j \notin S$. When $r\left(\mathbf{X}_{S}\right)=s$, we can solve the KKT

$$
\mathbf{X}_{S}^{T}\left(\mathbf{Y}-\mathbf{X}_{S} \widehat{\boldsymbol{\beta}}_{\mathrm{LASSO}, S}\right)=\lambda \operatorname{sgn} \Rightarrow \widehat{\boldsymbol{\beta}}_{\mathrm{LASSO}, S}=\left(\mathbf{X}_{S}^{T} \mathbf{X}_{S}\right)^{-1}\left(\mathbf{X}_{S}^{T} \mathbf{Y}-\lambda \operatorname{sgn}\right)
$$

where $\widehat{\boldsymbol{\beta}}_{\text {LASSO, } S}$ denotes the nonzero estimators corresponding to the set $S$, so that $\widehat{\boldsymbol{\beta}}_{\text {LASSO, }-S}=0$, where $-S$ denotes the complementary set to $S$. Note that, the LASSO estimator is not invariant, not even under an orthogonal transformation. In the next section, we introduce a LASSO-type estimator using an orthogonal transformation, i.e., a two-step estimator where the first step decomposes the design matrix through its SVD and the second step consists of LASSO-estimation of the transformed model. We study the properties of this estimator, particularly its risk, and compare it with the corresponding ridge estimator.

## 3 The SVD-LASSO

Consider Model (1) with $\mathbf{X}$ fixed. Given a singular value decomposition of $\mathbf{X}$

$$
\begin{equation*}
\mathbf{X}=\mathbf{U L} \mathbf{V}^{T} \tag{5}
\end{equation*}
$$

where $\mathbf{U}: n \times n$ and $\mathbf{V}: p \times p$ are composed of orthonormal eigenvectors of $\mathbf{X X}{ }^{T}$ and $\mathbf{X}^{T} \mathbf{X}$, respectively, so that $\mathbf{U}^{T} \mathbf{U}=\mathbf{I}_{n}, \mathbf{V}^{T} \mathbf{V}=\mathbf{I}_{p}$, and $\mathbf{L}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{k}, 0\right.$, $\ldots, 0$ ) is $n \times p$ diagonal matrix with $\lambda_{1}^{2}, \ldots, \lambda_{k}^{2}$ as nonzero eigenvalues of $\mathbf{X} \mathbf{X}^{T}$ (or of $\mathbf{X}^{T} \mathbf{X}$ ) or, correspondingly, $\lambda_{1}, \ldots, \lambda_{k}$ as the singular values. Define

$$
\begin{equation*}
\mathbf{Z}=\mathbf{U L} \tag{6}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{Z}^{T} \mathbf{Z}=\mathbf{L}^{T} \mathbf{L}=\operatorname{diag}\left(\lambda_{1}^{2}, \ldots, \lambda_{k}^{2}, 0, \ldots, 0\right) \tag{7}
\end{equation*}
$$

is the $p \times p$ diagonal matrix. Moreover, writing $\mathbf{X} \boldsymbol{\beta}=\mathbf{Z} \boldsymbol{\alpha}$, we have

$$
\begin{equation*}
\mathbf{U L} \mathbf{V}^{T} \boldsymbol{\beta}=\mathbf{U L} \boldsymbol{\alpha} \Rightarrow \boldsymbol{\alpha}=\mathbf{V}^{T} \boldsymbol{\beta} \Rightarrow \boldsymbol{\beta}=\mathbf{V} \boldsymbol{\alpha} \tag{8}
\end{equation*}
$$

The transformed model can now be stated as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{Z} \boldsymbol{\alpha}+\varepsilon \tag{9}
\end{equation*}
$$

with the LASSO estimator of $\boldsymbol{\alpha}$ defined as

$$
\begin{equation*}
\widehat{\boldsymbol{\alpha}} \in \arg \min F(\boldsymbol{\alpha})=\arg \min \left(\|\mathbf{Y}-\mathbf{Z} \boldsymbol{\alpha}\|^{2}+\lambda\|\boldsymbol{\alpha}\|_{1}\right) . \tag{10}
\end{equation*}
$$

The corresponding estimator under the transformation, heretofore called the SVDLASSO estimator, is obtained as $\widehat{\boldsymbol{\beta}}=\mathbf{V} \widehat{\boldsymbol{\alpha}}$. Following definition sums up both cases.

Definition 1 Consider Model (9) and the SVD in (5), where $\boldsymbol{\beta}=\mathbf{V} \boldsymbol{\alpha}$. Then, $\widehat{\boldsymbol{\alpha}}$ in (10) is the LASSO estimator and $\widehat{\boldsymbol{\beta}}=\mathbf{V} \widehat{\boldsymbol{\alpha}}$ is the corresponding SVD-LASSO estimator.

Recall that, for LS and Ridge estimators it holds, for any arbitrary orthogonal matrix $\mathbf{Q}$, that $\widehat{\boldsymbol{\beta}}_{\text {LSE }}=\mathbf{Q} \widehat{\alpha}_{\text {LSE }}$ and $\widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\mathbf{Q} \widehat{\boldsymbol{\alpha}}_{\text {Ridge }}$, where

$$
\begin{align*}
\widehat{\alpha}_{\text {LSE }} & \in \arg \min _{\boldsymbol{\alpha} \in \mathbb{R}^{p}}\|\mathbf{Y}-\mathbf{Z} \boldsymbol{\alpha}\|^{2}  \tag{11}\\
\widehat{\boldsymbol{\alpha}}_{\text {Ridge }} & =\arg \min _{\boldsymbol{\alpha} \in \mathbb{R}^{p}}\left(\|\mathbf{Y}-\mathbf{Z} \boldsymbol{\alpha}\|^{2}+\lambda\|\boldsymbol{\alpha}\|^{2}\right) . \tag{12}
\end{align*}
$$

But the same does not hold for LASSO. By Definition 1, it, however, does hold for the proposed SVD-LASSO under the specific transformation given in (5), i.e., $\widehat{\boldsymbol{\beta}}_{\text {SVD-LASSSO }}=\mathbf{V} \widehat{\boldsymbol{\alpha}}_{\text {LASSO }}$; see also Theorem 2. Note also that, $\widehat{\boldsymbol{\alpha}}=\widehat{\boldsymbol{\beta}}$ if $\mathbf{V}=\mathbf{I}$.

We begin with our main results by stating the following theorem on some general identities that will be subsequently specialized. All proofs are in Appendix.

Theorem 1 Given Model (1). Let $\mathbf{W}$ be an $n \times n$ positive semi-definite matrix and A be an arbitrary $p \times p$ matrix. Then, we have the following.
(a) The objective function

$$
\begin{equation*}
F(\boldsymbol{\beta})=(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})^{T} \mathbf{W}(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})+\lambda\|\mathbf{A} \boldsymbol{\beta}\|_{1} \tag{13}
\end{equation*}
$$

is convex and its sub-differential is the set

$$
\begin{equation*}
\partial F(\boldsymbol{\beta})=\left\{-2 \mathbf{X}^{T} \mathbf{W}(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})+\lambda \mathbf{A}^{T} \boldsymbol{\omega}: \boldsymbol{\omega} \in \mathscr{L}(\mathbf{A} \boldsymbol{\beta})\right\} \tag{14}
\end{equation*}
$$

where $\mathscr{L}(\mathbf{b})=\left\{\omega: \omega_{j}=\operatorname{sgn}\left(b_{j}\right)\right.$ for $b_{j} \neq 0, \omega_{j} \in[-1,1]$ for $\left.b_{j}=0\right\}$ with $\left\{\omega=\left(\omega_{1}, \ldots, \omega_{p}\right)^{T}\right\} ;$ we can write

$$
\omega_{j}(\mathbf{b})=\left\{\begin{array}{cl}
-1 & \text { if } b_{j}<0  \tag{15}\\
1 & \text { if } b_{j}>0 \\
a_{j} & \text { if } b_{j}=0, a_{j} \in[-1,1]
\end{array}\right.
$$

(b) For $F(\boldsymbol{\beta})$ in (13), $\widehat{\boldsymbol{\beta}} \in \arg \min F(\boldsymbol{\beta}) \Leftrightarrow \exists a_{j} \in[-1,1]$ such that

$$
\begin{equation*}
\mathbf{X}_{(j)}^{T} \mathbf{W} \mathbf{X}_{(j)} \widehat{\boldsymbol{\beta}}=\mathbf{X}_{(j)}^{T} \mathbf{W} \mathbf{Y}-\frac{\lambda}{2} \mathbf{A}^{T} \widehat{\boldsymbol{\omega}}_{j}, \tag{16}
\end{equation*}
$$

with $\widehat{\boldsymbol{\omega}}_{j}=\omega_{j}(\mathbf{A} \widehat{\boldsymbol{\beta}})$ as in (15).
The following theorem formally juxtaposes the estimators given in Definition 1.
Theorem 2 Let Models (1) and (9) hold with $\boldsymbol{\alpha}=\mathbf{V}^{T} \boldsymbol{\beta}$. Then $\widehat{\boldsymbol{\alpha}}=\mathbf{V}^{T} \widehat{\boldsymbol{\beta}}$ with

$$
\begin{align*}
& \widehat{\boldsymbol{\alpha}}=\arg \min \left\{\|\mathbf{Y}-\mathbf{Z} \boldsymbol{\alpha}\|^{2}+\lambda\|\boldsymbol{\alpha}\|_{1}\right\}  \tag{17}\\
& \widehat{\boldsymbol{\beta}}=\arg \min \left\{\|\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\|^{2}+\lambda\left\|\mathbf{V}^{T} \boldsymbol{\beta}\right\|_{1}\right\} . \tag{18}
\end{align*}
$$

Benefiting from the results of Theorem 1, we now develop basic identities for the transformed model. For a more comprehensive treatment, we reduce all computations at the column level of the design matrix, i.e., $\mathbf{Z}_{(j)}, j=1, \ldots, p$. Consider then

$$
\begin{equation*}
\mathbf{Z}_{(j)}^{T} \mathbf{Z} \widehat{\boldsymbol{\alpha}}=\mathbf{Z}_{(j)}^{T} \mathbf{Y}-\frac{\lambda}{2} \omega_{j}(\widehat{\boldsymbol{\alpha}}), \quad j=1, \ldots, p \tag{19}
\end{equation*}
$$

where, for $j=1, \ldots, k$,

$$
\begin{equation*}
\mathbf{Z}_{(j)}^{T} \mathbf{X} \boldsymbol{\beta}=\mathbf{Z}_{(j)}^{T} \mathbf{Z} \boldsymbol{\alpha}=\alpha_{j} \lambda_{j}^{2} \text { and } \mathbf{Z}_{(j)}^{T} \mathbf{Z}_{(j)}=\lambda_{j}^{2} \tag{20}
\end{equation*}
$$

so that, from (19), $\lambda_{j}^{2} \widehat{\alpha}_{j}=\mathbf{Z}_{(j)}^{T} \mathbf{Y}-(\lambda / 2) \omega_{j}(\widehat{\boldsymbol{\alpha}})$. Thus, for $j=1, \ldots, k$,

$$
\widehat{\alpha}_{j}>0 \Leftrightarrow \lambda_{j}^{2} \widehat{\alpha}_{j}>0 \Rightarrow \mathbf{Z}_{(j)}^{T} \mathbf{Y}-\lambda / 2>0 \Rightarrow \mathbf{Z}_{(j)}^{T} \mathbf{Y}>\lambda / 2
$$

Likewise, $\widehat{\alpha}_{j}<0 \Leftrightarrow \mathbf{Z}_{(j)}^{T} \mathbf{Y}<-\lambda / 2$ and $\widehat{\alpha}_{j}=0 \Leftrightarrow\left\|\mathbf{Z}_{(j)}^{T} \mathbf{Y}\right\| \leq \lambda / 2$. Moreover, from (19) and $\mathbf{Z}=\mathbf{U L}$ in (6), it follows for $j=k+1, \ldots, p$ that $\mathbf{Z}_{(j)}=\mathbf{0} \Rightarrow 0=0-$ $(\lambda / 2) \omega_{j}(\widehat{\boldsymbol{\alpha}})$ so that $\omega_{j}(\widehat{\boldsymbol{\alpha}})=0$ which implies $\widehat{\alpha}_{j}=0$. Now, define

$$
\begin{equation*}
z_{(j)}=\lambda_{j}^{-2} \mathbf{Z}_{(j)}^{T} \mathbf{Y}, \quad j=1, \ldots, k \tag{21}
\end{equation*}
$$

with $\mathrm{E}\left(z_{(j)}\right)=\alpha_{j}, \operatorname{Var}\left(z_{(j)}\right)=\lambda_{j}^{-2}$. Then we can write

$$
\begin{equation*}
\widehat{\alpha}_{j}=z_{(j)}-a_{j}(\lambda) \widehat{\omega}_{j}(\widehat{\boldsymbol{\alpha}}), \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j}(\lambda)=\lambda / 2 \lambda_{j}^{2} \tag{23}
\end{equation*}
$$

Using these computations, we define the following conditional moments.

$$
\begin{align*}
\mu_{j}(\lambda) & =\mathrm{E}\left(z_{(j)}| | z_{(j)} \mid>a_{j}(\lambda)\right)  \tag{24}\\
\sigma_{j}^{2}(\lambda) & =\operatorname{Var}\left(z_{(j)}| | z_{(j)} \mid>a_{j}(\lambda)\right)  \tag{25}\\
e_{j}(\lambda) & =\mathrm{E}\left(z_{(j)} \mid z_{(j)}>a_{j}(\lambda)\right)-\mathrm{E}\left(z_{(j)} \mid z_{(j)}<-a_{j}(\lambda)\right) . \tag{26}
\end{align*}
$$

Further, in this context, we define the following probabilities

$$
\begin{equation*}
p_{+j}=\mathrm{P}\left(z_{(j)}>a_{(j)}\right), \quad p_{-j}=\mathrm{P}\left(z_{(j)}<-a_{(j)}\right), \quad p_{0 j}=\mathrm{P}\left(\left|z_{(j)}\right|<a_{(j)}\right), \tag{27}
\end{equation*}
$$

which, along with (21)-(26) will help us prove several main results without depending on any serious distributional assumptions. In fact, this point needs to be emphasized more clearly before we proceed further. What this essentially means is that, (21)-(27) will suffice for us to prove all but only one or two of the results in the sequel without requiring normality of $z_{(j)}$ or any other similar distributional assumption. For this, we begin with the following result which summarizes $\widehat{\alpha}_{j}$ as a special consequence of Theorem 1.

Corollary 1 Given Theorem l(b). Let $\mathbf{W}=\mathbf{I}_{n}$ and $\mathbf{A}=\mathbf{I}_{p}$. Then (see 22)

$$
\begin{align*}
\widehat{\alpha}_{j} & =z_{(j)}-a_{j}(\lambda) \widehat{\omega}_{j}, \quad j=1, \ldots, k  \tag{28}\\
& =0, \quad j=k+1, \ldots, p . \tag{29}
\end{align*}
$$

Corollary 1 gives component-wise regularized estimators for Model (9). Considering the rank condition in (2) and noting that $r(\mathbf{X})=r\left(\mathbf{Z} \mathbf{V}^{T}\right)=r(\mathbf{Z})=r\left(\mathbf{Z}^{T} \mathbf{Z}\right)$, Corollary 1 implies a flexibility in the form and rank of $\mathbf{Z}^{T} \mathbf{Z}$; e.g., we do not assume $\mathbf{Z}^{T} \mathbf{Z}=\mathbf{I}$ or any other structure that might limit the rank, hence the cardinality of the active set of $\boldsymbol{\alpha}_{j}$ 's.

The following theorem uses the conditions on $\widehat{\alpha}_{j}$ to establish conditions on the bilinear form $z_{(j)}=\mathbf{Z}_{(j)}^{T} \mathbf{Y}$ in terms of tuning parameter $\lambda$. These conditions will drastically help us prove several results and study the risk of $\widehat{\boldsymbol{\alpha}}$ in Sect. 4. The proof of Theorem 3 follows from the computations given above and is therefore omitted.

Theorem 3 Given Theorem 2 with $\widehat{\boldsymbol{\alpha}}=\arg \min F(\boldsymbol{\alpha})$. Then, for $j=1, \ldots, k$,

$$
\widehat{\alpha}_{j}\left\{\begin{array}{l}
>0 \Leftrightarrow z_{(j)}>a_{j}  \tag{30}\\
<0 \Leftrightarrow z_{(j)}<-a_{j} \\
=0 \Leftrightarrow\left|z_{(j)}\right|<a_{j}
\end{array}\right.
$$

with $z_{(j)}$ in (21) and $a_{j}$ in (23). Further, $\widehat{\alpha}_{j}=0$ for $j=k+1, \ldots, p$.

## 4 Computation of the Risk

In this section, we study mean-squared error of $\widehat{\boldsymbol{\alpha}}$ and compare it with that of ridge estimator. First note that $\|\widehat{\boldsymbol{\alpha}}-\boldsymbol{\alpha}\|^{2}=\|\widehat{\boldsymbol{\beta}}-\boldsymbol{\beta}\|^{2}$ by the orthogonality of $\mathbf{V}$ since MSE is invariant under the orthogonal transformation, i.e., $\operatorname{MSE}(\widehat{\boldsymbol{\alpha}})=\operatorname{MSE}(\widehat{\boldsymbol{\beta}})$. That is, MSEs of estimated parameter vectors for Models (1) and (9) are same under the transformation, even if the estimators themselves are not. Now, recall that,

$$
\operatorname{MSE}(\widehat{\theta})=\mathrm{E}\|\widehat{\theta}-\theta\|^{2}=[\operatorname{bias}(\widehat{\theta})]^{2}+\operatorname{Var}(\widehat{\theta})=\|\mathrm{E}(\widehat{\theta})-\theta\|^{2}+\mathrm{E}\|\widehat{\theta}-\mathrm{E}(\widehat{\theta})\|^{2},
$$

for any estimator $\widehat{\theta}$ of $\theta$, where $\mathrm{E}(\widehat{\theta})-\theta=\operatorname{bias}(\widehat{\theta})$. In the following, Theorem 4 gives the moments of $\widehat{\alpha}_{j}$ under general conditions and Corollary 2 specializes these results to the normal case and adds the corresponding expressions for MSE.
Theorem 4 Given (23)-(27) and $\widehat{\boldsymbol{\alpha}}$ as in Theorem 2 with $\widehat{\boldsymbol{\alpha}}=\mathbf{V}^{T} \widehat{\boldsymbol{\beta}}$. Then

$$
\begin{align*}
E\left(\widehat{\alpha}_{j}\right) & =\mu_{j}(\lambda)-a_{j}(\lambda) \frac{p_{+j}-p_{-j}}{1-p_{0 j}} j=1, \ldots, k,  \tag{31}\\
\operatorname{Var}\left(\widehat{\alpha}_{j}\right) & =\sigma_{j}^{2}(\lambda)+2 a_{j}(\lambda) \frac{p_{+j} p_{-j}}{\left(1-p_{0 j}\right)^{2}}\left\{2 a_{j}(\lambda)-e_{j}(\lambda)\right\} j=1, \ldots, k  \tag{32}\\
{[\operatorname{bias}(\widehat{\boldsymbol{\alpha}})]^{2} } & =\sum_{j=1}^{k}\left[\operatorname{bias}\left(\widehat{\alpha}_{j}\right)\right]^{2}+\sum_{j=k+1}^{p} \alpha_{j}^{2}  \tag{33}\\
\operatorname{MSE}(\widehat{\boldsymbol{\beta}}) & =\operatorname{MSE}(\widehat{\boldsymbol{\alpha}})=\sum_{j=1}^{k} E\left(\widehat{\alpha}_{j}-\alpha_{j}\right)^{2}+\sum_{j=k+1}^{p} \alpha_{j}^{2}, \tag{34}
\end{align*}
$$

with $E\left(\widehat{\alpha}_{j}-\alpha_{j}\right)^{2}=\operatorname{Var}\left(\widehat{\alpha}_{j}\right)+\left[\operatorname{bias}\left(\widehat{\alpha}_{j}\right)\right]^{2}$ and $\operatorname{bias}\left(\widehat{\alpha}_{j}\right)=E\left(\widehat{\alpha}_{j}\right)-\alpha_{j}$.
Corollary 2 Given Theorem 4 and let the normality assumption holds. Then

$$
\begin{align*}
E\left(\widehat{\alpha}_{j}\right) & =\alpha_{j}\left(1-p_{0 j}\right)+\lambda_{j}^{-2} d_{j}-a_{j}(\lambda)\left(p_{+j}-p_{-j}\right) j=1, \ldots, k,  \tag{35}\\
\operatorname{Var}\left(\widehat{\alpha}_{j}\right) & =\frac{1}{\lambda_{j}^{2}}\left[1-p_{0 j}+v_{j}+\frac{1}{1-p_{0 j}} d_{j}^{2}+2 \lambda \frac{p_{+j} p_{-j}}{1-p_{0 j}}\left(a_{j}(\lambda)-e_{j}\right)\right]  \tag{36}\\
{[\operatorname{bias}(\widehat{\boldsymbol{\alpha}})]^{2} } & =\sum_{j=1}^{k}\left(\alpha_{j} p_{0 j}-\lambda_{j}^{-2} d_{j}+a_{j}(\lambda)\left(p_{+j}-p_{-j}\right)\right)+\sum_{j=k+1}^{p} \alpha_{j}^{2}  \tag{37}\\
\operatorname{MSE}(\widehat{\boldsymbol{\alpha}}) & =\sum_{j=1}^{k}\left(\operatorname{Var}\left(\widehat{\alpha}_{j}\right)+\left[\operatorname{bias}\left(\widehat{\alpha}_{j}\right)\right]^{2}\right)+\sum_{j=k+1}^{p} \alpha_{j}^{2} \tag{38}
\end{align*}
$$

with $\operatorname{bias}\left(\widehat{\alpha}_{j}\right)=\alpha_{j} p_{0 j}+a_{j}(\lambda)\left(p_{+j}-p_{-j}\right)-\lambda_{j}^{-2} d_{j}$. Further, $d_{j}=d_{j}\left(\lambda, \lambda_{j}, \alpha\right)$, $\nu_{j}=d_{j}\left(\lambda, \lambda_{j}, \alpha\right)$ and $e_{j}=d_{j}\left(\lambda, \lambda_{j}, \alpha\right)$ are defined as following.

$$
\begin{align*}
d_{j} & =\varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(a_{j}(\lambda)\right)-\varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(-a_{j}(\lambda)\right)  \tag{39}\\
v_{j} & =\left(a_{j}(\lambda)-\alpha_{j}\right) \varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(a_{j}(\lambda)\right)+\left(a_{j}(\lambda)+\alpha_{j}\right) \varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(-a_{j}(\lambda)\right)  \tag{40}\\
e_{j} & =\frac{1}{\lambda_{j}^{2}}\left(\frac{1}{p_{+, j}} \varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(a_{j}(\lambda)\right)-\frac{1}{p_{-, j}} \varphi_{\left(\alpha_{j}, \lambda_{j}^{-2}\right)}\left(-a_{j}(\lambda)\right)\right) . \tag{41}
\end{align*}
$$

Before we evaluate the risk of LASSO estimator, we develop the same for ridge estimator in order to compare the two later. For this, consider the model

$$
\binom{\mathbf{Y}}{\mathbf{0}}=\binom{\mathbf{X}}{\sqrt{\lambda} \mathbf{B}} \beta+\binom{\varepsilon}{\delta}
$$

with $\mathbf{B}$ and $\boldsymbol{\delta}$ of appropriate order so that the LSE criterion gives

$$
\left\|\binom{\mathbf{Y}}{\mathbf{0}}-\binom{\mathbf{X}}{\sqrt{\lambda} \mathbf{B}} \boldsymbol{\beta}\right\|^{2}=\|\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\|^{2}+\lambda\|\mathbf{0}-\mathbf{B} \boldsymbol{\beta}\|^{2}
$$

and we can write

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\left(\binom{\mathbf{X}}{\sqrt{\lambda} \mathbf{B}}^{T}\binom{\mathbf{X}}{\sqrt{\lambda} \mathbf{B}}\right)^{-}\binom{\mathbf{X}}{\sqrt{\lambda} \mathbf{B}}^{T}\binom{\mathbf{Y}}{\mathbf{0}}=\left(\mathbf{X}^{T} \mathbf{X}+\lambda \mathbf{B}^{T} \mathbf{B}\right)^{-} \mathbf{X}^{T} \mathbf{Y} \tag{42}
\end{equation*}
$$

and $\mathbf{X} \widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}+\lambda \mathbf{B}^{T} \mathbf{B}\right)^{-} \mathbf{X}^{T} \mathbf{Y}$, where $\widehat{\boldsymbol{\beta}}_{\text {Ridge }}$ and $\mathbf{X} \widehat{\boldsymbol{\beta}}_{\text {Ridge }}$ reduce to the usual ridge estimation and prediction when $\mathbf{B}=\mathbf{I}$, the case that will be followed in the sequel. Further, in this case

$$
\mathbf{X} \widehat{\boldsymbol{\beta}}_{\text {Ridge }}=\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}+\lambda \mathbf{I}_{p}\right)^{-1} \mathbf{X}^{T} \mathbf{Y}=\mathbf{Z}\left(\mathbf{Z}^{T} \mathbf{Z}+\lambda \mathbf{V} \mathbf{V}^{T}\right)^{-1} \mathbf{Z}^{T} \mathbf{Y}=\mathbf{Z} \widehat{\boldsymbol{\alpha}}_{\text {Ridge }}
$$

Note that, the MSE of ridge estimator is invariant under any arbitrary orthogonal transformation, i.e., $\operatorname{MSE}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right)=\operatorname{MSE}\left(\widehat{\boldsymbol{\beta}}_{\text {Ridge }}\right)$. The following theorem summarizes the results for ridge estimator.
Theorem 5 Let $\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}=\mathbf{V}^{T} \widehat{\boldsymbol{\beta}}_{\text {Ridge }}$ be the ridge estimator where $\widehat{\boldsymbol{\beta}}_{\text {Ridge }}$ is as defined in (42) with $\mathbf{B}=\mathbf{I}$. Then

$$
\begin{align*}
E\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge, } j}\right) & =\frac{\lambda_{j}^{2}}{\lambda_{j}^{2}+\lambda} \alpha_{j} j=1, \ldots, k,  \tag{43}\\
& =0 \quad j=k+1, \ldots, p . \\
{\left[\operatorname{bias}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right)\right]^{2} } & =\sum_{j=1}^{k}\left(\frac{\alpha_{j} \lambda}{\lambda_{j}^{2}+\lambda}\right)^{2}+\sum_{j=k+1}^{p} \alpha_{j}^{2}  \tag{44}\\
\operatorname{Var}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right) & =\sum_{j=1}^{k}\left(\frac{\lambda_{j}}{\lambda_{j}^{2}+\lambda}\right)^{2}  \tag{45}\\
\operatorname{MSE}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right) & =\sum_{j=1}^{k}\left[\left(\frac{\alpha_{j} \lambda}{\lambda_{j}^{2}+\lambda}\right)^{2}+\left(\frac{\lambda_{j}}{\lambda_{j}^{2}+\lambda}\right)^{2}\right]+\sum_{j=k+1}^{p} \alpha_{j}^{2} . \tag{46}
\end{align*}
$$

Further, the limiting values of MSE of $\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}$ are given as

$$
\begin{align*}
\lim _{\lambda \rightarrow 0} \operatorname{MSE}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right) & =\sum_{j=1}^{k} \frac{1}{\lambda_{j}^{2}}+\sum_{j=k+1}^{p} \alpha_{j}^{2}  \tag{47}\\
\lim _{\lambda \rightarrow \infty} \operatorname{MSE}\left(\widehat{\boldsymbol{\alpha}}_{\text {Ridge }}\right) & =\sum_{j=1}^{p} \alpha_{j}^{2} . \tag{48}
\end{align*}
$$

From the preceding computations, it is obvious that the bias and variance of LASSO estimator $\widehat{\boldsymbol{\alpha}}$ are functions of both the true parameter, $\boldsymbol{\alpha}$, and the regularization parameter, $\lambda$, so that the behavior of the risk must be studied in terms of both arguments. The following theorem summarizes important properties of the risk of $\widehat{\alpha}$. Note that, like Corollary 2, Theorem 6 also requires normality assumption.

Theorem 6 Let $\boldsymbol{\varepsilon} \sim N_{n}(\mathbf{0}, \mathbf{I})$. The following holds for bias and MSE of $\widehat{\boldsymbol{\alpha}}$.
I. For every $\lambda>0, \operatorname{bias}\left(\widehat{\boldsymbol{\alpha}}_{j}\right)=E_{\alpha}\left(\widehat{\alpha}_{j}\right)-\alpha_{j}$ is an odd function with respect to $\alpha_{j}$, i.e., $\operatorname{bias}\left(\alpha_{j}\right)=-\operatorname{bias}\left(-\widehat{\alpha}_{j}\right), j=1, \ldots, k$.
II. For every $\lambda>0,\left[\operatorname{bias}\left(\widehat{\boldsymbol{\alpha}}_{j}\right)\right]^{2}$ is a monotonically increasing function with respect to $\alpha_{j}, j=1, \ldots, k$.
III. For every $\alpha>0,[\operatorname{bias}(\widehat{\boldsymbol{\alpha}})]^{2}=\sum_{j=1}^{k}\left[\operatorname{bias}\left(\widehat{\alpha}_{j}\right)\right]^{2}$ is a monotonically increasing in $\lambda$.
IV. For the variance as function of $\lambda$ with true parameter vanishing, i.e., $\operatorname{Var}_{0}(\lambda):=$ $\sum_{j=1}^{k} \operatorname{Var}\left(\widehat{\alpha}_{j}\right)$ for $\alpha_{j}=0, j=1, \ldots, k$, we have the following: $\exists \lambda_{0}>0$ such that

$$
\frac{d}{d \lambda} \operatorname{Var}_{0}(\lambda)=\left\{\begin{array}{l}
>0 \text { for } \lambda<\lambda_{0}  \tag{49}\\
=0 \text { for } \lambda=\lambda_{0} \\
<0 \text { for } \lambda>\lambda_{0}
\end{array}\right.
$$

V. For every $\alpha$, we have the following limits of $\operatorname{MSE}(\widehat{\boldsymbol{\alpha}})$.

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0} \operatorname{MSE}(\widehat{\boldsymbol{\alpha}})=\sum_{j=1}^{k} \frac{1}{\lambda_{j}^{2}}+\sum_{j=k+1}^{p} \alpha_{j}^{2}  \tag{50}\\
& \lim _{\lambda \rightarrow \infty} \operatorname{MSE}(\widehat{\boldsymbol{\alpha}})=\sum_{j=1}^{p} \alpha_{j}^{2} . \tag{51}
\end{align*}
$$

## Discussion, Comparisons, and Conclusions

This paper presents a LASSO-type estimator using an orthogonal transformation through the SVD of the design matrix. To study its risk behavior, the mean-squared error of the proposed estimator is computed, its properties are theoretically evaluated, and compared with the risk of corresponding ridge estimator.

Whereas the MSE of LASSO and ridge estimators approach the same values in the limit (Theorem 6), the differential features of the two estimators need a comment

Fig. 1 Effect of tuning parameter $\lambda$ on the risk of Ridge estimator
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or two. First, as already mentioned around Definition 1, the ridge estimator is invariant under any arbitrary orthogonal transformation, whereas the proposed LASSO estimator depends on the special orthogonal transformation under the SVD of the design matrix as given in (5).

Further, concerning the risk of two estimators as function of the tuning parameter, we first notice that the variance of the ridge estimator does not depend on the true parameter. We then observe that the bias of ridge estimator increases with $\lambda$ whereas the variance decreases. We also notice an improvement in the estimator for small $\lambda$ values. The bias for LASSO estimator also increases, but the variance has opposite trend for small true parameter values (first increasing then decreasing), where it improves for large $\lambda$ values. Moreover, its variance increases when considered with a combination of small $\lambda$ values and small values of the true parameter $\boldsymbol{\alpha}$ (See also Figs. 1 and 2).

Asymptotic MSE for two extreme cases is also studied. When $\lambda \rightarrow 0$, the variance reduces to be inversely proportional to the nonzero eigenvalues, $\lambda_{j}$, of $\mathbf{X}^{\prime} \mathbf{X}$ where bias becomes directly proportional to the squared true parameters, so that it vanishes when the true parameter is zero. On the other hand, for $\lambda \rightarrow \infty$, the variance vanishes completely and the entire MSE is formulated by the bias component, now $\|\boldsymbol{\alpha}\|^{2}$. Although we have not dedicated much space to the case of LSE estimator, particularly its comparison to the proposed LASSO estimator, but it can be verified that the results reduce to those of LSE, $\widetilde{\beta}$, under respective conditions. For example, the MSE of LASSO, Ridge and LSE $\boldsymbol{\beta}$ are all same for $\lambda=0$.


Fig. 2 Effect of tuning parameter $\lambda$ on the risk of LASSO estimator
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## Appendix

### 4.1 Two Basic Results

We begin by stating two fundamental results that are essentially needed to prove the main theorems. The first of these (Lemma 1) is on the covariance between a continuous random variable and a discrete random variable with two-point distribution. The second result (Theorem 7) provides mean and variance of a truncated distribution. For basic introduction to truncated distributions, see [10].

Lemma 1 Let $X$ be a continuous random variables with $E(X)=\mu$. Let $Y$ be a discrete random variable following a two-point distribution with support $\{-1,1\}$, where $P(Y=1)=p$. Then

$$
\begin{equation*}
\operatorname{Cov}(X, Y)=2 p(1-p)[E(X \mid Y=1)-E(X \mid Y=-1)] \tag{52}
\end{equation*}
$$

Proof First note that $\mathrm{E}(Y)=2 p-1$. Now, by definition,

$$
\begin{aligned}
\operatorname{Cov}(X, Y) & =\mathrm{E}(X-\mu)(Y-2 p+1)=\mathrm{E}[Y(X-\mu)] \\
& =\mathrm{E}[Y(X-\mu) \mid Y=-1](1-p)+\mathrm{E}[(Y(X-\mu) \mid Y=1)] p \\
& =(1-2 p) \mu-\mathrm{E}(X \mid Y=-1)(1-p)+\mathrm{E}(X \mid Y=1) p
\end{aligned}
$$

Since $\mu=E X=E(X \mid Y=-1)(1-p)+E(X \mid Y=1) p$, it follows that

$$
\begin{aligned}
\operatorname{Cov}(X, Y) & =(1-2 p) \mathrm{E}(X \mid Y=-1)(1-p)+(1-2 p) \mathrm{E}(X \mid Y=1) p \\
& =2 p(1-p)[\mathrm{E}(X \mid Y=1)-\mathrm{E}(X \mid Y=-1)]
\end{aligned}
$$

Theorem 7 Let $X \sim N\left(\mu, \sigma^{2}\right)$ with its pdf $\varphi_{\left(\mu, \sigma^{2}\right)}(x)$. Let $A=\{X| | X \mid>a\}, a \in$ $\mathbb{R}$. The moments of the truncated distribution of $X$ given $A$ are

$$
\begin{aligned}
& \mu(\lambda)=E(X \mid A)=\mu+\frac{\sigma^{2}}{P(|X|>a)}\left[\varphi_{\left(\mu, \sigma^{2}\right)}(a)-\varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right] \\
& \sigma^{2}(\lambda)=\operatorname{Var}(X \mid A)=\sigma^{2}+\frac{\sigma^{2}}{P(|X|>a)}\left[(a-\mu) \varphi_{\left(\mu, \sigma^{2}\right)}(a)+(a+\mu) \varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right] \\
&-\left(\mu-\mu_{A}\right)^{2} .
\end{aligned}
$$

Further, the expected value for one-sided conditions is given as

$$
\begin{align*}
E(X \mid X>a) & =\mu+\frac{\sigma^{2}}{P(X>a)}\left[\varphi_{\left(\mu, \sigma^{2}\right)}(a)\right]  \tag{53}\\
E(X \mid X<-a) & =\mu-\frac{\sigma^{2}}{P(X<-a)}\left[\varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right] \tag{54}
\end{align*}
$$

Proof For $X \sim N\left(\mu, \sigma^{2}\right)$ with density $\varphi_{\left(\mu, \sigma^{2}\right)}$, we have

$$
\frac{d}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x)=-\frac{x-\mu}{\sigma^{2}} \varphi_{\left(\mu, \sigma^{2}\right)}(x)
$$

Now, for $A=\{X<-a \wedge X>a\}$, we use

$$
\int_{-\infty}^{-a} \frac{d}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x=\varphi_{\left(\mu, \sigma^{2}\right)}(-a) \text { and } \int_{a}^{\infty} \frac{d}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x=-\varphi_{\left(\mu, \sigma^{2}\right)}(a)
$$

and obtain

$$
\mathrm{E}\left(X I_{A}(X)\right)=\int_{A} x \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x=\sigma^{2}\left[\varphi_{\left(\mu, \sigma^{2}\right)}(a)-\varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right]+\mu P(A)
$$

which gives

$$
\begin{equation*}
\mathrm{E}\left(X||X|>a)=\mu+\frac{\sigma^{2}}{P(|X|>a)}\left[\varphi_{\left(\mu, \sigma^{2}\right)}(a)-\varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right] .\right. \tag{55}
\end{equation*}
$$

Equations (53) and (54) follow analogously. Now, using

$$
\frac{d^{2}}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x)=\frac{1}{\sigma^{4}}\left((x-\mu)^{2}-\sigma^{2}\right) \varphi_{\left(\mu, \sigma^{2}\right)}(x)
$$

the variance of truncated normal distribution can be derived as

$$
\operatorname{Var}(X \mid X \in A)=\frac{1}{P(A)} \int(x-\mu)^{2} \varphi_{\left(\mu, \sigma^{2}\right)}(x) I_{A}(x) d x-\left(\mu-\mu_{A}\right)^{2}=V_{1}-\left(\mu-\mu_{A}\right)^{2} .
$$

In particular, for $A=\{|X|>a\}$, the integral part, $V_{1}$, follows as

$$
\begin{aligned}
V_{1} & =\frac{1}{P(A)}\left(\sigma^{4} \int_{A} \frac{d^{2}}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x+\sigma^{2} P(A)\right) \\
& =\sigma^{2}+\frac{\sigma^{4}}{P(|X|>a)}\left(\int_{-\infty}^{-a} \frac{d^{2}}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x+\int_{a}^{\infty} \frac{d^{2}}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(x) d x\right) \\
& =\sigma^{2}+\frac{\sigma^{4}}{P(|X|>a)}\left(\frac{d}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(-a)-\frac{d}{d x} \varphi_{\left(\mu, \sigma^{2}\right)}(a)\right) \\
& =\sigma^{2}+\frac{\sigma^{2}}{P(|X|>a)}\left[(a-\mu) \varphi_{\left(\mu, \sigma^{2}\right)}(a)+(a+\mu) \varphi_{\left(\mu, \sigma^{2}\right)}(-a)\right] .
\end{aligned}
$$

## Proof of Theorem 1

Write $F(\boldsymbol{\beta})=F_{1}(\boldsymbol{\beta})+F_{2}(\boldsymbol{\beta})$, where $F_{1}$ is quadratic form and $F_{2}$ is $\mathbb{L}_{1}$ norm. For (a), the convexity of $F$ follows from that of $F_{1}$ and $F_{2}$ [11, Proposition B.24(d), p. 732]. Now, $\partial F_{1}(\boldsymbol{\beta})=-2 \mathbf{X}^{T} \mathbf{W}(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})$ [7, Chap. 15]. For the sub-differential of $F_{2}(\boldsymbol{\beta})$, first note that [11, Proposition B.24(a), p. 732] $\partial F_{2}(\boldsymbol{\beta})=\mathbf{A}^{T} \partial F_{2}(\boldsymbol{\beta})$. Then, with $\operatorname{Dom} F_{2}(\boldsymbol{\beta}) \in \mathbb{R}^{p}, \partial F_{2}(\boldsymbol{\beta})=\boldsymbol{\omega} \in \mathscr{L}(\mathbf{A} \boldsymbol{\beta})$, where $\boldsymbol{\omega}=\left(\omega_{1}, \ldots, \omega_{p}\right)^{T}$ is the sign function [12, p. 354] with $\omega_{j}=\operatorname{sgn}\left(b_{j}\right)$ if $b_{j} \neq 0$ and $\omega_{j} \in[-1,1]$ if $b_{j}=0$. Combining the two components gives $\partial F(\beta)$ as in (14).

For (b), following the theory of convex analysis, the KKT conditions

$$
-2\left\langle\mathbf{X}_{(j)}, \mathbf{Y}-\mathbf{X} \boldsymbol{\beta}\right\rangle_{\mathbf{W}}+\lambda \omega_{j}, \quad j=1, \ldots, p
$$

provide necessary and sufficient condition for the solution of $F(\boldsymbol{\beta})$, where $\omega_{j}=$ $\omega_{j}(\boldsymbol{\beta})$ is defined above and $\langle\cdot, \cdot\rangle$ denotes the inner product. Slightly rearranged, the solution can be written as in (16).

## Proof of Theorem 2

The proof holds easily for both $\widehat{\boldsymbol{\alpha}}$ to $\widehat{\boldsymbol{\beta}}$ or vice versa where the later is easier. In this case, first the proof for $\widehat{\boldsymbol{\beta}}$ follows from that of Theorem 1(a) using $\mathbf{A}=\mathbf{V}^{T}$. This gives $\mathbf{X}^{T} \mathbf{W} \mathbf{X} \boldsymbol{\beta}=\mathbf{X}^{T} \mathbf{W} \mathbf{Y}-(\lambda / 2) \mathbf{V} \boldsymbol{\omega}$. By the SVD in (5), $\mathbf{X}=\mathbf{U L V}^{T}$, the result for $\widehat{\boldsymbol{\alpha}}$ follows for $\mathbf{X}=\mathbf{Z} \mathbf{V}^{T}$ with $\mathbf{Z}=\mathbf{U L}$ and $\mathbf{V}^{T} \boldsymbol{\beta}=\boldsymbol{\alpha}$.

## Proof of Corollary 1

For given $\mathbf{W}$ and $\mathbf{A}$, with $\mathbf{V}$ orthonormal, Theorem 1(b) gives $\mathbf{Z}^{T} \mathbf{Z} \widehat{\alpha}=\mathbf{Z}^{T} \mathbf{Y}-\frac{\lambda}{2} \widehat{\boldsymbol{\omega}}$. The result then follows from (20).

## Proof of Theorem 4

For (31), consider $E\left(\widehat{\alpha}_{j}\right)=E\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)\left(1-p_{0 j}\right)$ with (see 22)

$$
E\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)=E\left(z_{(j)}-a_{j}(\lambda) \widehat{\omega}_{j} \mid \widehat{\alpha}_{j} \neq 0\right), \quad j=1, \ldots, k
$$

The conditional distribution of $\widehat{\omega}_{j}$ is a two-point distribution with support $\{-1,1\}$, so that, for $j=1, \ldots, k$,
$P\left(\widehat{\omega}_{j}=1 \mid \widehat{\alpha}_{j} \neq 0\right)=\frac{\mathrm{P}\left(\widehat{\alpha}_{j}>0\right)}{\mathrm{P}\left(\widehat{\alpha}_{j} \neq 0\right)}=\frac{p_{+j}}{1-p_{0 j}} \Rightarrow E\left(\widehat{\omega}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)=\frac{p_{+j}-p_{-j}}{1-p_{0 j}}$,
which gives (31), where $p_{+j}, p_{-j}$ and $p_{0 j}$ are as defined in (27). For (32), we note that

$$
\begin{aligned}
\operatorname{Var}\left(\widehat{\alpha}_{j}\right) & =\operatorname{Var}\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)\left(1-p_{0 j}\right)+\operatorname{Var}\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j}=0\right) p_{0 j} \\
& =\operatorname{Var}\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)\left(1-p_{0 j}\right)
\end{aligned}
$$

where

$$
\operatorname{Var}\left(\widehat{\alpha}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)=\operatorname{Var}\left(z_{(j)}-a_{j}(\lambda) \widehat{\omega}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)=\mathrm{V}_{1}+\mathrm{V}_{2}-2 \mathrm{C}_{12}
$$

with

$$
\begin{aligned}
\mathrm{V}_{1} & =\operatorname{Var}\left(z_{(j)} \mid \widehat{\alpha}_{j} \neq 0\right)=\operatorname{Var}\left(z_{(j)}| | z_{(j)} \mid>a_{j}(\lambda)\right) \\
\mathrm{V}_{2} & =a_{j}(\lambda)^{2} \operatorname{Var}\left(\widehat{\omega}_{j} \mid \widehat{\alpha}_{j} \neq 0\right) \\
\mathrm{C}_{12} & =a_{j}(\lambda) \operatorname{Cov}\left(z_{(j)}, \widehat{\omega}_{j} \mid \widehat{\alpha}_{j} \neq 0\right)
\end{aligned}
$$

Applying Lemma 1 with $p=p_{+j} /\left(1-p_{0 j}\right)$,

$$
\mathrm{V}_{2}=4 a_{j}(\lambda)^{2} \frac{p_{+j} p_{-j}}{\left(1-p_{0 j}\right)^{2}} \text { and } \mathrm{C}_{12}=2 a_{j}(\lambda) \frac{p_{+j} p_{-j}}{\left(1-p_{0 j}\right)^{2}} e_{j}
$$

where $\quad e_{j}=\mathrm{E}\left(z_{(j)} \mid \widehat{\alpha}_{j} \neq 0, \omega_{j}=1\right)-\mathrm{E}\left(z_{(j)} \mid \widehat{\alpha}_{j} \neq 0, \omega_{j}=-1\right)=e_{j 1}-e_{j 2}$. Since $\widehat{\alpha}_{j} \neq 0, \omega_{j}=1 \Leftrightarrow \widehat{\alpha}_{j}>0$ and $\widehat{\alpha}_{j} \neq 0, \omega_{j}=-1 \Leftrightarrow \widehat{\alpha}_{j}<0$, therefore

$$
e_{j 1}=\mathrm{E}\left(z_{(j)} \mid \widehat{\alpha}_{j}>0\right)=\mathrm{E}\left(z_{(j)} \mid z_{(j)}>a_{j}(\lambda)\right)
$$

and similarly $e_{j 2}=\mathrm{E}\left(z_{(j)} \mid \widehat{\alpha}_{j}<0\right)=\mathrm{E}\left(z_{(j)} \mid z_{(j)}<-a_{j}(\lambda)\right)$, and $e_{j}$ is as given in (26). This gives $C_{12}$. Combining the results, we get (32) for $j=1, \ldots, k$.

## Proof of Corollary 2

We specialize the proof of Theorem 4 to the normal case. First, using truncated moments from Theorem 7, we get

$$
E\left(z_{(j)} \mid \widehat{\alpha}_{j} \neq 0\right)=E\left(z_{(j)}| | z_{(j)} \mid>a_{j}(\lambda)\right)=\alpha_{j}+\frac{1}{\lambda_{j}^{2}\left(1-p_{0 j}\right)} d_{j}=\mu_{j}(\lambda)
$$

with $d_{j}$ as in (39). Substitution in (31) gives (35). For variance, consider $V_{1}, V_{2}, C_{12}$ in the proof of Theorem 4 and note, using again Theorem 7, that

$$
\mathrm{V}_{1}=\operatorname{Var}\left(z_{(j)}| | z_{(j)} \mid>a_{j}(\lambda)\right)=\frac{1}{\lambda_{j}^{2}}\left[1+\frac{1}{1-p_{0 j}} v_{j}-\frac{1}{\lambda_{j}^{2}\left(1-p_{0 j}\right)^{2}} d_{j}^{2}\right]
$$

with $v_{j}$ as in (40). $\mathrm{V}_{2}$ and $C_{12}$ follow similarly. Substitution in (25) gives (36). Finally, $\operatorname{MSE}(\widehat{\boldsymbol{\alpha}})=\mathrm{E}\|\widehat{\boldsymbol{\alpha}}-\boldsymbol{\alpha}\|^{2}=\sum_{j=1}^{k} \mathrm{E}\left(\widehat{\alpha}_{j}-\alpha_{j}\right)^{2}+\sum_{j=k+1}^{p} \alpha_{j}^{2}$ with $\mathrm{E}\left(\widehat{\alpha}_{j}-\alpha_{j}\right)^{2}$ simplifying to the expression given in Theorem 4.

## Proof of Theorem 6

Given $z_{(j)} \sim N\left(\alpha_{j}, \lambda_{j}^{-2}\right)$ and $d_{j}, v_{j}, e_{j}$ as in (39)-(41). For simplicity, we may omit index $j$ and write $\alpha$. Further, we shall assume $\lambda_{j}=1 \forall j$ and refer to it as the special case below. In this case, $z_{(j)} \sim N(\alpha, 1), a_{j}(\lambda)=\lambda / 2, d_{j}=d(\lambda, 1, \alpha)=\varphi\left(c_{2}\right)-$ $\varphi\left(c_{1}\right), \quad e_{j}=e(\lambda, 1, \alpha)=\varphi\left(c_{2}\right) / p_{+}-\varphi\left(c_{1}\right) / p_{-}, \quad v_{j}=v(\lambda, 1, \alpha)=-c_{2}$ $\varphi\left(c_{2}\right)+c_{1} \varphi\left(c_{1}\right)$, where $c_{1}=\alpha+\lambda / 2, c_{2}=\alpha-\lambda / 2$. Further, $p_{0}(\lambda)=\Phi\left(c_{1}\right)-$ $\Phi\left(c_{2}\right), p_{+}(\lambda)=\Phi\left(c_{2}\right), p_{-}(\lambda)=1-\Phi\left(c_{1}\right)$ and $d(\lambda)=\varphi\left(c_{2}\right)-\varphi\left(c_{1}\right)$. Here, $\varphi(\cdot)$ and $\Phi(\cdot)$ denote, respectively, the density and distribution functions of the standard normal distribution.

To begin with the proofs, note that

$$
p_{0}(-\alpha)=\Phi\left(-c_{1}\right)-\Phi\left(-c_{2}\right)=p_{0}(\alpha), \quad p_{+}(-\alpha)=1-\Phi\left(c_{2}\right)=p_{-}(\alpha) ;
$$

similarly, $p_{-}(-\alpha)=p_{+}(\alpha)$ and $d(\alpha)=-d(-\alpha)$. This proves I. Now consider (37). For II, we first write

$$
\operatorname{bias}\left(\alpha_{j}\right)=\alpha_{j} p_{0 j}+a_{j}(\lambda)\left(p_{+, j}-p_{-j}\right)-d_{j} / \lambda_{j}^{2}, \quad j=1, \ldots, k .
$$

Considering the expressions in I now as functions of $\alpha$, we have

$$
\frac{d[d(\alpha)]}{d \alpha}=-c_{1} \varphi\left(c_{1}\right)+c_{2} \varphi\left(c_{2}\right), \quad \frac{d\left[p_{0}(\alpha)\right]}{d \alpha}=\varphi\left(c_{2}\right)-\varphi\left(c_{1}\right)=-d(\alpha),
$$

similarly $d\left[p_{-}(\alpha)\right] / d \alpha=-\varphi\left(c_{1}\right)$, so that $d[\operatorname{bias}(\alpha)] / d \alpha=p_{0}(\alpha)>0$. To prove III, the bias, considered as function of $\lambda$, reduces to

$$
\operatorname{bias}(\lambda)=\alpha p_{0}(\lambda)+\lambda\left[p_{+}(\lambda)-p_{-}(\lambda)\right] / 2-d(\lambda)
$$

which, using $p_{0}+p_{+}+p_{-}=1$, can be rewritten as

$$
\operatorname{bias}(\lambda)=c_{2} p_{0}(\lambda)+\lambda / 2-\left[d(\lambda)+\lambda p_{-}(\lambda)\right] .
$$

With $d\left[\Phi\left(c_{1}\right)\right] / d \lambda=\varphi\left(c_{1}\right) / 2, d\left[\varphi\left(c_{1}\right)\right] / d \lambda=-c_{1} \varphi\left(c_{1}\right) / 2$, similarly for $c_{2}$, we get

$$
\frac{d}{d \lambda} p_{0}(\lambda)=\frac{1}{2} \varphi\left(c_{1}\right)+\frac{1}{2} \varphi\left(c_{2}\right), \quad \frac{d}{d \lambda} p_{-}(\lambda)=-\frac{1}{2} \varphi\left(c_{1}\right),
$$

so that $d\left[d(\lambda)+\lambda p_{-}(\lambda)\right] / d \lambda=c_{2}\left[\varphi\left(c_{2}\right)+\varphi\left(c_{1}\right)\right] / 2+p_{-}(\lambda)$. It eventually follows that $d[\operatorname{bias}(\lambda]) / d \lambda=\left(p_{+}-p_{-}\right) / 2>0$. Note that, with $\alpha>0$ w.o.l.o.g., $p_{+}>p_{-}$.

For IV, consider the variance as function of $\lambda$, i.e.,

$$
\operatorname{Var}_{0}(\lambda)=1-p_{0}(\lambda)+\lambda \varphi\left(\frac{\lambda}{2}\right)+\frac{\lambda^{2}}{2} p_{+}(\lambda) .
$$

Then, using the computations above, it follows that $d\left[p_{0}(\lambda)\right] / d \lambda=\varphi(\lambda / 2)$ and $d\left[p_{+}(\lambda)\right] / d \lambda=-\frac{1}{2} \varphi(\lambda / 2)$, so that

$$
\begin{aligned}
\frac{d}{d \lambda} \operatorname{Var}_{0}(\lambda) & =-\frac{\lambda^{2}}{4} \varphi\left(\frac{\lambda}{2}\right)+\lambda\left(1-\Phi\left(\frac{\lambda}{2}\right)\right)-\frac{\lambda^{2}}{4} \varphi\left(\frac{\lambda}{2}\right) \\
& =-\frac{\lambda^{2}}{2} \varphi\left(\frac{\lambda}{2}\right)+\lambda \Phi\left(-\frac{\lambda}{2}\right)
\end{aligned}
$$

It can then be verified that, $d\left[\operatorname{Var}_{0}(\lambda)\right] / d \lambda \gtreqless 0$ for $\lambda \lesseqgtr 1.5036$, respectively.
Finally V, where we evaluate the MSE for $\lambda \rightarrow 0$ and $\lambda \rightarrow \infty$. For the first case, it can be verified that both $p_{-}(\lambda)$ and $p_{+}(\lambda)$ converge to $1 / 2$, making $p_{0}(\lambda) \rightarrow 0$. Further, $\phi\left(c_{1}\right)=\phi\left(c_{2}\right)$ and $d(\lambda), e(\lambda), v(\lambda)$ and $a_{j}(\lambda)$ all vanish, so that $\operatorname{bias}\left(\widehat{\alpha}_{j}\right)$ $\rightarrow \alpha_{j}^{2}$ or $\operatorname{bias}(\widehat{\boldsymbol{\alpha}}) \rightarrow \sum_{j=k+1}^{p} \alpha_{j}^{2}$, which vanish for $\alpha_{j}=0$. Using the same set up for variance, we get $\operatorname{var}\left(\widehat{\alpha}_{j}\right) \rightarrow 1 / \lambda_{j}^{2}$ or $\operatorname{var}(\widehat{\boldsymbol{\alpha}}) \rightarrow \sum_{j=1}^{k} 1 / \lambda_{j}^{2}$ which reduces to $k$ for $\lambda_{j}=1 \forall j$. Combined, this gives (50).

The computations are relatively more involved for the case $\lambda \rightarrow \infty$, particularly for variance. First, $a_{j}(\lambda) \rightarrow \infty$ and $\phi(\infty)=0$. Moreover, $d(\lambda)$ and $v(\lambda)$ vanish whereas $e(\lambda)$, by an application of L'Hospital rule, simplifies to $-2 \alpha_{j}$ and thus vanish if $\alpha=0$. Then, the first part of bias converges to $\alpha_{j}$ and the rest vanish so that $\operatorname{bias}(\widehat{\boldsymbol{\alpha}}) \rightarrow \sum_{j=k+1}^{p} \alpha_{j}^{2}$. For variance, we particularly need to take care of the last two components. Using Bernstein's inequality [13], $\mathrm{P}(|X-\mu| \geq \tau) \leq 2 \exp \left(-\tau^{2} / 2 \sigma^{2}\right)$ for $X \sim N\left(\mu, \sigma^{2}\right)$, it follows, after some simplification, that

$$
\frac{d^{2}}{1-p_{0 j}} \leq \exp \left(\frac{(a(\lambda)+|\alpha|)^{2}}{2 / \lambda^{2}}\right) \varphi_{\left(\alpha, \lambda^{2}-2\right)}(a(\lambda))^{2},
$$

or $\exp \left(\left\{\lambda / 2+\left|\alpha_{j}\right|^{2}\right\} / 2\right) \varphi_{(\alpha, 1)}(\lambda / 2)^{2}$ for the special case, and thus vanishes. The last component likewise vanishes using $e(\lambda)$ above. Combining all components, it implies that the variance vanishes for $\lambda \rightarrow \infty$. This gives (51).
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