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ADVANCES IN IMMUNOLOGY, VOL. 52 

Cytokine Gene Regulation: Regulatory &-Elements and DNA 
Binding Factors Involved in the Interferon System 

NOBUYUKI TANAKA AND TADATSUGU TANlGUCHl 

Institute for Molecular ond Cellulor Biology, Osaka University, Yamadaoka 1-3, Suita-shi, Osaka 
565, Japan 

1. Introduction 

Cytokines constitute a class of soluble mediators involved in cell-to- 
cell communication and play a crucial role in the regulation of cell 
growth and differentiation. The expression of cytokines is tightly regu- 
lated temporally and spatially at the transcriptional level, and their 
biological effects are transmitted to many target cells. The transcrip- 
tion of many cytokine genes is transiently induced by such extracellu- 
lar stimuli as antigens, viruses, and cytokine themselves (Taniguchi, 
1988; DeMaeyar and DeMaeyar-Guignard, 1988; Crabtree, 1989). 
These newly synthesized cytokines subsequently exert their biologi- 
cal effects, interacting with specific receptors expressed on the surface 
of target cells. Following interaction, cytokine signals are transmitted 
to the nucleus, resulting in the induction of many effecter genes. The 
mechanisms of the induction of cytokine genes and cytokine-inducible 
genes, in particularly for the interferon system, have been extensively 
studied in the 1980s (Pestka et al., 1987; Taniguchi, 1988; DeMaeyar 
and DeMaeyar-Guignard, 1988; VilEek, 1990). 

Generally, a relatively limited number of transcription factors ap- 
pear to be responsible for the regulation of a large number of genes, 
and, in turn, individual genes are regulated by various combinations of 
these regulatory factors. In addition, many transcription factors regu- 
late their own and each other’s expression, resulting in a fairly complex 
network of regulatory interactions (Johnson and McKnight, 1989). 
Such feedback interactions presumably serve to establish and main- 
tain the appropriate levels of the various transcription factors. Signals 
induced by extracellular stimuli alter this balance and, thus, alter the 
pattern of target gene expression and cytokine production in the cell. 
These biological effects may be transient or may result in stable 
change in the cell, such as differentiation. 

To understand cytokine gene expression and its consequent effects, 
it is necessary to elucidate the system of cytokine gene regulatory 
factors and their actions. In  this review, we focus on the gene regula- 
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tion of the type I interferon (IFN) system, a well-characterized model 
of cytokine gene regulation, and recapitulate the complex regulation 
mechanism of the cytokine system. 

II. The Interferon System 

Interferons are a heterogeneous family of multifunctional cytokines 
that were originally identified as proteins responsible for the induction 
of cellular resistance to viral infection. In fact, IFNs were discovered 
through the study of viral interference phenomena in which infection 
with an avirulent virus protects the host from subsequent infection by a 
virulent virus (Isaacs and Lindenmann, 1957). Subsequently much 
evidence has accumulated with regard to their roles in cell growth, 
differentiation, and imniunomodulation (Stewart, 1979; Lengyel, 
1982; Pestka et ul., 1987; VilEek, 1990). In fact, IFNs are regarded as 
important “negative growth factors,” which may be important to the 
control of cell growth in a variety of cell types (Clemens and McNur- 
lan, 1985; Tamm et al., 1987; Gresser, 1989; VilEek, 1990). The sensi- 
tivity of cells in culture to the antiproliferative action of IFNs varies 
greatly, and the mechanisms mediating this antiproliferative action are 
still unclear. The action of IFNs on various stages of the cell cycle has 
been studied, especially in murine 3T3 fibroblast cell lines. In Go- 
arrested cells, IFN treatment can inhibit serum- or growth factor- 
induced entry into GI and transition to S phase (Sokawa et al., 1977; 
Balkwill and Taylor-Papadimitriou, 1978); however, other stages of the 
cell cycle can also be af‘fected by IFNs, and prolongation of the GI, S, 
and M phases has been reported in many types of cells (Clemens and 
McNurlan, 1985; Tamm et al., 1987). Recent reports showing that IFN 
genes are deleted in some tumor cells further underline their potential 
importance in regulating cell growth (Diaz et al., 1990; Miyakoshi et 
ul., 1990). 

Three types of IFNs have been identified in humans, and their genes 
have been characterized in detail. IFN-a and IFN-/3 are classified as 
type I IFNs; IFN-.)I is classified as a type I1 IFN. All animal species 
examined possess large IFN-a gene families, but most have only one 
gene for IFN-/3 (the exception is the ungulates, which have multiple 
IFN-/3 families) (Weissman and Weber, 1986). In humans, at least 24 
genes coding for the different IFN-a proteins are located on a single 
cluster (the short arm ofchromosome 9), and it is generally thought that 
this superfamily evolved from a single ancestor by gene duplication 
and spontaneous mutation. Human IFN-/3 is encoded by a single gene 
also located on the short arm of chromosome 9, presumably near the 
IFN-a loci. 
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Many different types of cells can produce IFN-a, IFN-P, or both. 
The predominant form of IFN produced by white blood cells (espe- 
cially by monocytes/macrophages and B lymphocytes is often IFN-a 
(“leukocyte” IFN). Nonhemopoietic cells often produce IFN-P (“fi- 
broblast” IFN); however, it is very common for a single cell population 
to produce IFN-a and IFN-P (Weissman and Weber, 1986; DeMaeyer 
and DeMaeyer-Guignard, 1988; VilEek, 1990). The production of 
IFN-a and IFN-/3 is not detectable in normally growing cells unless 
they are infected by virus or exposed to double-stranded RNAs such as 
poly(rI):poly(rC). Induction of IFN in response to viral infection or 
double-stranded RNAs is a transient process; transcription of the IFN 
genes is induced rapidly and then declines despite the continuous 
presence of the inducer. In addition, some evidence suggests that 
IFNs are also produced in cells responding to other cytokines, imply- 
ing the existence of complex cytokine networks (Van Damme et al., 
1987; Kohase et al., 1987; Onozaki et al., 1988). As with other cy- 
tokines, IFNs transmit their signal to target cells through specific 
receptors, and modulate a wide range of gene expression (Revel and 
Chebath, 1986). Many of the biological actions of the IFNs can be 
attributed to the induction of specific genes, the “IFN-inducible 
genes.” Typically, extracellular stimuli initially induce the expression 
of the IFN genes themselves. The synthesized IFNs then stimulate the 
expression of the larger set of IFN-inducible genes. We try to summa- 
rize our current knowledge of the DNA elements and transcription 
factors that operate in the regulation of IFN system. 

111. Regulatory DNA Sequences in Type I Interferon Genes 

The induction of type I IFN genes by virus or double-stranded RNA 
is due primarily to transcriptional activation requiring sequences in 
the 5’ region of IFN-a and IFN-/3 genes (Ragg and Weissmann, 1983; 
Ohno and Taniguchi, 1983; Zinn et al., 1983). These promoter se- 
quences show some degree of homology between IFN-a and IFN-P 
(Fig. 1). Through analysis of various deletion mutations in these pro- 
moter regions, several groups have identified cis-acting elements re- 
sponsible for induction by virus in various host cells (Ryals et al., 1985; 
Fujita et aZ., 1985; Goodbourn et al., 1985). 

By introduction of deletion mutants stably into mouse L929 cells, it 
was that the boundaries of the human IFN-P gene promoter region 
required for full inducibility by virus lie between -117 and -105 
relative to the transcriptional start site (Fujita et al., 1985). Fujita et al. 
(1985) originally argued that virus-induced transcriptional activation is 
mediated by seven repeated hexanucleotide sequences contained 
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FIG. 1. Regulatory DNA sequences and factor binding sites within the human interferon (1FN)-a and IFN-p genes: The TATA box and 
each transcription factor’s binding sites are indicated; numbers refer to distance in nucleotides from the start site of transcription. The 
repetitive hexameric sequences are framed. Gaps are introduced to maximize the sequence homology between the two genes. 
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within this region. The consensus hexanucleotide motif was deduced 
to be AA(A/G)(T/G)GA. In fact, when variations of this consensus 
sequence were multimerized most were shown to function as virus- 
inducible enhancers (Fujita et al., 1987; Kuhl et al., 1987). The se- 
quence AAGTGA was found to be insufficient to activate an enhancer- 
less IFN-p promoter when repeated two times, but was sufficient to 
induce low-level activation when repeated three times and resulted in 
dramatically increased induction when repeated four times (Fujita et 
al., 1987). The molecular basis of this phenomenon is discussed later. 

Functional studies on hexamer repeats revealed other interesting 
properties of the repeats. Fujita et al. (1987, 1988) and Kuhl et  al. 
(1987) found that viral enhancers placed just upstream of the repeated 
hexameric sequence, e.g., (AAGTGA)4, failed to exert their effect on 
distal chloramphenicol acetyltransferase (CAT) gene expression un- 
less the recipient cells were virus induced: the “silencing” effect 
(Kuhl et al., 1987). Thus, the question has been raised as to whether a 
single factor acts as both “activator” and “silencer” in virus-induced 
and uninduced cells, respectively (see later). 

Another sequence motif found between -66 and -57 of the IFN-/3 
promoter, GGGAAATTCC, was found be the consensus sequence for 
the binding site of the transcription factor NF-KB (Lenardo and Balti- 
more, 1989). In fact, the importance of NF-KB in the maximal induc- 
tion of IFN-/3 promoter has been fully documented by factor binding 
studies and mutational analyses (Lenardo et al., 1989; Visvanathan and 
Goodbourn, 1989; Fujita et al., 1989a; Hiscott et  al., 1989). 

The regulatory regions of the human IFN-a1 gene required for full 
inducibility by virus have been determined by Ryals et al. (1985). 
These results showed that a 46-bp DNA segment (between - 109 and 
-64) could confer maximal inducibility. This 46-bp element, termed 
VRE (virus responsible element), shows some degree of homology to 
sequences in the IFN-/3 gene promoter and contains the “TG se- 
quence,” GAAATGGAAAGT (see Fig. 1) (MacDonald et al., 1990). 

IV. Transcription Factors That Bind to Regulatory Elements of Type I 
Interferon Genes 

A. INTERFERON REGULATORY FACTORS 1 AND 2 
Fujita et al. (1988) identified interferon regulatory factor 1 (IRF-l), a 

factor that binds to the aforementioned hexamer repeats or to the 
IFN-P gene promoter in mouse L929 cell nuclear extracts. Miyamoto 
et al. (1988) cloned a cDNA encoding the mouse IRF-1 from a hgt l l  
cDNA library using a DNA probe containing multiple copies of the 
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* *  

AAGTGA hexamer sequence. Subsequently, Harada et al. (1989) 
cloned a related factor, IRF-2, by cross-hybridization with the IRF-1 
cDNA. The deduced protein structures of IRF-1 and IRF-2 are 62% 
identical in their amino-terminal regions, spanning the first 154 resi- 
dues, whereas the rest of molecules are only 25% related (Fig. 2). 
These two factors bind to the IFN-/3 promoter with almost the same 
affinity (Harada et al., 1989). Mutational analysis of IRF-1 and IHF-2 
has shown that DNA binding activity resides in amino-terminal re- 
gions (the first 154 residues) (Harada et al., 1989), although these 
regions contain none of the motifs common to many other DNA bind- 
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FIG. 2. Comparison of the amino acid sequences deduced for inouse interferon 
regulatory factors 1 and 2 (IRF-1 and IRF-2). Identical amino acids are marked by 
asterisks. Regions occupied by identical and chemically similar amino acids are boxed. 
(From Harada et o l . ,  1989). 
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ing proteins, such as helix-turn-helix, helix-loop-helix, zinc finger, 
or leucine zipper motifs (Johnson and McKnight, 1989). In contrast, the 
carboxy-terminal sequences of the two factors are quite different. The 
carboxy-terminal region of IRF-1 is characterized by an abundance of 
acidic amino acids and serine-threonine residues, whereas the same 
region of IRF-2 is relatively rich in basic amino acids (Harada et al., 
1989). These two factors have different effects on the expression of the 
IFN-0 gene as described later. 

A series of cDNA transfection experiments have shown that IRF-1 
can activate a CAT reporter gene containing four AAGTGA repeats as 
well as the IFN-0 promoter (Harada et al., 1989, 1990). Furthermore, 
high-level expression of IRF-1 cDNA in monkey COS cells results in 
activation of the endogenous IFN-a and IFN-/3 genes, although the 
level of IFN production is low compared with that induced by  viral 
infection (Fujita et  al., 1989b). Unlike IRF-1, IRF-2 has no effect on the 
transcription of cotransfected reporter genes containing four AAGTGA 
repeats and, in fact, represses IRF-l-dependent transcriptional activa- 
tion from the same sites (Harada et al., 1989). These effects are more 
prominent in the embryonal carcinoma (EC) cell line P19. In EC cells, 
neither IFN-a nor IFN-/3 is induced by virus (Burke et al., 1978; 
Barlow et al., 1984), and expression of endogenous IRF-1 and IRF-2 
genes is not observed (Harada et al., 1990). Expression of IRF-1 results 
in the effective activation of a cotransfected IFN-a and IFN-0 or en- 
dogenous IFN-a promoter, and this activation is repressed by the 
coexpression of IRF-2 (Harada et al., 1990). These results suggest that 
IRF- 1 functions as a transcriptional activator, whereas IRF-2 functions 
as a repressor. Interestingly, IRF-1 protein is very unstable (half- 
life - 30 minutes) whereas IRF-2 protein is apparently stable with a 
half-life of more than 8 hours, as monitored in virus-infected L929 cells 
(Watanabe et al., 1991). In this respect, in a variety of differentiated 
cells, both IRF-1 and IRF-2 genes are constitutively expressed at low 
levels, resulting in accumulation of the stable IRF-2 protein (Harada et 
al., 1990). This may explain the observation that transfected IRF-1 and 
IRF-2 cDNAs do not affect IFN gene expression in differentiated cells 
to the extent seen in undifferentiated cells. The observation also sug- 
gests that the “silencing” of viral enhancers is caused by IRF-2 but not 
IRF-1 (Fujita et al., 1987; Kuhl et al., 1987). 

The DNA binding properties of IRF-1 and IRF-2 were determined 
by Harada et  al. (1989) using methylation interference analysis. From 
these data, it was determined that both IRFs recognize the same G 
residues of the sequence GAAGTGAAAG in the IFN-/3 gene and of 
GAAATGGAAAG in the IFN-a gene. Therefore, a complete IRF- 
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binding site would require three or four repeats of the hexainer 
AAGTGA sequence, which may explain the earlier observation that a 
promoter containing at least three repeats can be induced by virus 
whereas a promoter containing two cannot. 

Expression of IRF-1 (and IRF-2) mRNA is induced by viral infection 
(Miyamoto et  al., 1988; Harada et al., 1989). The induction kinetics for 
IRF-1 mRNA revealed that the induction levels peak at the same time 
that IFN-P mRNA levels peak and subsequently decrease in a similar 
coordinate manner (Harada et  al., 1989). This observation suggests that 
viral infection initially induces IRF-1 expression which is followed by 
induction of the IFN genes. 

Reis et al.  (1992) reported that human fibroblast cells (GM637) stably 
expressing a sense IRF-1 mRNA showed significantly higher levels of 
IFN-P production than control cells when induced by  viral infection or 
poly(rI):poly(rC), whereas cells expressing antisense IRF-1 mRNA 
showed little or no IFN-/3 production. These results indicate that 
IRF-1 is in fact critical for IFN-P gene expression. 

On the other hand, how IRF-1 is able to activate IFN genes effi- 
ciently in virus-induced cells despite the existence of the repressor 
IRF-2 is puzzling. Earlier results showed that efficient expression of 
the IFN-P gene in response to virus or poly(rI):poly(rC) could be 
inhibited by the protein kinase inhibitor 2-aminopurine (Zinn et al., 
1988; Marcus and Sekellic, 1988). Similarly, IRF-l-mediated activa- 
tion of gene expression has been shown to require an additional post- 
translational event to achieve full virus- or poly(rI):poly(rC)-induced 
levels (Watanabe et  al., 1991). In the latter study it was found that 
transfection of IRF-1 cDNA into mouse L929 cells was not sufficient in 
the absence of virus to activate expression of a cotransfected reporter 
containing the AAGTGA repeats; however, gene activation was ob- 
served on stimulation of the cells by virus in the presence of cyclohexi- 
mide (Watanabe et  al., 1991). These results suggested that activation 
by IRF-1 requires a posttranslational event in addition to IRF-1 
synthesis. The nature of this posttranslational event is still unknown, 
but some possibilities include the modification of IRF-1 by  a protein 
kinase or association with some other factor(s). It is well known that in 
most cell types the IFN-P gene is induced to low levels in the presence 
of cycloheximide (Lengyel, 1982; Pestka et  al., 1987; DeMaeyer and 
DeMaeyer-Guignard, 1988). This phenomenon could be due to the 
posttranslational modification of existing low levels of IRF-1 protein 
present in uninduced cells; however, activation is transient because 
the induction of IRF-1 itself is transient and the half-life of the IRF-1 
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protein is shorter (about 30 minutes) than that of IRF-2 protein (more 
than 8 hours: Watanabe et al., 1991). 

B. NF-KB 
NF-KB was first identified as a B cell-specific nuclear protein that 

binds to the KB regulatory element within the immunoglobulin K-chain 
(Igrc) gene enhancer (Sen and Baltimore, 1986a,b). In uninduced cells, 
NF-KB is found in the cytoplasm where it is bound to the negative 
factor IKB (Baeuerle and Baltimore, 1988). Stimulation by phorbol 
esters, CAMP, lipopolysaccharide, or other stimuli causes phosphory- 
lation of IKB, dissociation of the NF-KB/IKB complex, and subsequent 
migration of NF-KB to the nucleus. 

Purified NF-KB consists of two subunits, p50 and p65 (Kawakami et 
al., 1988; Baeuerle and Baltimore, 1989), the cDNAs of which have 
been recently cloned (Ghosh et d., 1990; Kieren et al., 1990; Nolan et 
al., 1991). The p50 cDNA clone was found to encode a 105-kDa pre- 
cursor form of p50, The amino-terminal 300 amino acids exhibit a 
remarkable homology to the c-rel (Wilhelmsen et aZ., 1984; Brownell et 
al., 1989) and Drosophila dorsal gene products (Steward, 1989). This 
105-kDa precursor does not exhibit any DNA binding ability until 
processed to the smaller p50 form by removal of its carboxy-terminal 
region. p50 forms a homodimer or heterodimer with p65 that binds to 
DNA. Although p65 can form a DNA binding heterodimer complex 
with p50, it is unable to form a honiodimer because of a carboxy- 
terminal “inhibitory domain,” but it can form a DNA binding complex 
with p50. The DNA binding activity of this complex is inhibited by the 
binding of IKB to p65. 

Many groups have reported that NF-KB may play an important role 
in viral induction of the IFN-/3 gene (Lenardo et al., 1989; Visvanathan 
and Goodbourn, 1989; Fujita et al., 1989a; Hiscott et al., 1989; Cohen 
et al., 1991). NF-KB binds specifically to the -66 to -57 region of the 
human IFN-fl gene promoter, and mutations in this region result in 
decreased inducibility by virus. A promoter containing multimerized 
NF-KB binding sequence was shown to be efficiently activated follow- 
ing viral infection. Furthermore, nuclear localization of NF-KB is 
activated by virus or poly (rI):poly(rC) induction. These results indi- 
cate that both NF-KB and IRF-1 are important for induction of the 
IFN-/3 gene; however, it has been observed that stimulation by tumor 
necrosis factor a (TNF-a) (Osborn et al., 1989; Watanabe et at., 1991), 
although it causes both IRF-1 and also NF-KB to be synthesized, does 
not result in significant induction of the IFN-/3 gene. Therefore, eMi- 



272 NOBUYUKI TANAKA A N D  TADATSUGU TANIGUCHI 

cient induction of the IFN-P gene requires not only induction of IRF-1 
and NF-KB but also some modification signal, as mentioned earlier. 

C. OTHER FACTORS 

The transcription factors that bind further upstream in the - 125 to 
-93 region of the human IFN-P gene are still unclear. This region 
contains some IRF binding hexamer repeats, but their affinity for IRFs 
is weak. DNA sequence analysis suggests that this region may contain 
elements that recognize members of the octamer binding factor 
(Garcia-Blanco et  al., 1989) and ATF families (Hai et  al., 1988, 1989). 
Because mutations downstream of IRF binding sites abolish induci- 
bility by virus, the role of these upstream binding factors might be 
more to augment the action of “modified” IRF-1 in inducing IFN-j3. 

V. Transcriptional Regulation of Interferon-Inducible Genes: Potential Role 
of IRF-1 and IRF-2 

Expression of many genes is increased on IFN treatment of cells. 
Many of the biological actions of IFNs can be attributed to the in- 
duction of these IFN-inducible genes. The biological functions of only 
a few these IFN-inducible proteins are characterized. The enzyme 
2’,5‘-oligoadenylate synthetase converts ATP to oligonucleotides ppp 
(A2’p),, (Hovanessian et  ul., 1977). The 2’,5‘-oligoadenylate produced 
binds and activates a latent endonuclease, RNase L (Lengyel, 1982). 
An activated 2’,5’-oligoadenylate synthetase/RNase L system is suffi- 
cient to influence the viral replication (Chebath et al., 1987). Another 
IFN-inducible enzyme is a double-stranded RNA-dependent serine 
and threonine protein kinase (Lebleu et al., 1976; Roberts et  al., 1976; 
Zilberstein et  al., 1976; Meurs et u1.,1990). The activated double- 
stranded RNA-dependent protein kinase can phosphorylate itself and 
other substrates such as the a subunit of translational initiation factor 2 
(eIF2) (Galabru and Hovanessian, 1985). Phosphorylation of eIF2 
leads to inhibition of protein synthesis. Some other IFN-inducible 
proteins were reviewed by Revel and Chebath (1986), VilEek ( lYYO) ,  
and Senes (1991). 

Synthesis of IRF-1 and IRF-2 is induced by virus, as well as by many 
cytokines such as IFNs (a,  j3, and y) ,  TNF-a, interleukin-1 (IL-l), IL-6 
and leukemia inhibitory factor (Fujita et ul., 1989c; Pine et  al., 1990; 
Yan-Lee et al., 1990; Abdollahi et al., 1991). In addition, IRF binding 
motifs similar to that of the IFN-j3 gene are found in many IFN- 
inducible genes such as 2‘,5’-oligoadenylate synthetase gene, MHC 
class I gene, and other genes within the IFN response sequences 
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(Friedman and Stark, 1985; Revel and Chebath, 1986) (Table I). DNA 
binding analysis of Escherichia coli-produced IRF-1 or IRF-2 proteins 
has shown that IRFs bind to sequences found in the major histocom- 
patibility complex class I gene, the 2’,5’-oligoadenylate synthetase 
gene, and the IRF-2 gene (Harada et al., 1989; N. Tanaka, unpublished 
data). Furthermore, each of these genes is activated by IRF-1 in viuo 
(Harada et al., 1989; H. Harada, unpublished data). Recently, it has 
been observed that there are clear differences in stably transfectant 
cells constitutively expressing sense or antisense IRF-1 mRNAs in the 
level of expression of two IFN-inducible genes (2’,5’-oligoadenylate 
synthetase and class I HLA) (Reis et al., 1992). These results indicate 
an important role for IRF-1 and IRF-2 in the expression of IFN- 
inducible genes. 

The transcription factors IRF-1 and IRF-2 regulate both IFN and 
IFN-inducible genes coordinately. In cells infected by virus, IRF-1 is 
produced and modified by a yet unknown signal. This “modified” 
IRF-1 activates the IFN-P gene with the cooperation of NF-KB and 
other factors. Synthesized IFN-/3 subsequently binds to the receptors 
of its own and surrounding cells, resulting in the further induction of 
IRF-1 and other transcription factors by the signals transmitted to the 
nucleus. Ultimately, the expression of these IFN-inducible genes re- 
sults in the establishment of an antiviral state and produces other 
biological reactions. IRF-1 is also induced by many cytokines, for 

TABLE I 
PUTATIVE INTERFERON REGULATORY FACTOWBINDING SITES IN 

INTERFERON-INDUCIBLE GENES 

Gene Sequence Reference 

Mouse H-2Dd 
Human 2’,5‘-OAS“ 

Human ISG 15 
Human ISG 54 
Mouse Mr 
Human 6-16 

Human IP-10 

Mouse &-microglobulin 
Mouse IL-7 receptor 

- 137 CAGAAGTGAAACT - 151 
-98 G AAA CGAAACC -88 

- 106 G AAACCGAAACT -95 
-92 G AAAGTGAAACT -103 
-121 G AAA CGAAACT -131 
-151 GAAAA TGAAACC -140 
- 110 G AAA TGAAACT -99 
-220 G AAAGTGAAACC -208 

- 139 G AAACTGAAAATC - 127 
-262 G AAATGGAAGAGT-249 

Israel et a1. (1986) 
Benech et (11. (1987) 

Reich et al. (1987) 
Reich et al. (1987) 
Hug et al. (1988) 
Porter et al. (1987) 

(1987) 

Luster and Ravetch 

Israel et 01. (1987) 
Pleiman et al. (1991) 

(1987) 

Consensus G(A/-)(A/G)AA(C/C/-)(C/T)GAAA(G/C)(T/C) 

“ Human 2’,5‘-oligo-adenosine synthetase gene. 
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example, TNF-a and IL-1 (Fujita et al., 198%). In this regard, it is 
interesting that both cytokines were found to have IFN-like actions. 
Both TNF-a (Kohase et al., 1986; Mestan et al., 1986; Reis et al., 1988) 
and IL-1 (Content et al., 1985; Van Damme et al., 1987) in some cells 
induce an IFN-like antiviral action. In addition, TNF-a and IL-1 were 
shown to induce the synthesis of some proteins that are also induced 
by IFNs (Pfizenmaier et al., 1987; Beresini et al., 1988; Rubin et  al., 
1988). Finally, TNF-a and IL-1 appear to modulate IFN-/3 production; 
i.e., under certain conditions both cytokines, like IFNs, can prime cells 
to produce increased levels of IFN-/3 (Kohase et al., 1988), and in some 
cells TNF-a (Onozaki et al., 1988) or IL-1 (Van Damme et  al., 1985) 
induces IFN-/3. Thus, it is possible that many, if not all, of these 
phenomena are also mediated by IRF-1. 

In view of the fact that the IRF-1 gene is induced by IFNs and the 
observation that IRF-1 may mediate many of the biological actions of 
IFNs, it is intriguing that IRF-1 may be the nuclear factor that regulates 
the cell growth. In this regard, Yamada et al. (1990) generated trans- 
genic mice carrying the IRF-1 gene linked to the immunoglobulin 
heavy-chain enhancer. The resulting mice showed a drastic reduction 
of B lymphocytes, suggesting that IRF-1 has growth inhibitory action. 
Recently, Abdollahi et al. (1991) reported that IRF-1 is an early re- 
sponse gene in myeloid precursor cells (M1 cells) following induction 
for terminal differentiation and growth arrest by IL-6 or leukemia 
inhibitory factor. They also showed that this growth inhibition could 
be partially abrogated by the use of IRF-1 antisense oligomers or 
IFN-/3 antiserum. Interestingly, the human IRF-1 gene is located on 
chromosome 5q23-31 (Itoh et al., 1991). Interstitial deletion of this 
region is the most common structural rearrangement in acute myelocy- 
tic leukemia and myelodysplastic syndromes (Van den Berghe et al., 
1985). Although the molecular mechanisms of these myeloid disorders 
are still unclear, it is thought that loss of a gene(s) that negatively 
regulates cell growth such as an anti-oncogene may play an important 
part in the pathogenesis of 5q-related disorders. It is intriguing that the 
IRF-1 gene may correspond to one such gene that directly affects cell 
growth. The role of IRF-1 in cell growth control awaits further eluci- 
dation. 

Other factors that bind to IFN-responsible elements have also been 
identified. Interferon-stimulated gene factor 3 (ISGF-3) is a multicom- 
ponent cytoplasmic factor that is assembled and transported to the 
nucleus in the absence of new protein synthesis following IFN-a stim- 
ulation (Larner et al., 1986; Levy et al., 1988, 1989, 1990). When cells 
are treated with IFN-a, ISGF-3 can be detected in the cytoplasmic 
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fraction within 1 minute, and in the nuclear fraction after 3 to 4 min- 
utes. ISGF-3 is composed of two fractions, ISGF-a and ISGF-.)I. The 
ISGF-.)I component (48-kDa) possesses a DNA binding activity that 
specifically recognizes interferon-stimulated response element 
(ISRE). ISGF-3 has been shown to activate an ISRE-containing 
promoter in an in vitro transcription assay (Fu et al., 1990). This 
result shows that ISGF-3 may also act as an activator of IFN-inducible 
genes. Interestingly, these ISREs contain IRF binding sites (GA- 
AAGTGAAAGT in ISG 54 gene, GAAACCGAAAGT in ISG 15 gene) 
(Levy et al., 1988) and ISGF-3 have been shown to bind specifically to 
these motifs; however, ISGF-3 does not bind to the IRF binding sites 
found within the IFN-P gene. Although these two factors recognize 
overlapping sequence motifs, the binding affinities for these various 
sequences have yet to be determined. Such analysis may lead to a 
better understanding of how IRF-1 and ISGF-3 can function either 
independently or in a cooperative manner for various IFN-inducible 
genes. 

Other factors that bind to IRF binding sites in the IFN-p gene and 
IFN-inducible genes include PRD1-BF1 (Keller and Maniatis, 1991), 
ICSBP (Driggers et al., 1990), and IREBF-1 (Yan and Tamm, 1991). 
These three factors have also been cloned by probing a hgt 11 cDNA 
library with DNA containing repeated elements, including IRF-1 rec- 
ognition motifs. The amino-terminal region of ICSBP shows signifi- 
cant sequence homology to the corresponding regions of IRF-1 and 
IRF-2, and is thus a new member of the IRF family; however, the 
activity of these factors and their requirement in the expression of IFN 
genes and IFN-inducible genes have not been determined. 

VI. Conclusions 

Studies on the regulation of IFN-/3 and IFN-inducible genes have 
led to significant advances in the understanding of the mechanisms of 
cytokine gene regulation. In this review, we have described mainly 
the IFN and IRF regulatory network (Fig. 3). IRFs appear to be key 
factors in the regulation of the IFN-p gene and other IFN-inducible 
genes. Viral infection of cells causes the generation of a specific sig- 
nal(s) that induces the expression and modification of the transcrip- 
tional activator IRF-1. Subsequently, this modified IRF-1, in coop- 
eration with other transcription factors, acts to activate many IFN- 
inducible genes and to activate efficiently the IFN-fi gene. This IRF-1- 
mediated transcriptional activation is transient, reflecting the fact that 
IRF-1 itself is both transiently expressed and rapidly degraded. IFN-P, 



FIG. 3. Model for the interferon regulatory factor (1RF)-mediated regulation ofthe interferon+ (IFN-P) gene and interferon-inducible 
genes. See text for details. 
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synthesized by virally infected cells, is secreted and binds to the 
receptors of the target cells. This IFN-/3 signal is transduced to the 
nucleus, leading to the induction of IRF-1 expression and activation of 
IFN-inducible genes, but does not cause the synthesis of IFN-/3 be- 
cause of the repressor IRF-2, unless cells receive another signal(s). 
This is presumably because in the absence of a signal(s) from virus, 
IRF-1 in these cells is not modified and therefore not able to overcome 
the IRF-2-mediated repression of IFN-P. Thus, in this system, IRF-2 
acts as “safety valve” to prevent the overexpression of IFN-/3. There- 
fore, although changes in IRF-1 levels may regulate expression of 
many IFN-inducible genes, the requirement for a virally induced 
modification event causes the same IRF-1 to regulate IFN-/3 in a more 
tightly controlled manner. 

The physiological significance of such a regulatory system may be 
critical in the case of stimuli such as viruses. As a first line of defense, a 
viral stimulus activates the IFN system, which in turn induces IFN 
production to impart an antiviral state to the surrounding cells. Con- 
comitantly, IFN and other IFN-inducing cytokines can upregulate the 
IRF system, thus accelerating further IFN production (e.g., priming 
effect) to limit the extent of the viral infection; this may constitute a 
second line of defense. Thus, one may envisage intercellular amplifi- 
cation of the IFN system as mediated by the product (1FN)-mediated 
induction of the IRF-1 gene. Finally, it should be pointed out that 
cytokine-induced IFNs, the level of which is much lower than that of 
virus-induced IFNs, may be of greater physiological importance in the 
control of cell growth and differentiation. 

As IRF-1 is induced by many cytokines some of the biological re- 
sponses to these cytokines may also be mediated by  genes regulated by 
IRF-1. These cytokines regulate many biological activities such as cell 
growth and differentiation. It might be very interesting to investigate 
the possible role of IRF-1 in also mediating cell growth and differenti- 
ation. 
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1. Introduction 

It is somewhat sobering to realize that this review on B lymphocyte 
tolerance will appear exactly 30 years after my first review for “Ad- 
vances in Immunology,” Volume 2 (Nossal, 1962). Although we have 
learned a monumental amount about the immune system in the inter- 
vening period, cellular immunology displays a curious habit of revis- 
iting its old haunts, one of the most important of which is the mecha- 
nism of immunological tolerance. Academic immunology has 
succeeded brilliantly in its reductionist mode. The definition of the 
molecules, cells, and organs constituting the immune apparatus repre- 
sents one of the true triumphs of modern bioscience. Nevertheless, 
there are some real problems in defining the regulatory rules that 
govern the relationships between these component parts. These 
chiefly come from one unique feature of immunological receptor mole- 
cules. Most macromolecular interactions, such as enzyme action, hor- 
monal stimulation, viral adherence, and neurotransmission, depend on 
ligand-receptor binding where evolution has shaped the reaction to 
have a precise, defined affinity. In the immune system, receptors have 
evolved based on the need to recognize all foreign substances, more or 
less well. Immune recognition traverses a 10 million-fold span in terms 
of precision, and cellular events, particularly toward the lower end of 
this spectrum, may require ancillary mechanisms of binding. This 
being so, cellular immunology has a much larger operational com- 
ponent than most disciplines. For example, a monoclonal immuno- 
globulin may be an antibody to a particular protein if it is an IgM and 
the antigen is presented as a closely spaced matrix on an enzyme- 
linked immunosorbent assay (ELISA) plate, whereas the same anti- 
body may score negative as a F(ab) monomer. A T cell may proliferate 
when confronted with a particular major histocompatibility complex 
(MHC) haplotype in vitro in the presence of interleukin-2 (IL-2), yet 
be of such low affinity as to prove incapable of skin graft rejection. 
Almost inherently, an academic subject based on such recognition will 
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spawn experimental results in apparent conflict with one another 
when different protocols with various thresholds are used. This is what 
makes regulatory immunology so impenetrable to the outsider. 

Of all the facets of immunoregulation, the most important is self- 
nonself discrimination, manifesting itself as self tolerance and fre- 
quently studied as experimental tolerance. Given the dramatic nature 
of tolerance (what could be more striking than the contrast between 
fierce rejection of an allograft and the indifference of the same lympho- 
cyte population to the autologous equivalent), it is understandable that 
scientists should seek an equally dramatic explanation for it, as Burnet 
(1957), Lederberg (1959), and Bretscher and Cohn (1970) sought to do. 
We now know that all these pioneers were right, but explained only 
part of the total phenomenology. Over the past 4 years, tolerance 
research has been revolutionized by the imaginative use of transgenic 
mouse technology. This has confirmed the existence of deletional and 
nondeletional mechanisms of repertoire purging in both T and B lym- 
phocyte compartments. The purpose of this review is to highlight 
recent B cell tolerance work, placing the findings from transgenic 
experiments into a framework developed in normal animals. I also 
hope to establish that tolerance within the primary and secondary B 
lymphocyte repertoires is a useful ancillary bulwark against autoim- 
munity, even though T cell tolerance exists and probably represents 
the most important safeguard. 

II. Early Tolerance Studies Affecting Antibody Formation 

A. TOLERANCE AND ANTIBODY FORMATION BEFORE THE T AND B 
CELL ERA 

Shortly after the experimental induction of immunological tolerance 
by Billingham et al. (1953), numerous attempts were made to use 
defined, nonliving antigens as tolerogens. At that time, effort was 
concentrated on the perinatal period, tolerance being seen as a phe- 
nomenon tied to the immaturity of the immune system. It was quickly 
shown that pure protein antigens could abrogate the newborn animal’s 
capacity to respond to later immunogenic challenge by antibody for- 
mation (Hanan and Oyama, 1954; Cinader and Dubert, 1955; Dixon 
and Maurer, 1955); however, the story was different for particulate 
antigens and various microbial products. Burnet himself failed to in- 
duce tolerance in chick embryos toward influenza virus, and I was able 
to show that this was, at least in part, caused by failure of antigen 
administered as a single dose to persist long enough within the body; 
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regular injections of foreign erythrocytes, starting at birth, could in- 
duce tolerance (Nossal, 1957), and even a very powerful antigen of 
microbial origin, Salmonella flagellin, could do so at surprisingly low 
doses, provided it was given daily over a substantial period (Shellam 
and Nossal, 1968). All of this seemed in line with Burnet-Lederberg 
notions that saw the essence of tolerance as repertoire purging, that is, 
an elimination of cells with reactivity to self. At that time, no one 
placed emphasis on the fact that tolerance toward allogeneic skin grafts 
and tolerance after a challenge designed to elicit antibody formation 
represented two different phenomena. It was clearly recognized that 
graft rejection was more akin to delayed-type hypersensitivity reac- 
tions, but the full significance of the difference between primary and 
secondary lymphoid organs (Glick et al., 1956; Miller, 1961; Jankovic 
et al., 1962; Good et al., 1964) and the importance of distinguishing 
between the two great families of lymphocytes (Szenberg and Warner, 
1962) in terms of mechanisms of activation or silencing took some years 
to come into focus. Therefore, it is in retrospect not surprising that the 
striking finding of Dresser (1962), where freshly deaggregated xenoge- 
neic serum proteins caused tolerance in adult mice, made most 
workers in the field uncomfortable. It did not fit into the paradigm of 
tolerance representing repertoire purging among immature immuno- 
cytes. 

Two developments in the late 1960s ensured that the tolerance 
debate no longer progressed separately from the T cell versus B cell 
debate. The first was the realization that thymus-derived cells and 
bone marrow-derived cells collaborated in antibody formation 
(Claman et al., 1966; Miller and Mitchell, 1968; Rajewsky et al., 1969; 
Mitchison, 1971). The second was the invention (Raff, 1970) and soon 
widespread use of immunofluorescence and other techniques to dis- 
tinguish T and B cells, so that the differences between them could no 
longer be ignored. When it was formally proven (e.g., Nossal et al., 
1968) that B cells were the exclusive formers of antibody, it soon 
became apparent that workers using antibody formation as a readout of 
tolerance needed to determine whether the tolerance observed repre- 
sented a property of the B cell population or of the T cells, in the 
absence of which only a restricted, T-independent B cell response 
could ensue. 

B. DISSECTION OF T CELL VERSUS B CELL TOLERANCE 
Three endeavors of the early 1970s shaped thinking about tolerance 

mechanisms during the first phase of the T cell-B cell revolution. The 
first was the theoretical contribution of Bretscher and Cohn (1970). 
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Realizing that immune activation required not only the union of anti- 
gen with lymphocyte receptor (“signal 1”) but also some other signal 
(“signal 2”), which was normally delivered by a helper T cell and 
which involved recognition of a linked epitope on the antigen, they 
argued that signal 1 only was followed not by a null response but rather 
by a negative signal, i.e., tolerance. Signal 1 plus signal 2 led to im- 
mune activation, e.g., antibody formation. If an antigen could not en- 
gage the interest of the T cell, e.g., a foreign serum protein free of 
aggregates that was not palatable to macrophages and thus did not 
activate T cells, it was likely to lead to tolerance. This formulation, 
with little emphasis on the maturity of the system, made the Dresser 
(1962) finding less impenetrable and continues to inform current views 
of clonal anergy. 

The second major development was the classical study of Chiller et 
al. (1970). Mice were rendered tolerant to deaggregated human gamma 
globulin and, to determine the cellular sites of tolerance induction, 
adoptive transfer experiments were conducted using thymus as a 
source of T cells and bone marrow as a source of B cells. It was shown 
that both T and B cells could be rendered tolerant, but that unrespon- 
siveness in either cell type was sufficient for a severe impedance of 
antibody formation. Furthermore, B cell tolerance required a much 
higher dose of antigen, and tolerance was lost more rapidly in the B 
cell compartment. 

The third advance was the demonstration (McCullagh, 1970; 
Gershon and Kondo, 1971) that some models of tolerance involved the 
development of T lymphocytes capable of suppressing immune re- 
sponses. Although the exact nature of this last phenomenon remains 
controversial, all three contributions highlight the importance of the T 
cell in self recognition. As this subject is outside the scope of‘ the 
present review, the reader is directed to other recent efforts that give 
access to the rich T cell tolerance literature (Miller et  al., 1989; Ferrick 
et al., 1990; Nossal, 1991). As had been tacitly assumed for many 
years, the thymus itself is critically involved in shaping the T cell 
repertoire. It ensures that MHC restriction is learned through positive 
selection and tolerance is learned through negative selection, though 
the detailed signaling pathways differentiating these two processes are 
not yet clear. Nevertheless, there are self antigens not expressed in the 
thymus to which it is important to maintain tolerance. It is clear that 
there are ancillary mechanisms operative peripherally that ensure this, 
including induction of T cell anergy and perhaps induction of T cell 
suppression in some cases. Other models appear to rely on exhaustive 
differentiation of T cells which ends up with the phenotype of T cell 
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deletion. Only further work will clarify which of these peripheral 
mechanisms are the most physiologically relevant. 

As the rest of this review cdncentrates on B cell tolerance, it is 
important to recall that this aspect of tolerance is rarely the full story. 

111. Antigen Polymerization and B Cell Tolerance 

A. FELTON’S PARALYSIS AND OTHER EARLY RESULTS 
WITH POLYMERS 

Even before the notion of self-tolerance was conceived, it was clear 
that highly polymeric antigens could inhibit antibody formation. 
Felton’s (1949) work on pneumococcal polysaccharide had shown that 
supra-immunogenic but still quite small amounts of this antigen could 
inhibit antibody formation, causing “immunologic paralysis,” and sub- 
sequently workers tended to put this into a separate conceptual basket 
than self tolerance. The matter took on a different complexion when it 
was realized that quite low concentrations of soluble immune com- 
plexes formed in the zone of antigen excess could be powerfully inhib- 
itory of B cell function (e.g., Feldmann and Nossal, 1972; Sinclair, 
1990). This raises the issue of whether a B cell that might, for any 
reason, begin to form antibody to some monomeric self antigen, such as 
a serum protein, would immediately be silenced because the antibody 
formed would complex with antigen providing a profound negative 
feedback effect. The plausibility of such a process is increased through 
the discovery of effector cell blockade (Schrader and Nossal, 1974). 
This surprising finding revealed that an actual fully differentiated 
antibody-forming cell could have its secretory capacity markedly 
downregulated through brief incubation with highly multivalent anti- 
gen. For example, dinitrophenyl (DNP)-specific plaque-forming cells 
incubated for 30 minutes with 100 p g  of DNP-polymerized flagellin 
showed a marked suppression of antibody secretion rate at the single 
cell level. Similar results were obtained independently by Klaus and 
Humphrey (1974), and much of the early literature on negative signal- 
ing of B cells by polymeric antigens has been previously summarized 
(Nossal and Schrader, 1975). It revealed that although most studies, 
such as those just mentioned, showed a direct effect on B cells, some 
models highlighted the absorption of antibody by  persisting, nonde- 
gradable antigen (“antibody formation on a treadmill”) and others 
appeared to involve suppressor T cell effects. Doubtless, in some 
cases, more than one of these mechanisms operated in the same 
animal. For example, the profoundly tolerogenic DNP coupled to a 
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copolymer of D-glutamic acid and D-lysine undoubtedly exerted effects 
directly on the B cell (Nossal et al., 1973), but the nondegradability of 
this antigen would have contributed to its in uiuo efficacy. A persistent 
theme in this early work was that impedance of B cell function de- 
pended on the differentiation state of the B cell. Antibody-forming 
cells required stronger surface Ig receptor crosslinking than mature, 
immunocompetent B cells to be silenced. The latter, in turn, were less 
readily turned off than immature B cells, a question to which we shall 
return later. 

B. SIZE-FRACTIONATED POLYMERS: THE DINTZIS MODEL 
In more recent years, a penetrating quantitative study of the effects 

of polymeric antigens on the B cell has been carried out by Dintzis’ 
group (Dintzis and Dintzis, 1990). This work was initiated on the basis 
of the original observation (Dintzis et al., 1976) that the immunological 
effects of injecting DNP-substituted, linear polymers of acrylamide 
depended on both the size of the polymer and its degree of substi- 
tution. Polymer molecules that bore 10 to 20 effectively spaced DNP 
groups were immunogenic. Preparations with fewer than 8 DNP 
groups were totally nonimmunogenic. This led to the concept of the 

immunon,” namely, the idea that a cluster of 10-20 surface Ig recep- 
tors, all crosslinked to one another, were required for T-independent 
triggering of the B cell. Moreover, nonimmunogenic conjugates could 
impede the response to immunogenic conjugates given simulta- 
neously or 5 days later. For each immunogenic type of polymer there 
was a bell-shaped dose-response curve, excess amounts failing to 
induce antibody formation. Fluorescein, a substantially larger and 
more complex hapten than DNP, has been used in more recent experi- 
ments (e.g., Dintzis and Dintzis, 1988). Both in uiuo and in vitro, all ofa 
variety of chemically diverse fluoresceinated polymers with molecular 
weights greater than 100 kDa and a hapten valency higher than 20 
were immunogenic, whereas polymers less than 100 kDa were nonim- 
munogenic. The rules applied also to natural polymers such as dextran 
and pneumococcal polysaccharide type 3 as routinely used in vaccines. 
The latter preparations were quite heterogeneous in size, consisting of 
a mixture of immunogenic and nonimmunogenic molecules. If these 
findings can be generalized, they have substantial implications for 
vaccine design. 

The aforementioned studies relate to primary IgM responses, 
evoked by these polymeric antigens acting as T-independent stimuli of 
IgM responses. In the latest work of Dintzis and Dintzis (1992), atten- 
tion has been focused on fluorescein-derivatized dextran as an im- 

“ 
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munosuppressive agent for T-dependent responses. Preparations of 
80 kDa with approximately 30 fluorescein haptens per molecule were 
injected in saline to a total dose of 2 mg. Immune responses of mice 
were evoked by two or three spaced injections of fluorescein- 
ovalbumin. Even when the boosted serum antifluorescein response 
was well established, treatment with the suppressive polymer reduced 
the serum anti-hapten IgM level by 70%, and repeated injections 
lowered levels still further. There was no effect on the antiovalbumin 
response. Interestingly, IgG levels were inhibited much more pro- 
foundly, especially high-affinity antifluorescein antibodies. The re- 
sults were not due to a simple quenching of antibody by antigen, as 
suppressive polymer could not be found in the serum at the time of 
assay, and as the number of splenocytes producing specific antibody 
was reduced to the same degree as serum antibody. A single injection 
of fluorescein-dextran reduced the fluorescein-specific IgE response 
10-fold, and a second injection, 1000-fold. Again, antiovalbumin IgE 
levels were not reduced. This specific suppression of established T- 
dependent immune responses, admittedly by relatively large doses of 
tolerogen, is impressive. I t  is not clear whether the antifluorescein B 
cell population is eliminated or rendered anergic. The authors stress 
the therapeutic implications of their findings for both autoimmunity 
and allergy. Whether this form of B cell inhibition is relevant to self 
tolerance or not (and some self antigens are certainly present in highly 
polymeric form), it does illustrate in a powerful way the capacity for 
polymeric antigens in the absence of T cell help to deliver negative 
signals to the B cell. 

C. POLYMERIC ANTIGENS AND IgE RESPONSES 
Though the field of carbohydrate antigens and T cell effects is not 

well developed, there are hints in both the pneumococcal polysac- 
charide and dextran models mentioned earlier of T cell effects, espe- 
cially suppression. From that viewpoint, a body of work on the effects 
of soluble polymeric antigens on the IgE response of mice initiated by 
Sehon (e.g., Lee and Sehon, 1978) is of particular interest, as it led to 
the conclusion that such conjugates suppress IgE production via a 
suppressor T cell mechanism. Antihapten IgE responses were induced 
by the injection of haptens, e.g., DNP, coupled to ovalbumin (OA) 
adsorbed into aluminum hydroxide. Among a range of conjugates that 
abrogated the anti-DNP IgE response was the carrier, OA, coupled to 
monomethoxypolyethylene gylcol (PEG). Indeed, a wide variety of 
PEGylated antigens, including proteins, pollen allergens, helminth 
allergens and bacterial allergens, were found to be nonantigenic and 
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specifically immunosuppressive, with adoptive transfer studies impli- 
cating suppressor T cells (Sehon, 1982). Similarly, PEGylated mono- 
clonal immunoglobulins caused tolerance transferable by T cells (Wil- 
kinson et d., 1987). 

This line of work has been extended in an interesting way by Hay- 
Glass and Stefura (1990, 1991). They used glutaraldehyde- 
polymerized OA as a soluble polymer of relative molecular mass (M,) 
about 3.5 x lo', and found specific abrogation of the murine IgE re- 
sponse but a marked increase in the IgGz, response. Unmodified OA 
does neither of these two things but does lead to increases in OA- 
specific IgGl responses. When a monoclonal antibody to interferon-y 
was injected with polymerized OA, both the suppression of IgE and 
the enhancement of IgGza were inhibited. The results suggest that the 
polymerized form of the antigen preferentially induces interferon-y- 
producing T cells which negate the function of the IL-4 produced 
when alum-adsorbed OA is injected and therefore prevent the IL-4- 
dependent IgE formation. In other words, the form in which the anti- 
gen is presented profoundly influences the cytokine pattern induced. 
The study also shows how subtle influences on the T cell system may 
be. It is clear that each polymeric antigen believed to be a B cell 
tolerogen requires to be examined for its effects on T cells as well, and 
in a way that allows differential effects in B cell help to be recognized. 

It is important to recognize that not all polymeric antigens are toler- 
ogenic. For example, the T-independent antigen fluorescein-Ficoll 
has been shown to reduce the tolerance susceptibility ofB cells during 
a brief 48-hour incubation period (Scott et al., 1992). It is clear that 
molecular weight, epitope spacing, and chemical composition of the 
carrier are all important variables. In a contact between a B cell and 
a polymeric antigen there will always be a strong signal 1, i.e., recep- 
tor crosslinking, but certainly some carriers have the capacity to in- 
duce signal 2 as well, thus converting a tolerogenic signal into an acti- 
vating one. 

IV. B Cell Maturity and Tolerance 

Many of the studies just discussed used adult mice, and indeed since 
the studies of Dresser (1962) and Chiller et a2. (1970), no one has 
questioned the fact that the capacity for antibody production can be 
switched off in the adult animal. Nevertheless, the question of whether 
there is a special tolerance susceptibility in immature B cells is still 
worth asking, because many self antigens are present at concentrations 
far lower than required for adult B cell tolerance induction by experi- 
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mental injection. During the 1970s and early 1980s, that is, before the 
transgenic era, three groups were chiefly involved in pursuing this 
issue with normal B cells, namely, our own (Nossal, 1983), that of 
Klinman (Metcalf and Klinman, 1976, 1977), and that of Scott (Scott et 
al., 1987a). Other groups, in work reviewed in Section V, have used B 
cell lines to address biochemical aspects of tolerance susceptibility. 

A. CLONAL ABORTION AND CLONAL ANERGY 
Following several years of work on the tolerogenic potential of fla- 

gellin and flagellin-antibody conjugates, which showed that remark- 
ably low concentrations could signal the B cell negatively, we decided 
to switch our attention to models using more “self-like” carrier 
proteins, i.e., antigens that could persist for some time in the extracel- 
lular fluids. We were struck by the model of Borel (e.g., Borel and 
Kilham, 1974) in which anti-hapten B cells were rendered tolerant by 
hapten-immunoglobulin conjugates. Much of our work was done 
using fluorescein (FLU) coupled to human gamma globulin (HGG) 
and freshly deaggregated before injection as a tolerogen. Our approach 
had the following strategic features: (1) careful dose-response studies 
of tolerogenesis both in vioo and in witro; (2) capacity to collect and 
culture antigen-specific B cells by antigen-affinity fractionation proce- 
dures for splenocytes from tolerized or uninjected mice; (3)  accurate 
enumeration of antibody-forming cell precursors (AFCP) by T- 
independent and T-dependent in oitro cloning techniques; and 
(4) comparative analysis of fetal, newborn, and adult situations and of 
splenic versus bone marrow-derived B cells. 

The results of over a decade’s research have been reviewed else- 
where (Nossal, 1983; Pike et al., 1987), and so need only be briefly 
recapitulated here: 

1. Adult, newborn, and fetal mice can all be rendered tolerant in the 
B cell compartment by FLU-HGG, but the required threshold con- 
centration is considerably lower for newborn than adult mice, and also 
for fetal than newborn mice. 

2. Tolerance can be induced among hapten-specific cells in witro 
and the sequence of sensitivities is as follows: greatest sensitivity for 
cells maturing from pre-B to B status; next highest level of sensitivity 
for immature B cells harvested from newborn spleen or adult bone 
marrow; highest concentrations required for adult splenic immuno- 
competent B cells. 

3. Hapten density was an important variable in tolerogenicity as 
conjugates incapable of crosslinking the B cell’s Ig receptor failed to 
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tolerize, and highly multivalent conjugates were most active. As the 
conjugation rates increased, the degree to which immature cells were 
more sensitive than mature cells decreased, a possible reason for some 
authors failing to notice the differential susceptibility. 
4. Simultaneously crosslinking the Fc receptor and the Ig receptor 

increased the strength ofthe tolerance signal but was not obligate for it, 
as adequate concentrations of FLU-F(ab) of HGG were tolerogenic. 

5.  When tolerance was induced either in vivo in very young life or 
in vitro in circumstances where pre-B cells matured into B cells, the 
cellular basis of tolerance rested on one of two phenomena. With high 
concentrations of tolerogen, antigen-specific B cells simply failed to 
appear. There was a maturation arrest at the pre-B/B cell transition, 
possibly involving death of the newly formed B cell. We termed this 
clonal abortion to distinguish the phenomenon from deletion of al- 
ready formed B cells, be these immature or mature. On the other hand, 
when much lower concentrations of tolerogen acted either in vitro or 
in viuo, B cells capable of binding the antigen in question were formed 
and these exhibited a normal number of Ig receptors, but the antigen- 
specific B cells were incapable of generating antibody-forming clones 
in vitro or of responding in vivo to either T-independent or T- 
dependent stimuli. This surprising finding clearly showed the capacity 
to induce B cell tolerance without clonal abortion or deletion. For this 
new phenomenon, we coined the phrase clonal anergy (Nossal and 
Pike, 1980) to describe a state in a B cell induced by a tolerogen which, 
without killing the cell, conferred a negative or downregulatory signal 
that rendered the cell refractory to later normally adequate immuno- 
stimulatory signals. This concept of clonal anergy has since been dem- 
onstrated for the T cell as well (e.g., Lamb et al., 1983; Jenkins and 
Schwartz, 1987) and, as we shall see, has formed the centerpoint of 
much of the transgenic work on B cell tolerance. 

The work of Metcalf and Klinman (1976, 1977), pursued indepen- 
dently of our own, has used a B cell cloning technique, the splenic 
focus assay, whereby B cells are first adoptively transferred into a 
lethally irradiated mouse in limitingly small numbers and then cul- 
tured within tiny fragments prepared from the spleen of the host 
mouse. Preinjection of the host mouse with a carrier antigen to create a 
radioresistant population of helper T cells, or actual transfer of carrier- 
primed T cells after irradiation (Linton et al., 1989, 1991), ensures 
optimal T cell help for the hapten-specific B cells under study. In vitro 
tolerogenesis is induced by the hapten in question coupled to an 
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irrelevant carrier, and T-dependent immunization is induced by the 
addition of the hapten coupled to the carrier for which T cell help is 
available. The chief conclusion regarding tolerogenesis within the 
primary B cell repertoire is that tolerance is readily induced within 
cells harvested from newborn spleen or adult bone marrow, but that 
cells from adult spleen are resistant to tolerogenesis. Furthermore, the 
hapten must be multivalently coupled to a protein to induce tolerance, 
the process of tolerogenesis taking at least several hours. If tolerogen 
and immunogenic hapten-carrier act simultaneously on the B cells in 
the splenic focus, immunity “wins” over tolerance. The effects of 
toleragens on the secondary B cell repertoire are discussed separately 
in Section VII. 

The work of Scott’s group, like ours, makes extensive use of fraction- 
ated, hapten-specific B cells. Their experience also highlights the 
ability of “signal 2” to interfere with tolerogenesis, as lipopolysaccha- 
ride (LPS) completely or a graft-versus-host reaction partially blocks 
tolerance induction (Ornellas et al., 1974). The work also supports 
clonal anergy as an important mechanism, but shows that anergy 
can sometimes be partial, as manifested by a reduced burst size of 
antibody-forming cells (AFC) from a single hapten-specific AFCP 
(Pillai and Scott, 1983) and the capacity of living macrophages to 
reverse partially the inhibition of mitogen responses in anergic B cells 
(Pillai and Scott, 1981). This study is one of a number (Pike et al., 1987) 
showing that the anergic B cell displays a greater capacity for re- 
sponding to mitogens than it does to antigen-specific stimuli. The 
biochemical events of anergy are discussed in Section V where more 
recent work of the Scott group is covered. 

This older work therefore shows a good consensus on the main 
points, supports the reality of B cell tolerance, and substantiates the 
existence of a state of clonal anergy. Given the much greater suscepti- 
bility of immature B cells to tolerogenic signals, it leads naturally to the 
question of whether “signal 1” is transmitted differently in an imma- 
ture versus a mature B cell. As our knowledge of signaling pathways in 
B cells is still fragmentary, unanimity has not yet been established on 
this point, but significant differences are emerging which we must now 
consider. 

A wonderful new tool for B cell tolerance research has recently 
become available, namely, a system that allows the progression of 
pre-B cell lines and clones to mitogen-reactive B cells either in uitro or 
in uiuo (Rolink et al., 1991). Extensions of this technology actually 
allow the clonal enumeration of pre-B cells in fetal and newborn 
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animals. This system lends itself to the intentional addition of sur- 
rogate self antigens in vitro and to a new look at the cellular mecha- 
nisms underlying deletion or anergy. 

V. Biochemical Basis of B Cell Tolerance 

A. CONSTRAINTS TO BIOCHEMICAL STUDY OF ANTIGENIC SIGNALING 

One of the abiding fascinations of the immune system is also the 
chief reason making detailed biochemical study of lymphocyte signal- 
ing difficult. This is the extreme heterogeneity of lymphocytes. As 
regards the B cell, one must consider the ontogenetic stage (pro-B cell 
to early and late pre-B cell to immature B cell to immunocompetent 
virgin B cell); the possibility of separate lineages (Hayakawa et al., 
1984; Linton et al., 1989) such as Ly-1 or B1 lymphocytes, conven- 
tional virgin B cells, and secondary B cells, viz., the precursors of 
memory cells; clear heterogeneities in activation status and geographi- 
cal location (extrafollicular and intrafollicular B blasts, germinal center 
blasts, and centrocytes; plasmablasts, immature and mature plasma 
cells); heterogeneities in surface isotype; and difference in circulation 
pathways and life span. Even more important than this, a selective 
immune system mandates extreme heterogeneity in the specificity of 
the surface Ig receptors. The unique minigene assembly process en- 
sures that one B cell will express only one VH and VL gene pair. It is 
probable that once the VDJ-p constant-region and VJ-light chain 
constant-region gene translocations have been completed, the number 
of divisions among pre-B cells is quite limited (for fuller discussion, 
see Nossal, 1990). Thus only a few identical exemplars of each new B 
cell exist in the primary repertoire; to that degree every virgin B cell is 
virtually unique. This means a unique capacity to bind particular 
epitopes more or less well and, thus, a unique response to a particular 
antigenic signal. Even sorting out antigen-specific B cells prior to 
mixing with antigen does not completely beat this problem. 

Accordingly, scientists have sought a number of ways around this 
most awkward of all the heterogeneities. An early and still popular one 
is the use of anti-immunoglobulin antibodies as surrogate antigens. 
Polyclonal B cell activators such as LPS have also been used to study 
signaling, but suffer from the defect that they bind to an unknown and 
possibly heterogeneous set of receptors, whereas anti-immunoglo- 
bulins crosslink the authentic receptors for antigen, though not in a 
way that occupies the receptor’s physiological binding site. Another 
possibility is to study a cloned B cell line believed to be representative 
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of a particular differentiation stage. Valuable knowledge has been 
gained through this approach although, being derived from B cell 
malignancies, such lines are hardly sure pointers to normal cellular 
behavior. A further worthwhile approach has been to study the recep- 
tor apparatus of authentic immature versus mature B cells to infer 
possible differences in signaling mechanisms. The final strategy, in 
which populations of B cells with identical, transgenically imposed 
receptors are studied, is dealt with separately in Section VI. 

B. ANTI-IMMUNOGLOBULINS AS SURROGATE ANTIGENS: 
DIFFERENTIAL EFFECTS ON MATURE AND IMMATURE CELLS 

Conventional virgin B cells emerge from the bone marrow bearing 
IgM and IgD receptors of identical specificity. It has been known for a 
long time (Lawton and Cooper, 1974) that anti-immunoglobulin p 
heavy-chain antibodies administered to mice repeatedly from the day 
of birth can have profound effects on B cell differentiation. With appro- 
priate doses, such animals are rendered agammaglobulinemic; i.e., 
they possess essentially no B cells, though their pre-B cell pool is 
normal. In vitro studies on the action of anti-immunoglobulins re- 
vealed part of the reason for this dramatic effect (Raff et al., 1975; 
Sidman and Unanue, 1975), as the removal of surface Ig by anti-Ig 
through the patching, capping, and endocytosis mechanism was 
readily reversible in the case of adult B cells, but irreversible in the 
case of immature B cells. It soon became evident (Cambier et al., 1977) 
that neonatal cells were much more susceptible to tolerance induction 
in vitro. A further and more subtle finding (Pike et al., 1982) was that 
very low concentrations of anti-Ig, which failed to cause Ig receptor 
modulation in mature B cells, and which actually permitted the emer- 
gence of a normal Ig receptor complement in B cells maturing from 
pre-B precursors in short-term tissue culture, nevertheless negatively 
signaled the new B cells and induced a state of clonal anergy within 
them. In a certain sense such anti-Ig-treated B cells could be thought of 
as universally anergic. Scott et al. (1992) have picturesquely described 
this model as the “poor man’s’’ transgenic (see Section VI). 

As tolerance can readily be induced in vitro in immature cells, one 
can ask what biochemical steps take place during tolerance induction. 
This is certainly an active process, requiring some hours (Nossal et al., 
1979) and both protein and RNA synthesis (Teale and Klinman, 1980, 
1984). Mature B cells react to anti-Ig with a cascade of early events that 
lead to the hydrolysis of phosphatidylinositol (PI) phospholipids and 
increases in intracellular calcium ions (reviewed in Cambier et al., 
1987). Activation of protein kinase C (PKC) also follows, and it is likely 
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that both increased calcium ions and PKC activation are involved in 
initiating physiological B cell activation and such events as movement 
of the cell from Go and GI,  increased expression of class I1 MHC 
genes, increased transcription of c-fos and c-myc (Monroe, 1990), and 
transcription of the immediate early gene egr-l (Seyfert et al., 1989). It 
is therefore of considerable interest to compare the responses of ma- 
ture versus immature B cells to anti-Ig stimulation with respect to all of 
these parameters. Yellen et al., (1991) have investigated this question 
using adult or neonatal splenic B cells. Increase of Ca2+ ions after 
anti-Ig stimulation was observed in both populations and to a similar 
degree; however, the cells did not progress into cell cycle or display 
any of the typical phenotypic changes of activation. Moreover, the- 
immature B cells did not undergo detectable PI hydrolysis, showing an 
unexpected uncoupling of Ca2+ accumulation and phospholipase C 
(PLC)-mediated hydrolysis. 

When the need for such coupling was bypassed through the com- 
bined use of the artificial calcium mobilizer ionomycin and the artifi- 
cial activator of PKC, phorbol myristate acetate (PMA), immature B 
cells could be activated, so clearly possessing the reactive machinery. 
This raises the interesting prospect that the uncoupled Ca2+ pathway 
is responsible for the negative signal. It also raises the suggestion 
(Monroe et al., 1992) that the defect in the capacity to be positively 
signaled by anti-Ig lies at some point before PLC involvement. In 
seeking a molecular explanation of the uncoupling, these workers 
found an association between surface IgM and a constitutively tyrosine 
phosphorylated protein of 56 kDa in adult but not neonatal B cells. 
This protein, which migrates as a dimer under nonreducing condi- 
tions, may be a tyrosine kinase of the STC family, but does not appear to 
be lyn, a kinase associated with surface IgM in a B cell line (Yamanishi 
et al., 1991). So far, there is no suggestion that the other recently 
described CD3-like 28- to 38-kDa molecules associated with surface 
IgM (Campbell and Cambier, 1990; Hombach et ul., 1990) are absent 
from the Ig receptor complex of the immature cell. Nevertheless, the 
recent work of the Monroe group (Monroe et al., 1992; Yellen et ul., 
1991, and as yet unpublished studies referred to in their review) 
mounts a compelling case for the hypothesis that differences in the 
signal transduction machinery of immature versus mature B cells ac- 
count, at least in part, for the greater tolerance susceptibility of the 
former. Both the nature of the 56-kDa homodimer associated with the 
sIgM of mature but not immature B cells and the nature of the PI 
hydrolysis-independent Ca2+ pathway in immature cells are deserving 
of much further study; however, the clear finding (e.g., Pike et al., 
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1981) that mature B cells can be tolerized in vitro provided that the sIg 
crosslinking signal is strong enough indicates that differences in the 
receptor complex structure between mature and immature B cells are 
not the only factor at work. For example, a great deal of work has been 
done by Scott and colleagues (e.g., Chace and Scott, 1988; Scott et al., 
1989) on the biochemistry of tolerance induction in mature hapten- 
specific B cells using hapten-protein tolerogens. These cells, which 
possess an intact and normal Ig receptor complex at least before toleri- 
zation, exhibit most of the early biochemical events typical of activa- 
tion when appropriately challenged by antigen or mitogen, yet fail to 
progress from GI to S phase of the mitotic cycle and fail to initiate 
large-scale immunoglobulin transcription. This suggests the existence 
of regulatory mechanisms, downstream of those initiating the Go to GI 
transition, capable of leading to tolerance. Of course, the relevance of 
such mechanisms to physiological self tolerance is not clear. 

A complete analysis of the biochemical events underlying the 
“choice” between immune activation and anergy induction would 
require much more knowledge of the biochemistry of the signaling 
pathways used in activation which are adjunct to crosslinking of Ig 
receptors. These are essentially cytokine-mediated signals and other, 
less well defined, signals. In T cell stimulation, a great deal of work has 
been done on accessory cell-derived costimulator activity (Lafferty et 
al., 1983). It is probable that this uses a distinct pathway, as costimula- 
tory signals do not increase PI hydrolysis, Ca2+ mobilization, or PKC 
activation (Jenkins, 1992). In some way, the cell must integrate these 
various signaling pathways, and clearly a second messenger that may 
contribute to positive signaling when acting in concert with others 
could be a negative influence when acting alone. 

One area has opened up in a serious way only recently that could 
have implications for the assembly of the signal-transducing apparatus. 
It concerns the surrogate light and heavy chains that appear at the 
surface of the pre-B cell, the function of which is presently unknown 
(Kudo et al., 1989; Karasuyama et al., 1990). This is a very rapidly 
moving area which, if combined with the area of CD3-like molecules 
for the B cell, well deserves a review of its own. What are VpreB, h5, 
and p heavy chains recognizing and what consequences flow from 
such recognition? 

C. RESPECTIVE ROLES OF SURFACE IgM AND IgD 
One of the features of the B cell maturation process is that IgM 

appears on the surface earlier than IgD (Uhr and Vitetta, 1975; Kearney 
et al., 1977; Lala et al., 1979), and it was thus natural that the hypothe- 
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sis would emerge that IgM might be involved in suppressive signaling 
and IgD in B cell activation. Some early findings seemed to lend a 
degree of support to this view, in that papain-mediated cleavage of cell 
surface IgD rendered mature B cells more susceptible to in vitro 
tolerogenesis (Cambier et al., 1977), and the concomitant presence of 
anti-6 chain antibody and antigen facilitated tolerance induction in 
adult B cells (Scott et al., 1977). Moreover, cells taken from mice 
repeatedly injected with anti-6, and thus possessing B cells lacking 
sIgD, are readily rendered tolerant (Layton et al., 1978); however, 
careful quantitative cloning studies on sIgM+ sIgD- versus sIgM+ 
sIgD+ cells harvested from mice aged 16-18 days showed that this 
simple view was not correct (Nossal et al., 1979). At this age, about half 
the B cells are sIgD+ and half sIgD-, but when these two populations 
are FACS-sorted, the latter population is equally efficient as AFCPs in 
a T-independent antibody-forming cell cloning system. Moreover, 
sIgMi sIgD- cells actually perform slightly better in the T-dependent 
Klinman splenic microfocus assay. Finally, the timing of the acqui- 
sition of IgD by the majority of B cells in ontogeny does not correlate 
with the timing of loss of ready tolerizability. It should also be noted 
that signal transduction via sIgM and sIgD has identical effects on 
membrane depolarization, Ca2+ fluxes, PI hydrolysis, PKC activation, 
Ia upregulation, and entry into cell cycle (Isakson et ul., 1980; Cambier 
and Ransom, 1987), making it somewhat unlikely that the two mole- 
cules transmit entirely different signals. 

In recent years, research on the question of sIgM versus sIgD- 
mediated signaling has concentrated on cloned cell lines and on trans- 
genic approaches, subjects that are discussed further in the following 
sections. 

D. CLONED B CELL LINES AND THE BIOCHEMISTRY OF 

NEGATIVE SIGNALING 
In contrast to T cells, where a significant proportion of normal cells 

are capable of being grown in vitro as long-term cell lines, B cells, 
though yielding short-term clones with high efficiency, have been 
rather resistant to long-term culture. In  the human, transformation with 
the Epstein-Barr virus has been used and in the mouse a few suc- 
cesses have been noted in creating lines from Ly-1 or B1 B cells, but in 
the main, workers interested in the use of homogeneous populations of 
B cells for biochemical or other studies have turned to malignant cells. 
These have undergone transformation, be this spontaneous or induced 
by Abelson virus, by transgenic imposition of oncogenes, through the 
use of peritoneal irritants, through fusion to established malignant 
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lines, or other means. The clonotypic and, where required, secretory 
uniformity of such cells is a distinct advantage, though the fact that the 
cells under study are malignant and thus not under full regulatory 
control is a counterbalancing disadvantage. In particular, most critical 
steps in immune activation involve moving a resting, Go small B lym- 
phocyte into active cell cycle, and this cannot be mimicked with a 
cloned, tissue cultured population that is dividing anyway. A simple 
microscopic examination of any B cell line shows the contrast between 
these large cells and a small lymphocyte. 

Nevertheless a great deal of valuable work has been done with B cell 
lines, which in many cases represent semifrozen examples of a particu- 
lar differentiation stage. Frequently, the cell line can respond to a 
degree to appropriate signals, be this by movement to a further stage of 
differentiation, by an alteration in division rate, by biochemical and 
phenotypic changes, or by a switch in secreted isotype. In those cir- 
cumstances, at least a partial analysis of the biochemical events under- 
lying these changes is possible, though their relevance to physiologi- 
cal events still always requires to be checked. 

Our laboratory first became involved in this field, as it relates to 
tolerance, through the use of a murine B cell lymphoma line known as 
WEHI 231 (Boyd and Schrader, 1981). This line is positive for sIgM 
and not IgD, in that respect bearing some similarity to an immature B 
cell. WEHI 231 cells do respond to stimulation with LPS by a 6-fold 
increase in Ig secretion, and the most striking finding we made was 
that a low concentration (0.1 pg/ml) of antiglobulin antibody inhibited 
cell proliferation and led to death of the cells, in other words, an 
immature cell-like clear negative response to signal 1 only. These 
findings were rapidly confirmed by  de Franco et ale( 1982), since when 
the cell has been widely used as a model of an immature B cell for the 
biochemical analysis of negative signaling (e.g., Scott et al., 1985; 
Monroe, 1988). Its immature status is also supported by the absence of 
C3 receptors and the low level of Ia (Lanier et al., 1981); however, 
sIgM crosslinking is not followed by the uncoupling of Ca2+ flux and 
PI hydrolysis noted in Section V.B for authentic immature B cells, and 
all the early signaling events seem to be the same as those of mature B 
cells (Monroe and Haldar, 1989). It is therefore clear that WEHI 231 
represents a stage in B cell differentiation beyond the very immature B 
cell that has just inserted the first IgM receptors. One of the most 
interesting lines of research in WEHI 231 concerns the immediate 
early gene egr-1. This gene is important in the B cell activation cascade 
because it is switched on following B cell stimulation (Seyfert et al., 
1990a) and because antisense oligonucleotides neutralizing transla- 
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tion inhibit B cell activation (Monroe et al., 1992). When WEHI 231 
cells were treated with anti-p heavy-chain antibody, egr-1 was not 
induced (Seyfert et al., 1989). The cause of this unresponsiveness was 
investigated, and it was found that the egr-1 gene was hypermethy- 
lated, particularly in its promoter region (Seyfert et al., l99Ob). When 
WEHI 231 cells were cultured in the presence of the methylation 
inhibitor 5-azacytidine, the resultant cells did express egr-1 following 
anti-Ig treatment, building a strong case for the involvement of hyper- 
methylation in the failure of responsiveness. The favored hypothesis is 
that stimulation of the B cell at this differentiation stage is followed by 
early signaling events including Ca2+ accumulation and PKC in- 
duction. The signaling cascade stops when it reaches the point of egr-1 
induction. In the absence of being able to proceed further, the second 
messengers mediate a negative signal. The implications of these re- 
sults for future work are imaginatively explored by Monroe et al.  
(1992). 

Research on the biochemistry of negative signaling of immature B 
cells is at far too early a stage for a consensus to have been achieved. 
Furthermore, the existence of multiple negative signaling pathways is 
by no means excluded. For example, Beckwith et al. (1991) have 
recently reported results that are biologically rather similar to the 
aforementioned results using a human B cell lymphoma line. Again, 
the parameter being examined was the inhibition of growth by anti-p 
chain antibody. This negative signaling appeared to be dependent on 
tyrosine phosphorylation but independent of Ca2+ upregulation or PI 
hydrolysis, in other words, seemingly quite different biochemically 
from the WEH 231 negative signaling pathway. 

Scott and colleagues (1985, 1986; Pennell and Scott, 1986) have 
broadened this line of research to include a panel of phenotypically 
immature B cell tumors that all share the characteristic of growth 
inhibition by nanogram/milliliter concentrations of anti-Ig. These in- 
clude WEHI-231, CH31, and CH33. Evidence is presented that the 
block is not in the movement of the cell from Go to GI but rather in the 
progression from G1 to S phase. The fate of these partially activated 
cells is death by apoptosis; however, supernatants from activated T 
cells could partially reverse the cell death induced (Scott et al., l987b) 
and at least some of this protective effect was due to IL-4. These 
findings are consistent with the tenets of the Bretscher-Cohn (1970) 
model of signal 1 leading to tolerance but signal 2 addition converting 
the result to induction of immunity. The neutralization of tolerogene- 
sis by helper T cells is also consistent with the experimental results of 
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Metcalf and Klinman (1976). In the lines WEHI-231 and CH33, anti-I8 
treatment elicited Ca2+ flux and PI hydrolysis, confirming the findings 
of the Monroe-Cambier groups; but in the case of CH31, Ca2+ mobili- 
zation did not occur. Indeed, negative signaling appeared to be inde- 
pendent of the classical signal pathway because it could not be inhib- 
ited by either culture in Ca2+-free medium or protein kinase inhibitors 
such as H-7 and H-8 (Warner and Scott, 1988). To complicate matters 
still further, cholera toxin, an agent that raises CAMP levels, has no 
effects on negative signaling in WEHI-231, CH31, and CH33, but 
completely blocks the entry of normal B cells into cycle, again sug- 
gesting that positive and negative stimuli follow different signaling 
pathways (Warner et al., 1989). In  the latest paper from this group 
(Ales-Martinez et al., 1991), complete protection from negative signal- 
ing was provided by  activated D10 or BK3 cells, cloned T cell lines of 
so-called TH2 type, but not by activated A.E7 or BK2.43 cells, TH1 T 
cells. The protective effect of TH2 cells could not be reversed by 
anti-IL-4, suggesting that it was a more complex phenomenon than just 
the secretion of this one lymphokine. 

Still further evidence that positive and negative signaling follow 
different pathways comes from another approach (Ales-Martinez et al., 
1990). CH33 cells were transfected with a 6 heavy-chain construct such 
that the cells express both IgM and IgD. Both anti-p- and anti-6-chain 
antibodies rapidly mobilize Ca2+ from intracellular stores in these 
cells; however, antid antibody does not transmit the negative signal. It 
“desensitizes” the cell such that anti-p added shortly thereafter cannot 
induce a calcium flux; however, these same cells still register the 
negative signal imposed by anti-p. Furthermore, PMA treatment also 
renders the cells temporarily incapable of Ca2+ mobilization, yet does 
not affect anti-p-induced growth inhibition. Tisch et al. (1988) also find 
that in IgD-transfected B cell lymphoma lines, both sIgM and sIgD 
crosslinking can induce Ca2+ mobilization, but only sIgM crosslinking 
can induce growth inhibition. This line of work seems to negate defin- 
itively the notion that IgD appearance on the cell surface heralds the 
end of tolerance susceptibility in the B cell ontogenetic sequence. We 
consider this issue again in Section VI, where it will become evident 
that IgD can transmit negative signals in some circumstances. 

We are left, then, with two contrasting notions about the transduc- 
tion of negative signals to the B cell. Experiments of the Monroe group 
suggest that in the early immature B cell, i.e., a fetal liver or bone 
marrow B cell that has just acquired sIgM, there is uncoupling of the 
Ca2+ and PI hydrolysis pathway, and that crosslinking of the sIgM 
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receptor, with a critical 56-kDa molecule not yet associated, leads to a 
negative signal. On the one hand, this negative signal may be Ca2+- 
dependent, and the calcium flux itself, in the absence of other stimuli, 
may lead to apoptotic cell death or anergy. On the other, the C33 
experiments of the Scott group suggest that the tolerance signal may 
involve quite a separate and as yet unknown signaling pathway which 
somehow dominates when the full Ca2+-PI-PKC route is not yet 
open. Although the function of the 56-kDa molecule is not established, 
its coupling to IgM in mature but not immature cells represents one of 
the few differences between the two, and its entry into the receptor 
complex may play a role in differential signal transduction. The hyper- 
methylation-induced silencing of egr-l may represent an additional 
safeguard against the premature activation of early immature B cells by 
self antigen. Somewhat later in ontogeny, the B cells demethylate 
egr-1 and the B cell is seeded out, e.g., to the spleen, as a late immature 
B cell, but with the transmembrane signaling apparatus still lacking 
p56 IgM association and not permitting PI hydrolysis following recep- 
tor crosslinking. This cell can still be silenced by the negative sIgM- 
crosslinking signal but can potentially be activated by artificial stimuli 
such as PMA plus ionomycin. Maturity is achieved when p56 and IgM 
become associated in the membrane receptor complex and when, per- 
haps coincidentally or perhaps consequentially, the Ca2+ pathway 
becomes linked to the PI hydrolysis and PKC activation pathways. The 
insertion of IgD into the membrane is essentially irrelevant to the 
transition from a cell that is tolerance susceptible to a cell that is 
tolerance resistant on IgM crosslinking. 

How the mature B cell, with its fully competent sIgM and sIgD 
signaling complexes, manages to be switched off by excessive receptor 
crosslinkage is entirely obscure at the moment. Biochemical analysis 
so far has not explained the mechanisms accounting for the observation 
that sIg crosslinking alone cannot induce full activation. Ancillary 
signals, such as those coming from authentic activated T cells, and/or 
from lymphokines, or from molecules with the peculiar properties of 
polyclonal B cell activators, are required, but how these coordinate 
with the sIg-derived signals is unknown. In this review I have not even 
addressed the further substantial literature that exists on yet other 
lymphocyte signaling pathways, such as those mediated via the Fc 
receptor or molecules such as CD2, CD20, CD23, CD28, CD40, and 
adhesion molecules. It is to be hoped that the valuable transgenic 
models will soon begin to contribute to the solution of what is clearly a 
knotty biochemical problem. 
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VI. Transgenic Approaches to B Cell Tolerance 

A. ADVANTAGES AND DISADVANTAGES OF TRANSGENIC MODELS 
Why did the Medawar group (Billingham et al., 1953) succeed in 

tolerance induction when Burnet failed? One of the answers to that 
question is persistence of antigen. To achieve tolerance to allografts it 
is necessary that enough cells of the tolerizing inoculum survive in the 
host to constitute a pool of foreign antigen capable of “catching” new 
immunocytes that arise throughout life. Single or even repeated injec- 
tions of nonliving antigens achieve this only if enough is given to 
maintain a pool of tolerizing material, and many models show waning 
of tolerance following antigen elimination. Of course, most self anti- 
gens are made within the body of the animal before the immune 
system has matured, and are synthesized continuously as part of nor- 
mal bodily commerce. As cells senesce and die, and as serum or other 
molecules are catabolized, they are replaced through the normal ho- 
meostatic mechanisms of the body. 

We owe a substantial debt to Adams et al. (1987) and Arnold et al. 
(1988) for first introducing transgenic antigens to experimental immu- 
nology, although even earlier than that, Georges Kohler (1986) pro- 
moted the view that transgenic technology would solve many of the 
key problems in tolerance research. Adams et al., (1987) placed the 
gene for a foreign antigen, the SV40 large T antigen (Tag), under the 
control of the rat insulin promoter (RIP) and introduced this construct 
as a transgene. Several founder lines of transgenic RIP-Tag mice were 
produced. In  these lines, the foreign antigen was expressed only in the 
insulin-secreting p cells of the pancreatic islets of Langerhans. In  that 
location, transgene-encoded antigen was constantly synthesized in a 
manner simulating the way an authentic p cell-specific differentiation 
antigen would have been. An unanticipated and not yet fully explained 
finding was that some founder lines expressed Tag early in ontogeny, 
e.g., in embryonic life, whereas others showed developmentally de- 
layed expression. When the immune status of the mice was examined, 
a very Burnetian result was observed. Mice of the former sort were 
solidly tolerant of Tag, whereas the latter mice not only made anti-Tag 
antibody, but also developed an autoimmune lymphocytic infiltrate or 
insulitis, which in some cases led to diabetes. The RIP promoter has 
been used by others to create a variety of tolerance models, particularly 
for T cell tolerance work. 

The work of Arnold et al. (1988) led to a conclusion that, in the first 
instance, seemed disappointing. Their transgenic construct was a class 
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I MHC gene, under its own promoter, so designed as to lack the 
transmembrane portion of’the class 1 heavy chain. As a result, a soluble 
form of H-2 antigen was present constantly in the serum of transgenic 
mice; however, no impairment of antibody formation was noted, argu- 
ing against either T or B cell tolerance in such transgenic mice. This 
experiment was interpreted to show that soluble monomeric antigens 
at relatively low molarity are poor tolerogens in uiuo. 

A variety of other transgenic antigens have been used since, and we 
shall encounter many of these in the following text. What should 
already be apparent are the two main advantages of transgene-encoded 
antigens in tolerance research. First, they are produced by the mouse 
itself as a part of its metabolism, rather than being injected by the 
investigator, with inevitable subsequent decline in concentration. 
Second, judicious selection of gene regulatory sequences can target 
transgene expression to particular locations in the body. There are 
some disadvantages to this approach as well. First, it is possible that 
the expressed transgene can alter the function of the cell in which it is 
expressed. For example, Miller et al. (1989) found that the overexpres- 
sion even of syngeneic class I MHC under the control of the RIP 
gradually destroyed the 0 cells of the pancreas by clearly nonimmuno- 
logical processes. Second, promoters can be “leaky.” For example, in 
the RIP-H-2 model just mentioned, although conventional techniques 
fail to detect any transgene expression in the thymus, polymerase 
chain reaction analysis shows clear positivity. It is wise, therefore, to 
check key conclusions coming from transgenic models also in a variety 
of conventional tolerance models. 

The transgenic approach has been even more helpful with respect to 
the heterogeneity of the B cell repertoire. It is possible to introduce 
constructs of fully rearranged immunoglobulin genes into fertilized 
oocytes and so to derive mice with high frequencies of B cells with the 
transgene-imposed specificity (Grosschedl et al., 1984; Rusconi and 
Kohler, 1985; Storb e t  al., 1986). The technique is particularly power- 
ful when both heavy- and light-chain gene products are coordinately 
expressed, ie., when the full receptor is transgenically imposed. Use of 
the heavy-chain enhancer ensures targeting to B cells, and the best 
constructs ensure that B cells make both IgM and IgD of a single, 
defined specificity (Goodnow et al., 1988). Such antibody-transgenic 
mice are, as Kohler (1986) predicted, wonderful tools but a most so- 
phisticated further variation represents a special triumph. This was the 
idea (Goodnow et al., 1988) of the doubly transgenic mouse. Antigen- 
transgenic mice are mated with antibody-transgenic mice to create a 
situation in which, for tolerance to occur, essentially every immuno- 
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cyte has to be purged or modified. This elegant design has since been 
taken up by others, in both a B and a T cell context. 

The antibody-transgene approach has some disadvantages also. 
First, the normal ontogeny of the B cell may be perturbed through 
earlier than normal expression of the receptor and suppression of the 
normal order of Ig minigene translocations. Second, it has not yet been 
possible to create constructs that permit the inclusion of VH constant 
regions other than the first two elements of the Honjo sequence, 
namely p and 6.  This means that T cell-dependent isotype switch 
mechanisms cannot yet be studied in transgenic models. Third, it 
transpires that antibody-transgenic mice show a degree of spontaneous 
secretion of the antibody in question, probably because of environ- 
mental priming, lymphokine release, and some bystander activation. 
This leakage of antibody may alter the way injected antigen is handled, 
and may even have effects on endogenous or transgene-encoded anti- 
gen. Fourth, although B cells with transgenic receptors may dominate 
the primary repertoire, cells with endogenously encoded receptors do 
sneak through and may be expanded in the secondary lymphoid organs 
by antigenic exposure, thus taking away from the otherwise homoge- 
neous picture. Finally, as the fully rearranged gene set frequently 
comes from a hybridoma chosen for specificity to a particular antigen, it 
may be of high affinity. In contrast, many virgin B cells that react with 
an antigen introduced for the first time display only low-affinity recep- 
tors for that antigen. Awareness of these constraints will help interpre- 
tation of antibody-transgenic experiments. Although it will not be 
possible to do justice to every experiment on tolerance performed 
using the aforementioned concepts, I shall attempt to summarize in 
turn the achievements of each major group active in the field, following 
which a reconciliation of experimental differences is attempted. 

B. THE HEN EGG LYSOZYME MODEL: CLONAL ANERGY VINDICATED 
The Goodnow-Basten group has developed a series of models using 

a transgenic antigen, hen egg lysozyme (HEL), and a transgenic B cell 
receptor, anti-HEL. Several key aspects of experimental design were 
already revealed in their first paper (Goodnow et aZ., 1988). The anti- 
gen, HEL, was placed under the control of the metallothionein pro- 
moter. Several founder lines were established that varied in the degree 
of expression of HEL in the absence of intentional zinc feeding. This 
constitutive HEL production resulted in relatively constant serum 
levels of HEL within members of a given founder line, but widely 
varying levels between the different lines, ranging from a mean of 
58 ng/ml to <0.5 ng/ml (Adelstein et aZ., 1991). When low-producer 
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lines were given 25 mM zinc sulfate in the drinking water very marked 
elevations of serum HEL levels could be achieved; e.g., the line ML4 
had its serum level raised from <0.5 ng/ml to > 100 ng/ml. The experi- 
mental design therefore offered a wide choice of baseline HEL levels 
and the possibility of varying the level at different stages of ontogeny. 
The anti-HEL transgenic line was also designed with great care. The 
hybridoma HyHELlO (Smith-Gill et al., 1984) was selected as pro- 
ducing a high-affinity anti lysozyme antibody, the K ,  of 2 x lo9 M - l  

being very much greater than those of most primary response antibod- 
ies. Genomic clones were used for the transgenic construct such that 
the y l  C region of the hybridoma’s heavy-chain gene was replaced by a 
gene segment comprising the Cp and C6 genes from Balb/c mice 
which had a heavy-chain allotype different from that of the endoge- 
nous C57B1/6 heavy chains, allowing ready discrimination between 
transgene-encoded and endogenous antibody. Light-chain gene con- 
structs from HyHEL 10 were injected into fertilized oocytes together 
with the heavy-chain construct, and in six newborn mice both trans- 
genic heavy and light chains were expressed. In the first line chosen 
for detailed study, MD3, more than 90 percent of splenic B cells 
displayed anti-HEL IgM and IgD on the cell surface. Endogenous 
receptors were almost completely suppressed. 

The single-transgenic lines were already full of interest. Lines ex- 
pressing substantial amounts of HEL were tolerant to HEL challenge 
in adjuvant. Plaque-forming cell assays showed that this was not 
simply due to neutralization of formed anti-HEL antibody by HEL. 
Analysis of T cell proliferation following HEL recall stimulation in 
oitro showed T cell tolerance. Lack of antibody formation when chal- 
lenge involved HEL coupled to a different carrier showed B cell 
tolerance, with a suggestion that high-affinity anti-HEL B cells were 
preferentially affected. The anti-HEL transgenic lines, in contrast, 
showed substantial spontaneous anti-HEL secretion and hyperre- 
sponsiveness to HEL challenge, neither of which were unexpected 
findings. 

When HEL-anti-HEL double-transgenic mice were produced, the 
key initial findings (Goodnow et al., 1988) were as follows: (1) The 
mice were profoundly tolerant on antigenic challenge even with ade- 
quate T cell help, (2) The B cells were not clonally deleted, but 
persisted in the spleen, initially in normal numbers, (3)  A surprising 
phenotype of B cell predominated, with normal levels of expression of 
surface IgD, B220, JIID, and Ia and normal numbers of Ly-l-  or Mac-l- 
positive cells, but with a dramatic selective downmodulation of IgM; 
later, B cell numbers declined, (4) The tolerant phenotype persisted on 
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adoptive transfer into a HEL-free host, suggesting that the state of 
clonal anergy did not rapidly reverse spontaneously. 

The next series of studies addressed the issue of whether B cell 
immaturity was obligate for tolerance induction (Goodnow et  al., 
1989a). This was addressed in two ways. Double-transgenic mice dis- 
playing low levels of HEL and with demonstrably low occupany of 
anti-HEL receptors by antigen showed little or no B cell tolerance, 
even though the low levels of HEL were encountered by immature B 
cells. Such mice were fed zinc, and HEL levels rose nearly 100-fold in 
the next 4 days. Over this period, the phenotype of the B cells changed 
to SIgM'"" sIgDnorma' and to a functionally anergized state. As this 
suggested the capacity to anergize mature cells, a second set of experi- 
ments involved transfer of mature B cells from antibody-transgenic 
mice into the high-HEL environment of X-irradiated high-HEL trans- 
genic recipients. Downmodulation of IgM followed, and within 2 days 
the transferred cells were anergic. The two changes appear to be 
linked, as a particular double-transgenic line which, for some reason, 
fails to show the usual IgM downmodulation also fails to show clonal 
anergy of B cells. 

The cells of IgM'"" IgDhigh phenotype resemble cells normally seen 
in the mantle zone of lymphoid follicles, and that indeed is where the 
majority of lysozyme-binding B cells in double-transgenic, tolerant 
mice are located (Goodnow et al., 1989b). In fact, careful analysis of 
immunohistological preparations from spleens of doubly transgenic 
mice (Mason et al., 1992) suggested that maturation and migration of B 
cells to the follicular mantle zone occurred after the cells had been 
phenotypically and functionally tolerized in the bone marrow, where 
they first encounter antigen. In singly anti-HEL transgenic mice, not 
only mantle zone but also marginal zone HEL-binding B cells, as well 
as small numbers of red pulp plasma cells, could be found. In contrast, 
the tolerant doubly transgenic mice showed virtually no HEL-binding 
B cells anywhere except in the mantle zone. It is not clear what 
processes in singly HEL transgenic mice drive the activation process 
that creates marginal zone B cells and antibody-forming plasma cells. 
This could be the result of fortuitous cross-reactions between environ- 
mental antigens and the HEL-specific B cells; bystander activation of 
B cells through lymphokine fluxes arising from stimulation with irrele- 
vant antigens; or perhaps preprogrammed antigen-independent matu- 
ration events. In the doubly transgenic mice, maturation to the mantle 
zone, presumably the recirculating differentiation stage, is permitted 
but further development, perhaps requiring direct B cell activation, is 
not permitted because of the anergic state. 
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The striking phenotypic change of sIgM downmodulation with no 
change in sIgD level could lead to the impression that sIgM crosslink- 
ing is absolutely essential for anergy induction. This question was 
investigated through the use of anti-HEL transgenics where the con- 
structs were such that B cells expressed only sIgM or sIgD, not both 
(Basten et al., 1989). When doubly HEL-anti-HEL transgenics of the 
sIgM-only type were prepared, the same 10- to 20-fold reduction in 
sIgM levels on B cells was seen as in the sIgM and sIgD double 
transgenics already described. When sIgD-only transgenics were pre- 
pared and mated with HEL transgenics, downregulation of sIgD was 
only 3- to 4-fold, and the IgD-only B cells were rendered anergic, 
though to a lesser degree than the IgM-only double transgenics. Nqv- 
ertheless, the point is clearly made that sIgD can transmit the negative 
signal. 

The nature of the anergy in the standard high HEL-sIgM an HEL- 
sIgD double transgenic mice was explored by using LPS as a B cell 
activator (Adams et al., 1990). The double-transgenic cells made 5- to 
20- fold less antibody, though, interestingly, limiting dilution analysis 
showed only a 2-fold reduction in responding B cells compared with 
single anti-HEL transgenic splenocytes. This defect in responsiveness 
was less than the 50- to 100-fold lower in  uiuo responsiveness. The 
results suggest that, at the single cell level, anergy is not an all-or-none 
concept, but is partially reversible through LPS, though with a much 
reduced burst size of antibody-forming cells per clone. This agrees 
with our fluorescein-HGG model in normal mice, where LPS could 
stimulate division but only limited differentiation in fluorescein- 
specific cells from tolerant mice (Pike et al., 1987). Double-transgenic 
B cells also responded poorly to antigen specific stimuli in  vitro. 
Adoptive transfer experiments failed to show any evidence for a role of 
suppressor T cells in the induction of B cell tolerance. Further work 
has indeed shown that anergy can be reversed (Goodnow et al., 1991). 
B cells from doubly transgenic mice were adoptively transferred into 
normal mice. In this new, soluble HEL-free environment, gradual 
recovery of the sIgM was noted, full reversal taking about 10 days; 
however, these cells were still anergic. When they were stimulated by 
two injections of HEL coupled to sheep erythrocytes, adequate helper 
T cells having been cotransferred, serum anti-HEL concentrations 
only twofold lower than those of controls were noted. In other words, 
the strong immunogenic stimulation, coupled with the absence of 
soluble tolerogen, was needed for partial reversal of anergy. A period 
of rest from antigen alone was not enough. In these studies, transfer 
into a HEL-transgenic environment prevented tolerance breakdown. 
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Obviously, the question needs to be asked as to why nature would 
bother to keep anergic cells within the lymphoid system. Certainly, 
the mantle zone of normal lymphoid follicles contains cells of similar 
phenotype that show a lower cloning efficiency in vitro (Lalor and 
Morahan, 1990) than typical sIgMhigh virgin splenocytes, and these 
could represent anergized self-reactive B cells. Two speculations (Bas- 
ten et al., 1991) are that such anergic cells could, if the anergy were to 
be reversed, act as a reservoir of B cells for the hypermutation process, 
or that anergic B cells using their antigen processing and presenting 
function manage to present self T cell epitopes in a tolerogenic manner 
to the recirculating T cell pool, a concept discussed more fully later. 

I have argued repeatedly that B cell tolerance can be only part of the 
story of self recognition. This is well illustrated by a close analysis of 
tolerance mechanisms in the various single HEL-only transgenic lines 
(Adelstein et al., 1991). This showed that cell lines expressing any 
transgenically imposed HEL, even lines in which the serum level of 
HEL is less than lo-'' M ,  demonstrated T cell tolerance; however, if 
serum HEL levels were below lo-' M ,  there was no B cell tolerance. 
As progressively higher HEL levels were examined, it was noted that 
B cells of high affinity were embraced in the tolerance first, and at the 
higher HEL levels (around lo-' M,),  the median affinity of anti/HEL B 
cells resulting was decreased by 95-99 percent, relative to B cells from 
nontransgenic littermates. 

As we shall see in Section VI.C, other transgenic models have 
yielded a deletional type of B cell tolerance mechanism. Challenged 
by these findings, Hartley et al. (1991) altered the HEL gene construct 
to include (1) a cDNA fragment encoding the extracellular spacer 
sequence, transmembrane segment, and cytoplasmic tail of the H-2Kb 
class I MHC gene, and (2) the promoter from the H-2Kh gene replacing 
the metallothionein promoter. This maneuver ensured that HEL 
would be expressed as an integral membrane protein on most nucle- 
ated cells including cells in the bone marrow. Doubly transgenic mice 
were produced by mating with anti-HEL transgenics of two types, 
namely, sIgM + sIgD-positive or sIgD-positive. Tolerance to HEL 
was noted in both resulting lines, but on this occasion it was of a 
different type. There was a virtually complete absence of mature HEL- 
reactive B cells, with retention of a'somewhat increased population of 
immature, B220-low bone marrow B cells, with a markedly decreased 
sIgM level. The results suggested that peripheral deletion arose from a 
failure or arrest of maturation of the antigen-affected immature bone 
marrow B cells. We postpone discussion of this provocative finding 
until Section VI. 
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One apparent discrepancy between the Goodnow-Basten trans- 
genic model of tolerance and the prior studies of Klinman’s group and 
my own, referred to in Section IV, relates to the epitope valency of 
tolerogens. In normal mice, the latter studies suggest a requirement for 
some degree of sIgM receptor crosslinking for the delivery of the 
negative signal to B cells both in uitro and in uiuo. At first glance, HEL 
might be expected to interact univalently with each B cell receptor and 
thus not be able to induce crosslinking. The question therefore arises 
whether, in HEL-transgenic mice, some polymerization of HEL might 
occur after its original synthesis. This has recently been studied (Bas- 
ten et d., 1991; P. Peake et al., unpublished material kindly sent to me 
by Professor A. Basten with permission to quote) by gel filtration and 
antigenic analysis of fractions derived from serum of HEL transgenic 
mice. I t  appears that endogenous HEL is present in the serum in 
multimeric form, probably complexed to other serum proteins, and 
these high-molecular-weight forms are multivalent for a single epitope 
recognized by a monoclonal antibody, HY-HEL5. So this discrepancy 
has proven to be illusory. It remains to be determined whether authen- 
tic self antigens that exist exclusively as monomers in the serum can 
induce B cell tolerance. One can imagine a variety of epitope matrix- 
generating mechanisms in viuo, including attachment to cell surfices 
(even of B cells recognizing some epitope other than the tested one), 
complexing to carrier proteins, and even a low rate of endogenous 
thermal or enzymatic denaturation leading to aggregation prior to 
elimination. 

A second and more puzzling discrepancy is the clear and incontro- 
vertible evidence that HEL can tolerize mature B cells in uiuo. There 
simply is no suggestion in the double-transgenic model that, for the 
soluble rather than the membrane form of HEL, immature cells are 
more susceptible to anergy induction than mature ones. In fact, the 
induction of mature sIg transgenic B cells into the sIgM- 
downregulated, nonresponsive phenotype seems to parallel the con- 
tinuous events in double-transgenic, tolerant mice. Neither Basten’s 
group nor we have come up with a truly satisfactory explanation for this 
important difference. Somewhat lamely, I might suggest that the ap- 
parently mature anti-HEL transgenic B cell retains some immature 
features of its signal transduction mechanism such that it retains undue 
sensitivity to the “signal-1 only” stimulus of sIg crosslinking in the 
absence o f T  cell help. We do not know what the premature activation 
of the transgenic, assembled Ig genes does to the assembly of the 
membrane signal transduction complex. Alternatively, we noted in 
Section 1V.B that very high epitope valency tends to compress the 
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sensitivity difference to negative signaling between immature and 
mature B cells. Perhaps this in uiuo polymerization of transgenic HEL 
converts it to molecular forms functionally similar to highly haptenated 
serum proteins. 

Next we consider some transgenic models in which B cell tolerance 
was not induced. At that time, a further operational difference between 
our studies and the Goodnow-Basten studies is taken up, namely, that 
our virgin hapten-specific B cells exhibited mainly low- to medium- 
affinity receptors but the anti-HEL transgenic mice exhibited very 
high affinity receptors for the antigen in question. The selective down 
regulation of sIgM is difficult to explain. Both receptor isotypes exist as 
dimeric, four-chain integral membrane proteins, and both are of identi- 
cal binding specificity, possessing the same Fv, as in normal cells. 
Essential differences in the patching-capping-endocytosis receptor 
resynthesis pathway have not been described for sIgM versus sIgD in 
normal mature B cells. It must be admitted that the receptor modula- 
tion pathway has not been able to be observed before for a majority B 
cell population under constant receptor stimulation by low levels of a 
multimeric antigen. We can only await with interest whether this 
differential treatment of sIgM versus sIgD proves to be a consistent 
feature in B cell anergy models. 

The HEL system leaves in no doubt the reality of B cell clonal 
anergy as an important and robust component of tolerance. It high- 
lights the possibility of anergizing mature cells, shows the incomplete- 
ness and reversibility of the anergic state, describes a novel phenotype 
for the anergic cell, and raises some speculative possibilities for the 
function of anti-self anergic B cells. 

C. THE A N T I - H - ~ K ~  TRANSGENIC MODEL 
Another very interesting transgenic tolerance model is the 

Nemazee-Buerki model (Nemazee and Buerki, 1989a, b). Here, mice 
were rendered transgenic for a construct comprising the p and K forms 
of an originally IgGz, antibody, 3-83 (Ozato et al., 1980), which exhib- 
ited a high affinity for the H-2 antigen H-2Kk and a 100-fold lower 
affinity for H-2Kb. In transgenic mice of H-2d background, i.e., ex- 
hibiting an irrelevant class I genotype, the great majority of B cells 
express the transgene-encoded specificity. Such mice could then be 
mated to H-2k or H-2b mice to create a situation akin in some respects 
to the aforementioned double-transgenic situation, in that B cells were 
forced to differentiate in a “sea” of the antigen against which they were 
specific. The key difference was that this time the antigen of interest 
was not a serum molecule but a cell surface transmembrane protein. 
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The attentive reader will already have guessed the result, which, of 
course, antedated the membrane-HEL results summarized in Section 
V1.B. I n  this model, a deletional form of tolerance resulted. There was 
profound and permanent tolerance and an absence of transgenic B 
cells in the secondary lymphoid organs. In the bone marrow, a large 
population of immature cells with very low IgM levels of the trans- 
genic specificity was noted. This population represented cells that had 
just emerged from pre-B status. In the presence of cells expressing 
“their” antigen, be it the one for which the receptor had high affinity or 
low affinity, the immature B cells simply could not progress further and 
certainly could not exit the bone marrow to reach the spleen or lymph 
nodes. The secondary lymphoid organs were populated by the small 
number of B cells that expressed endogenous Ig genes which were 
then suitably expanded by environmental antigenic stimulation. It is a 
matter of semantics whether this process is termed maturation arrest 
at the very immature B cell stage or clonal abortion, but anergic B cells 
are certainly not produced in the Nemazee-Buerki model. 
Bone marrow cells from antibody-transgenic mice of H-2d background 
were adoptively transferred into irradiated recipients of H-2k back- 
ground. This experiment was performed to still the criticism that B 
cells committed clonal abortion only because they synthesized recep- 
tors specific for an antigen present within their own endoplasmic 
reticulum. After transfer, B cells bearing a very low level of sIgM of the 
anti-H-2Kk idiotype were found in the bone marrow of the recipients, 
but these could not progress and no peripheral transgenic B cells 
appeared. This clearly showed that the events of clonal abortion did 
not require the self antigen to be associated with the actual cell under- 
going censorship. 

The next question addressed in this model was whether deletion 
was confined to immature self-reactive cells, or whether B cells that 
had emerged from the marrow could be silenced or eliminated if they 
encountered antigen peripherally (Russell et al., 1991). This question 
was solved through collaboration between Nemazee’s group and 
the Hall Institute. Doubly transgenic mice were produced by ma- 
ting Nemazee-Buerki anti-MHC antibody transgenic mice with mice 
(Morahan et al., 1989) that were transgenic for the H-2Kb MHC antigen 
under the control of the metallothionein promoter which, in the ab- 
sence of zinc feeding, targets the MHC gene expression chiefly to the 
liver. No mRNA or surface protein expression of the Kb transgene is 
detectable in lymphoid tissues. In the double-transgenic situation, 
there was no deletion of anti-MHC transgenic B cells in the bone 
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marrow. So we must presume that the B cells left the marrow at a 
normal rate. Yet there was no accumulation of’the autoreactive B cells 
in the target organ, the liver, and a virtually complete deletion of 
transgenic B cells from the lymph nodes and spleen. Furthermore, 
adoptive transfer of B cells from singly antibody-transgenic mice into 
irradiated singly antigen-transgenic mice resulted in deletion. As this 
set of experiments involved new constructs in which both IgM and 
IgD were present at the B cell surface, this deletional phenomenon 
showed that IgD is not protective for deletion. So, clearly, this particu- 
lar membrane antigen can cause deletion if encountered either in the 
primary lymphoid organs or peripherally. Moreover, peripheral de- 
letion occurs even with Kb rather than Kk, showing that affinity is not, 
by itself, a major concern. 

An exciting recent finding in this system (Tiegs et al., 1992) relates to 
the molecular events occurring in the bone marrow of mice experienc- 
ing the central repertoire purging or deletional phenomenon. Two 
unexpected findings alerted Tiegs et al. (1992) to look more deeply at 
this question. Centrally deleting mice ended up with more lymph 
node B cells than peripherally deleting mice, a curious finding as one 
might have expected an equal number of endogenous (“escape”) Ig 
gene-expressing cells in both cases. Second, a surprisingly large pro- 
portion of peripheral B cells in centrally deleting mice bore A light 
chains. This raised the intriguing possibility that auto-specific highly 
immature B cells that encounter antigen in the bone marrow do not in 
fact undergo clonal abortion but, having been found to be unwanted, 
try again” by undergoing further immunoglobulin gene rearrange- 

ment. This would presumably generate variant B cells, including those 
previously expressing K now having a chance to “try” A. Two genes are 
known to form part of the unique recombinase system that assembles 
Ig minigenes into the finally expressed gene: RAG1 and RAG2 (Schatz 
et al., 1989; Oettinger et al., 1990). In antibody-only transgenic mice 
RAG-1 and RAG-& expression is depressed, presumably because of 
some homeostatic mechanism; the pre-B cells do not “need” the en- 
zymes as the cell already possesses fully rearranged Ig genes. Cen- 
trally but not peripherally deleting mice had relatively far greater and 
essentially normal RAG-1 and RAG-2 levels. One of several possible 
explanations of this finding is “receptor editing”: the recombinases 
swing into action to rescue cells that would otherwise be of no use to 
the body by reactivating the recombination process and silencing the 
existing fully rearranged genes. This is perhaps a somewhat exotic 
notion, but one certainly worthy of further study in different models. 

“ 
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D. THE ANTI-DNA TRANSGENIC MODEL 

Some autoimmune diseases arise through pathogenetic mechanisms 
that appear reasonably transparent. In acquired hemolytic anemia, 
antibodies develop against certain erythrocyte surface antigens lead- 
ing to the premature autophagocytosis of those red cells and to anemia 
and splenomegaly. It stands to reason that a person should be tolerant 
of his or her own erythrocyte surface antigens and equally that erythro- 
cytes would be opsonized by antibody coating if that tolerance were to 
break down for any reason. In contrast, other autoimmune diseases are 
more puzzling. In the case of systemic lupus erythematosus, where 
(among other things) antibodies are made to DNA, it is by no means 
apparent that an animal or person should be tolerant of DNA, given 
that there is no signature that demarcates one individual’s DNA from 
another’s immunologically, and that DNA is not normally present ex- 
tracellularly or at the cell surface. Nor is it clear how antibodies or T 
cells directed against D N A  as such could be damaging, and blaming 
immune complexes alone does not solve the similar conceptual puzzle 
of antimitochondrial antibodies in primary biliary cirrhosis, anticen- 
tromeric antibodies in scleroderma, and so on. It is therefore important 
to have models of immunological tolerance that probe mechanisms of 
silencing of lymphocytes directed not only to cell surface or serum 
molecules but also to internal cellular constituents. 

From that viewpoint, the work of Erikson et al.  (1991) is of great 
interest. Mice were rendered transgenic for the VH gene of a monoclo- 
nal antibody, 3H9, which specifies anti-DNA when associated with 
many different light chains; some combinations react with native, 
double-stranded (ds) as well as single-stranded (ss) DNA, representing 
high affinity anti-DNA antibodies, and some Combinations, e.g., 
VH3H9 + V K ~ ,  specify antibody reactive only with ssDNA. VH3H9- 
only transgenic mice would express multiple light chains and should 
be capable of forming both anti-dsDNA and anti-ssDNA antibodies. 
Mice transgenic for both VH3H9 and V K ~  should be able to form only 
anti-ssDNA. 

It was found that 60-69 percent of B cells from V H ~ H ~ - V K ~  trans- 
genics bound ssDNA, but despite this predominance of transgene- 
expressing B cells, no elevation of anti-DNA antibody was found in the 
serum. Although the B cells did not show the downmodulation of sIgM 
found in the HEL-anti-HEL transgenic mice, the authors still believe 
they are dealing with B cell anergy, proposing that the B cells would 
have encountered DNA or DNA-protein complexes in viuo, confer- 
ring the negative signal. Evidence was also presented that mice singly 
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transgenic for VH3H9 did not produce B cells reactive with dsDNA, as 
opposed to ssDNA. Thus, the higher-affinity interaction between B 
cells using VH3H9 and an endogenous light-chain gene that creates an 
anti-dsDNA antibody might have led not to clonal anergy but to 
abortion/deletion. This paper refers to several interesting manuscripts 
in preparation and further exploration of the model is eagerly awaited. 
Oral presentations have produced evidence that the clonal anergy in 
VH3H9 + V K ~  transgenics is broken when the transgenes are present 
in mice with background genes predisposing to autoimmunity, al- 
though to date no evidence of lupus has come forward. The studies to 
date suggest that antigens normally sequestered intracellularly but 
perhaps briefly rendered accessible after cell death can induce clonal 
anergy in B cells of low affinity for the antigen and clonal abortion in B 
cells with higher affinity. The former sort of tolerance may be negated 
by particular background genes through a dysregulation of the anergy 
induction process. 

E. ANTIGEN-TRANSGENIC MODELS IN WHICH B CELL TOLERANCE Is 
ABSENT OR ONLY PARTIAL 

For each B cell, there must be some threshold below which the 
presence of antigen in the environment of the B cell does not produce a 
signal that the B cell can register. Three variables of clear importance 
are the affinity of the antigen-B cell receptor interaction; the concen- 
tration of the antigen; and the effective valency of the antigen which, if 
high, might override low affinity (Nemazee and Buerki, 1989a, b). It 
stands to reason that there must be some self antigens for which, by 
reason of concentration, accessibility, distribution, valency, or some 
combination thereof, this threshold is not reached. In such cases, self 
tolerance relies on T cell tolerance, which may be achieved at a lower 
threshold or on a lack of immunogenic efficacy because of sequestra- 
tion or extremely low concentration. Transgenic models provide cases 
of both types. Whitely et al. (1990) investigated mice transgenic for 
human insulin, and found profound tolerance based entirely on T cell 
effects. Evidence for a peripheral rather than central thymic tolerance 
was produced. Arnold et al. (1988), in their transgenic soluble H-2 
model, found neither B nor T cell tolerance. We have already dealt 
with the HEL transgenic model, in which lines yielding low endoge- 
nous HEL levels failed to give B cell tolerance despite the high affinity 
of the B cell receptor, yet complete T cell tolerance was seen. An 
interesting but complex tolerance model (Theopold and Kohler, 1990) 
involved mice rendered transgenic to P-galactosidase in a way that 
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made the antigen an integral membrane protein of B cells themselves. 
Such mice showed a near-normal frequency of anti-p-galactosidase B 
cells, but a complete absence of the capacity to form high-affinity 
anti-0-galactosidase antibody. Though the result is open to a number of 
interpretations, one (not favored by the authors) is that high-affinity 
anti-p-galactosidase B cells have been selectively anergized or de- 
leted. Another fascinating model (Zinkernagel et al., 1990) involves a 
transgenic viral antigen targeted to certain major viscera but not to 
lymphoid tissue. Here, T but not B cell tolerance supervenes and 
immunization with the viral antigen in adjuvant does not lead to anti- 
body production; however, infection with the living virus triggers 
antibody production against the protein, perhaps because the “auto- 
reactive” B cells themselves present nontolerated antigen fragments to 
T cells, permitting the latter to activate the nontolerant B cell. If this is 
the correct explanation, it shows just how dangerous “immunological 
ignorance” in B cells can be, and the experiment provides a good 
teleological rationale for the existence of B cell tolerance mechanisms. 

Another viral transgenic experiment of great interest has recently 
been published by Oldstone et al., (1991). A viral glycoprotein from 
the lymphocytic choriomeningitis virus (LCMV) was targeted to the 
insulin-producing p cells of the pancreatic islets of Langerhans via 
RIP. Such RIP-LCMV mice express only low levels of viral proteins, 
with minimal pathological consequences. When mice are challenged 
with live LCMV, a progressive insulitis develops, leading eventually 
to insulin-dependent diabetes. Evidently, the low level of viral gene 
product did not lead to irreversible tolerance in either the B or the T 
cell compartment; the viral infection triggered an antiviral immune 
response, including a cytotoxic T lymphocyte response; and islet cells 
expressed sufficient viral protein to make them into targets. The appar- 
ent “immunological ignorance” of the neo-self antigen again had dras- 
tic effects following an appropriate trigger. 

Another approach to studying the effects of an important endoge- 
nous antigen was taken by Kenny et al. (1991). Mice were rendered 
transgenic for the rearranged M 167 p heavy-chain gene, the original 
p~ antibody having anti-phosphorylcholine (PC) reactivity of a charac- 
teristic M167+ idiotype. Flow cytometric analysis showed an extraor- 
dinarily high incidence of M167 idiotype-positive (M167-id+) B cells 
expressing the transgene and a single endogenous V K ~ ~ J K ~  light chain. 
In contrast, very few B cells of the T 15 idiotype were found; this 
idiotype would have required association with the V ~ 2 2  light chain, 
and might have been expected to be equally frequent had there been 
no antigenic selection. The selective expansion of the M167-id+ popu- 
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lation thus appears to be the result of an antigen-driven process. As 
M167-id+ cells are PC specific, and M167VH-V~22 T15+ B cells have 
little or no affinity for PC, the suspicion is that PC is the antigen 
responsible. If so, the antigenic drive must come from environmental 
(e.g., bacterial) antigens that include PC or, alternatively, autoantigens 
containing PC. Yet, there is no sugestion that this endogenous PC, 
wherever derived, has tolerized either B or T cells. 

VII. B Cell Tolerance in the Secondary Repertoire 

One of the most interesting aspects of B cell physiology relates to 
affinity maturation of the antibody response, where, on repeated or 
prolonged immunization, the median affinity of antibody progres- 
sively rises. Two aspects contribute to this phenomenon. The first is 
that V genes for immunoglobulins are capable of an extraordinarily 
high rate of mutation, approximating one mutation per division, fol- 
lowing antigenic stimulation (Weigert et d., 1970; Berek and Milstein, 
1987; Kocks and Rajewsky, 1989). The second is that in the presence of 
increasing concentrations of antibody, and declining levels of antigen 
owing to neutralization and catabolism, only those B cells displaying 
receptors with higher affinity for antigen will compete effectively with 
previously formed antibody for access to the antigen required for fur- 
ther rounds of stimulation. Key events of B cell mutation and selection 
take place in germinal centers (reviewed in Nossal, 1992). One end 
result of the V gene hypermutation and antigenic selection processes is 
the production of a population of cells marked by multiple V gene 
mutations and certain functional and phenotypic characteristics 
(Linton et al., 1989) that are termed memory B cells. Evidence has 
been presented that memory B cells are not the direct descendants of 
the virgin primary B cells that produce the primary antibody response, 
but represent a separate bone marrow-derived lineage (Linton et al., 
1989). 

The fact that high-affinity antibody is derived chiefly from this muta- 
tion and selection pathway poses new questions for the student of B 
cell tolerance. Given that mutation is so frequent, and that there are so 
many self antigens, it must happen from time to time that a particular 
mutation occurring in a B cell proliferating quite appropriately to some 
foreign antigen fortuitously confers on that cell potential antiself reac- 
tivity. Are there any mechanisms that prevent this from happening? 
Linton et  al. (1991) has provided an interesting answer. Murine sple- 
nocytes were injected intravenously in small numbers into lethally 
irradiated syngeneic, previously carrier-primed hosts together with an 
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optimal number of carrier -specific helper T cells. Attention was fo- 
cused on a subset of J11D'"" B cells typical of the secondary B cell 
lineage. Tiny fragments of spleen, containing no, one, or at most a very 
small number of hapten-specific B cells (according to the Poisson 
equation), were cultured and stimulated with hapten-carrier conju- 
gates from culture initiation for 48 hours to yield a primary response. 
They were then washed and restimulated for 24 hours at day 7 to yield 
a secondary response. With few exceptions, J11D'"" cells failed to 
form antibody on first stimulation but did form antibody when re- 
stimulated. Next, soluble hapten-protein tolerogen (i.e., the same hap- 
ten coupled to an irrelevant carrier) was added to cultures either before 
primary immunization or between primary and secondary immuniza- 
tion. As expected for mature B cells, tolerization before stimulation did 
almost nothing. The mature B cells of the secondary lineage were 
tolerance resistant as, in the same circumstances, are mature virgin 
primary B cells (Metcalf and Klinman, 1976); however, when the 
JllD'"" cells were first sent into a primary round of division, geared to 
convert them into reactive memory B cells, and then exposed to a B cell 
tolerogen in the absence of T cell help, they were rendered tolerant 
and failed to react to the secondary stimulus. In other words, the 
recently activated secondary B cell passed through a "second window" 
of tolerance susceptibility, akin in its sensitivity to the first window 
experienced when primary B cells are immature. Linton et  al .  (1991) 
suggest that a B cell at risk of becoming an antiself B cell through a 
fortuitous mutation would encounter self antigen and be similarly 
tolerized. In this way the secondary or memory B cell repertoire would 
become purged of self-reactive B cells. The experimental protocol 
cannot differentiate whether anergy or deletion was involved. 

Galelli and Charlot (1990) also reached the conclusion that tolerance 
could be a feature of the memory B cell population, but via a com- 
pletely different experimental approach. They investigated the phe- 
nomenon of epitope-specific suppression (Herzenberg et al., 1983) in 
which sequential immunization with carrier and then hapten-carrier 
leads to a specific downregulation of the antihapten IgG response. 
Hapten-specific B cells were isolated by the techniques we first intro- 
duced (Haas and Layton, 1975), and were found to be present in equal 
numbers in suppressed and control immunized mice; however, the 
memory B cells in the suppressed mice showed an intrinsic defect or 
anergy. When immunized T-dependently in vitro, they could prolifer- 
ate but not differentiate into active IgG-secreting cells. This failure 
was not due to any defect in antigen-presenting capacity of the cells. 
Although not indicating the cellular or molecular mechanisms 



MECHANISMS OF B LYMPHOCYTE TOLERANCE 319 

whereby the carrier preinjection leads to anergy in memory B cells, the 
study enlarges the concept of anergic B cells now to encompass anergic 
cells also within the secondary repertoire. 

Our group has addressed tolerance within the secondary repertoire 
in yet a different way (Nossal and Karvelas, 1990; Karvelas and Nossal, 
1992). We used the capacity of IL-4 to cause an in vitro isotype switch, 
predominantly to IgG,, to perform a repertoire analysis on B cells, 
scoring only antibody of high enough affinity to register as a bivalent 
IgG1, rather than a decavalent IgM, in an enzyme-linked immunosor- 
bent assay (ELISA). Cells from unimmunized mice were polyclonally 
activated in limiting dilution microcultures under carefully defined 
conditions where B cells were not too crowded but were supported by 
3T3 filler cells; LPS acted as the polyclonal stimulus; and an optimal 
mixture of the three lymphokines IL-2, IL-4, and IL-5 was added 
(McHeyzer-Williams, 1989). Despite high cloning efficiency and ex- 
cellent antibody formation of up to 20 ng per clone, repertoire analysis 
could find very few cells (-100 per spleen) the antibody product of 
which displayed sufficient affinity for a protein antigen, e.g., human 
serum albumin (HSA), to score in this high-affinity assay. Supernatants 
that were positive yielded a low optical density in the ELISA, i.e., 
bound poorly to antigen. Much the same was true of haptenic antigen 
when the hapten density on the protein conjugated to the ELISA plate 
as a capture layer was low. Next, mice were immunized with either 
protein or hapten-protein adsorbed onto alum together with Bor- 
detella pertussis adjuvant. After a latent period of about 4 days, pro- 
gressively more B cells with the requisite characteristics appeared and 
the antibody bound progressively better. A convenient time when 
maximal numbers of affinity-matured B cells had developed was 14 
days after antigen. 

Next, deaggregated antigen was administered to mice as a surrogate 
self antigen. This could drastically reduce (by a factor of 50-100) the 
genesis of affinity-matured B cells. In other words, tolerance had been 
achieved within the secondary B cell repertoire. Tolerogen worked if 
given before immunogenic challenge and even if given at any time up 
to 6 days after challenge; i.e., it could somehow halt the recruitment of 
high-affinity B cells. Was this an effect directly on the B cells or on the 
T cells needed to start T-dependent isotype switching and affinity 
maturation? Adoptive transfer experiments showed that the major ef- 
fect of the tolerogen was on CD4+ helper T cells. When B cells from 
normal mice and CD4+ T cells from adult-tolerized mice were 
adoptively transferred and challenged, a greater than 90 percent re- 
duction compared with nontolerized controls was achieved in the 
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numbers of clonable high-affinity B cells generated. In other words, 
the surrogate self antigen had caused clonal anergy or clonal deletion 
in the adult peripheral helper T cell population which indirectly led to 
a relative tolerance in the secondary B lymphocyte repertoire. In this 
same model, T cells from normal mice were adoptively transferred 
together with B cells from tolerized mice and a moderate but lesser 
degree of lowering of high-affinity B cell generation resulted. Thus, 
the tolerance lesion was actually within both the T and the B cell 
compartments; however, in vitro analysis has not yet revealed a spe- 
cial hypersusceptibility of B cells to tolerance induction shortly after 
their activation. 

As well as adoptive transfer, another tool is available to determine 
which cellular compartment is involved in tolerance, namely, immuni- 
zation with hapten A coupled to carrier X and tolerization either with 
hapten A coupled to carrier Y or with unconjugated protein X. The 
high-affinity anti-A B cell formation was studied (Nossal and Karvelas, 
1992) in circumstances in which tolerogen was introduced 6 days after 
immunogenic challenge. Tolerogen AX virtually eliminated high- 
affinity B cell formation as expected, this being the appropriate nega- 
tive control. If silencing of B cells had been the main mechanism of 
tolerance, tolerogen AY would have worked well. It, however, caused 
only a partial effect, but carrier X alone acted as a good tolerogen. This 
experiment also indicates that helper T cells are essential for affinity 
maturation even well after initial challenge, and that such T cells can 
be anergized or deleted up to 6 days after challenge immunization. 

Taken together, the results suggest that the main bulwark against the 
hypermutation process driving B cells into high-affinity anti-self reac- 
tivity is T cell tolerance to self antigens providing a brake against the 
further development of such cells. Although high doses of tolerogen 
could have some direct effect on B cells, the studies (which are ongo- 
ing) have not yet provided evidence of a special window of tolerance 
susceptibility shortly after secondary B cells are activated. Using the 
NP hapten in C57/B1 mice, we are now in a position (McHeyzer- 
Williams et al., 1991) to examine the V genes of single B cells for 
evidence of mutation. By 14 days (McHeyzer-Williams et al., 1992) the 
majority of sIgM- sIgGi A+ NP-binding B cells of NP-IUH immunized 
mice already display the critical tryptophan-to-leucine mutation at 
position 33 of CDR 1 of the VH gene known to confer higher affinity. It 
will now be a straightforward matter to determine whether adult toler- 
ance represents simply a frustration of the mutation and selection 
mechanism in germinal centers that leads to this and other mutations. 
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VIII. Other Perspectives in Tolerance Including Antigen Presentation 
by B Cells 

We have not yet dealt with another function of B lymphocytes, which 
is the capacity to process and present antigen to T cells. In the broadest 
sense, antigen presentation and processing are very important vari- 
ables in tolerance induction. As a general rule, antigens that are aggre- 
gate free, circulate widely through serum and lymph, and manage to 
elude capture by macrophages and other accessory cells act as good 
tolerogens, whereas the same antigens may well induce immunity if 
given to the animal (e.g., in aggregated or particulate form) so as to be 
rapidly cleared by accessor cells. B cell processing of antigen repre- 
sents only one facet of this still rather poorly understood phenomenon. 

We have already considered the experiments of Theopold and 
Kohler (1990) dealing with antigen-transgenic mice. In their somewhat 
complex model, they actually ascribe the absence of high-affinity anti- 
body production to a selective suppression by T cells of those B cells 
that are the most effective antigen presenters, namely, high-affinity B 
cells. A provocative recent paper is that of Eynon and Parker (1992). In 
their model, adult mice were injected with deaggregated Fab frag- 
ments of Rabbit anti-6 heavy-chain antibody. This antigen rapidly 
attached itself to essentially all mature B cells of the animal. It was 
found that when such mice were subsequently challenged with alum- 
precipitated normal rabbit Fab, they were profoundly and specifically 
tolerant. The degree of tolerance induced by normal rabbit Fab, deag- 
gregated and intravenously injected, was very much lower. In other 
words, tolerance was largely dependent on antigen presentation by B 
cells. As in our model, both the helper T cell and the antigen-specific B 
cell compartments were found to be affected in the tolerant mice. The 
authors argue persuasively for a new and relevant mechanism of T cell 
tolerogenesis here. They believe the small resting B cell that has 
captured the tolerogen lacks the signaling machinery for delivery of 
the accessory signal (Lafferty et al., 1983) required for immune activa- 
tion. Macrophages, dendritic cells, and activated B cells would possess 
this capacity. As a consequence, the helper T cells for the antigen in 
question would be rendered anergic or deleted rather than activated. 
They argue that perhaps this is how ordinary freshly deaggregated 
antigens induce tolerance as well. Admittedly, then the antigen- 
capturing B cell would be a rare cell rather than every B cell, but at 
least they would have a major competitive advantage in capturing the 
antigen, and in low-molarity situations the “professional” antigen pre- 
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senting cells, lacking specific receptors for the low concentration anti- 
gen, may never capture enough to deliver any kind of signal. So the few 
B cells capturing the low-molarity tolerogen may have time to encoun- 
ter the specific T cells one by one. This hypothesis also gets us over 
one of the biggest hurdles in understanding tolerization of T cells by 
deaggregated antigens. It is generally believed that T cell receptors 
interact not with soluble intact proteins but with peptides associated 
with MHC molecules. As deaggregated tolerogens elude accessory 
cells, it was previously believed that they must in some way interact 
directly with the T cell receptor. This formulation offers a possible way 
out. The B cell tolerance generated in the model can be explained on 
simple anergy induction grounds, particularly as it was shown that IgD 
can transmit negative signals. 

It will be of interest to see whether further evidence in favor of this 
view accumulates. It would lend functional significance to anergic B 
cells and give an extra reason for their persistence in the body. It is also 
of interest to examine the opposite side of this coin. Autoreactive B 
cells, both those anergized as just described and perhaps some reactive 
with a self antigen that has caused T cell tolerance but not B cell 
tolerance, might become activated by some cross-reacting foreign anti- 
gen and appropriate T cell help. Having now acquired cosignaling 
capacity, such a B cell could present all T cell epitopes of the self 
antigen in question in an immunogenic mode to T cells, initiating an 
autoimmune cascade. A model suggesting such a process has recently 
been presented (Lin et  al., 1991). 

IX. Resolution of Apparently Conflicting Models of B Cell Tolerance 

It ought not to be imagined that all B cells with any degree of 
reactivity to self antigens exist in an anergized state. This all depends 
on affinity and strength of negative signal considerations. Indeed, 
antiself B cells capable of being readily activated by, for example, 
alloreactive T cells (Rolink et  al., 1987) form a significant proportion of 
the repertoire and, with this strong stimulation, can readily switch to 
downstream isotypes. Indeed, the spectrum of autoimmune syn- 
dromes that can be induced by initiating graft-versus-host disease 
forms a fascinating major research area in its own right (Gleichmann et 
al., 1984; Rolink et al., 1990). There has been somewhat of a tendency 
to create a “we don’t believe in B cell tolerance” movement from these 
results; however, as we have repeatedly argued, by the very nature of 
the clonal selection hypothesis, B cell tolerance for self antigens can- 
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not be absolute. If it were, the only possible end result would be the 
purging of the total repertoire. 

This is where the concept of clonal anergy exhibits such great force. 
It has been shown to be incomplete, with some limited B cell activa- 
tion being possible; it can be reversed in some circumstances. This 
makes it very likely that, at the single cell level, there are various 
degrees of anergy. What much more subtle possibilities for regulation 
and fine tuning anergy offers than the killing of a cell! My close col- 
league, Dr. Ian Mackay, once said to me: “First it was clonal deletion, 
then clonal abortion during B cell formation, then clonal anergy during 
the pre-B to B transition, then clonal anergy induced in mature B cells, 
will it soon end with no tolerance at all?” My answer was, and is, all of 
the preceding are true, but to different degrees for different B cells 
against different self antigens. 

Let us, then, survey the spectrum of regulatory mechanisms avail- 
able to cover various autoimmune possibilities. At one extreme, self 
reactivity against self MHC really would be horrendous if one contem- 
plates graft-versus-host disease or allograft rejection. Such ubiquitous 
self antigens situated at the cell surface invoke the strongest negative 
signaling mechanism. For the B cell, this is clonal abortion within the 
primary lymphoid organ, the bone marrow. Much the same may be true 
for the major blood group antigens, e.g., A, B, and D. I know of no 
spontaneous autoimmune process that targets such major antigens. As 
Nemazee has pointed out, for antigens of this sort, present in large 
numbers on the cell surface, affinity of binding may not be the main 
consideration in negative signaling because the avidity conferred 
through multiple receptor-ligand interactions creates very strong re- 
ceptor crosslinking even for low-affinity receptors. Next in the nega- 
tive signaling hierarchy come self antigens sparsely present at cell 
surfaces, or present in tissue fluids as monomers but with some oligo- 
meric forms created through limited degrees of self-aggregation, bind- 
ing to other serum proteins or to cell surfaces. Clonal anergy may be 
the B cell’s most appropriate response to such antigens and, particu- 
larly for low-molarity antigens, may affect only the high-affinity end of 
the B cell repertoire. Low-affinity cells to such antigens persist in a 
competent state. They are a possible source of autoantibody formation 
should comcomitant T cell tolerance be bypassed through T cell acti- 
vation by cross-reacting antigens or through T-independent (usually 
polyclonal) activation. Frequently, however, such autoantibodies do 
no harm either because the antigen in question is not accessible or 
because the affinity of the antibody is too low. Extremely strong helper 
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T cell activation might even activate anergic B cells, although the 
models in which this has been shown are hardly physiological and 
presumably this would pose a greater threat. Finally, some self anti- 
gens, because they are exclusively monomeric, or because they are not 
at sufficient concentration within extracellular fluid or too confined to 
particular anatomic locations, do not cause B cell tolerance at all, in 
which case the induction of autoantibodies becomes a simple matter in 
exuerimental circumstances. 

This hierarchy of strength of negative signaling represents one di- 
mension of the problem, but maturity of the B cell is an equally impor- 
tant second dimension. It has not escaped my notice that neither the 
Nemazee model nor the Goodnow-Basten model shows a significant 
effect of B cell immaturity on the respective tolerance events, namely, 
deletion and anergy. In both cases, special circumstances prevail. The 
MHC-based crosslinking signal is clearly so strong that it overrides the 
need for immaturity, as happens in our hands with highly multivalent 
hapten-protein conjugates. The HEL-anti-HEL doubly transgenic 
model features B cells of unusually high affinity that must effectively 
attract high local concentrations of antigen to their surface. The lack of 
a gap in HEL molarity required for tolerization of B cells growing up in 
the HEL environment versus mature B cells briefly parked in a HEL 
environment is difficult for me to explain. It would, however, be fool- 
ish to ignore the massive weight ofevidence from research on normal B 
cells that speaks to the greater susceptibility of the immature cell. 

What prevents a low-affinity antiself B cell left as a competent mem- 
ber of the primary B cell repertoire from hypermutating to a high- 
affinity one? Overwhelmingly the most important factor is lack of T cell 
help because of T cell tolerance. Without T cell help, a B cell cannot 
enter the germinal center V gene hypermutation process. Were the B 
cell to be triggered in this direction by cross-reactive help, a second 
factor might be the absence of the self antigen in question in the right 
relationship to follicular dendritic cells (FDCs). Antigen-FDC asso- 
ciation depends on Fc binding, so there must be some preformed 
antibody, which is unlikely for a self antigen. Positive selection by 
FDC-bound antigen seems absolutely necessary for the survival and 
eventual export of the mutated germinal center B cell. What prevents 
anti-foreign B cells from mutating to high-affinity antiself? Negative 
selection of the B cell by soluble self antigen, as claimed for the 
“second window” of tolerance, certainly remains a possibility. Failure 
of positive selection (as above) must represent an alternative. Certainly 
T cell tolerance to the self antigen in question would be a major 
defense against the further proliferation of any antiself cells that 
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slipped through. The capacity for tolerogens to frustrate the mutation 
and selection process even after the germinal center reaction has be- 
gun and the fact that this postchallenge tolerance seems to be predomi- 
nantly a T cell effect show just how important continued T cell help is 
to the whole sequence, and how readily it can be switched off by 
soluble antigen. There are some CD4' T cells in the germinal center, 
and perhaps these participate in some way in proliferation and even 
positive selection of germinal center B cells. 

X. Summary and Conclusions 

A paradox of immunology is that the immune system is distributed so 
widely in the body, as a large number of cells that discharge most of 
their effector functions as single cells; but, at the same time, the ele- 
ments of the system are so very interdependent, not only via spe- 
cialized cell clusters and microenvironments, but also by mobile feed- 
back loops, cellular and molecular. The end result is that one cannot 
really understand one element of the system without understanding 
every other, at least to a degree. Certainly, tolerance cannot be isolated 
from immune activation, nor B cell from T cell tolerance, rendering the 
task of the reviewer somewhat thankless. This being said, the last few 
years have seen wonderful progress in our grasp of B cell tolerance, to 
which the transgenic revolution has contributed a great deal. The fact 
that B cell tolerance exists as an important component of self-tolerance 
has been firmly established, as have the limits ofthe process in terms of 
both the survival of low-affinity antiself clonotypes and the question of 
location and concentration of antigen required for tolerance induction. 

Two processes have been identified as key alternatives: clonal 
abortion/maturation arrest/deletion and induction of clonal anergy. 
The latter requires a less strong Ig receptor crosslinking signal, may be 
partial, and is reversible. Recognition of these facts has prompted both 
experimentation and speculation on possible functions of the anergic 
cell. One unsatisfactory area, which we have not addressed because 
nothing like a consensus has been reached, is T cell-mediated suppres- 
sion and its possible effects on tolerant states, including anergy in- 
duction in B cells. The phenomenology of suppression is too striking to 
sweep under the carpet, and suppressor T cell memory in particular 
(Adelstein et al., 1990) requires much more investigation; however, 
suppression has not been shown to play a major role in any of the 
best-studied transgenic models. These can readily be explained on the 
basis of direct interactions between the B cell target for abortion or 
anergy and the self antigen in question. 
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The biochemical basis of discrimination between immunity and 
tolerance has also progressed, but not as fast. This is understandable, 
as so many signaling pathways have to come together for full immune 
induction, and as immaturity of the signal transduction pathway plays a 
profound role that must be studied in normal cells, with all the atten- 
dant difficulties of cell separation. The best paradigm for approaching 
the biochemistry of positive versus negative signaling remains the 
Bretscher-Cohn (1970) model. Two considerations give renewed 
hope. Transgenic mice will provide B cell populations of greater ho- 
mogeneity, and the ancillary, Ig crosslinking-independent pathways 
are receiving their due attention. Two separate sets of these can be 
distinguished as being particularly important: those dependent on 
cytokines interacting with high-affinity receptors and those requiring 
cell contact and thus involving some membrane enzyme complex of as 
yet undetermined nature (Hodgkin et  aZ.,1990) I therefore expect pro- 
gress on our understanding of B cell signaling to accelerate. 

Failure in B cell tolerance manifests itself in autoantibody forma- 
tion. Just as it proved unrealistic to explain tolerance through one 
sweeping generalization, so it is unrealistic to expect a single mecha- 
nism for autoimmunity. Molecular mimicry or other forms of antigenic 
cross-reactivity; viral or toxic release of sequestered antigens; cy- 
tokine-induced M HC upregulation; genetically imposed hyperinduci- 
bility of B cells; Ir gene-dependent failures of T repertoire purging or 
pathogen elimination; unexpected antigen processing rendering self 
cellular constituents immunogenic; reversal of anergy; and many other 
factors will conspire in different situations. While we continue the 
search for general rules, we must also examine each particular autoim- 
mune situation. 

Despite our incomplete knowledge, the potential for immunoin- 
tervention is creeping closer, although still dependent on a good deal 
of clinical empiricism as well. That ought not to deter us, because it is 
the same in virtually all cases of medical progress. We have done fairly 
well in immunology in keeping basic scientists and clinical scientists 
engaged in conversation. This becomes more difficult as the field 
grows wider. Tolerance is one area in which we must keep trying, as it 
clearly holds the key to transplantation, to autoimmunity, and perhaps 
to allergy and many other branches of immunopathology. 
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1. Introduction 

The current epidemic of acquired immunodeficiency syndrome 
(AIDS) has had profound worldwide consequences. The number of 
deaths attributable to this disease has reached over 100,000 in the 
United States and as many as 1,000,000 in the world (Blattner, 1991). 
The number of persons currently infected with human immunodefi- 
ciency virus-1 (HIV-l), the causative agent, may be as high as 2 million 
in the United States and 8 million in the world as this virus continues to 
spread in the industrialized as well as in developing nations. There is 
an indisputable need for effective vaccines to stop viral spread and for 
pharmaceutical agents to arrest disease progress in infected persons; 
however, a formidable barrier to facile development of weapons to 
fight AIDS has been the lack of readily available animal systems to test 
candidate vaccines and drugs. 

A number of animal models have been proposed for AIDS research 
and these models have been used to gain valuable insight into the 
effects of HIV-1 or similar viral infection on the intact organism (Des- 
rosiers and Letvin, 1987; Gardner and Luciw, 1989; Letvin, 1990). 
Before discussing specific models it may be useful to first consider the 
features of an ideal system for the study of AIDS (McCune, 1991). The 
animal should be small, abundant, inexpensive to purchase and house, 
and easy to maintain under biosafety conditions required for working 
with HIV-1. Ideally, the animal would respond to HIV-1 infection with 
an immunodeficiency syndrome involving depletion of helper T cells 
similar to that seen in HIV-infected humans. It should be possible to 
monitor progress of infection by simple tests and within a relatively 
short time frame. Infection should be transmitted by routes implicated 
for human HIV-1 infection. Techniques for culturing and infecting 
various cell types should be available to facilitate basic studies of virus 
attachment and replication. Further assets to the model would include 
a wide range of reagents to study molecules of importance in the 
immune system, including lymphokines and lymphoid cell surface 

425 
Copyright 0 1992 by Academic Press, Inc. 

All rights of reproduction in any form reserved. 



426 THOMAS J.  KINDT ET AL. 

markers, as well as a backlog of information about the immune system 
of the animal. 

With these rigid and admittedly unrealistic criteria in mind, poten- 
tial models may be explored. As Table I indicates, the proposed models 
vary considerably in choice of animal species and in the viruses used 
for infection. The proposals range from use of an endangered species, 
the chimpanzee, which supports infection with HIV-1 without appar- 
ent disease, to infection of the abundant and easily maintained labora- 
tory mouse with murine leukemia viruses, which are unrelated to HIV 
but cause a form of immunodeficiency. To date the most promising 
animal models, at least for vaccine development studies, have been 
those involving the use of simian immunodeficiency viruses (SIVs) to 
infect some of the more abundant primate species. SIVs are retrovi- 
ruses related to HIV-1, and macaques infected with these viruses 
display signs of AIDS-like disease, including immunodeficiency ac- 
companied by depletion of helper T cells. Models involving HIV-1 
infection of immunodeficient (SCID) mice reconstituted with human 
immunocompetent cells appear to have good potential for evaluating 
therapeutic agents. The feline viral systems and the infection of rabbits 
with HIV-1 have promise for AIDS research, but these models require 
further study and development to explore their practical uses. 

The present discussion covers the major animal models used for the 
study of AIDS. Prior to discussion of specific models, relationships 
among the different viruses used are briefly reviewed. In addition to a 
description of each model, an attempt is made to evaluate its utility for 
development of vaccines and antiviral therapeutic agents and for stud- 
ies of the basic pathogenesis of HIV-1 infection. 

II. Relationships among the Viruses Used as Animal Models for AIDS 

It is obvious that the models listed in Table I cover a broad range of 
animal species with different evolutionary relationships to humans. An 
equally important consideration in model choice is the virus to be used 
and its relationship to HIV-1. A useful means of comparing these 
viruses is according to their genomic organization relative to HIV-1 
(Fig. 1). Whereas the overall structures are quite similar and all the 
retroviruses share certain genes, there is considerable difference in the 
regulatory elements produced (see Fig. 1). 

A general classification of retroviruses is by virion morphology (A, B, 
C, and D); most viruses described in the present review are type C 
retroviruses, which may be further classified on the basis of disease 
association on oncornaviruses, lentiviruses, and spumaviruses (foamy 



TABLE I 
POTENTIAL ANIMAL MODELS FOR HUMAN AIDS 

Disease parameters and in uitro correlates 

In vitro Tropism 
Animal Immune Central nervous 

Virus classification model dysfunction system disease CD4 lymph Macrophage 

Distantly Related to HIV-1 
Oncomaviruses FeLV" Cats Yes No Yes Yes 

- - MuLV Mice Yes No 
HTLV-1 Rabbits No No 

Lentiviruses Visna Virus Sheep No Yes No Yes 
EIAV Horses N o  No No Yes 

No - Yes BIV Cattle - 
FIV Cats Yes Yes Yes Yes 

Closely related to HIV SIVsm/mac Macaques Yes Yes Yes Yes 
HIV-2 Macaques N o  No Yes Yes 

Models Using HIV-1 HIV-1 Chimpanzee No No Yes Yes 
SCID mice No No n.a. n.a. 
Rabbits No No 

- - 

- - 

HIV, human immunodeficiency virus; FeLV, feline leukemia virus; MuLV, murine leukemia virus; HTLV-1, human T lymphotropic virus type 1; EIAV, 
equine infectious anemia virus; BIV, bovine immunodeficiency virus; FIV, feline immunodeficiency virus; SIVsm/mac, simian immunodeficiency virus of 
macaques or sooty mangabeys; HIV-2, human immunodeficiency virus, type 2; HIV-1, human immunodeficiency virus, type 1; n.a., not applicable. A dash 
indicates that this factor is unknown. 
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viruses). Infection with this last group appears to be asymptomatic and 
therefore spumaviruses have not been used as a model for immunode- 
ficiency; they are not further discussed. Oncornaviruses as their name 
implies are best known for their association with oncogenesis, particu- 
larly leukemias, and this is frequently reflected in their names (i.e., 
feline leukemia virus). However, oncornavirus infections are fre- 
quently associated with immunosuppression; for example, more 
FeLV-infected cats die as a consequence of immunosuppression than 
of neoplastic disorders. As shown in Fig. 1, the classical oncornavi- 
ruses have a simple, basic genome structure expressing only the struc- 
tural proteins gag and envelope (env) and the polymerase (pol), with- 
out additional regulatory proteins. In contrast, human T lymphotropic 
virus type 1 (HTLV-l), also classified as an oncornavirus, has an atypi- 
cal genome organization, expressing, in addition to gag, pol, and env, 
two transactivator proteins (tax and rex) encoded by a short open 
reading frame in the 3' portion of the genome. 

HIV-1 falls into the classification of lentivirus, a term that implies the 
slow disease course that characterizes infection with this group of 
viruses. Lentiviruses have a more complex genome organization. The 
nonprimate lentiviruses including visna virus of sheep (termed an 
ungulate lentivirus) and feline immunodeficiency virus of cats have a 
number of short open reading frames (orfs) that have been variably 
designated Q, S, or more simply orf-1 to orf-4. The function of the 
proteins encoded from these open reading frames is still poorly under- 
stood (this is implied by the question marks in Fig. 1). Many may be 
analogous to regulatory proteins of HIV-1, such as Q of visna virus and 
vif of HIV-1. Finally, the primate lentiviruses including HIV-1 have 
the most complex genome organization, encoding six additional regu- 
latory proteins. Although SIV from sooty mangabey (SIVsm) and SIV 

FIG. 1. Genome organization of viruses used as animal models for AIDS are shown 
schematically on the left, with open reading frames represented by open boxes. The 
sequences span about 10 kb; the lengths of boxes are not accurate representations of 
gene size. Genes that appear to be unique to a particular virus are shown as black boxes. 
Some genes such as orf S of the visna virus group have unknown function. On the right is 
a schematic representation of the genes found in each representative virus. Shaded 
boxes indicate the presence of and open boxes represent the absence of a gene. Genes 
considered equivalent are listed in corresponding positions; for example, the tax and rex 
genes of HTLV-I are analogs of tat and rev of HIV-1. FeLV, feline leukemia virus; 
MuLV, murine leukemia virus; HTLV-1, human T lymphotropic virus type I; EIAV, 
equine infectious anemia virus; FIV, feline immunodeficiency virus; HIV-1, human 
immunodeficiency virus-1; SIVsm, simian immunodeficiency virus from sooty manga- 
bey; SIVmac, simian immunodeficiency virus from macaque. 
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from macaque (SIVmac) are similar in structure to HIV-1, some subtle 
differences exist. Thus, SIVsm lacks the wpu gene found in HIV-1 and 
HIV-1 lacks the vpr gene seen in SIVsm. Differences in genome 
organization clearly have implications to the applicability of a particu- 
lar virus as a model for AIDS; SIV is the most similar to HIV-1 and, as 
such, is most likely to share pathogenic mechanisms with HIV-1. As 
discussed next, this prediction is borne out by experimental studies. 

111. Models Using Viruses Distantly Related to HIV-1 

The ideal human disease models are those in which the administra- 
tion of the etiological agent reproduces the disease conditions in well- 
characterized laboratory animals. In the case of AIDS, the etiological 
agent, HIV-1, does not cause reproducible disease in any laboratory 
animals tested so far (Desrosiers and Letvin, 1987; Gardner and Lu- 
ciw, 1989; Letvin, 1990). Even in those species capable of supporting 
persistent HIV infection, the animals do not develop AIDS-like dis- 
ease. Accordingly, investigators are searching for alternative models 
by  studying related viruses that may cause the AIDS-like symptoms in 
laboratory animal species. It is hoped that such models can be used as 
drug testing or vaccine testing tools and will provide insights and 
strategies to combat HIV infection. 

Some AIDS model candidates are chosen for their abilities to induce 
immunodeficiency or other symptoms reminiscent of AIDS in a natural 
host. These models employ distantly related viruses that include mem- 
bers of the oncovirinae family such as murine leukemia virus (MuLV) 
and feline leukemia virus (FeLV), as well as members of lentivirinae 
family such as feline immunodeficiency virus (FIV) and many other 
ungulate viruses. Some of the more appealing viruses such as FIV, 
FeLV, and MuLV can cause an immunosuppressive state; however, 
with the possible exception of FIV, their pathological mechanisms 
appear to be different from that of HIV. Other viruses such as equine 
infectious anemia virus and caprine arthritis-encephalitis virus do not 
cause immunosuppression but involve a long-term infection. Overall, 
these distantly related viruses may have value for testing antiretroviral 
drugs and new vaccines. More importantly, their study may uncover 
novel HIV pathological mechanisms and reveal how some animals 
combat long-term retroviral infection. 

A. UNGULATE LENTIVIRUSES 
Numerous retroviruses belonging to both lentivirinae and oncovi- 

rinae exist naturally in several ungulate species. Domestic livestock 
such as sheep, goat, horse, and cow all have diseases associated with 
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retroviral infection. These retroviruses are distantly related to HIV-1 
and do not cause immunodeficiency. Even though the ungulate retro- 
viral diseases have long been recognized clinically, very little is 
known about the viruses and their immunological effects on the hosts. 
Contributing to these apparent problems is the fact that very little is 
known about the ungulate immune system. Perhaps for these reasons, 
most ungulate viruses are overlooked as potential AIDS animal mod- 
els. There are certain characteristics of these viruses that may be of 
interest in AIDS research and these warrant mention here. 

Maedi-visna virus ( M W )  and caprine arthritis-encephalitis virus 
(CAEV) are closely related retroviruses of sheep and goat, respectively 
(Crawford et al., 1980). Among the ungulate viruses, M W  and CAEV 
are most closely related to HIV-1 (Gonda et al., 1987). Both lentivi- 
ruses infect macrophages and cause slow progressive disease involv- 
ing the central nervous system (CNS), lungs, and joints (Specter et al., 
1989). Typically, these viruses can be transmitted horizontally via 
respiratory secretions and vertically via milk (Evermann, 1990). After a 
long incubation period, MVV-infected animals experience interstitial 
pneumonia and severe demyelinating encephalomyelitis. As for 
CAEV, chronically infected goats develop immune-mediated arthritis 
and encephalitis (Fenner, 1987). Interestingly, similar to HIV these 
viruses persist in the infected host despite the presence of neutralizing 
antibodies. Furthermore, similar to HIV-1, these viruses undergo fre- 
quent envelope mutation resulting in antigenic drift. Although there is 
no evidence of immunosuppression in these animals, two AIDS-like 
clinical features, wasting and leukoencephalopathy, are observed. 
These similarities give these viral systems potential for the study 
mechanisms of lentivirus mutation and its role in avoidance of immune 
surveillance. 

Equine infectious anemia virus (EIAV) is the best studied ungulate 
system for viral antigenic drift. EIAV infection is characterized by 
episodal clinical signs such as fever, weight loss, anemia, edema, and 
leukopenia (Montelaro et al., 1990). The anemia appears to result from 
immune-mediated hemolysis. These clincal profiles are precipitated 
by the emergence and rapid replication of new antigenic variants of 
EIAV. In as little as 2 weeks, virus populations differing by one or two 
amino acids can emerge and cause another round of viremia leading 
ultimately to chronic, debilitating diseases. EIAV infects monocytes 
(Salinovich et al., 1986); however, this virus does not appear to be 
tropic for T lymphocytes and therefore does not result in notable 
immune dysfunction. Nonetheless, it is worth considering the EIAV 
infection model as a potential model for studying long-term interac- 
tions between lentivirus and the host. 
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Cattle harbor two retroviruses, an oncornavirus, bovine leukemia 
virus (BLV), and a lentivirus, bovine immunodeficiency-like virus 
(BIV), that cause lymphocytosis and lymphadenopathy in infected 
cattle. In addition, BIV infection can cause CNS lesions, weakness, 
and emaciation. The BIV provirus has been molecularly cloned 
and shown to be biologically active and capable of inducing syn- 
cytium formation in vitro (Braun et al., 1988). Although some abnor- 
mal humoral and cellular immune responses have been reported 
(Trainin et al., 1976; Thorne et al., 1981), severe immunosuppres- 
sion has not been linked to either of these viruses. In fact, BIV is 
named “immunodeficiency-like virus” for its antigenic and genetic 
similarities to HIV-1 rather than for its clinical manifestation. Interest- 
ingly, both viruses can productively infect rabbits (Burney et al., 1985; 
Gonda et al., 1990), inducing seroconversion, persistent infection, and 
viremia. Further development of the rabbit BIV model may prove to be 
beneficial for testing antiretroviral agents in the future. 

B. MURINE LEUKEMIA VIRUS 
Several strains of MuLV cause immunosuppression following exper- 

imental inoculation of laboratory mice (Salamon and Wedderbrun, 
1966; Bendinelli et al., 1985). By far, Friend and Rauscher are the 
best characterized immunosuppressive MuLV strains. The mixture of 
replication-defective and replication-competent helper virus found in 
these strains infects cells of lymphoid and myeloid lineage, causing 
immune dysfunction in susceptible animals. Such infection alters the 
normal T cell, B cell, and macrophage interactions and induces severe 
immune dysfunction. Numerous studies have identified host suscepti- 
bility factors linked to genes such as Fzj-1, Fv-2, Rfv-2, Rfv-2, and Rfu-3 
(Lilly and Pincus, 1973; Chesebro and Wehrly, 1976). Despite their 
immunosuppressive properties, the Friend and Rauscher MuLV 
strains are not used as animal models for AIDS. 

More recently, Mosier and co-workers described an immunosup- 
pressive syndrome similar to early phases of AIDS in C57B1/6 mice 
infected with the LP-BM5 strain of MuLV. The LP-BM5 MuLV strain 
is a derivative of radiation-induced Duplan-Laterjet leukemia virus. 
The observed abnormalities included humoral and cellular immuno- 
deficiencies, susceptibility to mousepox infection (Buller et al., 1987), 
hypergammaglobulinemia (Mosier et al., 1985), polyclonal B cell acti- 
vation (Mosier et al., 1985), and an occasional occurrence of aggressive 
B cell lymphoma (Klinken et al., 1988). This syndrome is now referred 
to as the murine acquired immunodeficiency syndrome (MAIDS) 
(Klinken et al., 1988). 
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The LP-BM5 strain is a mixture of ecotropic subgroup B, mink cell 
focus-inducing MuLV, and a defective MuLV genome (BM5d). This 
defective virus is only 4.8 kb because of deletion of the pol and env 
genes; the remaining gag gene contains a large open reading frame that 
encodes the Pr65g"g protein. This protein appears to be the pathologi- 
cal determinant of MAIDS, perhaps acting as an oncoprotein (Joli- 
coeur, 1991). Recently, two independent laboratories (Aziz et  al., 1989; 
Chattopadhyay e t  al., 1989) convincingly showed the BM5d defective 
viral component as the etiological agent in the LP-BM5 mixture. The 
defective genome is cytopathic for fibroblasts if rescued with a non- 
pathogenic helper virus. Furthermore, the helper-free defective viral 
stock can cause MAIDS in the absence of viral replication (Huang e t  
al., 1989). 

Despite similarities in clinical expression of immune-mediated dys- 
functions, the immunosuppressive mechanism in infected mice differs 
significantly from the pathogenesis of human AIDS, limiting the direct 
utility of this model. MuLV-induced mouse immunodeficiency ap- 
pears to be a paraneoplastic syndrome characterized by abnormal lym- 
phoproliferation rather than the immunocytopathic syndrome seen in 
AIDS. Also, unlike human AIDS, which specifically infects and de- 
pletes the CD4+ subset of T lymphocytes, the development of MAIDS 
requires the presence of both T and B lymphocytes, suggesting that 
both cell types are involved in pathogenesis. In addition, abnor- 
mal levels of cytokines including interleukin-1 (Cheung et  al., 1991), 
interleukin-2 (Morse et al.,  1989), tumor necrosis factor (Cheung et  al., 
1991), and interferon (Pitha et al., 1988) are detected in mice with 
MAIDS, suggesting a perturbation of T and B cell regulation. 

Certain features of MAIDS may shed light on events in AIDS. The 
association of immunodeficiency with a defective viral genome such as 
in MAIDS [and feline AIDS (FAIDS); see next section] leads to re- 
newed interest in the potential role that a defective viral genome may 
have in the pathogenesis of AIDS. In addition, these studies encour- 
aged AIDS researchers to rely less heavily on tissue culture-derived 
viruses because of the selection against defective (or non-culture- 
adapted) viral genomes under these conditions; however, although 
studies of AIDS patients have demonstrated genomes with multiple 
in-frame stop codons (Meyerhans et al., 1989), the significance of such 
viruses in the pathogenesis of AIDS is still unclear. Furthermore, the 
mechanisms used by these two viruses to generate defective genomes, 
point mutations in HIV-1 versus the extensive deletions in the MuLV 
genome, are quite different. 

The MAIDS model may have potential for testing of antiviral drugs. 



434 THOMAS J. KINDT ET AL 

For example, 3’-azido-3’-deoxythymidine (AZT) (Jolicoeur, 1991) and 
9-(2-phosphonylmetoxyethyl)adenine (PMEA) (Gangeni et al., 1989) 
can inhibit development of MAIDS, if administered immediately after 
the virus inoculation. As the MAIDS syndrome is a lymphoprolifera- 
tive disorder, immunosuppressive drugs such as cyclosporin A, which 
inhibits interleukin-2 and interferon-? production, and an antineoplas- 
tic drug such as cyclophosphamide have been tested. Both these drugs 
protect against the development of MAIDS in a time-independent 
fashion. 

The MAIDS model has broadened our understanding of retrovirus- 
induced immunosuppression; however, the mechanism underlying 
MuLV pathogenesis is different from any known HIV mechanisms. 
Not only does MuLV have a different viral tropism than HIV-1, but the 
lymphoproliferative consequences of its infection also set it apart. 
Most importantly, unlike HIV-1 in which the role of defective virus in 
pathogenesis is not clearly defined, the MuLV pathogenic effects can 
be directly linked to the presence of a defective genome. Lastly, the 
transcription regulatory mechanisms of a simple oncornavirus like 
MuLV might differ significantly from those of the more complex lenti- 
viruses such as HIV-l. These differences preclude the use of MAIDS 
as a system for development of most anti-AIDS agents. 

C. FELINE LEUKEMIA VIRUS 
Feline leukemia virus, like the closely related MuLV, belongs to the 

oncovirinae subfamily of retroviruses. Since its discovery in Scotland 
(Jarrett et  al., 1964), three FeLV subtypes, FeLV-A, FeLV-B, and 
FeLV-C, have been identified. In addition to these subtypes, at least 
two defective variants, FeLV-FAIDS and FeLV-myc, have also been 
isolated. Furthermore, endogenous FeLV-like viral sequences (en- 
FeLVs) have been identified in domestic cats and in numerous species 
of wildcats of Mediterranean origin; in contrast, enFeLVs have not 
been found in wildcats from sub-Saharan Africa, Southwest Asia, and 
the American continent (Benveniste et al.,  1975). The prevalence of 
enFeLVs is not limited to the Felidae species as related sequences 
have also been identified in rats. This observation suggests that FeLV 
may have been acquired from rats via transpecies infection (Ben- 
veniste et d., 1975). 

Each of the FeLV subtypes and variants has distinct genetic attri- 
butes and biological properties. The ecotropic FeLV-A is ubiquitous in 
FeLV-infected cats either as the sole dominant subtype or in conjunc- 
tion with one or more FeLV subtypes, and is generally considered to 
be minimally pathogenic. In contrast to FeLV-A, both FeLV-B and 
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FeLV-C are amphotropic and are only found in association with sub- 
group A FeLV in naturally infected cats. Many FeLV-Bs such as the 
Richard strain can be found in approximately 50% of infected cats and 
their presence is associated with leukemias/lymphomas (Hardy et al., 
1976a; Jarrett et al., 1978). The much rarer FeLV-C subtype is found in 
only 1% of the infected hosts and is frequently associated with aplastic 
anemia (Hardy et al., 197613; Jarrett et al., 1978). FeLV-B and FeLV-C 
appear to result from recombination between FeLV-A and enFeLV 
sequences. The evolution of these viral subtypes highlights the impor- 
tance of genetic recombination in the generation of viral diversity. 
Furthermore, recombination and transcomplementation between 
these nonpathogenic subtypes and enFeLV can produce a pathogenic 
virus. FeLV-FAIDS and FeLV-myc are two pathogenic strains that 
evolved from virus/virus complementation and virus/oncogene re- 
combination, ~~ respectively. ~ ~ 

~ Shortly following the-discovery of FeLV, an association of FeLV 
infection with immunosuppression was observed (Anderson et al., 
1971; Perryman et al., 1972). These early findings have been substan- 
tiated by numerous investigators, thus verifying FeLV as a potent 
immunosuppressive virus capable of causing a fatal immunodeficiency 
syndrome (Hardy, 1990). Infected cats display lymphodegenerative 
and lymphoproliferative signs (Hardy and Essex, 1986; Good et al., 
1990; Hardy, 1990; Reinacher, 1989), including thymic atrophy (An- 
derson et al., 1971; Hardy, 1981,1982), lymphoid depletion (Quacken- 
bush et al., 1990; Anderson et al., 1971), lymphopenia (Essex et al., 
1975), reduced T cell-dependent humoral immune response (Quack- 
enbush et al., 1990; Pardi et al., 1991), reduced cytokine production 
and blastogenic responses to mitogens (Tompkins et al., 1989; Mathes 
et al., 1979; Good et al., 1990; Cockerell and Hoover, 1977; Cockerell 
et al., 1976), reduced response to allograft (Perryman et al., 1972), 
increased susceptibility to opportunistic infections (Hardy, 1981, 
1982), aplastic anemia (Mackey et  al., 1975; Onions et al., 1982), and 
lymphosarcoma (Dorn et al . ,  1968). Approximately 75% of persistently 
infected cats die from diseases associated with immunosuppression 
and accompanying opportunistic infections (Reinacher, 1989). Lym- 
phoproliferative and myeloproliferative disorders account for most 
remaining fatalities. 

An isolate of FeLV that induces immunodeficiency after experimen- 
tal inoculation has been well characterized on the molecular and path- 
ological levels. This isolate, designated FeLV-FAIDS, is derived from 
the thymus of a naturally infected cat with lymphoma. It consists of a 
replication-competent, mildly pathogenic subgroup A virus (desig- 
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nated 61E) and an acutely pathogenic, replication-defective form 
(termed 61C). Unlike the MuLV defective genome, the minimal patho- 
genic determinant of this virus lies within the envelope gene. Molecu- 
lar chimeras between the pathogenic and minimally pathogenic helper 
virus identified two domains of the gp70 env protein that contribute 
the pathogenic phenotype: a 7-amino-acid segment near the carboxy 
terminus and a 109-amino-acid region near the amino terminus. 
In addition, sequences in the long terminal repeat also contribute to 
pathogenesis (Donahue et al., 1991). The presence of these pathogenic 
determinants correlate strongly with in vitro cytopathology and T cell 
killing in lymphocyte cell lines. 

1. The Pathogenic Mechanism of Feline Leukemiu 
Virus-Feline AIDS 

The exact mechanism underlying the pathology induced by FeLV- 
FAIDS has not been clearly defined. Two possible mechanisms have 
been proposed. The first theory suggests that FeLV replication may be 
cytopathic for CD4+ lymphocytes. The only support for this theory is 
an 8 to 10% decline in circulating CD4 lymphocytes in cats infected 
with FeLV-FAIDS (Quackenbush et al., 1990). A second theory impli- 
cates the nascent envelope protein of the pathogenic FeLV-FAIDS 
strain in a disruption of normal receptor interference, leading to 
superinfection (Poss et al., 1990; Donahue et al., 1991). Evidence for 
this hypothesis includes slow processing of the envelope protein of the 
pathogenic strain and the accumulation of unintegrated viral DNA, a 
finding associated with the early events following virus infection. The 
accumulation of high levels of unintegrated viral DNA is frequently 
associated with cytopathic retroviral infections including HIV-1; 
however, the mechanisms associated with FeLV-induced cytopathol- 
ogy appear to differ significantly from those of HIV-1. A major factor in 
HIV-l-induced cell death, as observed in vitro, is the formation of 
syncytium, whereas FeLV-induced cell death occurs in the absence of 
syncytium formation; however, alternate mechanisms for HIV-1- 
induced cell death exist (Somasundaran and Robinson, 1987) and may 
be similar in these two systems. 

2.  Antiviral Therapy 

The FeLV model has proven useful for testing antiretroviral thera- 
pies. Antiretroviral drugs can prevent the development of FAIDS and 
are effective in limiting FeLV replication. Administration of AZT 
(Hoover et al.,  1990; Zeidner et al., 1990a,b) or human recombinant 
interferon-a (IFN) (Hoover et al., 1990; Zeidner et al., 1990a,b) 
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prevents infected asymptomatic cats from becoming antigenemic, 
prevents onset of disease, and protects cats against infectious chal- 
lenge. Combined administration of AZT and interleukin-2 or IFN-a is 
significantly superior (25-30% in uitro) than administration of AZT 
alone (Hoover et al., 1990; Zeidner et  al., 1990a,b). Another chain 
termination drug, 2’,3’-dideoxycytidine (ddC), can also inhibit FeLV 
replication (Zeidner et al., 1989; Hoover et al., 1989). As with AZT, 
administration of tumor necrosis factor (TNF) or IFN-a enhances ddC 
effectiveness (Zeidner et  al., 1989); however, unlike AZT, the effec- 
tive dose requirement for ddC varies widely depending on the target 
cell type (Polas et aZ., 1990). These antiretroviral strategies, in conjunc- 
tion with vaccination (Olsen et  al., 1976, 1980), should curtail the 
spread of FeLV. 

Despite contributions made by the FeLV model, it is a less than 
ideal model for AIDS. There are several major differences between 
FAIDS and AIDS that may prove significant in development of the 
FeLV model. These include the broad range of cellular targets for 
FeLV (hematopoietic, lymphoid, and epithelial) compared with HIV 
and the lack of syncytium formation as a cytopathic mechanism. For 
example, FeLV myeloid tropism leads to numerous myeloproliferative 
diseases not commonly associated with HIV infection. Furthermore, as 
syncytium formation is a major in uitro cytopathic mechanism in HIV, 
the FeLV model might not be suitable for testing therapeutic ap- 
proaches directed against the cell fusion mechanism. Another impor- 
tant difference between FeLV and HIV-1 is the role of neutralizing 
antibodies in controlling virus replication. Cats that successfully reject 
FeLV infection always possess high-titer neutralizing antibodies 
(Hardy et al., 1976a), whereas HIV-l-infected individuals demonstrate 
high titers of neutralizing antibodies. Finally, although both viruses 
are transmitted horizontally and vertically, FeLV horizontal transmis- 
sion is primarily via saliva, whereas HIV is transmitted by sexual 
contact and by transfer of blood. For the present, the FeLV model 
provides a useful system for testing antiretroviral therapies; however, a 
more important future role for FeLV might be in providing insights 
into basic retroviral pathogenesis. 

D. FELINE IMMUNODEFICIENCY VIRUS 
Feline immunodeficiency virus is a lentivirus isolated in 1986 from 

FeLV-negative, immunodeficient cats housed in a large cattery in 
Petaluma, California (Pedersen et al., 1986). Since the initial discov- 
ery, other strains of FIV have been isolated in Britain and Japan (Har- 
bour et d., 1988; Miyazawa et d., 1989; Ishida et d., 1989), and natural 
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FIV infection can be detected in domestic cats worldwide (Harbour et 
al., 1988; Ishida et al., 1988, 1989; Yamamoto et al., 1989). In addition, 
seroreactivity to FIV core proteins suggests that other members of the 
Felidae family such as African lions, tigers, Florida panthers, and 
bobcats harbor viruses antigenically similar to FIV (Barr et al., 1989). 
Thus, FIV may be one member of a much larger family of feline 
lentiviruses similar to the primate lentivirus family (see Section IV). 
These data, in conjunction with the worldwide presence of FIV in 
domestic cats, suggest that FIV may have been present in cat popula- 
tions for a long time, perhaps even before the domestication of wild- 
cats. On the basis of cellular tropism, virion morphology, reverse tran- 
scriptase biochemical requirements, protein composition, nucleotide 
sequence, and genomic organization, FIV is classified as a lentivirus 
(Yamamoto et al., 1988; Pedersen et al., 1989; Olmsted et al.,  1989; 
Talbott et al., 1989). FIV has a typical lentiviral genomic organization 
containing gag, pol, env, and four short open reading frames. One of 
the small open reading frames appears to encode a transactivator 
protein product similar to the rev protein of HIV-1 (Kiyomasu et nl., 
1991). 

FIV infection is more prevalent in older, free-roaming, male cats. 
The higher infection rate in this population is probably attributable to 
the restricted transmission mode of FIV. FIV can be efficiently trans- 
mitted via saliva by biting and, unlike FeLV, cannot be effectively 
transmitted either vertically by in utero transmission or horizontally by 
sexual contact, by exchange of bodily secretions, or by  casual contact. 
Consequently, older male cats raised outdoors are more likely to be 
infected because they are frequently bitten by other cats during territo- 
rial fights (Yamamoto et al., 1989). 

Naturally infected cats remain asymptomatic for long periods. Be- 
cause it is impossible to ascertain the exact time at which the naturally 
infected cat contracted the virus, it is difficult to determine the incuba- 
tion period required for disease development; however, it is known 
that the median age of a healthy FIV carrier is 3 years, whereas the 
median age of FIV-induced fatalities ranges from 5 to 10 years (Ishida 
et al., 1989). From these data, the FIV incubation period is estimated to 
be between 2 and 7 years. A more precise answer to this question 
requires an experimental infection approach where time and other 
variables can be controlled. Unfortunately, experimental infections of 
both normal and specific pathogen free (SPF) cats have been disap- 
pointing, as these cats do not develop fatal immunodeficiency with- 
out additional cofactors such as FeLV (Pedersen et al., 1990). The 
requirement for coinfection with FeLV severely confounds these stud- 
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ies because, as described earlier, FeLV alone causes significant immu- 
nosuppression. 

Six clinical phases comparable to the five phases of HIV infection 
(Pedersen and Barlough, 1991) have been described in naturally in- 
fected cats: an actue phase 1; an asymptomatic phase 2; clinical phases 
3 and 4 similar to AIDS-related complex in HIV-1 infection; phase 5 or 
AIDS; and a syndrome of neurological disorders and renal dysfunction 
(phase 6). The acute stage is characterized by fever, diarrhea, neu- 
tropenia, and lymphadenopathy. These clinical signs are more severe 
in the cats coinfected with FeLV (Ishida et  al., 1989; Hosie et al., 1989; 
Grindem et al., 1989; Moraillon, 1990). This is followed by an asymp- 
tomatic phase. Abnormalities in immunological parameters can be 
detected within 1.5 to 2 years postinfection, although cats remain 
clinically healthy. These abnormalities include reduction in the num- 
ber of CD4+ T cells, decreased CD4/CD8 ratio, inability to mount a 
humoral immune response to T-dependent antigens, depressed mito- 
genic response by T cells, and development of hypergammaglo- 
bulinemia (Ackley et al., 1990a; Novotney et al., 1990; Barlough et al., 
1991; Torten et al., 1991). Only the acute and asymptomatic phases 
have been observed after experimental infection unless cats are coin- 
fected with FeLV and reductions in CD4 count and CD4/CD8 ratio are 
more pronounced in FIV/FeLV dual-infected cats (Pedersen et al., 
1990). In nature, FIV-infected cats can remain in the asymptomatic 
phase for long periods without notable health problems. 

The third through fifth phases of clinical development involve the 
onset of disease. During the third phase, disease signs not ac- 
companied by either secondary or opportunistic infections are ob- 
served (Ishida et al., 1989; Yamamoto et al., 1989; Hopper et al., 1989), 
similar to the persistent lymphadenopathy phase of HIV-1 infection 
(PGL) (Ishida and Tomoda, 1990; Shelton et al . ,  1990). Secondary 
infections, primarily bacterial in origin, of the oral cavity and urinary 
tract emerge during the fourth phase of infection, similar to AIDS- 
related complex (ARC) of HIV-1 infection (Ishida and Tomoda, 1990; 
Shelton et al., 1990). Some naturally infected cats (<lo%) eventually 
develop a clinical profile similar to that of AIDS (fifth phase). Signs 
include weight loss and opportunistic infections at multiple body sites. 
Peripheral blood lymphocytes completely fail to respond to mitogenic 
stimulation (Taniguchi et  al., 1990). Cats that survive the fifth phase 
eventually develop other FIV-related disorders including kidney dis- 
ease, cancers, and neurological abnormalities not typically found in 
AIDS. As no analogous phase in AIDS exists, a sixth phase of FIV 
disease development is proposed to cover this group of symptoms. 
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This “miscellaneous FIV-related disorders” phase is an all inclusive- 
category that covers all pathological manifestations not included in the 
other phases. 

1 .  Use of Feline Immunodeficiency Virus to Study Antiviral 
Therapy and Vaccines 

FIV infection of cats is particularly important in the study of antiviral 
drugs and the development of vaccine strategies. For example, FIV 
infection can be dampened by antiretroviral interventions. In vitro 
studies reveal that FIV reverse transcriptase, like that of HIV, will 
incorporate various chain termination agents including AZT and 
PMEA (North et al., 1989). Even though these antiviral drugs do not 
halt the infection completely, it appears that at least AZT and PMEA 
have promising clinical effects (Smyth et al., 1990; Egberink et al., 
1990). In  addition, certain FIV mutants identified in vitro were found 
to be resistant not only to AZT but to 2’,3’-dideoxyuridine and 2‘,3’- 
dideoxyguanosine as well (Remington et al., 1991). Obviously, these 
findings suggest that the FIV system is a viable model for testing 
antiretroviral drugs and perhaps can even be used to study mecha- 
nisms of viral drug resistance. 

FIV vaccines are in an early stage of development. There have been 
very few studies and only tentative conclusions can be drawn from 
these findings. Recent studies by Yamamoto et al. (1991b) show that 
animals immunized with paraformaldehyde-fixed whole virions or 
cell-associated virus can induce high-titer neutralizing antibodies to 
both FIV core and envelope proteins (Yamamoto et al., 19Bla; Gard- 
ner, 1991) and these antibodies appear to protect against low-dose 
challenges. Furthermore, it has been shown that high-titer antibodies 
against the FIV core antigen alone do not protect vaccinated cats from 
infection (Hosie et al., 1990). A detailed understanding of the immuno- 
logical components involved in combating FIV infection can aid the 
development of vaccines for HIV. 

In terms of logistical and practical considerations, cats fulfill the 
desired handling, housing, and availability criteria for an effective 
AIDS model. A large pool of naturally infected, asymptomatic cats can 
be acquired for large-scale studies and there is an abundant supply of 
SPF cats for experimental infection studies to help delineate the role 
cofactors may play in disease development. Because of its overall 
advantages, experimental infection with FIV is fast becoming a lead- 
ing nonprimate animal model for AIDS. First and foremost, FIV is a 
lentivirus capable of causing AIDS-like immunodeficiency syndrome 
in naturally infected hosts. It is thought that a model using the natural 
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virus and host system should more accurately mirror the natural inter- 
acrions between HIV and its human host. Second, the FIV-induced 
pathology is similar to AIDS not only in terms of clinical signs but also 
in the time required to develop disease. Unlike the SIV model where 
the AIDS-like symptoms appear relatively soon after infection, FIV- 
infected cats develop such symptoms only aRer a prolonged asymp- 
tomatic state analogous to that seen in AIDS. The similarity to AIDS 
includes the synergistic impact of cofactors in the development of 
disease. For example, cats dually infected by both FIV and FeLV 
develop a more severe disease course (Pedersen et al., 1990) in a 
manner similar to that found in AIDS patients who are coinfected with 
HTLV-I virus (Bartholomew et aE., 1987). Third, FIV-infected cats 
(both naturally and experimentally infected) develop neurological le- 
sions similar to the encephalitis seen in AIDS patients (Hoover et al., 
1990). Lastly, FIV is one of the few viruses that causes a decreased 
CD4 cell count in an infected host while leaving the CD8 count unaf- 
fected. Taken together, these favorable clinical profiles make the FIV 
system a promising AIDS model. 

Certain shortcomings make the FIV system a less than perfect 
model. A minor difficulty is that FIV is not exclusively CD4 tropic; 
sorted CD4 and GD8 cell populations were shown to be equally sus- 
ceptible to FIV infection (Brown et al., 1991). This finding is supported 
by a recent isolation of interleuken-2-independent CD4+ and CD8' 
cell lines chronically infected with FIV (Yamamoto et al., 1991b). This 
evidence clearly establishes that CD8+ cells can be infected and con- 
tradicts the fact that the CD8+ cell population did not decline in 
infected animals. These findings suggest that more than one viral 
receptor may be involved in FIV infection. An additional problem in 
the use of FIV for pathogenesis studies is the long latent period for 
disease and the need for cofactors for immunodeficiency. 

More serious problems are the paucity of basic information concern- 
ing the cat immune system and the lack of reagents for its study; 
however, steady progress is being made toward solving these prob- 
lems. For instance, the development of CD4 and CD8 cell lines 
prompted recent development of monoclonal antibodies specific for 
cat T cell markers (Ackley et al., 1990b; Dean et al., 1991). These 
antibodies have already contributed significantly toward a better un- 
derstanding of the cat immune system and FIV tropism. The develop- 
ment of new reagents should continue, considering the rapidly in- 
creasing importance of the FIV model. Furthermore, in our society 
where cats are accorded the status of honorary family members, the 
demand for diagnostic tools for veterinary use should ensure support 
for their development. 
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IV. Simian Immunodeficiency Virus Infection of Macaques 

A. INTRODUCTION AND PHYLOGENY OF NONHUMAN 
PRIMATE LENTIVIRUSES 

Simian immunodeficiency virus infection of macaques is the best 
available animal model for pathogenesis of human AIDS. SIV shares 
with HIV a cell tropism for CD4' lymphocytes and macrophages, and 
induces a syndrome of opportunistic infections, immunodeficiency, 
central nervous system disease (encephalitis), and wasting that is in- 
distinguishable from human AIDS as induced by HIV-1 infection; 
however, as SIV is a diverse group of related lentiviruses with distinct 
properties and pathogenicity, it is important to review the origins and 
classifications of the nonhuman primate lentiviruses. 

The first experience with SIV was in association with an unusual 
clustering of lymphomas and immunodeficiency disorders noted in the 
early 1980s among a colony of captive macaques at the New England 
Regional Primate Research Center (Hunt et al., 1983; Letvin et al., 
1983a,b). Clinical and pathological observations ultimately led to the 
isolation of a new group of T cell-tropic retroviruses, now called simian 
immunodeficiency viruses, or more specifically, SIVmac (Daniel et al., 
1985; Kanki et al., 1985). Experimental inoculation of rhesus macaques 
(Mucaca mulatta) with SIVmac resulted in immunodeficiency and 
death from opportunistic infections, thus establishing the SIV model 
for AIDS (Letvin et al., 198313,1985). Shortly thereafter, an imniunode- 
ficiency syndrome was noted in macaques inoculated with tissues from 
sooty mangabey monkeys at the Yerkes and Delta Regional Primate 
Research Centers (Murphey-Corb et al., 1986; Fultz et al., 1986a). This 
led to the isolation and characterization of SIVsm from seropositive 
captive mangabeys. Subsequent molecular analyses demonstrated that 
SIVmac and SIVsm are closely related. As extensive serosurveys have 
demonstrated that macaques (an Asian species) are not naturally in- 
fected with SIV in the wild, SIVmac infection in captive animals in 
North American primate centers probably resulted from cross-species 
transmission from sooty mangabeys, a species for which feral infection 
has been demonstrated (Hirsch et al., 1989b; Marx et ul., 1991). 

In contrast to the lack of evidence for SIV infection of Asian primate 
species, a large number of African primates, including sooty manga- 
beys, appear to harbor related lentiviruses. Distinct SIV strains have 
been isolated from a number of African nonhuman primate species, 
and many more species are apparently infected as judged by sero- 
logical tests (Johnson et al., 1992). None of these viruses is associated 
with immunodeficiency in their natural host species. To date, four ! 

i 
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major African subgroups have been defined on the basis of sequence 
comparisons (as reviewed in Johnson et al.,  1992): (1) sooty mangabeys 
(Cercocebus atys, SIVsm); (2) African green monkeys (Cercopithicus 
aethiops, SIVagm); (3)  mandrills (Papio sphinx, SIVmnd); (4) chimpan- 
zees (Pan troglodytes, SIVcpz). These four subgroups are approxi- 
mately equidistant from each other (about 50 percent sequence iden- 
tity in gag) when nucleotide sequences are subjected to phylogenetic 
tree analyses (Fig. 2). Our current understanding of the relationship 
between these nonhuman primate lentiviruses and the human immu- 
nodeficiency viruses (HIV-1 and HIV-2) suggests that the ancestors of 
the human viruses were probably members of a large family of lentivi- 
ruses resident in African nonhuman primates for many centuries 
(Johnson et al., 1992; Desrosiers, 1990). Two of these groups are 
closely related to human lentiviruses: SIVsm to HIV-2 (Hirsch et aZ., 
1989a) and SIVcpz to HIV-1 (Huet et al.,  1990). 

The present discussion focuses on isolates belonging to the SIVmac/ 
SIVsm subgroup because only viruses from this subgroup consistently 
cause AIDS in an experimental setting (Letvin and King, 1990; Mc- 
Clure et al.,  1989; Zhang et al., 1988; Putkonen et al., 1989; Baskin et  
al.,  1988). Although SIVagm will infect macaques, the infection is most 
often asymptomatic and virus is difficult to isolate at later time points. 
No data concerning experimental infection of nonhuman primates 
with HIV-2, SIVmnd, or SIVcpz are available. Thus, as a model for 
AIDS, isolates of SIVmac and SIVsm have proven the most useful. 
Recent advances and current understanding of the pathogenesis of 
AIDS induced by SIV in macaques emphasizing possible parallels 
with human AIDS are emphasized here. 

B. PATHOGENESIS OF SIMIAN IMMUNODEFICIENCY VIRUS INFECTION 
OF MACAQUES 

1. Natural History of Simian Immunodeficiency Virus Znfection 
of Macaques 

As summarized in Table 11, SIV infection of macaques resembles 
HIV-1 infection of humans in many respects. One notable difference is 
in the latency periods of the two viruses. The time between infection 
and onset of immunodeficiency in adult humans can be 10 years or 
longer and is rarely shorter than 6 months. By contrast, the nonclinical 
phase in SIV-infected macaques is compressed to months in the major- 
ity of cases. In this respect, SIV infection resembles the typical course 
of pediatric AIDS; however, such comparisons must consider that the 
SIV studies normally use a viral inoculum selected for its ability to 
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TABLE 11 
SIMIAN IMMUNODEFICIENCY VIRUS (SIV) INFECTION OF MACAQUES FOR HUMAN AIDS 

Characteristics of virus and disease S IV/macaques HIV- 1 /humans 

Tropism for CD4 
Macrophage tropic variants 
Syncytium formation 
Decline in CD4 cells with onset of disease 
Antigenemia 
gag antibodies decline with disease onset 
High virus load terminally 
V 3  as neutralizing epitope 
CD8 viral suppression 
Rapid generation of variants (viral swarm) 
High proportion of unintegrated viral DNA 
Opportunistic infections 

C ytomegalovirus 
Candida 
Pneumocystis 
Mycobacterium 
Lymphoma 
Kaposi’s sarcoma 

Central nervous system disease 
Wasting 
Variable clinical progression 
Perinatal maternal transmission 
Sexual transmission 

Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
No 
Yes 
Yes 
Yes 

Yes 
Yes 
Yes 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
Probable 
Unknown 

~ 

Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 

Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 

induce AIDS reproducibly in a time frame suitable for experimental 
study. 

Macaques infected with SIV and humans infected with HIV-1 have 
similar clinical manifestations. Experimental inoculation of macaques 
with isolates of SIVmac or SIVsm leads to a persistent infection even- 
tually characterized by immunodeficiency, opportunistic infections, 
and death. As in AIDS patients, the terminal stages of disease are 

Fic. 2. Phylogenetic tree of the primate lentiviruses. The tree was generated and 
calibrated as described (Smith et al.,  1988). Briefly, a minimum evolutionary tree based 
on gag nucleotide sequences was constructed using the PAUP algorthim with the global 
branch swapping option MUL-PARB. Time is implied, flowing from left to right. The 
total number of sites examined is 1328 (of which 648 were variable) and the consistency 
index was 0.517. Lengths of horizontal lines are proportional to the minimum number of 
single nucleotide substitutions required to generate the observed variation (shown 
above each branch). The length of the vertical lines is for clarity only. All sequences 
were taken from the Los Alamos HIV Database. 
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heralded by a marked reduction in circulating CD4+ lymphocytes, loss 
of antibody reactivity to viral gag proteins, and antigenemia. In addi- 
tion, infected macaques develop a similar spectrum of opportunistic 
infections with agents such as cytomegalovirus (CMV), Pneumocystis, 
and Candida. Other frequent observations are a wasting syndrome and 
CNS disease that are pathologically indistinguishable from those seen 
in human AIDS. Interestingly, Kaposi’s sarcoma has never been de- 
scribed in SIV-infected macaques (Letvin and King, 1990; McClure et 
al., 1989; Zhang et al., 1988). 

In most animals, lymphadenopathy, viremia, antigenemia, and a 
decrease in circulating CD4+ peripheral blood mononuclear cells 
(PBMCs) can be documented within the first few weeks of inoculation 
(Letvin and King, 1990; McClure et ul., 1989; Zhang et al., 1988; 
Putkonen et al., 1989). Thereafter, three distinct clinical courses have 
been observed (Letvin and King, 1990); McClure et al., 1989; Zhang et 
al., 1988). About one-third of cases develop persistent viremia in the 
absence of a systemic SIV-specific antibody response; these animals 
usually die in the first few months after infection. Another one-third to 
one-half of the aniiiials develop a persistent vereniia in the face of a 
strong systemic SIV-specific antibody response. This group generally 
survives 1 to 3 years, with clinical demise characterized by weight loss, 
a decrease in titer of antibodies reactive with SIV gag proteins, and 
persistently low numbers of circulating CD4+ cells. Finally, a small 
subset of infected macaques remain persistently infected for years. SIV 
is not readily (if at all) recovered from PBMCs after the first several 
months, but a vigorous SIV-specific antibody response is sustained and 
SIV-specific nucleic acid sequences in PBMCs are easily detected b y  
polymerase chain reaction (PCR) amplification. It is not known how 
long these animals survive, but some continue to thrive 4 to 5 years 
after innoculation. 

Under ideal conditions, knowledge of the course and ultimate distri- 
bution of the causative agent in the infected host is a necessary basis 
for understanding viral pathogenesis. Unfortunately, many details of 
SIV infection of macaques remain obscure; however, it is clear that 
once infection is established and early replication (1 to 2 weeks) is 
underway, SIV antigenemia is easily detected in plasma, and virus can 
be recovered from most animals by cocultivation of PBMCs (Zhang et 
d, 1988; Letvin and King, 1990). An early manifestation of SIV infec- 
tions is an erythematous maculopapular skin rash that histologically 
contains perivascular infiltration (primarily CD8+ cells) in apposition 
to Langerhans cells (Letvin and King, 1990). Generation of CD8+, 
major histocompatibility complex (MHC) class I-restricted, SIV gag- 
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specific cytotoxic T cell (CTL) cIones from these infiltrates suggests a 
central role of SIV-specific CTL in the immunopathogenesis of AIDS- 
associated skin rashes (N. Letvin, personal communication). Another 
common early (1 to 2 months) clinical manifestation is peripheral 
lymphadenopathy which results primarily from follicular hyperplasia. 
Inimunohistochemical studies of biopsies removed from lymph nodes 
show that SIV antigens can usually be found in a network of foilicular 
dendritic cells (Letvin and King, 1990). 

After these initial events, the majority of SIV-infected macaques 
proceed to develop AIDS and die over the ensuing 3 to 36 months; 
however, the nature and sequence of events that lead to death are not 
known. At autopsy, end-stage disease is often characterized by  wide- 
spread distribution of SIV (Letvin and King, 1990; McClure et  d., 
1989; Baskin et al., 1988; Hirsch et al., 1991). This can vary consider- 
ably from one animal to the next. As one might expect, primary lym- 
phoid tissues associated with other organ systems (e.g., lung and intes- 
tine) are also common targets. In fact, gut-associated lymphoid tissue 
is nearly uniformly infected and, as such, may account for the intracta- 
ble diarrhea seen in most terminally ill macaques. Surprisingly, SIV is 
also frequently detected in nonlymphoid tissues such as the kidneys 
(Hirsch et al., 1991). In such organs, SIV antigens do not appear to be in 
parenchymal cells; rather, immunostaining is limited to resident or 
inflitrating tissue macrophages and occasionally lymphocytes. 

Levels of viral DNA in tissues of terminally ill, SIV-infected ma- 
caques are sufficiently high to be detected not only by PCR amplifi- 
cation but also by Southern blot analysis. Levels of viral DNA appear to 
correlate with expression of SIV antigens in tissues. A recent study 
indicates that much of the viral DNA in tissues taken at autopsy is 
unintegrated (Hirsch et al., 1991). This finding is similar to observa- 
tions made in other nonhuman primate lentivirus infections (Haase, 
1986; Narayan and Clenients, 1989). Given that the predominant in- 
fected cells in these macaques were macrophages, the high levels of 
unintegrated viral DNA may simply reflect the presence of a large viral 
burden in the end stage of disease similar to that observed in the brains 
of HIV-infected patients (Pang et al., 1990; Narayan and Clements, 
1989). The role of unintegrated viral DNA in pathogenesis is not 
known. It  is interesting to note that unintegrated viral DNA does not 
appear to be a suitable template for efficient viral transcription 
(Stevenson e t  al., 1990). Therefore, it may be that intracellular accumu- 
lation of viral DNA has other untoward effects that remain to be de- 
scribed. 

Another characteristic of SIV DNA in tissues is that each genome 
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appears to be unique (Hirsch et al., 1991). This is similar to the quasi- 
species observed in HIV-1-infected individuals (Meyerhans et al., 
1989; Goodenow et ul., 1989). Given that SIV is a retrovirus containing 
an RNA genome, this is not surprising; however, the biological and 
pathogenic consequences of multiple unique SIV genomes within the 
host are unknown. For other HNA viruses, genome plasticity confers 
great advantage to the virus as it infects and reinfects the host (Stein- 
hauer and Holland, 1886). Newly arising viral genomes may confer 
properties of aItered cellular tropism or may allow virions to escape 
neutralization by the host immune system. 

2.  Use of Simian l ~ ~ ~ n u d e ~ c i e n c ~  Virus Molecu~ar Clones to 
Define Viral Determinants of Pathogenesis 

A powerful feature of the SIV model system is the availability of 
molecular clones of proviral DNA that, after transfection into suscepti- 
ble cells in culture, give rise to infectious virions. SIV derived in this 
manner can be used for experimental inoculation of macaques. This 
approach can yield key functional information if macaques inoculated 
with virions derived from cloned DNA develop AIDS. Several molec- 
ular clones of SIVmaclsm have been characterized in this fashion 
(reviewed in Johnson et  al., 1992, and summarized in Table 111). Of 
this group, SIVmac/239 appears to offer the most promise in terms of 
inducing AIDS in a time frame suitable for experimental investigation 
(Kestler et al., 1990); other clones can induce AIDS but usually after a 

TABLE I f1  
INFECTIVITY AND PATHOGENICITY OF SIVmac AND SIVsm MOLECULAR 

CLONES“ 

Clone Source 
Infectious 

in vice 

S IVrnaci25 1 
SIVmad142 
SIVmad239 
SIVmac/251( 1 A l l )  
SIVmne/C18 
SIVsmlH3 
SIVsm/H4 

Rhesus macaque 
Rhesus macaque 
Rhesus macaque 
Rhesus macaque 
Pig-tailed macaque 
Sooty mangabey 
Sooty mangabey 

Yes 
N O  

Yes 
Yes 
Yes 
Yes 
Yes 

Induction 
of AIDS 

N o  
No 
Yes& 
N O  

Yesb 
Yes” 
Yes” 

SiVmac, simian immunodeficiency virus from macaque; SIVsm, simian immunode- 
ficiency virus from sooty mangabey. ’’ Macaques infected with simian immunodeficiency virus-derived from the 239 clone 
usually develop AIDS 6 to 12 months after inoculation. Macaques infected with the other 
clones that cause AIDS (C18, H3, and H4)  tend to survive longer (beyond 1 year). 
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longer latent period (in the animals studied to date). Using molecular 
clones, several experimental approaches are available to identify viral 
determinants potentially involved in the pathogenesis of AIDS. First, 
the biologically active cloned DNA can be manipulated to study the 
function of specific genes in vivo. Second, chimeric clones can be 
constructed by exchanging fragments between pathogenic (AIDS- 
inducing) and nonpathogenic clones. Finally, genetic variation of the 
original clone can be followed over time in infected macaques that 
develop AIDS. 

The strength of the SIV system is clearly demonstrated in a recent 
study of the nef gene of SIVmac (Kestler et al., 1991). The original 
SIVmac/239 molecular clone had a premature in-frame stop codon in 
the nef gene, but remained infectious for macaque PBMCs in culture. 
Additional studies showed no significant differences between clones 
with a truncated and those with a full-length nefgene with regard to 
replicative capacity in cultured cells. Virions derived in culture (after 
transfection of the original clone into CEMX174 cells) were infectious 
when injected into macaques; however, when clones of the nef gene 
were subsequently isolated from infected macaques, it was discovered 
that the premature stop codon had universally reverted to a sense 
codon. These data indicated a strong in vivo selection for genomes 
with the full-length nef gene. Further studies demonstrated that the 
nefgene was required for high levels of replication in infected animals 
and for full pathogenic potential. Macaques infected with clones con- 
taining either the full-length or prematurely truncated nefgene devel- 
oped AIDS with the expected frequency and demonstrated high levels 
of virus replication. In contrast, macaques infected with a clone con- 
taining a large deletion in nef did not develop AIDS and had a much 
lower viral burden. Thus, although the specific function of nefremains 
unknown, it has now been shown to be required for the induction of 
AIDS and to be important for the in vivo replication of SIV. As in the 
case of nef, other SIV genes can be evaluated for in vivo relevance for 
viral replication and AIDS. These studies may have great importance 
in the quest for novel antiviral strategies including drug and vaccine 
development. 

The availability of molecular clones of SIV that do and do not cause 
AIDS also makes possible the generation of DNA clones that represent 
chimeric molecules. Thus, by exchanging fragments between patho- 
genic and nonpathogenic clones, it might be possible to identify partic- 
ular sequences important for the induction of AIDS. Studies using this 
approach are underway in a few laboratories, but to date no definitive 
results have been reported. 
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3.  Genetic Drift of Simian Immunodeficiency Virus Molecular 
Clones in Vivo 

Several recent studies have examined the genetic variation of SIV 
during the course of experimental infection of macaques. Four differ- 
ent clones were used in these studies: SIVmac/239 (Burns and Desro- 
siers, 1991), SIVsm/H3, SIVsm/H4 (Johnson et al., 1991) and SIVmne/ 
CL8 (Overbaugh et  al., 1988). All three studies analyzed clones of 
gp120 derived directly from PBMCs of infected macaques by PCR 
amplification; one study also examined gp40 and the integrase domain 
of the pol gene (Johnson et al., 1991). Despite the use of three different 
clones, a number of common features emerge from these studies. It is 
now clear that the SIV env gene can undergo rapid and dramatic 
variation during the course of infection in macaques (- 
substitutions per site per year). The average frequency of substitutions 
in the integrase domain of the pol gene is approximately an order of 
magnitude lower than the frequency of substitutions in the env gene 
(Johnson et  ul.,  1991). This finding is consistent with sequence com- 
parisons among viruses (HIV or SIV) isolated from different individ- 
uals in which the internal structural genes (gag and pol) are more 
conserved among isolates than the e m  gene. 

Within gp120, variation occurs in regions previously defined as vari- 
able domains by analogy to HIV-1 (Fig. 3) .  These include V1/V2 do- 
mains near the amino terminus and the V4/V5 domains that bound the 
CD4 binding domain. Variation also occurs in the gp40 subunit of the 
SIV env protein, and surprisingly, the cytoplasmic tail appears to be a 
region of considerable variation in some clones. It seems unlikely that 
this variation is due to selection by humoral antibodies as the cytoplas- 
mic tail presumably is not externally exposed. The function of the 
cytoplasmic tail is not known for SIV (or HIV), but it clearly plays a role 

to 

FIG. 3. Variation in the envelope glycoproteins of simian immunodeficiency virus 
(SIV) and human immunodeficiency virus (HIV). Top: The variable regions for the SIV 
and HIV-1 envelope are shown scheinatically at the top of the figure, with variable 
regions (Vl-V5) indicated as shaded boxes. Other structural features are indicated in 
black including the signal peptide (S), the fusion domain (F), and the transmembrane 
region (TM). Middle: Schematic representation of the V3 loops of HIV-1 and SIV from 
macque (SIVmac); the amino acid shown in the circle is that most frequently occurring at 
the position, highly variable residues are shown as open circles, highly conserved 
residues are shown as shaded circles, and semiconserved residues are shown as circles 
with a heavy line. Small black circles indicate residues critical for binding ofa  monoclo- 
nal antibody that neutralizes HIV-1 infectivity. Bottom: Alignments of representative V3 
loop sequences for various HIV and SIV isolates; data were taken from the Los Alamos 
HIV Database. 
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in virus infectivity as demonstrated in previous studies (Hirsch et al., 
1989a; Kodama et  al., 1989). 

The precise role of genetic variation in the pathogenesis of AIDS in 
macaques is not known. At present, too few animals have been studied 
to draw any meaningful conclusions. The importance of particular 
domains can now be examined in detail (e.g., V1/V2 and V4/V5). In 
addition, enu clones derived from infected animals can be inserted into 
biologically active clones of viral DNA to examine further the proper- 
ties of sequences selected by in vivo passage. 

C. THE SIMIAN IMMUNODEFICIENCY VIRUSIMACAQUE MODEL FOR 

SIV infection of macaques is also a highly relevant animal model for 
the testing of potential AIDS vaccine strategies. As shown in Table IV, 
a number of strategies have been applied in this system including 
whole inactivated virus (WIV) with various inactivation regimens 
(Carlson et  al.,  1990; Desrosiers et  al., 1989; Murphey-Corb et aZ., 
1989; Putkonen et al., 1991b); fixed infected cells (Stott et al., 1990); 
vaccinia-expressed antigens (Hu et  al., 1991); and recombinant anti- 
gens, mostly env proteins. In summary, vaccine trials have demon- 
strated that a protective immune response can be elicited by WIV 
vaccines and that this protective effect is broad (protecting against 
challenge with viruses that diverge up to 20% in enu) (Johnson et  al.,  
1992) and is apparently mediated by  humoral factors. The role of 
humoral immunity has been suggested by transfer of protection on 
adminstration of plasma from an infected macaque (Putkonen et  al., 
1991a). Protection appears to correlate well with the presence of 
broadly neutralizing antibody. Attenuated live SIV was found to 
protect macaques from disease but not from infection with a highly 
pathogenic SIV strain (Marthas et al., 1989). Success with recombinant 
approaches has been far less rewarding but these investigations are 
preliminary. Recent reports (Stott, 1991) suggest that anticell antibod- 
ies may be a possible mediator of protection elicited by killed whole 
cell vaccines rather than a specific antiviral immunity. This issue is 
still controversial and requires further study, particularly of the media- 
tors of protection from WIV vaccines. In addition, viral challenge that 
more closely mimics the route of HIV-1 infection (cell-associated virus 
and vaginal or rectal routes of administration) requires investigation; 
however, SIV is clearly the best animal model for preliminary vaccine 
trials. 

A potential area of concern for the relevancy of SIV vaccine trials is 
the structure of the env protein. A notable difference between SIV and 

TESTING VACCINES 



TABLE IV 
SIMIAN IMMUNODEFICIENCY VIRUS (SIV) AS A MODEL FOR VACCINES 

Type of vaccine 
Challenge Dose Protection 

Inactivation/adjuvant strain (MI D50) [% (total)] 

Whole inactivated SIV (WIV) 
Nonclonal SIV 

SIVsm/B670 (DRPRC)" 
SIVmac/251 (NERPRC) 
SIVmac/251 (CRPRC) 

Clonal SIVsm/H4 (NIH) 

Attenuated live SIV 

Recombinant antigens 
SIVmac251/1Al lclone 

Vaccinia gp160 + rgpl60 
Vaccinia gag + env + WIV 

Passive protection 
Plasma (9 mllkg) 

Formalin/MDP 
Formalin/MDP 
Psoralen and UV/MDP 
BPllMDP 
Psoralen and UV/MDP 
Psoralen and UV/MDP 

None 

MDP 
Formalin/MDP 

n.a. 

SIVsm/B670 
SIVmac/25l 
S IVmad25 1 
SIVmac/251 
SIVsmlE660 
SIVmac251/32H 

SIVmac/251 

SIVmne 
SIVmac/251 

SIVsm/H56 

10 
10-100 
200- 1000 
0.1 TCID 
50 
50 

100- 1000 

10 
200 

10-100 
~ ~~ ~ ~~ ~ ~ ~ ~ ~ ~ 

a MDP, muramyl dipeptide; UV, ultraviolet light; BP1, P-propriolactone; SIVmac, SIV from macaque; SIVsm, SIV from sooty mangabey; SIVmne, SIV 
from pig-tailed macaque; rgpl60, recombinant gp160; DRPRC, Delta Regional Primate Research Center; NERPRC, New England Regional Primate 
Research Center, CRPRC, California Regional Primate Research Center; NIH, National Institutes of Health; n.a., not applicable. 
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HIV is variation in the V3 cysteine loop in gp120. In HIV-1, this loop is 
the principal neutralizing domain in the env protein and is highly 
variable from isolate to isolate (see Fig. 3), perhaps indicating immune 
selection. In contrast, minimal variation is observed in the SIV “V3 
loop” homolog in isolates of SIVmac/SIVsm (see Fig. 3). Furthermore, 
sequential clones taken from animals inoculated with SIV derived 
from cloned DNA also demonstrate limited variation in this region of 
gp120. Limited studies with SIV suggest that the V3 loop analog ofthis 
virus is not a neutralizing epitope; in contrast, the majority of neutraliz- 
ing activity in the plasma of SIV-immunized or infected macaques 
appears to be directed to conformational epitopes (Haigwood et ul., 
1992b). In addition, neutralizing antibody generated to the V3 loop of a 
specific HIV-1 strain will neutralize only highly related strains. There- 
fore, antibodies directed to this epitope are unlikely to explain the 
broad neutralizing range of sera from infected patients (Steimer et ul., 
1991) or the broad reactivity that the sera of immunized baboons and 
chimpanzees develop after repeated immunizations. Because of the 
intense interest in the SIV model as a vaccine development tool for 
HIV-1, this observation clearly has important implications. If the enve- 
lope structures of SIV and HIV-1 differ in a significant way regarding 
elicitation of protective immune responses after immunization (or in- 
fection), then conclusions regarding vaccine trials with SIV in ma- 
caques may not be directly applicable to HIV-1 vaccine development. 
It will be important to resolve this question so that data from SIV 
vaccine studies can be properly interpreted with respect to HIV-1. 
Ideally, the HIV-llchimpanzee model should be used to verify the 
results of SIV/macaque vaccine trials. 

In summary, SIV infection of macaques is the best available animal 
model for the study of pathogenesis as the disease spectrum observed 
so closely mimics human AIDS. An additional important contribution 
of this model will also be in the development of unique vaccine 
strategies and testing of antiviral drugs. 

V. Animal Infection with HIV-1 

Despite past success and future promise of AIDS models using 
related viruses, it remains obvious that any vaccine or therapeutic 
agent intended to combat HIV-1 infection and its consequences must 
be effective against HIV-1 itself. Subtle and not so subtle differences 
in structural and regulatory genes are seen between HIV-1 and its 
close relatives, SIV and HIV-2. In addition, patterns of variations in the 
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neutralizing epitopes in env proteins of SIVIHIV-2 isolates differ from 
those seen for HIV-1 isolates, precluding generalizations concerning 
vaccine targets. These differences, along with variation in cell tropism 
among different viruses and in immune mechanisms among species, 
require that all proposed agents or strategies be tested against HIV-1 at 
some stage of their development. 

At the present time there are several nonhuman species for which 
HIV-1 infection has been reported; these include the chimpanzee, the 
rabbit, and the SCID mouse reconstituted with human immunocompe- 
tent cells. As with all models considered, each has positive and nega- 
tive features and there are clues concerning possible improvements for 
future use of these models for HIV-1 infection. 

A. INFECTION OF THE CHIMPANZEE WITH HIV-I 
As the closest extant phylogenetic relative to humans, the chimpan- 

zee (Pan troglodytes) has the potential to play a critical role in studies 
of HIV-1 infection and the progression to AIDS. Among the reasons the 
chimpanzee can be an excellent model for this disease is the near 
identity of the CD4 receptors in human and chimpanzee T lympho- 
cytes (Camerini and Seed, 1990). In addition, there is much known 
about the immune system of the chimpanzee (Zarling et al., 1990) and 
nearly every indicator shows it to be very similar to the human immune 
system. It was shown very early (Alter et al., 1984) that the chimpanzee 
could support infection with HIV-1. This has been confirmed using a 
variety of infection routes (Fultz et al., 1986b, 1987) and various HIV-1 
isolates (Nara et al., 1989); however, of the over 100 chimpanzees 
experimentally infected with HIV-1, until recently (Fultz et al., 1991) 
only two had shown any sign of disease that may be analogous to 
human AIDS (Nara et al., 1990). Other factors limiting utilization of the 
chimpanzee include its status as an endangered species and the high 
cost of obtaining and maintaining chimpanzees. The use ofthis species 
for study of infectious agents such as HIV-1 may be prohibitively 
expensive for most laboratories engaged in basic research. 

1 .  Pathogenesis of HZV-1 Znfection in the Chimpanzee 

Over 100 hundred chimpanzees have been infected with HIV-1 and 
none have developed opportunistic infections. In rare cases, a decline 
in the number of CD4-bearing lymphocytes or lymphadenopathy was 
observed. I t  is frequently difficult to isolate virus from the peripheral 
blood cells of infected chimpanzees. Therefore, the overall picture is 
one of persistent infection without overt progression to disease in the 
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infected animals. Several explanations have been advanced for the 
failure of HIV-infected chimpanzees to progress to AIDS (Fultz, 1991). 
First, the animals maintained for these experiments are generally kept 
free from infectious agents that may be considered cofactors for the 
development of disease. In a similar cohort of HIV-1-infected human 
patients, 13 to 27% of the group would be predicted to develop AIDS 
within 8 years; however, the fact that the chimpanzees are kept in 
relative isolation from most infectious agents, may considerably 
lengthen that term. It therefore may be that, with more time, AIDS-like 
disease will be observed in HIV-1-infected chimpanzees. Disease may 
also be hastened by administration of agents known to serve as cofac- 
tors in human AIDS. A report (Lusso et al., 1990) that human her- 
pesvirus-6 (HHV-6) can infect chimpanzee T cells and cause acceler- 
ated cytopathicity of HIV-1 suggests that cofactors may play a role in 
disease development. 

A second factor that may limit disease onset in chimpanzees is that 
well-defined, tissue culture-grown virus has been used in most re- 
ported experiments; these strains of HIV-1 may be attenuated to the 
point that they do not readily cause disease. Questions concerning the 
virulence of the laboratory strains of HIV-1 in the chimpanzee were 
approached in a recent study (Fultz 1991) in which a chimpanzee was 
infected with three diverse strains of HIV-1. This animal developed 
hematological and immunological abnormalities that have been seen 
in both HIV and SIV infections, as well as a number of symptoms that 
may be equated to AIDS. The HIV-specific antibody titers decreased 
10-fold within the course of the infection, the animal stopped gaining 
weight, CD4 cells decreased to new low values, recurrent lymphope- 
nia (less than 3000 lymphocytes per microliter) was documented, and 
thrombocytopenia developed and persisted up to 57 months after inoc- 
ulation with the last virus (Fultz, 1991). In addition, complement C4 
levels decreased and autoimmune antibodies to histone H-2B were 
detected. Testing of the lymphocytes indicated that the proliferative 
response to T cell mitogens declined significantly. All of these signs 
are compatible with HIV-1 infection; however, the direct effect of the 
virus cannot be proven from this single experiment. In other experi- 
ments, chimpanzees infected with HIV-1 for greater than 4 years had 
persistently abnormal low numbers of platelets beginning at various 
times after the initial infection. 

In addition to the factors mentioned above that may limit onset of 
disease in chimpanzees, a third possibility is that HIV-1 is not patho- 
genic in this species. There is some indication that the chimpanzee 
may be the natural host for a virus that is extremely similar to HIV-1. A 
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lentivirus similar to HIV-1 and referred to as SIV,,, was isolated from 
IWO wild-born, pet chimpanzees in Gabon in west equatorial Africa 
(Peeters et al., 1989). Sera from the animals cross-reacted with all 
HIV-1 proteins including the envelope glycoproteins. Molecular clon- 
ing and sequence analysis of an infectious clone of SIV,,, were carried 
out and showed that the genetic organization is identical to that of 
HIV-1 (Huet et al., 1990). Although the sequence is more divergent 
than most strains of HIV-1 reported in humans, this virus is more 
closely related to HIV-1 than any characterized SIV or HIV-2 strains. 
Sequence identity of SIV,,, to HIV-1 isolates ranges from 84% identity 
in amino acid sequence for the pol gene and 75% for the gag gene to a 
low of 36% identity between the genes for the regulatory protein vpu. 

The findings of SIV,,, in a wild-born chimpanzee raises questions 
concerning the origin of HIV-1 and its spread in the human population, 
as well as questions concerning natural immunity to HIV-1 in this 
species; however, the data must still be viewed with caution because 
even with extensive serosurveys (particularly of captive animals) these 
are the only seropositive chimpanzees to be described to date. Such 
immunity would obviously have impact on the effect of HIV-1 in the 
experimental trials. Several features of the chimpanzee infection may 
be relevant to this possibility. First of all, the CD8 cells from infected 
and about 50% of uninfected animals had a profound negative effect on 
HIV-1 infection in vitro (Castro et al., 1991). This may indicate that 
there is a surveillance by cytolytic cells that prevents spread of the 
virus throughout the animal. The in vitro studies of HIV-1 in the 
chimpanzee indicate that the cytopathic affect of HIV-1 is limited to 
certain cell types and is not as widespread as observed in the infection 
of human cell cultures; however, in contrast to initial reports indicat- 
ing that HIV infection is limited to T cells, a recent study using HIV-1 
passaged in vivo in chimpanzees showed that this virus will infect 
macrophages and is cytopathic for CD4 c e h  (Watanabe et al., 1991b), 
even though it did not cause disease in the host animal. Although the 
occurrence of natural immunity in chimpanzees would provide an 
explanation for the lack of HIV-1 disease, further data are needed to 
verify it. 

2. The Chimpanzee Model for Testing HIV-1 Vaccines 

Despite shortcomings related to HIV-1 pathogenesis that may limit 
the utility of the chimpanzee as a model for AIDS, there is great value 
in the chimpanzee as a model in which to test HIV-1 vaccines for 
potential use in humans. The fact that chimpanzees become 
chronically infected on challenge with HIV-1 makes this an excellent 
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experimental tool to test the efficacy of vaccines to prevent or retard 
human HIV-1 infection. A number of studies have been carried out and 
protection against challenge with isolated HIV-1 stocks of known titer 
(Arthur et al.,  1989) has been demonstrated in some cases (Girard et al., 
1991). In addition, immunization of animals already infected resulted 
in inability to isolate virus in peripheral blood cells from certain 
animals (Gibbs et al., 1991). The majority of chimpanzee vaccine stud- 
ies have used envelope proteins gp120 or gp160 but the gag protein, 
p55, was tried as avaccine with little success (Emini et al., 199Oa). The 
regulatory protein nef was also studied (Bahraoui et al., 1990) and 
found to raise an immune response in chimpanzees. 

The chimpanzee infection model allows examination of time-related 
factors in HIV-1 immunity. For example, it was shown that antibody 
formed early in chimpanzee infection may have an enhancing rather 
than a neutralizing effect on in witro infection with HIV-1 (Robinson et 
al., 1989). Another group using multiple isolates and antisera from 
bleedings taken at various intervals from chimpanzees showed that 
antibody may aid in selection of variants resistant to neutralization 
(Nara et al., 1990). Serum taken early in infection could neutralize the 
HIV-1 used in the inoculum but not that isolated from the animals at 
later times. Examination of the resistant virus showed that it no longer 
reacted with antibodies directed against the principal neutralizing 
determinant (the V 3  region of enu). 

At the present time, the number ofanimals used in any one chimpaa- 
zee vaccine trial precludes definitive conclusions; however, it appears 
that immunization with whole intact virus and with various recombi- 
nant proteins including gag,  nef, and wifas well as use of peptides 
derived from the neutralizing V3 loop may have a positive effect 
in either preventing or slowing HIV-1 infection in the chimpanzee 
(Girard et al., 1991). On the other hand, similar protocols in other 
reports, using recombinant gp160, have not given significant levels of 
protection (Berman et al.,  1990). When envelope protein was adminis- 
tered in a vaccinia vector, no evidence for neutralizing antibody was 
obtained, leading to the conclusion that no protective immunity had 
been elicited (van Eendenburg et al., 1989) by this immunization 
protocol. An earlier study (Hu et al., 1987) using recombinant enu in a 
vaccinia construct indicated that this immunization did not prevent 
infection on challenge of the animals. The fact that antibody can elicit 
protection against challenge was shown by an experiment (Emini et 
al., 1990b) in which challenge virus was treated with anti-HIV-1 anti- 
body or with IgG from nonimmune animals prior to its introduction 
into the chimpanzees. It was shown that polyclonal neutralizing anti- 
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body destroyed the ability of the HIV-1 to infect, whereas nonimmune 
IgG had no effect. 

3 .  Use of the Chimpanzee Model to Test Therapies Based on CD4 

It is well established that the surface marker for the helper T cell 
subset in humans, CD4, binds to the env protein gp120 of HIV-1 with 
high affinity and that this interaction plays a role in HIV-1 patho- 
genesis (Capon and Ward, 1991; McDougal et al., 1991). Demonstra- 
tion of CD4/gp120 binding along with the fact that helper T cells are 
selectively depleted in AIDS suggests that this is the preferred recep- 
tor for HIV-1. Because of this interaction between CD4 and the HIV 
env gp120, CD4 has been proposed as a basis for antiviral agents 
(Fischer, 1991). Recombinant soluble CD4 and modified forms of it 
have been used as a means to block CD4 interaction with HIV and to 
target toxins to HIV-l-infected cells (Chaudhary et al., 1988). In addi- 
tion, recent reports describe use of CD4 immunization to raise anti- 
bodies against self CD4 to block interactions with gp120 (Watanabe et 
al., 1992). 

Animals models used to test CD4-based therapies require similarity 
to human CD4 in those regions that bind to gp120 (Clayton et al., 
1988). Comparison of the first two domains of the CD4 sequences of 
human, chimpanzee, rhesus monkey, and mouse is depicted in Fig. 4. 
This comparison shows that chimpanzee CD4 has closest similarity to 
human CD4; only five amino acid differences are found between them 
and four of these are in domain 1. Although it binds to gp120 with an 
affinity comparable to that of human CD4, chimpanzee CD4 does not 
promote the formation of syncytia in in vitro HIV-1 infection as does 
human CD4. It was shown that a single amino acid substitution (gluta- 
mic acid at position 87 to glycine in chimpanzee) mediates this func- 
tional difference (Camerini and Seed, 1990). This difference does not 
impair the ability of chimpanzee CD4 cells to bind gp120 nor to sup- 
port HIV-1 infection (McClure et al., 1987). 

The chimpanzee HIV-1 infection model has been used to test the 
effect of CD4 immunoadhesin (a chimeric molecule with the two 
amino-terminal domains of CD4 linked to an IgGl Fc region) on HIV-1 
infection (Ward et al., 1991). It was shown that two animals given the 
CD4-IgG molecule remained seronegative 47 weeks after HIV-1 chal- 
lenge, whereas an infected but untreated control was seropositive 7 
weeks postchallenge. 

This conservation of CD4 in primates was exploited in studies of 
anti-CD4-based therapy (Watanabe et al.,  1992). These studies in- 
volved immunization of chimpanzees with recombinant soluble CD4 
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in Freund’s incomplete adjuvant and assessment of anti-HIV activity 
of the resulting antibodies. It was found that serum samples from 
CD4-injected chimpanzees (tested versus antiovalbumin controls) 
blocked in uitro infection of human PBMCs with HIV and, further, that 
PBMCs from the CD4-injected chimpanzees would not support HIV 
infection. Importantly, there is no evidence of diminished or impaired 
immune function in the chimpanzees making anti-CD4. These chim- 
panzees have not been challenged in uivo with HIV because it is not 
certain what parameters of infection would be useful to follow. In 
parallel experiments, however, rhesus monkeys that had been immu- 
nized to make antiself CD4 showed protection to challenge with SIV 
(Watanabe et al., 1991a). 

The recent results concerning CD4-based therapies together with 
the information from vaccine studies indicate that the chimpanzee 
model for HIV-1 infection will be invaluable in the study of means to 
combat HIV-1 infection. Although the chimpanzee model is limited by  
the absence of immunodeficiency along with HIV-1 infection, there is 
some hope that use of different viral strains or in viuo serial passage of 
virus (Gendelman et al., 1991) may foster reproducible onset of disease 
in the future (Moore and Weiss, 1991). This would greatly enhance the 
value of the chimpanzee in the study ofpathogenesis and development 
of agents to limit HIV-1 disease. 

B. INFECTION OF RABBITS WITH HIV-1 
It has been known for a number of years that the laboratory rabbit 

(Oryctolagus cuniculus) is readily infected with the human retrovirus 
HTLV-1 (Miyoshi et al., 1985; reviewed by Sawasdikosol and Kindt, 
1992). Studies with the rabbit model have led to new information about 
the action and transmission of this virus including proof that virus may 
be passed on mother’s milk. Leukemia-like disease may be demon- 
strated in certain instances of rabbit HTLV-1 infection (Seto et al., 
1987). This model is being used to test drug and vaccine strategies 
against HTLV-I infection that may have eventual application to HIV-1 
infection. More to the point of the present topic, infection with a 
second human retrovirus, HIV-1, has been demonstrated in rabbits. 

Despite early reports to the contrary (Morrow et al., 1987), data 

FIG. 4. Alignment of amino acid sequences for the two amino-terminal domains of 
CD4 from human, chimpanzee, rhesus monkey, and mouse. The dashed line indicates 
identity to human sequence; residues written above the line represent insertions intro- 
duced to maintain optimal alignment. 
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accumulating from various sources (Filice et al., 1988; Kulaga et ul., 
1989) indicate that the rabbit supports HIV-1 infection. Although early 
attempts to establish infection by injection of partially purified virus or 
by injection of blood samples from human AIDS patients (Morrow et 
al., 1987) resulted in no signs of infection, a number of different labora- 
tories now report success in infecting rabbits with HIV-1 (reviewed by 
Varnier and Kindt, 1992). Rabbits have been infected by intraperi- 
toneal injection of cell-free virus following pretreatment with agents 
that cause activation of peritoneal macrophages or, alternatively, by 
intravenous injection of human lymphoid cells that are infected with 
HIV-1. Although no reproducible clinical consequences of infection 
have been noted, early studies of HIV-1 infection in rabbits infected 
with HTLV-1 yielded sporadic episodes of weight loss and transient 
neurological impairment (Kulaga et al., 1989). More recently, data 
showing the activation of HIV-1 in infected rabbits by  superinfection 
with syphilis have been reported (Tseng et al., 1991). Similarly, coin- 
fection of HIV- l-infected rabbits with HTLV-1 accelerates the appear- 
ance of viral transcripts in peripheral blood cells (Truckenmiller et ul., 
1989, 1992). 

Rabbits infected with HIV-1 produce antibody to HIV-1 proteins 
within 10 weeks of administration of HIV-1. HIV-1 has been detected 
by  PCR, in situ hybridization, and virus isolation from rabbit cells and 
organs for periods up to 2 years after infection (Truckenmiller et al., 
1989; Varnier et ul., 1990). Reports from several laboratories suggest 
that the brain may be a preferential target of HIV-1 infection in rabbits 
(Sawyer et al., 1990). Although there is no consistent evidence for 
clinical disease, few infected animals have been closely observed for 
long periods. Immunosuppression is not obvious in infected animals, 
but diminished cellular responses to heat-killed Mycobucterizcm bocis 
were observed in rabbits given antigen 7 days prior to virus injection 
(Gordon et al., 1991). 

Despite strong evidence for persistent HIV-1 infection, there are 
several shortcomings that render the rabbit a less than ideal model for 
testing of antiviral agents or vaccines that are aimed at combating 
human AIDS and HIV-1 infection. First, relatively large doses of virus 
are required for infection. This has been shown in both in vitro and i n  
vivo studies (Kulaga et al., 1988, 1989; Filice et al., 1988). Second, 
virus is not readily isolated and the infection, although it persists, does 
not cause overt disease within the time frame in which infected rabbits 
have been observed. An additional problem is that the rabbit CD4 
homolog had not been characterized until quite recently. As a conse- 
quence, there are no antibodies against the rabbit CD4 receptor avail- 
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able to measure possible differences in T cell subpopulations on infec- 
tion (Wilkinson, 1988). 

The precise role of a CD4-like molecule in rabbit infection has not 
been clearly described. Recent studies of the role of CD4 in rabbit cell 
infection have indicated that transfection of rabbit cell lines with hu- 
man CD4 renders them more susceptible to infection with HIV-1 
(Hague et al., 1992; Yamamura et  al., 1991). The use of recombinant 
soluble human CD4 to inhibit in vitro infection of rabbit cell lines 
suggests that this molecule could play a role in the infection process. 
Structural comparison of human and rabbit CD4 (Hague et al., 1992) 
show that the rabbit homolog is more distant than those from primates. 
On the basis of the available data it is possible that construction of a 
rabbit with a human CD4 transgene may provide an improved HIV-1 
infection model. 

There is a good reservoir of knowledge concerning the metabolism 
of the rabbit from toxicology studies and this species has been 
used extensively as a model for various human diseases of viral and 
bacteriological etiology. Recently reported infections of rabbits 
with bovine leukemia virus (BLV) (Altanerova et al., 1989) and bovine 
immunodeficiency-like virus (BIV) (Gonda et al., 1990a) promise to 
provide new tools for study of these and similar viral agents. Although 
there are promising aspects to such a small animal model for infection 
with HIV-1, the value of the rabbit model remains potential. Studies 
showing viral DNA and RNA by PCR and in situ hybridization indicate 
that there is infection and it persists for years; however, until means to 
exacerbate the course of infection and/or demonstrate the presence of 
disease are available, this animal model remains interesting but of 
limited use for development of anti HIV-1 agents. 

C. THE SCID-hu MOUSE 
The C.B-17 SCID/SCID mouse was first reported (Bosma et al., 

1983) to carry a spontaneous recessive mutation that gives rise to a 
severe combined immunodeficiency. This strain has neither func- 
tional T cells nor B cells; therefore the defect presumably involves a 
step in the lymphoid development lineage at the step of the enzymes 
that dictate recombination and rearrangement of the T cell receptor in 
immunoglobulin genes (Schuler, 1990). Because of this immune de- 
fect, the so-called SCID mouse may be engrafted with tissue from 
various sources with no possibility of rejection. This ability has made it 
possible to develop an animal model for the study of HIV infection of 
human lymphoid tissue engrafted onto the SCID mouse (Mosier, 1991; 
McCune et al., 1991). In  addition to direct measurements of HIV 
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infection in the human lymphoid grafts, certain immune functions 
carried out by the grafted tissue may also be monitored for evidence of 
deficiency caused by the virus (Mosier et al., 1991). There are two 
major variations in experiments using the SCID mouse for a model for 
HIV infection. One involves reconstitution of the SCID mouse by the 
injection of human peripheral blood cells taken from donors negative 
for the Epstein-Barr virus (PBL-SCID-hu mice) (Mosier et al., 1988); 
the other involves surgical engraftment of fetal thymus or lymph node 
tissue in the SCID mouse (McCune et al., 1988). 

It is reasonably certain that the infection observed in the SCID-hu 
mice is HIV-1. The possibility that pseudotypes (i.e., phenotypic mix- 
tures ofxenotropic murine leukemia viruses and HIV-1) are the cause 
of infection in the SCID mouse has been raised (Marx, 1990). Viral 
pseudotypes incorporating components of murine leukemia virus 
would be expected to infect mouse cells in uiuo and to have an ex- 
panded host range in vitro as well. This would diminish the value of 
SCID-hu models for the study of human infection; however, sub- 
sequent data indicate that the occurrence of pseudotypes is improba- 
ble because no evidence was seen for spread of HIV-1 in the normal 
organs of the mouse, nor was the virus recovered from infected SCID- 
hu mice infectious in any cell other than human CD4+ T lymphocytes. 

Infection of the PBL-SCID-hu mouse with HIV-1 results in changes 
in lymphocyte function consistent with those seen in HIV-infected 
individuals (Mosier et al., 1991). Injection of as little as 10 tissue 
culture infectious doses (TCIDso) of HIV could cause infection. In 
these experiments, virus was administered intraperitoneally and a 
variety of assays were used to detect the virus. These included culture 
of virus from peritoneal cavity, spleen, peripheral blood, or lymph 
nodes, and in addition, viral sequences were detected by in situ hy- 
bridization and by amplification with PCR. A number of viral strains 
including LAV/Bru, IIIb, MN, SF2, and SF13 were successfully used 
in these studies. Infection of the PBL-SCID-hu mice appeared to be 
optimum when animals that has been engrafted 2 weeks previously 
were injected. The use of animals 8 weeks postengraftment led to a 
significantly diminished number of infected animals. 

Immunoglobulin levels in the sera of the PBL-engrafted, HIV-1- 
infected mice were measured. A sharp increase in levels of human 
immunoglobulin was found at about 2 weeks following HIV-1 infec- 
tion. This was followed at weeks 4-8 by diminished levels of immuno- 
globulin. This phenomenon is similar to that seen in certain AIDS 
patients. Along with the rise and subsequent decrease in immunoglob- 
ulin levels, a similar decrease in CD4 cells was seen in the infected 
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mice as compared with the control animals that were engrafted but not 
infected. 

In  the variation on the SCID-hu model for HIV infection pioneered 
by McCune and his co-workers, fetal human lymphoid tissue is sur- 
gically engrafted into the SCID mouse (Kaneshima et d., 1991). Thy- 
mus, lymph node, and fetal liver tissue have been used in this fashion. 
It has been shown that 95% of SCID-hu mice prepared with lymph 
nodes from 18- to 23-week-old fetuses may be infected by intravenous 
injection of HIV-1 and, this infection results in plasma viremia (Ka- 
neshima et al., 1991). Detection of HIV sequences in the plasma of 
infected animals by the PCR can be used to follow the infection. This 
system has been used to demonstrate efficacy of AZT and 2',3'- 
dideoxyinosine in infected mice (McCune et al., 1990; Shih et al., 
1991). The detection of virus by PCR as well as by in situ hybridization 
in human tissue recovered from SCID-hu mice was significantly di- 
minished, as compared with controls, in animals given doses of these 
drugs similar to those used in human patients (McCune et al., 1990). In 
addition to prevention of infection in animals treated with AZT prior to 
viral challenge, it was shown that viremia sharply decreased in mice 
infected with HIV-1 previous to administration of AZT as well. 

Although both variations of the SCID-hu mouse have been used to 
obtain data concerning HIV-1 infection, certain features distinguish 
the two models (Mosier, 1991). First, only primary clinical isolates of 
HIV-1 replicate in the engrafted human organs; tissue culture isolates 
commonly used in the laboratory are not infectious in this setting, 
although they will infect PBL-SCID mice. In addition, larger doses of 
virus are needed to infect by the intravenous route used by McCune 
and his co-workers. It is not clear at the present time which of the 
variations of this model is most useful. Whichever system is used to 
prepare the animals, infection studies with the SCID-hu mouse have 
the potential to provide at least part of the linkage between in vitro 
experiments showing the efficacy of a given drug or immune mediator 
and its use in human patients. 

To date there are no reports concerning the use of SCID-hu mice to 
test anti-HIV-1 vaccines. Several possibilities for this use of these 
models may be envisioned, especially as progress is made toward 
reconstitution of an entire human immune system in the SCID mouse. 
For example, direct immunization of immunocompetent, reconstituted 
mice with inactivated virus or proteins and peptides derived from it 
may be attempted. Passive immunization studies may also provide 
information concerning antibody specificities most effective against 
cell-cell spread of in vivo infection. 
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VI. Conclusions 

Several animal models for HIV-1 infection and for AIDS have been 
reported. Currently, there is no obvious consensus concerning which 
of these proposed models represents the best model for human AIDS. 
Each has areas of applicability, but none is perfect. As discussed above 
the choice of model must depend on the goals of the study. The 
chimpanzee infection with HIV-1 may represent the best test of an 
HIV-1 vaccine, but has little value for therapeutic agents because no 
disease follows infection. The immunodeficiency seen in the SIV and 
FIV models mimics AIDS and these serve as models for pathogenesis; 
however, structural differences in the viruses preclude a direct test of 
anti-HIV vaccines in these models. Further work is needed on the 
present models and new approaches are required to construct the ideal 
system. The pressing need to develop effective prophylactic and thera- 
peutic agents to combat the AIDS epidemic should provide the impe- 
tus for this development. 
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