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Preface

The Cognitive Electrophysiology of Attention: Signals of
the Mind was a labor of love, for all of the contributors.
First, all are passionate about their work and wanted to
provide concise reviews and cutting edge data and mod-
els. Second, however, and more importantly, the book is
a tribute to the life, work and accomplishments of Pro-
fessor Steven A. Hillyard, one of the founding fathers of
cognitive neuroscience, who helped lead the charge to
study human higher mental function using physiological
methods. In his case, this largely means the methods of
cognitive electrophysiology, which are recordings of the
electroencephalogram (EEG) and event-related poten-
tials (ERPs), but has also included studies in patients
with focal brain damage and remarkable medical cases
such as split-brain patients, as well as the futuristic
(to us from the last generation) neuroimaging methods
like functional magnetic resonance imaging (fMRI).

The book follows, but is not wholly derivative of the
2011 conference in Professor Hillyard’s honor, which
was held in San Francisco, California in April, 2011, as
a satellite symposium of the Cognitive Neuroscience
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Society annual meeting. There, many of the authors of
this volume presented their latest work to honor the
mentor, colleague, and friend who taught them how to
turn their curiosity into science. The conference gave life
to this volume, but the current authors include several
of Professor Hillyard’s students, trainees, and colleagues
who were unable to attend the conference, providing a
current view of the cognitive neuroscience of attention
and related higher mental functions.

The book includes much of the most current elec-
trophysiology, but also includes studies using fMRI
and other modern methods. The quality of the papers
presented not only attests to the scientific impact that
Professor Hillyard has had through his training and
mentoring of generations of scholars, but also to the love
they have for him personally, and the respect they have
for his immense intellectual contributions to cognitive
neuroscience.

George R. Mangun
Davis, California, USA
2013



Foreword

The history of cognitive neuroscience is replete with
examples of scientific insights that led to paradigm-shift-
ing new knowledge and the birth of new models and the-
ories. One such story is the struggle to understand how
attention influences our perceptions of the world, and
hence, shapes our experience. It was indeed a struggle,
because two strongly and dogmatically opposed theo-
retical positions were vigorously advocated by teams
of scholars lining up to defend their faith, with data and
experiment, of course. What was the nature of this battle
for understanding? In its simplest form it was the ques-
tion of whether or not focused selective attention could
alter early sensory processes. Although we all now
know the answer, for decades this question was hotly
contested. Some argued that it was inopportune for the
nervous system to alter sensory inputs until those inputs
were fully analyzed, whereupon attentional processes
could begin to filter the relevant from the irrelevant. Oth-
ers took the position that simple sensory cues could be
used to bias the processing of incoming information in
favor of relevant information, thereby preventing infor-
mation overload, and possibly analytic failures at higher
decision stages. Straightforward question, complicated
answer.

This so-called “early versus late selection debate” was
foreshadowed in the thinking and writing of late 19th
century scholars. William James, the great American
psychologist and philosopher, extensively wrote about
attention in his seminal Principles of Psychology (1890).
James believed that attention was multifaceted, and
that top-down effects of attention could be directed to
different types of information, including sensory infor-
mation and information stored in memory. For James,
attention was a high-level mental operation. His con-
temporary, Hermann Von Helmholtz, the inspirational
physicist and a forefather of psychophysics, speculated
that attention might involve interactions with sensory
processes (Von Helmholtz, 1909-1911). Neither James
nor Von Helmholtz could really test different models of
the attention mechanisms: that was to come later with
refinements in psychophysics, experimental psychology,
and physiology.

In the 1950s, physiologists like Raul Herndndez-Pedn,
the Mexican physiologist, and his colleagues hypoth-
esized that attention might influence early sensory
processing (Hernandez-Pedn et al., Science, 1956). Work-
ing at UCLA, they recorded from subcortical auditory

xi

relays while a cat was quietly resting or being attracted
by mice in a jar. They reported that the auditory
responses to clicks were larger in amplitude in the cat’s
cochlear nucleus when the animal was passively listen-
ing than when distracted to pay attention to the mice.
Hernandez-Peén and colleagues suggested that this was
evidence that attention could affect early subcortical
sensory processing via inhibition of unattended signals.

At about the same time, Robert Galambos, David
Hubel, and their colleagues working at the Walter Reed
Army Institute for Research in Washington D.C., were
also interested in the effects of attention, but this time on
cortical activity. They recorded from auditory cortex neu-
rons in a cat that was awake. They found that neurons
that could not be reliably driven to respond by clicks,
tones, or speaker noise would respond when the stimuli
were more interesting, such as a human voice, a tap on the
table, and so on. They concluded that these neurons were
putative ‘attention” neurons, in that they only responded
when the sounds were relevant to the animals. In sum-
ming up, they also made the observation that: “Unfortu-
nately, attention is an elusive variable that no one has yet been
able to quantify” (Hubel et al., Science, 1959).

This type of evidence seemed at the time to very clearly
indicate that attention affected sensory processing.
But a theoretical problem was soon recognized, which
led to the appreciation of some important experimental
concernswiththeseearlystudies.ltwasunderstoodthatthe
study of attention was confounded with general behav-
ioral arousal. That is, a cat presented with mice is in a dif-
ferent aroused state than one resting quietly. Although
it is interesting to understand how arousal might affect
neural processing, it is subtly but importantly different
from understanding the nature of selective attention:
attending to one source of inputs while simultaneously
ignoring other distracting ones. This theoretical dis-
tinction was made clear in influential writings by Risto
Néétanen, the distinguished Finnish psychologist and
psychophysiologist (e.g., Nddtdnen, 1975). Naatdnen
clearly articulated the distinction between arousal and
selective attention and argued for key experimental
controls that would be necessary to demonstrate selec-
tive attention while controlling nonspecific behavioral
arousal.

These arguments were not lost on his colleagues,
and in 1973, Steven A. Hillyard (a former student of
Robert Galambos) and his coworkers at UC San Diego
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performed a seminal study that warmed the hearts of
not only Finns, but all researchers interested in atten-
tion. Recording from electrodes on the scalp of healthy
humans, they both controlled for nonspecific arousal
and sensory signal intensity, in a study of auditory selec-
tive attention (Hillyard et al., Science, 1973). The finding
was that a cortical-evoked response, gleaned from the
ongoing EEG by signal averaging methods, was larger
in amplitude for attended than ignored stimuli, convinc-
ingly demonstrating for the first time that selective atten-
tion modulated sensory processing. This volume, edited
by George R. Mangun (one of Hillyard’s many students
and colleagues), now carries us into the present with a
series of chapters presenting detailed information about
what has happened in studies of human attention in the
ensuing 40 years.

The book is organized into three sections that cover
topics in spatial attention, feature and object attention,
and higher-order aspects of attention. The authors are
the students and colleagues of Hillyard, as well as their
students and trainees. One of the first things to appreci-
ate is the tremendous impact of Hillyard’s contributions
as reflected in the who’s who of authors. From his lab, a
spectacular array of leading scholars has continuously
emerged, and they provide concise and cutting edge
information about the state of studies of attention and
cognition. It is beyond the scope of the foreword to give
an exhaustive summary of the works contained herein,
but I would point to some highlights.

In the first section, the chapter by Risa Sawaki and
Steven J. Luck presents a model for how the brain pre-
vents orienting to irrelevant events. They describe an
event-related potential (ERP) that they have shown to
be part of an active suppression mechanism. The idea is
that preventing unwanted shifts of attention involves, in
part, inhibiting information from salient events at irrel-
evant spatial locations. This is a critical elaboration on
attention models because rather than focusing on the
differential facilitation versus inhibition for relevant and
irrelevant events, respectively, the model includes a sep-
arate mechanism to avert unwanted shifts of attention.

In the second section on feature and object attention,
the chapter by Ariel Schoenfeld and Christian Stoppel
is a scholarly and comprehensive review of the neural
mechanisms of feature attention. They incorporate work
in animals and humans to lay out a view of how atten-
tion to stimulus features is managed in the human brain.

The authors draw on work from single neuron record-
ing, ERPs, and functional imaging to tell the tale, review-
ing some of their own elegant work.

Finally, in the third section, Robert Knight and his col-
leagues, Boaz Sadeh and Sara Szczepanski, take us on
a tour of some new work in the basic neurophysiology
of cognition. Their chapter describes cross-frequency
coupling of neuronal oscillations, an area of heightened
interest in recent years. They recount the evidence from
multiple sources, including their fascinating work in
human intracranial recordings, where Knight's team
recently discovered high-frequency signals that provide
a new view of neural function.

The foregoing are merely a taste of some of the many
interesting chapters in this book, including some by
Hillyard and his colleagues, which I chose not to men-
tion in order to highlight the work of his former students
and colleagues, but are nonetheless impressive contribu-
tions and worth the read.

In closing, let me place this history and current book in
its place in the science of the mind. Over the past 50 years,
we have seen the growth of a new field known as cogni-
tive neuroscience. The work of Steven A. Hillyard and his
many students and colleagues have played a major role
in the development of the field, and studies of attention
are among the clearest examples of how neuroscience
and psychology have come together to solve basic ques-
tions about how the brain gives rise to the mind.

Michael S. Gazzaniga
Santa Barbara
2013

References

Von Helmbholtz, H. (1909-1911). Handbuch der Physiologischen Optik [Trea-
tise on Physiological Optics]. Leipzig, Germany: L. Vos. (Translated in
Warren R. M. & Warren R. P.,, Helmholtz on Perception: Its Physiol-
ogy and Development. New York: Wiley, 1968.).

Hernandez-Pedn, R., Scherrer, H., & Jouvet, M. (1956). Modification of
electrical activity in cochlear nucleus during attention in unanes-
thetized cats. Science, 123, 331-2.

Hillyard, S. A., Hink, R. E,, Schwent, V. L., & Picton, T. W. (1973). Electrical
signs of selective attention in the human brain. Science, 182,177-80.

Hubel, D. H., Henson, C. O., Rupert, A., & Galambos, R. (1959). Atten-
tion units in the auditory cortex. Science, 129, 1279-80.

James, W. (1890). Principles of Psychology. New York: Holt.

Naadtdnen, R. (1975). Selective attention and evoked potentials in
humans: a critical review. Biological Psychology, 2, 237-307.


cran:ial
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0015
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0015
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0015
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0020
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0020
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0025
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0025
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0030
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0035
http://refhub.elsevier.com/B978-0-12-398451-7.06001-2/ref0035

Contributors

David E. Anderson Department of Psychology, University of
Oregon, Eugene, OR, USA

Antonio Arjona Human Psychobiology Lab, Experimental
Psychology Department, University of Seville, Seville, Spain

Edward Awh Department of Psychology, University of
Oregon, Eugene, OR, USA

David L. Barack Center for Cognitive Neuroscience, Duke
University, Durham, NC, USA; Department of Psychology
& Neuroscience, Duke University, Durham, NC, USA;
Department of Philosophy, Duke University, Durham, NC,
USA

Carsten N. Boehler Department of Experimental Psychology,
Ghent University, Ghent, Belgium

Vincent P. Clark Department of Psychology, University of
New Mexico, Albuquerque, NM, USA; Psychology Clinical
Neuroscience Center, University of New Mexico, Albuquerque,
NM, USA; Mind Research Network and LBERI, Albuquerque,
NM, USA

Brian A. Coffman Department of Psychology, University of
New Mexico, Albuquerque, NM, USA; Psychology Clinical
Neuroscience Center, University of New Mexico, Albuquerque,
NM, USA; Mind Research Network and LBERI, Albuquerque,
NM, USA

TanyaJ. D'Avanzo Department of Psychology, Rehabilitation
Hospital of the Pacific, Honolulu, HI, USA

Francesco Di Russo Department of Human Movement,
Social and Health Sciences, University of Rome “Foro Italico”,
Rome, Italy; Neuropsychological Unit, Santa Lucia Foundation
IRCCS, Rome, Italy

Sean P. Fannon Department of Psychology, Folsom Lake
College, Folsom, CA, USA

Adam Gazzaley Department of Neurology, Physiology
and Psychiatry, Sandler Neurosciences Center, University of
California, San Francisco, San Francisco, CA, USA

Carlos M. Gémez Human Psychobiology Lab, Experimental
Psychology Department, University of Seville, Seville, Spain

Marcia Grabowecky Department of Psychology and
Interdepartmental Neuroscience Program, Northwestern
University, Evanston, IL, USA

Steven A. Hackley University of Missouri, Columbia, MO, USA
Joseph A. Harris Center for Cognitive Neuroscience, Duke

University, Durham, NC, USA; Department of Psychology &
Neuroscience, Duke University, Durham, NC, USA

Karen Hebert University of Missouri, Columbia, MO, USA
Hans-Jochen Heinze Leibniz Institute for Neurobiology,

Magdeburg, Germany; Department of Neurology, Otto-
von-Guericke University, Magdeburg, Germany

Steven A. Hillyard Department of Neurosciences, University
of California, San Diego, La Jolla, CA, USA

Jens-MaxHopf Leibniz Institute for Neurobiology, Magdeburg,
Germany; Department of Neurology, Otto-von-Guericke
University, Magdeburg, Germany

JorgeIglesias Cuban Center for Neuroscience, Havana, Cuba

Vicente J. Iragui Department of Neurosciences, University
of California, San Diego, La Jolla, CA, USA

Robert T. Knight Helen Wills Neuroscience Institute,
University of California, Berkeley, Berkeley, CA, USA;
Department of Psychology, University of California, Berkeley,
Berkeley, CA, USA

Marta Kutas Department of Neurosciences, University
of California, San Diego, La Jolla, CA, USA; Department of
Cognitive Science, University of California, San Diego, La Jolla,
CA, USA

Steven J. Luck Department of Psychology and Center for
Mind and Brain, University of California, Davis, Davis, CA, USA

George R. Mangun Departments of Psychology and
Neurology and Center for Mind and Brain, University of
California, Davis, Davis, CA, USA

Antigona Martinez Department of Neurosciences, School
of Medicine, University of California, San Diego, La Jolla,
CA, USA; Nathan Kline Institute for Psychiatric Research,
Orangeburg, NY, USA

Hiroaki Masaki

John J. McDonald Department of Psychology, Simon Fraser
University, Burnaby, BC, Canada

Waseda University, Tokyo, Japan

Alex R. McMahon Center for Cognitive Neuroscience, Duke
University, Durham, NC, USA

Katsumi Minakata North Dakota State University, Fargo,
ND, USA

Jyoti Mishra Department of Neurology, Physiology and
Psychiatry, Sandler Neurosciences Center, University of
California, San Francisco, San Francisco, CA, USA

Stephen R. Mitroff Center for Cognitive Neuroscience, Duke
University, Durham, NC, USA; Department of Psychology &
Neuroscience, Duke University, Durham, NC, USA

Matthias M. Miiller Department of Psychology, University
of Leipzig, Germany

Yu-Qiong Niu Department of Neurology, University of
California, Davis, Sacramento, CA, USA; Center for Mind and
Brain, University of California, Davis, Davis, CA, USA

John M. Olichney Department of Neurology, University of
California, Davis, Sacramento, CA, USA; Center for Mind and
Brain, University of California, Davis, Davis, CA, USA

xiii



Xiv

Ken A. Paller Department of Psychology and Interdepartmental
Neuroscience Program, Northwestern University, Evanston,
IL, USA

Michael A. Pitts Department of Psychology, Reed College,
Portland, OR, USA

Sabrina Pitzalis Department of Human Movement, Social
and Health Sciences, University of Rome “Foro Italico”, Rome,
Italy; Neuropsychological Unit, Santa Lucia Foundation
IRCCS, Rome, Italy

Boaz Sadeh Helen Wills Neuroscience Institute, University
of California, Berkeley, Berkeley, CA, USA; Department of
Psychology, University of California, Berkeley, Berkeley, CA, USA

David P. Salmon Department of Neurosciences, University
of California, San Diego, La Jolla, CA, USA

Risa Sawaki Department of Psychology and Center for Mind
and Brain, University of California, Davis, Davis, CA, USA

Mircea Ariel Schoenfeld Department of Neurology, Otto-
von-Guericke-University, Magdeburg, Germany; Leibniz-
Institute for Neurobiology, Magdeburg, Germany; Kliniken
Schmieder, Allensbach, Germany

Christian Michael Stoppel Department of Neurology, Otto-
von-Guericke-University, Magdeburg, Germany

Viola S. Stormer Harvard University, Vision Sciences
Laboratory, Cambridge, MA, USA

Satoru  Suzuki Department of  Psychology  and
Interdepartmental Neuroscience Program, Northwestern
University, Evanston, IL, USA

Sara M. Szczepanski Helen Wills Neuroscience Institute,
University of California, Berkeley, Berkeley, CA, USA;
Department of Psychology, University of California, Berkeley,
Berkeley, CA, USA

Wolfgang A. Teder 41114th street south, Moorhead, MN, USA

Rosario Torres Neurodevelopment Cuban

Center for Neuroscience, Havana, Cuba

Department,

CONTRIBUTORS

Nelson Trujillo-Barreto Neuroinformatics
Cuban Center for Neuroscience, Havana, Cuba

Department,

Michael C.S. Trumbo Department of Psychology, University
of New Mexico, Albuquerque, NM, USA; Psychology Clinical
Neuroscience Center, University of New Mexico, Albuquerque,
NM, USA

Mitchell Valdes-Sosa Cuban Center for Neuroscience,
Havana, Cuba

Fernando Valle-Inclan University of La Corufa, La Corufia,
Spain

Cyma Van Petten Department of Psychology, Binghamton
University, State University of New York, Binghamton, NY, USA

Edward K. Vogel Department of Psychology, University of
Oregon, Eugene, OR, USA

Ashley R. Wegele Department of Psychology, University of
New Mexico, Albuquerque, NM, USA; Ronald E. McNair Post-
Baccalaureate Achievement & Research Opportunity Program,
University of New Mexico, Albuquerque, NM, USA

Jennifer C. Whitman Department of Psychology, Simon
Fraser University, Burnaby, BC, Canada

Marty G. Woldorff Center for Cognitive Neuroscience, Duke
University, Durham, NC, USA; Department of Psychology &
Neuroscience, Duke University, Durham, NC, USA;
Department of Psychiatry, Duke University, Durham, NC,
USA; Department of Neurobiology, Duke University, Durham,
NC, USA

Jin-Chen Yang Department of Neurology, University of
California, Davis, Sacramento, CA, USA; Center for Mind and
Brain, University of California, Davis, Davis, CA, USA

LinZhang Departmentof Neurology, University of California
Davis, Sacramento, CA, USA

Marla Zinni Department of Neurosciences, University of
California, San Diego, La Jolla, CA, USA



Acknowledgments

My love and thanks to my wife Tamara Swaab and our boys Alexander and Nicholas for their support and encour-
agement of this volume. My editorial assistant, Molly Allison-Baker, was invaluable in completing this project in a
timely fashion. One could not ask for a better colleague. The contributors to this volume also deserve my thanks for
working on a tight timeline and meeting all the deadlines to produce such a lovely set of chapters to honor Steven
A. Hillyard. Deep gratitude also goes to my students and scientific colleagues who have contributed directly and
indirectly to the research presented in this book. I would like to acknowledge the National Institute of Mental Health,
National Science Foundation, and the University of California, Davis, for their support. Mica Haley, my publisher at
Elsevier, has been a great source of encouragement and advice, and I truly enjoyed working with her on this project.
I would also like to acknowledge her staff, especially April Graham. They were just fantastic, and I cannot thank
them enough. Lastly, I want to express my deep, sincere, and heartfelt thanks to Steven A. Hillyard, who has been
my teacher, mentor, and friend.

). 4%



SECTION I

SPATIAL ATTENTION

Quick over here.

Don’t turn your head, don’t look.

Just look with your mind’s eye or ear

get ready to see or hear or feel, more -

sensitivity galore.

Just focus that attentional spotlight

brightly in your head and use it instead

of any observable movement of the behavioral kind.
Trust your mind — don’t peek.

Seek to fixate from behind that pate from within.
Use those various and sundry

distributed frontal and parietal nooks

and you'll be able to know

everybody’s biz like they were open books

that you need not confess that you actually ever read.

By Marta Kutas



CHAPTER

1

Profiling the Spatial Focus of Visual Attention

Jens-Max Hopf!> 2, Hans-Jochen Heinze!> 2, Carsten N. Boehler’

ILeibniz Institute for Neurobiology, Magdeburg, Germany, 2Department of Neurology, Otto-von-Guericke University,

Magdeburg, Germany, >Department of Experimental Psychology, Ghent University, Ghent, Belgium

INTRODUCTION

The observation that attention can be covertly focused
in space dates back to seminal self-experiments by
Helmholtz (Helmholtz, 1896) who reported “that one is
able to focus attention onto the sensation of a selected
part of our peripheral nervous system by means of a
form volitional intention, without eye movements, with-
out changing accommodation [...]” (“dass man durch eine
willkuerliche Art von Intention, auch ohne Augenbewegun-
gen, ohne Anderung der Accomodation die Aufmerksamkeit
auf die Empfindungen eines bestimmten Theils unseres periph-
erischen Nervensystems concentrieren, [...] kann.” p. 601).
The following century of psychological research into the
phenomenon of covert attentional focusing was essen-
tially guided by thinking in metaphors like a search- or
spotlight, or a zoom-lens, which can be used to scru-
tinize parts of a visual scene without moving the eyes
(the “spotlight has a rich metaphoric reach”; LaBerge,
Carlson, Williams, & Bunney, 1997). The implicit under-
standing of these metaphors was, in fact, very “analog”
(Yantis, 1988). That is, the spatial focus of attention was
envisioned to correspond to a unitary, spatially cir-
cumscribed enhancement of sensory processing, with
spatial shifts of this focus between locations involving
analog movements across the visual field (Posner, 1980;
Shulman, Remington, & McLean, 1979; Tsal, 1983).

In contrast to this view, however, a large body of exper-
imental evidence has mounted indicating that a simple
direct mapping of those analog conceptualizations of the
focus of attention is unlikely to be entirely correct. For
example, the notion of a simple enhancement of neu-
ral processing corresponding with the attended region
appears to be too simple under many conditions. It has
been demonstrated that the spatial activity profile of

Cognitive Electrophysiology of Attention. http://dx.doi.org/10.1016/B978-0-12-398451-7.00001-4
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the attended region in space may display a Mexican-hat
profile, that is, a center-surround organization, where
the activity enhancements at the region of relevant input
is surrounded by a spatial zone of neural attenuation
(Boehler, Tsotsos, Schoenfeld, Heinze, & Hopf, 2009;
Hopf, Boehler, et al., 2006, Hopf, Boehler, Schoenfeld,
Heinze, & Tsotsos, 2010; Muller & Kleinschmidt, 2004).
Furthermore, there is data suggesting that analog move-
ments of attention (moving-spotlight metaphor) may be
an inappropriate notion, as the time lag of selecting sub-
sequent locations was not found to scale with distance
between locations (LaBerge et al., 1997; Remington &
Pierce, 1984; Yantis, 1988). Finally, there is evidence
that the concept of a unitary focus may not always be
the appropriate conceptualization of attentional focus-
ing in space (Drew, McCollough, Horowitz, & Vogel,
2009; Driver & Baylis, 1989; McMains & Somers, 2004;
Morawetz, Holz, Baudewig, Treue, & Dechent, 2007;
Niebergall, Khayat, Treue, & Martinez-Trujillo, 2011).

In view of the immense body and complexity of
observations, it has been suggested that one should go
beyond mere analogies and focus on more specific issues
(Cave & Bichot, 1999). In addition, we think the experi-
mental data discussed below suggests that for integrat-
ing the complex set of observations it may be helpful to
change the perspective of construing spatial focusing.
Traditional thinking about the mechanisms underlying
spatial focusing of attention followed the implicit pro-
pensity to take analogies in a veridical sense and to expect
them to be directly implemented in neural processing.
However, as Yantis (1988) puts it: “we must keep in mind
that the idea of a spotlight of attention is not a theory, but
a heuristic metaphor.” As we aim at emphasizing here, a
potentially more revealing approach would be to under-
stand the operation of spatial attention from the inner

Copyright © 2014 Elsevier Inc. All rights reserved.



4 1. PROFILING THE SPATIAL FOCUS OF VISUAL ATTENTION

constraints of its implementation in neural processing
(Tsotsos, 2011). Central to this approach is taking the
hierarchical constraints on top-down directed selection
in the visual cortex as the starting point—something that
has been previously proposed (Ahissar & Hochstein,
2004; Hochstein & Ahissar, 2002) and which was explic-
itly implemented in computational models of visual
attention (Tsotsos, 1990, 2005, 2011). As we lay out
below, this approach may allow us to integrate seem-
ingly independent or even conflicting observations and
ideas. In particular, we will see that taking guidance
by architecture-bound constraints will provide a use-
ful framework for explaining conflicting observations
regarding the spatial distribution of attention. While
this approach has generally proved to be successful in
accommodating a wide range of phenomena and mech-
anisms underlying attentional selection (Tsotsos, 2011;
Tsotsos, Rodriguez-Sanchez, Rothenstein, & Simine,
2008), the following will focus on the spatial distribu-
tion of visual attention as a prime example. We will
show that this perspective has, in fact, the potential to
redefine the exploratory power of the spatial profile as
a diagnostic of the inner workings of neural processing
underlying attentional selection in the visual cortical
processing hierarchy.

THE SPATIAL PROFILE OF VISUAL
ATTENTION—CONFLICTING
OBSERVATIONS

Behavioral and Neurophysiological Evidence
Suggesting a Simple Gradient

A considerable body of data from different method-
ologies suggests that the spatial profile of visual atten-
tion shows a simple profile with enhanced sensory
processing at the attended location gradually falling off
with increasing distance. Behavioral evidence for such a
simple gradient profile was provided by demonstrating
with cued-orienting that the speed or accuracy of stimu-
lus detection continuously drops with distance from the
center of attention (Castiello & Umilta, 1990; Downing &
Pinker, 1985; Henderson & Macquistan, 1993; LaBerge
et al.,, 1997; Shulman, Wilson, & Sheehy, 1985). Other
approaches documented such a gradient profile by show-
ing that the interference effect of response-incompatible
distractors on discrimination performance steadily
falls off with distance from the target (Eriksen & James,
1986). Furthermore, spatial cuing effects on temporal-
order judgments, the line motion illusion (Hikosaka,
Miyauchi, & Shimojo, 1993a, 1993b), or on perceptual
latency priming (Scharlau, 2004) were found to continu-
ously decrease with distance from the focus of attention
in line with a simple gradient model.

Also consistent with this notion were observations based
on event-related potential (ERP)-recordings (Mangun &
Hillyard, 1987, 1988). Mangun and Hillyard (1988) recorded
ERPs while subjects focused their attention on one of three
permanent placeholder-boxes at midline or 5.3° in the left
or right visual field (VF) in order to detect occasional targets
at this location. The attention-related amplitude enhance-
ment of early sensory components (P135, N190) showed
a graded decrease with increasing distance to the focus of
attention. Likewise, Eimer (Eimer, 1997) reported that sen-
sory ERP components (N1, Nd1, Nd2) elicited by items pre-
sented at unexpected locations were gradually attenuated
with distance to the expected target location.

Behavioral Data Suggesting a Center-Surround

Profile

In contrast to the above observations, many experi-
mental reports suggest a more complex profile or topol-
ogy of the distribution of spatial attention (Egly & Homa,
1984; Eimer, 2000; Muller & Hubner, 2002). Behavioral
indices of attentional benefits were sometimes found to
show a performance decrement in the immediate sur-
round of the attentional focus even falling below perfor-
mance measures at locations farther away from the focus
(Bahcall & Kowler, 1999; Caputo & Guerra, 1998; Carr &
Dagenbach, 1990; Cave & Zimmerman, 1997; Cutzu &
Tsotsos, 2003; Fecteau & Enns, 2005; Krose & Julesz, 1989;
McCarley & Mounts, 2007; Mihalas, Dong, von der
Heydt, & Niebur, 2011; Mounts, 2000a, 2000b; Muller,
Mollenhauer, Rosler, & Kleinschmidt, 2005; Steinman,
Steinman, & Lehmkubhle, 1995). This was taken to sug-
gest that the spatial profile of the focus of attention shows
a more complex profile than a simple gradient, where
a center enhancement is surrounded by a zone of rela-
tive attenuation. For example, Steinman and colleagues
(Steinman et al., 1995) investigated effects of cued orient-
ing on the line motion illusion (Hikosaka et al., 1993a)
by varying the cue-to-line distance in a systematic way.
They observed the previously described effect of atten-
tion producing the illusion of a line moving away from
the attended location, but they also found an inversion
of the direction of the illusion in the immediate surround
of the cued location (illusory motion toward the attended
location), suggesting that temporal priority perception is
impeded in a zone immediately surrounding the cued
location. (It should be noted that there is some evidence
challenging the notion that the illusory line motion effect
reflects a consequence of spatial attention (Downing &
Treisman, 1997).)

The most comprehensive evidence for a center-
surround profile was provided in visual search experi-
ments. Cave and Zimmerman (1997) combined a
letter-search task (circular search arrays) with a sub-
sequent spatial probe-detection task at prior target or
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distractor locations. As expected, probe detection at the
location of the target turned out to be faster than at dis-
tractor locations. However, probe-detection at distractor
locations near to the target was slower than at distractor
locations far from the target—an observation taken to
index flanking inhibition of distractors close to the tar-
get. Similarly, Mounts (2000b) had subjects discriminate
a feature-singleton in an array of shape-8 elements. A
shape-probe was then unmasked by removing selected
lines of one shape-8 element at varying distances from
the feature-singleton (67 ms after array onset). Discrimi-
nation performance of the shape-probe turned out to be
lower in the vicinity of the feature singleton as compared
to item location farther away. Another approach for esti-
mating the precise shape of the attentional focus is to
assess target discrimination performance as a function
of the spatial distance to interfering distractors. Caputo
and Guerra (1998), for example, observed that distractor
interference was strongest in the vicinity of the target. A
related way to assess the spatial profile of visual atten-
tion is to analyze item-matching performance as a func-
tion of item-distance, which reveals that farther away
items are better matched than items close to each other
(Bahcall & Kowler, 1999; Cutzu & Tsotsos, 2003; Fecteau
& Enns, 2005). Thus, taken together, there has been some
behavioral support that the focus of attention has the
form of a Mexican-hat profile, with evidence coming
from a diverse set of experimental approaches.

Neurophysiological Data Suggesting a
Center-Surround Profile

Schall et al. (Schall & Hanes, 1993; Schall, Hanes,
Thompson, & King, 1995; Schall, Sato, Thompson,
Vaughn, & Juan, 2004) recorded from frontal eye field
(FEF) neurons while monkeys performed saccades to
a search target among distractors. They observed that
presaccadic firing (100ms prior to saccade execution) to
a distractor falling in the cell's response field was sup-
pressed when the search target was near to the response
field relative to when the target was farther away. This
surround suppression in FEF was hypothesized to reduce
the probability of saccades to irrelevant distractor loca-
tions that could be confused with the target's location.
Sundberg, Mitchell, and Reynolds (2009) had monkeys
perform a multiple-object-tracking (four objects) task
while recording from V4 neurons. The firing response
was compared for situations in which the tracked tar-
get appeared inside, outside but close, or away from
the neuron's receptive fields (RF). They reported that
stimulus configurations with an object simultaneously
placed inside and near outside, the response was sup-
pressed in comparison to a single object presented inside
the RF (surround suppression effect). Importantly, this
effect depended on the position of the focus of attention

relative to the RF, that is, surround suppression was sub-
stantially larger for attending an object close to the RF
than attending the object inside the RF or the object dis-
tant from the RF. Along similar lines, using double-label
deoxyglucose technique to visualize attention-related
metabolic activity changes in macaque striate cortex,
Vanduffel, Tootell and Orban (2000) documented a sup-
pression of metabolic activity in a circumscribed region
retinotopically corresponding with the surround of the
attended stimulus.

Some neuroimaging evidence for a center-surround
profile of the attentional focus has also been reported for
humans (Boehler et al., 2009; Boehler, Tsotsos, Schoenfeld,
Heinze, & Hopf, 2011; Heinemann, Kleinschmidt, &
Muller, 2009; Hopf et al., 2010; Hopf et al., 2006; Muller
& Kleinschmidt, 2004; Schwartz et al., 2005; Slotnick,
Hopfinger, Klein, & Sutter, 2002). In one such study, func-
tional magnetic resonance imaging (fMRI) in humans
revealed evidence for neural suppression in regions of
the striate visual cortex that are retinotopically consis-
tent with the surround of attended locations (Muller
& Kleinschmidt, 2004). Muller and Kleinschmidt used
symbolic cuing to direct attention to one of four isoec-
centric location-placeholder boxes in the upper visual
field. Following the cue, four items were flashed into the
placeholders and subjects had to discriminate the item
in the attended box. This stimulation protocol was com-
bined with retinotopic mapping to attain a specific anal-
ysis of the attention-related BOLD response as a function
of distance (at, near, and far) from the cued location in
retinotopic areas V1-V4. In areas V2-V4, a simple acti-
vation gradient falling off with distance was observed.
V1, in contrast, showed a significant reduction of signal
change in the location near as compared to far from the
target, suggesting that in the primary visual cortex the
activity modulation underlying spatial attention shows
a center-surround profile.

Systematic evidence for such center-surround profile
was recently provided in a series of visual search exper-
iments using magnetoencephalographic (MEG) record-
ings in human observers (Boehler et al., 2009; Boehler
et al., 2011, Hopf et al., 2006; Hopf et al., 2010). The
general experimental approach in these studies was to
combine a visual search task with a subsequent presen-
tation of a task-irrelevant probe, with the probe serving
to assess the passive responsiveness of the visual cortex
as a function of its distance to the search target, i.e., the
spatial focus of attention. Figure 1.1 shows the general
stimulus setup (Hopf et al., 2006). To avoid stimulation
confounds resulting from changing positions of the
probe, the probe always appeared at a constant location
in the right lower VF, while the search target varied its
position and distance relative to the probe from trial to
trial within the same visual quadrant (using only a sin-
gle quadrant also avoided potential confounds between
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FIGURE 1.1 Stimulus setup and experimental conditions of the
visual search experiment 1 reported in Hopf et al. (2006). Panel (A):
Search frames always contained nine items (Cs with random gap-ori-
entation) arrayed at an isoeccentric distance to fixation (black dot) in
the right lower visual quadrant. The search target was a red C among
eight blue distractor Cs, which randomly appeared at any of the nine
item positions. On 50% of the trials, a small white ring (the probe) was
flashed for 50ms around the middle item position 250ms after search
frame onset. If presented, the probe always appeared at this middle
position and was task irrelevant. This yielded five probe-to-target dis-
tance conditions (PDO through PD4), permitting us to assess the size
of the brain response to the probe as a function of its distance to the
search target, i.e., to the focus of attention. Source: Adapted from Hopf
et al. (2006). Panel (B) illustrates all possible probe-to-target distance
conditions. Note the dashed lines in panel (A) are shown for illustra-
tion purposes and were not visible during the experiment.

spatial distance and stimulated hemisphere). Figure
1.1(B) illustrates all possible probe-target distance con-
ditions. Note that corresponding probe-distance (PD)
conditions toward the vertical and horizontal merid-
ian (shown as pairs in Figure 1.1(B)) were collapsed
for data analysis. The primary goal of the experimen-
tal setup was to assess and quantify the passive brain
response to the probe proper, rather than measuring the
attention-related modulation of the brain response to
the target. To this end, a probe followed a search frame
(frame-probe (FP-) trials) on only 50% of the trials; on
the other trials the search frame appeared without a
subsequent probe (frame-only (FO-) trials). The pas-
sive cortical response to the probe could then be iso-
lated by subtracting the response to FO-trials from that
of FP-trials (FP-minus-FO-difference). Importantly,

this subtraction was separately done for each target
location, which (additivity assumed) should not only
eliminate the response to the search frame (including
the effect of attending the target), but also cancel the
potentially confounding effect of the target changing its
position relative to the probe. It is important to avoid
such stimulus-location confounds, because the sen-
sory MEG response varies with spatial position, which
would contaminate the amplitude variation reflecting
the spatial profile of attention in an unpredictable way.
In fact, a number of previous studies have afforded such
confounds which rendered their conclusions somewhat
vague.

As shown in Figure 1.1(A), search frames were com-
posed of nine items (letter C) presented at an isoeccen-
tric distance in the right lower visual quadrant. The gap
of the items randomly varied along the horizontal (left,
right) and vertical (up, down) directions. The subjects'
task was to report the gap-orientation of the color single-
ton (the red C among eight blue Cs), which randomly
appeared at one of nine fixed item positions. The probe (a
small white ring), if presented, was always flashed (50 ms
stimulus duration) around the C at the center position.
During most of the experiments reviewed below, the
probe was presented with an SOA of 250 ms after search
frame onset. Both, the location of the target singleton,
and whether a probe was presented or not, was unpre-
dictable. As sketched in Figure 1.1(B), from the nine item
positions, the following five probe-to-target distances (in
short: PD) were defined: the target appeared at the probe
position (PDO0), the target appeared at the positions one
item away next to the probe (PD1), the target appeared
two (PD2), three (PD3), or four item positions away
from the probe (PD4).

Figure 1.2(A) shows the size of the probe-response
(FP-minus-FO-difference) at the different PDs toward
the vertical and horizontal meridian of experiment 1
reported in Hopf et al. (2006). The probe-response was
found to be largest at the focus of attention (PDO), but it
showed a substantial attenuation at PD1 not only rela-
tive to PDO, but also relative to the amplitudes elicited
by probes with larger distances to the target (PD2-PD4).
Hence, the passive responsivity of the cortex at the spa-
tial focus of attention does not show a simple monotonic
gradient that gradually falls off with distance from the
center. Instead, the activity profile shows a small center
enhancement with an annulus of reduced responsivity
surrounding the attended item resembling a Mexican-
hat profile.

Although this experimental setup controls for many
potential confounds through its use of a constant probe
position and the FP-minus-FO subtraction, it does not
fully rule out a potential issue, which is illustrated in
Figure 1.3. The experimental design entails that on FP-
trials the probe is flashed around a blue item on 8/9 cases
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FIGURE 1.2 Panel (A): Results of experiment 1 and experi-
ment 2 (B) in Hopf et al. (2006) demonstrating the center-surround
profile of the focus of attention in visual search. The barplots
show the size of the probe-related, event-related magnetic field
(ERMF) response (FP-minus-FO-trials) for the different PD condi-
tions. Surround attenuation is visible as significant reduction of
the ERMF response to the target position next to the probe (PDI,
gray bars) relative to PDO and farther away positions. Panel (B):
Results of experiment 2 in Hopf et al. (2006). The gray bars show the
size of the probe-response as a function of PD when subjects attended
to the search target (search task), the white bars show the size of the
probe-response when subjects attended away from the search items
and performed the rapid serial visual presentation task (RSVP task) at
fixation. Source: Adapted from Hopf et al. (2006).

while it appears around a red item in 1/9 cases. Further-
more, in 2/9 cases the probe is flanked by a red item,
while on the majority of trials the probe is flanked by
a blue item. This frequency imbalance of color-contrast
may violate the assumption that the search frame and
the probe do not interact in a spatially-specific manner
(which is a prerequisite for a successful subtraction) by
causing some low-level sensory modulation of the corti-
cal responsiveness, resulting in an attenuated response
to the probe. If we assume as illustrated in Figure 1.3(A)
(prediction confound) that this sensory attenuation has
a wider spatial extent (black dashed negative Gaussian)
than the enhancement peak due to attention (black posi-
tive Gaussian), both effects could combine to a center-
surround profile (red trace) that does not reflect the
operation of focal attention. One way to address this
issue is to assess whether such color-frequency related

Prediction confound

(A)

Narrow attentional
enhancement

Wide sensory
attenuation

Observed profile

.........

Magnetic field response (fT)
(Search minus RSVP)

FIGURE 1.3 Panel (A): Illustration of a possible confound produc-
ing a center-surround profile caused by sensory interactions due to a
frequency-imbalance of the target and the distractor color at and close
to the probe location. Assuming this imbalance gives rise to a wide
Gaussian-like attenuation (dashed black bar) and focal attention elicits
a narrower positive enhancement (solid black bar), a combination of
both would appear as a center-surround profile (red bar). Panel (B)
sketches the results of experiment 2 in Hopf et al. (2006), which ad-
dressed this confound by comparing the profile during visual search
with an attend-away condition where subject performed a demanding
RSVP task at fixation while ignoring the search items. As visible, the at-
tenuation at PD1 is much stronger in the visual search task than in the
RSVP task (red arrowhead), which rules out the confound illustrated
in panel (A).

low-level sensory attenuation effect actually arises in the
experimental setup used here, and if yes, whether the
size and extension of the attenuation would explain
the observed profile. This was done by extending the
experimental setup shown in Figure 1.1 by adding a
rapid serial visual presentation (RSVP) task at fixation
to effectively draw attention away from the peripheral
search items. Subjects performed this RSVP task on half
of the trial blocks. The search items and the probe were
still presented as before, but subjects had to ignore the
peripheral items. On the other half of the trial blocks,
subjects performed the search task as before but ignored
the RSVP stream at fixation. The data of the RSVP-
blocks were analyzed analogous to the data of the visual
search blocks, which should reveal the profile of corti-
cal responsiveness arising from imbalances of sensory
stimulation, in particular of the color-contrast between
the color singleton and the probe. The observations are
shown in Figure 1.2(B). The profile of the RSVP-blocks
indeed shows a slight dip of responsiveness at PD0 and
PD1, which, however, cannot account for the attenuation
at PD1 seen when attention is focused onto the search
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target. If the center-surround profile arises from a con-
found as sketched in Figure 1.3(A), we would predict
that for any PD the attenuation seen in the visual search
task would never fall below the attenuation seen in the
RSVP task. However, as illustrated in Figure 1.3(B), the
attenuation at PD1 is substantially stronger when sub-
jects performed the visual search task than the RSVP task
(red arrowhead). Hence, surround attenuation shown in
Figure 1.2 is a true effect of focusing attention onto the
target during visual search.

THE SPATIAL PROFILE OF VISUAL
ATTENTION VARIES WITH DEMANDS
ON FEEDFORWARD AND FEEDBACK
PROCESSING IN VISUAL CORTEX

As outlined above, despite the large set of data on
spatial attention amounted by different methodological
approaches, a clear characterization of the spatial pro-
file of attention remains controversial. Many observa-
tions suggest spatial attention to show a simple gradient
profile while others clearly demonstrate the presence of
a more complex center-surround profile. Notably, past
research has mainly focused on demonstrating one or
the other profile with little emphasis on answering the
more fundamental question of what may be the basis
for a specific profile to appear. The issue seems to defy
easy clarification from available experimental evidence
as experimental designs and stimulus materials are very
heterogeneous. Nonetheless, a few studies addressed
the issue more explicitly and converged on a possible
solution. As we will see, the solution lends itself to an
explanation in terms of constraints on and the direc-
tion of selection in the visual cortical hierarchy, a notion
explicitly proposed by computational models of atten-
tion (Tsotsos, 1990, 2005, 2011; Tsotsos et al., 1995).

For example, McCarley and Mounts (2007) inves-
tigated the influence of the type of input discrimina-
tion on surround attenuation (in their terminology the
amount of localized attentional interference (LAI)). Sub-
jects were either asked to respond to the mere presence
of a certain color in the display no matter whether one
or two items were drawn in the target color (feature-
detection task) or to respond when two items but not
one item appeared with the target color (item-individu-
ation task). The display could contain one or two items
drawn in the target color. The separation between the
targets on two-item trials was varied to quantify the
effect of LAI. LAI was observed for the item-individua-
tion task but not for the feature-detection task, suggest-
ing that surround attenuation arises when individual
item properties need to be resolved, but not during
the mere detection of a feature which does not require
scrutiny to individuate the target. Hence, it appears

that surround attenuation arises when the selection
of item specific information requires increased spatial
resolution.

Boehler et al. (2009) (experiment 2 in Boehler et al.,
2009) explicitly addressed this possibility with MEG
recordings. The experimental setup was analogous
to the one in Hopf et al. (2006) illustrated in Figure
1.1 except that only PDs PDO through PD2 were used.
The experiment again combined a visual search for
a color-popout target (a red or green C among blue
distractor Cs) with the subsequent presentation of a
task-irrelevant probe 250ms after search frame onset
on 50% of the trials. On half of the trial-blocks, sub-
jects were instructed to report the gap-orientation of
the target as in Hopf et al. (2006)—a task that requires
spatial resolution to discriminate the position of the
gap. On the other half of trial-blocks, subjects were
required to just report the color of the color-popout
target—a task that can be solved without spatial reso-
lution (Evans & Treisman, 2005; Tsotsos et al., 2008).
Figure 1.4(A) and (B) shows the size of the probe-
response (FP-minus-FO difference) as a function of
probe-to-target distance for (A) the color and (B) the
orientation task. Confirming our prediction, surround
attenuation appeared for the orientation task, that is,
when spatial scrutiny is critical for solving the task,
whereas a simple gradient appeared for the color task
where spatial scrutiny is not required. One may object
that the color task was easier to perform than the ori-
entation task, which may be an uncontrolled source
of influence potentially relevant for whether surround
attenuation arises or not. This is unlikely in view of
some other experimental observations (Hopf et al.,
2010). Specifically, we observed that increasing the
difficulty of discrimination while keeping the spatial
scale of discrimination constant did not influence the
size of surround attenuation in an experimental setup
analogous to the one shown in Figure 1.1.

A further notable observation in Boehler et al.
(2009) was made when comparing the color and the
orientation task with respect to the current source
activity underlying target selection in visual cortex.
Figure 1.4(C) shows the distribution of current source
density estimates during four subsequent time-periods
after search frame onset (FO-trials only) for the color
task (upper row) and the orientation task (lower row).
Apparently, the initial source activity in early striate (a)
and extrastriate cortex (b) up to ~100ms is comparable
between the two experimental tasks. In contrast, later
recurrent (presumably feedback) activity occurring
between 200 and 300ms in early visual cortex (c, the
exact time-range is indicated by the red horizontal bar)
is much stronger in the orientation than in the color task,
suggesting that the center-surround profile is indeed
associated with increased recurrent processing in visual
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FIGURE 1.4 Results of experiment 2 in Boehler et al. (2009) addressing the role of recurrent processing for surround attenuation to appear.
Panels (A) and (B) show the size of the probe-related event-related magnetic field response (FP-minus-FO-trials) as a function of PD (PDO0 through
PD2) for the color- and orientation-discrimination task, respectively. Note, in this experiment only PDs PD0 through PD2 were used, which is
sufficient to characterize surround suppression. Panel (C) shows the current source density distribution underlying the magnetic field response
elicited by frame-only (FO-) trials of the color- (upper row) and orientation task (lower row) during four subsequent time ranges after search
frame onset (a—d). The red bar highlights the time-range of recurrent activity in early visual cortex areas. Source: Adapted from Boehler et al. (2009).

cortex. Notably, for the orientation task, the enhance-
ment of recurrent source activity in early visual cortex
appeared between 190 and 270 ms after search frame
onset, that is shortly before and around the onset of the
probe at 250 ms. Given that the cortical response to the
probe takes roughly another 50 ms to reach the primary
visual cortex (Foxe & Simpson, 2002), this top-down
modulation will clearly appear prior to the probe-
elicited feedforward in early visual cortex.

A further observation suggesting that surround
attenuation arises from recurrent processing in visual
cortex was provided by another experiment in which
the FP SOA was varied in order to obtain a more
detailed analysis of the time course of the surround
attenuation effect (experiment 1 in Boehler et al., 2009).
The experimental setup was again analogous to the
one in Hopf et al. (2006) except that on FP-trials the
probe randomly followed the search frame at one of
five different SOAs (100, 175, 250, 325, and 400 ms). It
was observed that surround attenuation was not pres-
ent until 175 ms. At 250 ms surround attenuation was
clearly the prominent feature of the probe-response,
while at 325 ms the effect already tapered off and was
not significant anymore. Hence, surround attenuation
is a delayed and transient effect that takes more than
175 ms to build up in the type of search experiments we

used here. Importantly, such delay is consistent with
the typical delay of attention-driven recurrent process-
ing in visual cortex in response to an onset stimulation
(Di Russo, Martinez, & Hillyard, 2003; Hopf, Heinze,
Schoenfeld, & Hillyard, 2009; Martinez et al., 2001;
Noesselt et al., 2002). Taken together, the delayed onset
of surround attenuation (beyond 175ms), the fact that
it appeared for a discrimination task requiring recur-
rent processing but not for a task that does not depend
on recurrent processing, strongly suggests that sur-
round attenuation arises as a consequence of recurrent
processing in visual cortex.

Such a direct link between recurrent processing in
visual cortex and the occurrence of surround attenua-
tion represents a key notion of the selective tuning model
(STM) of visual attention (Tsotsos, 1990, 2011; Tsotsos
et al., 1995). In the STM, it is proposed that surround
attenuation arises as a consequence of iterative level-
by-level selection of target information in reverse direc-
tion through the visual cortical hierarchy. The recurrent
selection process starts at the highest level of represen-
tation from the unit corresponding to the winner of the
competition for item salience during the initial feedfor-
ward sweep of processing through the visual hierarchy.
As the spatial resolution of selectivity at a given hier-
archical level corresponds with the size of the RFs at
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this level, it is coarsest at the highest level. Figure 1.5
illustrates this for a simplified three-layer hierarchy
where the highest level is represented by level (n) and

FIGURE 1.5 Tllustration of how recurrent top-down processing
increases the spatial resolution of discrimination in a simple three-
layer model of the visual cortical processing hierarchy. Hierarchical
levels are indexed by n with layer n-2 representing the lowest level.
The ellipses denote processing units at each level, the size of the
ellipses refers to the size of RFs. Note, the illustration provides only
a simplified version of hierarchical selection in visual cortex as sug-
gested by the selective tuning model (STM) of visual attention
(Tsotsos, 2011). Only forward-converging projections (dashed lines) are
considered. Blue indicates an activated unit best corresponding with
the input (winner). Gray highlights units whose projections are attenu-
ated. Panel (A) shows the state of activation in the hierarchy after the
initial feed-forward sweep of processing reached the highest level of
representation where RF size is large and the resolution of discrimina-
tion low. Panel (B) shows an intermediate state where the resolution of
discrimination is increased to match the RF size at layer n—1, brought
about by top-down pruning (solid black lines) forward connections
from nonwinning units at layer (n—1) to the winner at (n). Panel (C)
shows the final state where selection has propagated a further level
down in the hierarchy and reached the input layer n—2. At this state of
top-down selection the spatial scale of discrimination is adjusted to the
highest resolution of the input-level.

the subsequent lower levels represented by n-1 and
n-2. The ellipses illustrate the size of RFs at a given
hierarchical level. Panel (A) shows the situation after
the feedforward sweep of processing has just reached
the top level (n). At this moment, the resolution of dis-
crimination in the processing hierarchy is very low as
it corresponds with the size of the RFs at level (n). To
increase the resolution of selection, STM proposes a
winner-take-all (WTA) process iteratively propagating
to lower levels in the hierarchy where RF size becomes
progressively smaller and better suited for the discrimi-
nation of small-scale item properties. The downward
selection from level-to-level is suggested to operate by
identifying a winning unit at the next lower level that is
inside the forward projection zone of RFs to the winner
at the next level. The lower-level winner (the blue unit
at level n—1 in (A)) is then selected by pruning away
connections inside the projection zone not projecting
from the lower-level winner as illustrated in panel (B).
This WTA propagates downward in the hierarchy until
the input layer is reached as shown in panel (C) (see
Tsotsos (2011) for details of implementation).

A consequence of the downward propagating WTA
and pruning process is that the spatial resolution of
discrimination progressively increases with each level
downward in the hierarchy, such that the effective RF
size and location at the top level is shrunk to the size
and location of the lowest-level units representing the
visual input (situation in panel (C)). Another inher-
ent consequence of pruning projections from nontar-
get units inside the projection zones is that cortical
excitability is attenuated in a circumscribed zone of
retinotopic cortex that corresponds to the immedi-
ate surround of the target location. Hence, in STM
surround attenuation is an inherent consequence of
recurrent processing that serves to increase the spa-
tial resolution of discrimination. The observations in
Boehler et al. (2009) provide direct support for this
notion by showing that the center-surround profile
appeared for the gap-orientation task but not the
color task. The former required that spatial resolu-
tion increases to enable the gap discrimination. The
color discrimination task instead does not require spa-
tial resolution as the task can be performed without
precise localization of the target. Here, STM predicts
that discrimination can be performed by relying on
the initial feedforward pass of information through
the hierarchy—an operation referred to as forward-
binding in STM (Tsotsos et al., 2008). In fact, in the
framework of the feature integration theory and
related accounts (Evans & Treisman, 2005; Treisman &
Gelade, 1980; Treisman & Gormican, 1988; Wolfe &
Cave, 1999), the color task would be assumed to not
require exact spatial binding of the target color and
could be solved already with the feedforward sweep
of processing. Finally, surround attenuation in early
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visual cortex areas turns out to arise with a delay rela-
tive to the initial feedforward response in visual cor-
tex consistent with the additional time necessary for
top-down modulations from higher-level visual areas
to modify (tune) neural processing in progressively
lower-level areas.

SURROUND ATTENUATION AND THE
ROLE OF DISTRACTORS IN VISUAL
SEARCH

The experimental evidence discussed so far suggests
that surround attenuation arises as a consequence of
recurrent processing in visual cortex, which serves to
increase the spatial resolution of discrimination. A for-
mal implementation is provided by the STM of visual
attention, in which the increase in resolution is brought
about by a top-down pruning process that eliminates
forward projections from units representing the distrac-
tors in the immediate surround of the target. An obvi-
ous interpretation would be that surround attenuation
serves to eliminate the input noise that is spatially most
interfering with the target information. Hence, spatial
resolution may be a welcome consequence of recurrent
processing but not its driving force. Instead, the need
to individuate the target by eliminating the interference
from surrounding distractors may be the primary cause.
In principle, target individuation by distractor elimina-
tion and increasing the resolution of discrimination could
be equivalent operations, but it could also be that the lat-
ter is independent and not bound to the elimination of
distractors. The issue was recently addressed with MEG
recordings in human observers (Boehler et al., 2011).
Specifically, it was asked whether surround attenuation
would also appear when the target is not surrounded
by distractors (experiment 2 in Boehler et al., 2011). The
experimental setup was analogous to the one in Hopf
et al. (2006). Visual search for a color-popout was com-
bined with the presentation of a task-irrelevant probe
250ms after search frame onset. The probe appeared
on 50% of the trials at a constant location at the center
position of the search array. Subjects had to report the
gap-orientation of the target-popout. In contrast to Hopf
et al. (2006), during one type of trial-blocks the target
was randomly presented at the different item positions
in complete isolation without distractors. During other
trial-blocks, the target appeared together with distrac-
tors as in Hopf et al. (2006). As visible in Figure 1.6 sur-
round attenuation was observed no matter whether the
target was surrounded by distractors or not, indicating
that distractor elimination per se may not be its primary
cause. Instead, the observations in Boehler et al. (2011)
support the notion that surround attenuation arises as
a consequence of the need to increase the spatial resolu-
tion of discrimination.

(A)  [muttiple distractors
L]

C
N
2

g

No distractors |
L]

C
AUt

N
O
S
1

N
G
S
|

nN

=3

S
|

«
S
|

o
o

Multiple distractors No distractors

Probe-related response (fT)
wv
o

Probe-related response (fT)

PDO|PD1|PD2|PD3|PD4

o

0.02

WA/mm?

E

-0.0004

00

Current source distribution of
N2pc effect

Current source distribution of
surround attenuation effect

FIGURE 1.6 Example search arrays and results of experiment 2
(A) in Boehler et al. (2011) addressing the influence of distractors on
surround attenuation. The barplots show the size of the probe-related
event-related magnetic field response (FP-minus-FO-trials) as a func-
tion of probe-to-target distance (PDO through PD4) for the multiple
(left) and the no distractor condition (right). Panel (B, left) shows the
distribution of attenuated source activity derived by estimating the
PD1-minus-PD2 ERMF difference of the multiple distractor condition
in Boehler et al. (2011) (experiment 1). The maps show grand average
source density estimates (over subjects) computed with, and rendered
onto, the 3D-surface of the MNI-brain (Montreal Neurological Insti-
tute, average 152 T1-weighted stereotaxic volumes of the ICBM proj-
ect, ICBM152). The right map shows the corresponding current source
distribution of brain activity underlying the N2pc response (collapsed
over multiple and the single distractor conditions). The black bars
outline cortical regions with maximum source activity. Source: Adapted
from Boehler et al. (2011).

This observation seems to be relevant for discuss-
ing earlier behavioral findings (McCarley & Mounts,
2007). As reviewed above, McCarley and Mounts
(2007) observed behavioral effects of surround attenu-
ation LAI when subjects were required to individu-
ate items drawn in the target color but not when they
had to report the mere presence of a target color. Their
observations were taken to indicate that LAl is a con-
sequence of the demand to “resolve properties of indi-
vidual stimuli”—a notion in line with the results in
Boehler et al. (2009, 2011). However, the experiments
using LAI as an index of surround attenuation cannot
be specific as to whether surround attenuation relates to
resolving the competition between items that are close
to each other, or to the requirement to increase the spa-
tial resolution of discrimination to detect a separation
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between the items. McCarley and Mounts (2007) seem
to prefer the former interpretation and emphasize that
their data lines up with the biased competition account
of visual attention (Desimone & Duncan, 1995). In
view of Boehler et al. (2011), however, it seems that the
mere requirement to attain high spatial resolution for
stimulus discrimination, independent of whether the
discrimination competes with distractors, is the actual
cause of surround attenuation to arise.

Note, item competition per se has been shown to
be reflected by the amplitude of the N2pc—an ERP/
ERMF component known to index attentional focusing
onto the target item in visual search in humans (Eimer,
1996; Hopf, Boehler, Schoenfeld, & Heinze, 2011; Hopf,
Boelmans, Schoenfeld, Heinze, & Luck, 2002; Hopf
et al., 2000; Luck & Hillyard, 1994a, 1994b; Woodman &
Luck, 1999; Woodman & Luck, 2003) and monkeys
(Cohen, Heitz, Schall, & Woodman, 2009; Cohen, Heitz,
Woodman, & Schall, 2009; Heitz, Cohen, Woodman, &
Schall, 2010; Woodman, Kang, Rossi, & Schall, 2007). An
increase of competition between target and distractor
items in visual search was found to be associated with an
increase of the N2pc amplitude, suggesting that the N2pc
reflects distractor attenuation in visual search (Boehler
etal., 2011; Hopf et al., 2002; Luck, Girelli, McDermott, &
Ford, 1997; see also Hickey, Di Lollo, & McDonald, 2009).
In Boehler et al. (2011) (experiment 1), we used a modi-
fied version of the task with bilateral search arrays in
order to be able to assess the N2pc response. The lat-
ter is derived by subtracting the brain response to trials
with the target in one visual hemifield from trials with
the target appearing in the opposite hemifield. Notably,
the amplitude of the N2pc, but not surround attenu-
ation, was influenced by the number of distractors in
the search array. Source localization analyses revealed
that current source activity underlying the N2pc arises
from higher and midlevel cortical areas of the ventral
visual cortex. When the target was flanked by distrac-
tors in its immediate surround, additional source activ-
ity was found in hierarchically lower-level extrastriate
cortex as compared to when only one distant distrac-
tor was presented in the opposite visual field. Notably,
source activity at the lower hierarchical level appeared
with a delay (~20ms) relative to the initial N2pc cur-
rent source in higher-level ventral extrastriate cortex.
Lower-level visual areas are progressively better suited
to resolve the competition between closely spaced items
because of smaller RF size. The observation was there-
fore taken to suggest that the current origin of the N2pc
reflects the spatial scale of item competition (RF size) in
visual cortex (see Hopf et al., 2006 for analogous obser-
vations). In contrast, localization analyses of the sur-
round attenuation effect invariably revealed a maximum
of attenuation in early visual cortex, presumably in the
primary visual cortex (V1) (Boehler et al., 2011; Hopf

et al., 2006). Typical localization results are illustrated in
Figure 1.6(B). The distribution of attenuated source activ-
ity underlying the surround attenuation effect (source
density estimates of the PD1-minus-PD2 event-related
magnetic field (ERMF) difference) is shown together with
the distribution of source activity underlying N2pc of the
multiple distractor condition of experiment 1 reported in
(Boehler et al., 2011). Such maximal surround attenua-
tion in early visual cortex is a direct prediction of STM
in which the number of attenuated units shows a pro-
gressive increase toward lower hierarchical levels. For
neural population measures, like magneto- and electro-
encephalography, this means that correlates of surround
attenuation become more and more apparent the lower
the hierarchical level of cortical representation is. On
the contrary, as detailed in Boehler et al. (2011) in the
framework of the STM, the N2pc is suggested to reflect
a top-down biasing operation at the hierarchical level
where competition between units arises due to large
RFs typically covering target and distractor input. As
RF size and competition increase with hierarchy, the
N2pc as a population measure of biasing competition
(Luck et al., 1997) will become most prominent at cor-
responding levels of representation. Importantly, the
amount of modulation needed to bias competition
in favor of the unit representing the target at a given
hierarchical level may differ and therefore be mirrored
by changes of the N2pc amplitude. Once competition
is resolved and a winning unit is identified, the spatial
extent and number of units being subsequently pruned
by the downward propagating WTA process (units that
give rise to surround attenuation, see Figure 1.5) will
be independent of the amount of prior biasing involved
to resolve competition in favor of that winner. Hence,
surround attenuation and the N2pc index functionally
independent operations during top-down attentional
selection.

To conclude, surround attenuation turns out to not
reflect the resolution of competition between items.
Instead, it rather reflects the requirement to increase spa-
tial resolution for precise item localization or discrimina-
tion. As detailed above, increasing the spatial resolution
of discrimination is suggested to involve top-down
directed, coarse-to-fine processing in the visual cortical
hierarchy—an integral notion of influential theories of
attentional selection in visual cortex (Deco & Schurmann,
2000; Deco & Zihl, 2001; Hochstein & Ahissar, 2002;
Tsotsos, 1990, 2011; Tsotsos et al., 1995; Tsotsos et al.,
2008). According to STM, this top-down process oper-
ates by attenuating forward projections not contributing
to the representation of the target input. The attenua-
tion of cortical excitability in the target's surround is not
an explicit goal of selection but comes as an inherent
byproduct of tuning top-down selection for higher spa-
tial resolution of discrimination.
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SUMMARY

The reviewed experimental data clearly indicate
that the spatial focus of attention does not have a fixed
uniform distributional profile. The profile turns out to
qualitatively change in response to different require-
ments on target discrimination, and it rapidly varies
during the process of stimulus selection on the order
of a few tens of milliseconds after stimulation onset. In
this chapter, we characterize one critical distinction of
task requirements that we and others found to deter-
mine whether the spatial focus takes a simple monotonic
gradient or a more complex center-surround profile.
Specifically, we show that the center-surround profile
arises when target discrimination requires spatial resolu-
tion and/or precise item localization. In contrast, when
the selection of task-relevant information is largely inde-
pendent of the spatial resolution of discrimination, e.g.
when feature information can be discriminated without
precise item localization, the focus of attention displays
a simple gradient profile.

Importantly, this distinction in terms of require-
ments on the spatial resolution of discrimination maps
onto the fundamental distinction between feedforward
and feedback processing in the visual cortical process-
ing hierarchy as suggested by computational accounts
like the STM of visual attention (Tsotsos et al., 2008).
According to STM, the complex center-surround profile
arises as a consequence of recurrent top-down selection
after the initial feedforward sweep of processing passed
upward the visual processing hierarchy and reached the
highest levels of representation. At the latter, the spatial
resolution of discrimination is very coarse due to the on
average large size of RFs. An important function of the
subsequent top-down directed selection is to adjust the
low spatial resolution of discrimination at higher levels
in the processing hierarchy (large RF size) to the higher
resolution of lower levels with smaller RFs. This is the
case if the resolution of the initial feedforward sweep
of processing is too coarse to permit a discrimination
of task-relevant information. If coarse resolution is suf-
ficient, discrimination can be performed without recur-
rent selection. The spatial distribution of attention will
accordingly reflect the forward spread of activation in
the processing cascade, which would resemble a simple
gradient. The important point is that this account, in
terms of hierarchical constraints on feedforward and
feedback cortical selection, not only accommodates the
observation of a varying profile, but also explains why
surround attenuation takes additional time beyond the
typical time-range of the initial feedforward sweep of
processing in order to appear. Moreover, it explains
why surround attenuation is independent of the pres-
ence of distractors in the target's surround. For spa-
tial selection, the essential goal of recurrent top-down

processing is to increase the resolution of the visual
hierarchy, that is, to “shrink” the effective size of RF at
hierarchically higher levels to the size of lower levels
where RF size matches the spatial scale of discrimina-
tion. This is accomplished by eliminating the forward-
projection of units toward the higher-level units,
something that is involved independent of whether the
target is surrounded by distractors or not. In sum, an
explanation that starts from the cortical architecture
and its hierarchical constraints on forward and recur-
rent processing (as e.g., STM) appears to be powerful in
explaining many of the spatio-temporal characteristics
of attentional selection in space, and links outwardly
controversial observations.

This brings us back to our initial remarks. Research
into the distribution of spatial attention was guided
by thinking in analogies and metaphors for more than
a century now. As outlined above, while considerable
experimental data was gathered, the issue of the spatial
profile remained controversial. The evidence from elec-
tromagnetic recordings reviewed above may be taken to
highlight the fact that for future research it may be valu-
able to built predictions based on the inner architectural
constraints of cortical selection rather than following the
intuitive appeal of metaphoric analogies (Yantis, 1988).
For example, the architecture of selection as suggested
by STM would predict that movements of the focus
of attention are not analogue as often conceptualized
(Posner, 1980; Shulman et al., 1979; Tsal, 1983), but that
they reflect the cycle-time of the recurrent top-down
selection, resulting in a quantized stepping rather than
a smooth movement across the visual field. In fact, there
is some evidence suggesting that attention operates on
a “periodic regime” (VanRullen, Carlson, & Cavanagh,
2007). Furthermore, it may turn out that conflicting evi-
dence against or in favor of the ability to split the spa-
tial focus of attention may be accounted for by differing
notions of the focus of attention in terms of feedforward
vs feedback defined distributions.

To conclude, we believe that understanding visual
attentional from the perspective of architecture-bound
cortical selection as outlined above proves to be a suc-
cessful and promising approach. It has the potential to
accommodate a heterogeneous body of experimental
observations, which defies clarification in terms of mere
metaphorical notions and analogies. Of course, much
experimental work is left to be done in order to evaluate
its full explanatory reach.
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How the Brain Prevents and Terminates Shifts
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INTRODUCTION

Our environment is filled with a vast amount of infor-
mation to be perceived, whereas our capacity to process
this information is severely limited. Attentional control
processes therefore play a fundamental role in cognition.
For example, if you are trying to find a teaspoon in the
scene shown in Figure 2.1, it is not sufficient to have a
mechanism that simply enhances processing of visual
inputs that have features in common with a teaspoon; it
is also necessary to have a mechanism that can prevent
attention from being directed to the highly salient but
task-irrelevant objects, such as the tomato. Furthermore,
it is important to have a mechanism that can terminate
attention after it has been focused on an item that is simi-
lar to the target, but turns out not to be the target, such
as a tablespoon when you are searching for a teaspoon.
Moreover, once the teaspoon has been attended and then
perceived, some mechanism must terminate this episode
of attention so that the visual system can move on to
other tasks.

Attention may shift from object to object 10 times per
second (Woodman & Luck, 1999, 2003), and a salient
distractor object can be suppressed within 150ms of
stimulus onset (Sawaki & Luck, 2010). The event-related
potential (ERP) technique is the only noninvasive neu-
ral method with the temporal resolution to track this
fast time course. The N2-posterior-contralateral (N2pc)
component has been used extensively over the past 20
years to understand the mechanisms by which attention
is focused toward visual objects (see, e.g., Luck, 2012;
Luck & Hillyard, 1994a, 1994b; also Eimer, 1996; Eimer &
Kiss, 2008; Hickey, McDonald, & Theeuwes, 2006; Kiss,
Jolicceur, Dell'acqua, & Eimer, 2008; Leblanc, Prime, &
Jolicoeur, 2008; Lien, Ruthruff, Goodin, & Remington,
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2008; Rodriguez Holguin, Doallo, Vizoso, & Cadaveira,
2009; Woodman & Luck, 1999, 2003). Almost two decades
after the first observation of N2pc component (Luck &
Hillyard, 1990), Hickey, Di Lollo, and McDonald (2009)
described in detail the Pd (distractor positivity) compo-
nent, which appears to reflect an attentional suppres-
sion process that is the mirror image of the attentional
focusing mechanism reflected by N2pc. Since then, the
Pd component has been used to investigate the active
suppression process that is used to prevent and termi-
nate attention (Sawaki & Luck, 2010, 2011, 2013; Sawaki,
Geng, & Luck, 2012). The primary goal of this chapter
is to review studies that explore this newly discovered
attentional suppression mechanism.

BASICS OF N2pc AND Pd

The N2pc component is a sensitive index of the covert
deployment of visual attention (Luck, 2012; Luck &
Hillyard, 1994a, 1994b). This component is observed
as a more negative voltage at contralateral scalp sites
than at ipsilateral scalp sites relative to the position of
an attended item in a visual search display (Figure 2.2
(A)-left). That is, the voltage over the right hemisphere
is more negative for left visual field (LVF) targets than
for right visual field (RVF) targets from approximately
175-300ms, and the voltage of the left hemisphere is
more negative for RVF targets than for LVF targets
during this period. Many studies demonstrate that the
N2pc is associated with the focusing of attention onto
an object (reviewed by Luck, 2012). The neural genera-
tors of the N2pc component have been identified using
combined magnetoencephalogram (MEG) and electro-
encephalogram (EEG) recordings (e.g., Hopf, Boelmans,

Copyright © 2014 Elsevier Inc. All rights reserved.



BASICS OF N2pc AND Pd 17

Schoenfeld, Luck, & Heinze, 2004; Hopf et al., 2006; Hopf
et al., 2000). In the study of Hopf et al. (2000), for exam-
ple, participants searched for a specific color bar (red or
green) among blue distractor bars, and they responded
whether the target bar was vertical or horizontal. These
MEG-EEG simultaneous recording studies demonstrated
that the N2pc component has a magnetic analog and the
N2pc component appears to be generated in intermedi-
ate and high levels of the ventral visual processing path-
way, including area V4 and the lateral occipital complex

FIGURE 2.1 Example of a natural scene in which attentional
enhancement and suppression are required to find a target (e.g., a
teaspoon).

(A) Po7POB
+4pV

-4 uV

(see especially Hopf et al., 2006). This is quite close to the
estimated location of the generator of the late portion of
the visual P1 wave (Di Russo, Martinez, Sereno, Pitzalis, &
Hillyard, 2002).

In contrast, the Pd component is an electrophysi-
ological marker of attentional suppression (Hickey et al.,
2009). This component is observed as a more positive
voltage at contralateral scalp sites than at ipsilateral
scalp sites relative to the position of a suppressed item.
It begins approximately 150-250 ms after the onset of the
stimulus presentation (Figure 2.2(A)-right). The N2pc
and Pd components have similar topographies, with
maximal voltage at lateral occipital-temporal electrode
sites, and differ mainly in polarity (Figure 2.2(B)).

The Pd component was first isolated from the N2pc
component by Hickey et al. (2009). In their study, partici-
pants viewed visual search arrays containing one green
square or diamond that was brighter than the background
and one short or long red line that was isoluminant with
the background (Figure 2.3(A)). The square was target
and the line was the distractor, or vice versa, depend-
ing on the task instruction. Individual stimuli could be
presented at one of six locations (locations on the vertical
meridian and locations at 60°, 120°, 240°, 300° off verti-
cal). Critical trials were when the bright green square was
presented on the vertical meridian and the isoluminant
red line was presented on a lateralized location: any ERP
activity corresponding to the vertical item was neither
ipsilateral nor contralateral to a given electrode, and any
lateralized ERP activity must reflect the processing of the

PO7/PO8 Pvd
+4 HV )

Ly
hRCY

----- Contralateral

—— Ipsilateral

(B)

+2uV

N2pc

FIGURE 2.2 Example of N2pc and Pd waveforms (A) and topographic maps (B). Separate waveforms are shown for contralateral and ipsi-
lateral sites, relative to the target (N2pc) and the distractor (Pd); the contralateral waveform for the target is the average of the left-hemisphere
electrode when the target is in the right visual field, and the right-hemisphere electrode when the target is in the left visual field; the ipsilateral
waveform for the target is the average of the left-hemisphere electrode when the target is in the left visual field, and the right-hemisphere elec-
trode when the target is in the right visual field. The N2pc and the Pd are defined as the difference between these contralateral and ipsilateral

waveforms.

I. SPATIAL ATTENTION



18 2. HOW THE BRAIN PREVENTS AND TERMINATES SHIFTS OF ATTENTION

lateral item. As shown in Figure 2.3(B), when the lateral-
ized red line was the target and the midline green square
was the distractor, a contralateral negativity (N2pc) was
elicited by the red line. In contrast, when the lateralized
red line was the distractor and the midline green square
was the target, a contralateral positivity (Pd) was elicited
by the red line.

The N2pc and Pd components make it possible to
track attentional enhancement and suppression with
millisecond-level temporal resolution. Note that,
because these components have opposite polarities and
similar scalp distributions, they will cancel each other if
they are both equally strong at a given moment in time.
The average ERP waveform therefore indicates the rela-
tive balance of enhancement and suppression at a given
moment in time. However, given that attention operates
mainly on the basis of competitive interactions, the bal-
ance of enhancement and suppression is often the key
factor (Sawaki & Luck, 2011).

ACTIVE SUPPRESSION OF A SALIENT
DISTRACTOR

A longstanding debate in the attention literature
focuses on how top-down control mechanisms interact
with bottom-up sensory factors to determine whether
a salient nontarget stimulus will capture attention.
The findings of previous studies have led to differing
hypotheses about whether attentional capture by salient

(A) ( A
2

\. J

(B) Lateralized red line
is target

300 400 500

distractors can be purely stimulus-driven (the bottom-
up saliency hypothesis; e.g., Theeuwes, 1991; Theeuwes &
Burger, 1998) or if it depends entirely on the attentional
set that is induced by task demands (the contingent invol-
untary orienting hypothesis; e.g., Bacon & Egeth, 1994;
Folk, Remington, & Johnston, 1992; Folk, Remington, &
Wright, 1994). These alternative hypotheses have led to
many interesting experiments, but 20 years of research
has not led to a resolution of this controversy.

We have proposed an alternative hypothesis that
attempts to resolve the controversy by blending ele-
ments of the bottom-up saliency hypothesis and the
contingent involuntary orienting hypothesis and adding
a third factor, attentional suppression (Sawaki & Luck,
2010). Like the bottom-up orienting hypothesis, we pro-
pose that salient singletons (i.e., stimuli that contain a
unique feature value in an otherwise homogeneous
scene) are always detected and generate a priority signal
(an “attend-to-me” signal). In the absence of top-down
control, this priority signal will cause a shift of attention
to the salient object. However, like the contingent invol-
untary orienting hypothesis, we propose that top-down
control plays an important role. Specifically, the priority
signal can be suppressed (canceled) before attention is
actually shifted. We call this the signal suppression hypoth-
esis to indicate that the salient object generates a signal,
but that this signal can be suppressed.

It may be difficult to obtain direct evidence of the
suppression process with behavioral measures. That is,
participants may fail to orient to a salient item because

¢

Lateralized red line
is distractor

Pd

300 400 500
-2V

Contralateral
Ipsilateral

FIGURE 2.3 Example stimulus displays (A) and grand average ERPs (B) from the study of Hickey et al. (2009). Each array contained a bright
green square or diamond along with a short or long red line that was isoluminant with the background. When the lateralized red line was the
target, an N2pc was elicited by the red line. In contrast, when the lateralized red line was the distractor, a Pd was elicited by the red line.

I. SPATIAL ATTENTION
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the item never generated a priority signal, and this might
lead to the same behavioral output that would result
from a priority signal that is rapidly suppressed. How-
ever, the N2pc and Pd components provide a means of
covertly monitoring attentional focusing and attentional
suppression. We therefore used these components in
a series of experiments to test the signal suppression
hypothesis (Sawaki & Luck, 2010). In these experiments,
participants searched for a specific letter (e.g., “A”;
Figure 2.4(A)-left), which was sometimes accompanied
by a salient distractor (a color singleton; e.g., “Y” in
Figure 2.4(A)-right). It should be noted that the target
was not a singleton along any dimension so that the par-
ticipants had no motivation to use an attentional set that
emphasizes singletons.

The bottom-up orienting hypothesis predicts that
attention will be automatically deployed toward the
salient singleton distractor, leading to an N2pc compo-
nent (as has been found many times when color sin-
gletons were targets; see, e.g., Luck & Hillyard, 1994a,
1994b). In contrast, the contingent involuntary orienting
hypothesis predicts that the salient singleton distractor
will simply not generate any kind of attentional priority

signal, leading to no significant lateralized ERP activity.
The signal suppression hypothesis predicts yet a dif-
ferent pattern, in which the salient singleton distractor
generates an attentional priority signals that is then sup-
pressed to prevent actual attentional capture, producing
a Pd component. The results confirmed the predictions
of the signal suppression hypothesis. Whereas the tar-
gets elicited an N2pc component, that salient distractors
did not elicit an N2pc, but instead elicited a Pd (Figure
2.4(B)). The Pd effect was small but very reliable (and it
exceeded a Hillivolt, which is defined either as 0.1uV or
the thickness of the lines used to draw the waveforms).
These findings suggest that salient singletons auto-
matically produce an attend-to-me signal, irrespective of
top-down control settings, but this signal can be over-
ridden by an active suppression mechanism to prevent
the actual capture of attention. Similar findings have
been observed by other researchers (e.g., Kiss, Grubert,
Petersen, & Eimer, 2012). It should be noted that these
studies have focused on salience that is determined by
the interrelationships among the items in the scene (e.g.,
a letter of one color among letters of another color) rather
than by the intrinsic properties of the individual items

(A)
M A XU UTHY
+ +
T 1 0Y XM I O
(B) Contralateral/lpsilateral Difference
N2pc
PO7/PO8
+1.5pV
Pd
Salient
Distractor ms 400 ms
-1.5uV
----- Contralateral — Ipsilateral — Difference wave (Contra-Ipsi)

FIGURE 2.4 Example stimulus displays (A) and grand average ERPs (B) from the study of Sawaki and Luck (2010; Experiment 1). Each stimu-
lus display consisted of eight letters. All letters were the same color (either green or red) except for the salient distractor (red if other letters were
green or vice versa). ERPs for the target and the salient distractor are shown for contralateral and ipsilateral PO7/POS8 electrode sites, along with
the difference between the contralateral and ipsilateral waveforms (which isolates the N2pc and Pd components). An N2pc component can be
observed for the target. In contrast, a Pd component can be observed for the salient distractor.
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20 2. HOW THE BRAIN PREVENTS AND TERMINATES SHIFTS OF ATTENTION

(e.g., an onset). Further research is needed to determine
whether the same mechanisms apply to other salient
signals.

One might wonder whether it is possible to suppress
a priority signal without first attending to it. However, it
is not difficult to imagine a mechanism by which priority
signals, arising from a given feature dimension, will trig-
ger a suppression process. This would not require any of
the perceptual selection or gain control mechanism that
are ordinarily associated with attention. Of course, one
could define the term attention broadly enough such that
any controlled brain activity would fall within this defi-
nition, but such a broad definition of attention would not
be very useful.

SENSORY CONFOUNDS AND THE
HILLYARD PRINCIPLE

Sensory confounds can be a significant problem in
ERP studies of attention. Over the years, Steve Hillyard
and his colleagues have developed attention paradigms
that eliminate the possibility of sensory confounds (e.g.,
Hillyard, Hink, Schwent, & Picton, 1973; Hillyard &
Miinte, 1984; Van Voorhis & Hillyard, 1977). In gen-
eral, sensory confounds can be avoided by following
the “Hillyard Principle”, which states that “To avoid
sensory confounds, you must compare ERPs elicited
by exactly the same physical stimuli, varying only the
psychological conditions” (Luck, 2005). However, this
is not generally possible in ERP studies of bottom-up
attentional control, because bottom-up salience by defi-
nition requires manipulations of the physical stimuli.
For example, studies using peripheral cues face sensory
confounds because the target on a valid trial is imme-
diately preceded by a cue in the same location, whereas
the target on an invalid trial is preceded by a cue in a
different location. Short-term adaptation or refractory
processes may lead to different sensory responses in
these situations, irrespective of attention, and this must
be taken into account when interpreting studies using
peripheral cues (see, e.g., Handy, Jha, & Mangun, 1999;
Hopfinger & Mangun, 1998).

There are two potential sensory confounds in the
study shown in Figure 2.4. First, the salient distractor
was the only item of its color in the display, and lateral
inhibition between the other items could potentially lead
to a smaller response from these items, and a relatively
larger response from the singleton. Second, a given non
singleton item was usually preceded by an item of the
same color in the same location on the previous trial,
whereas the color singleton was usually preceded by an
item of a different color. This may have led to less adapta-
tion for the singleton color, again leading to a larger sen-
sory response for the singleton (Luck & Hillyard, 1994b).

If the priority signal produced by a color singleton is
truly automatic, then it is impossible to eliminate this
by means of a simple instructional manipulation. That
is, there was no way to satisfy the Hillyard Principle
in the study shown in Figure 2.4. As an alternative, we
conducted control experiments that were designed to
show that any sensory differences between the singleton
and non singleton items were not sufficient to produce
the observed ERP results. In one control experiment
(Sawaki & Luck, 2010; Experiment 4), the differential
adaptation confound was eliminated by randomly inter-
mixing trials in which the singleton was red and the other
items were green, and trials in which the singleton was
green and the other items were red. Red and green were
therefore equally adapted, and yet we still observed an
N2pc for targets and a Pd for the salient singleton dis-
tractors. Thus, these effects were not a consequence of
adaptation. To rule out the lateral inhibition confound,
we conducted an additional control experiment in which
the stimuli from the main task were combined with
additional tiny stimuli near the fixation point (Sawaki &
Luck, 2010; Experiment 3). Participants ignored the
stimuli from the main task and instead performed a very
demanding visual search task with the foveal stimuli.
This eliminated the N2pc and Pd effects for the stimuli
from the main task, showing that these effects are not
caused by a pure sensory confound. That is, if spatial
attention is sufficiently focused, the attend-to-me signal
can be prevented. Previous research has shown that very
demanding tasks of this nature can also eliminate atten-
tional capture by sudden onsets (Yantis & Jonides, 1990),
which is ordinarily strong.

ACTIVE SUPPRESSION OF A MEMORY-
MATCHING DISTRACTOR

Several studies have proposed that items matching
the contents of visual working memory automatically
have an advantage in attentional priority (Desimone,
1998; Desimone & Duncan, 1995). However, there has
been mixed evidence about whether memory-matching
items inevitably capture attention (e.g., Carlisle &
Woodman, 2011; Downing, 2000; Soto et al., 2005,
2008; Woodman & Luck, 2007), perhaps because the
memory-driven attentional priority can be overcome
by attentional suppression. We tested this hypothesis
by asking whether a memory-matching item elicits an
N2pc (indicating that it captured attention) or a Pd
(indicating that it was actively suppressed; Sawaki &
Luck, 2011).

The task was designed so that participants would store
the color of a sample stimulus in working memory, and
we would then assess the processing of a task-irrelevant
probe stimulus that matched or mismatched the color in

I. SPATIAL ATTENTION
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memory. The design was complicated, however, by the
need to follow the Hillyard Principle. For example, any
effect of the match between the color of the task-irrelevant
probe and the color of the sample stimulus could reflect a
sensory interaction rather than an interaction with mem-
ory. In addition, we wanted to eliminate the possibility
that participants would have a strategic reason to attend
to the color of the probe.

As shown in Figure 2.5(A), we addressed the sen-
sory confound issue by using pairs of stimuli, only one
of which was task relevant, and the relevant item was
determined by the task instructions. Each trial sequence
consisted of a cue stimulus, a sample array, a probe array,
and a test array. The cue stimulus indicated that the par-
ticipant should direct attention to either the upper or
lower half of the display on that trial (indicated by dark
gray side of the cue for half of the participants and by the
light gray side for the other half). The sample array con-
sisted of two rectangles, one above and one below the
fixation point. One rectangle was red and the other was
green, with the color at each location varied randomly
across trials. To eliminate the strategic use of color in the

task, participants were instructed to remember the ori-
entation of the rectangle in the cued region and to ignore
the orientation of the rectangle in the uncued region.
The color was task-irrelevant, but previous research has
demonstrated that people will automatically encode all
features of an object into working memory if instructed
to remember only a single feature (Hollingworth &
Luck, 2009; Hyun, Woodman, Vogel, Hollingworth, &
Luck, 2009).

The probe array was presented during the reten-
tion interval of the memory task, and it consisted of
two circles to the left and right of fixation. One cir-
cle was red and the other was green, and the color at
each stimulus location varied randomly across tri-
als. Therefore, one of the probe circles matched the
color of the to-be-remembered rectangle for that trial
(a memory-matching probe) and the other did not. Par-
ticipants were explicitly instructed that the probe cir-
cles were not task relevant. The test array consisted of
two rectangles, one above and one below fixation, and
participants indicated which rectangle matched the
orientation of the memory rectangle.

( A) Cue Array Sample Array Probe Array Test Array
400 ms 400 ms 200 ms until response
Y 4
™= =) . + . +
oy
4
700-900 ms 700-900 ms

(B)

Contra/lpsilateral

P7/P8

PO7/PO8
+3 v

3V 500 ms

Memory-Matching Probe

P7/P8

%

PO7/PO8

+1pV Pd
AV 500 ms
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Pd

----- Contralateral — Ipsilateral — Difference wave (Contra-Ipsi) |

FIGURE 2.5 Example sequence of events in a trial (A) and grand average ERPs (B) from the study of Sawaki and Luck (2011). Half of the
participants were instructed to attend to the region indicated by the dark half of the cue. In this example trial, these participants would store the
upper rectangle in memory and compare it with the two rectangles shown in the test array, and the red circle would be the memory-matching
probe item. For the other participants, who were instructed to attend to the region indicated by the light half of the cue, the lower rectangle would
be stored in memory and the green circle would be the memory-matching probe item. ERPs are shown for memory-matching probe at contralat-
eral vs. ipsilateral electrode sites, along with the difference between the contralateral and ipsilateral waveforms. The memory-matching probe on

the probe array elicited a Pd component.

I. SPATIAL ATTENTION
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We found that task-irrelevant probes matching the con-
tents of visual working memory elicited a Pd component
rather than an N2pc component (Figure 2.5(B)).
Thus, these results indicate that attention is not inevi-
tably captured by an item that matches the contents of
visual working memory. Instead, the finding of the Pd
effect suggests that the memory-matching item was
actively suppressed. This is the same pattern that we
observed for task-irrelevant stimuli with high bottom-
up salience (as described in the previous section).

Hollingworth, Matsukura, and Luck (2013) used a
similar task with eye movement recordings and found
that the eyes moved toward the memory-matching dis-
tractor on a significant proportion of trials (see espe-
cially Experiment 5). However, when a search target and
a memory-matching distractor were simultaneously
presented, the eyes moved to the target more often
than to the memory-matching distractor. Together, the
eye movement and ERP results suggest that a memory-
matching distractor captures attention on a significant
subset of trials, but it is actively suppressed on a major-
ity of trials. For example, when top-down control is poor,
subjects may fail to suppress the memory-matching item,
leading to capture, but when top-down control is good,
the memory-matching item is suppressed. If top-down
control is good on a majority of trials, leading to sup-
pression more often than capture, a Pd will be present in
the average. Note that eye movements were not allowed
in the ERP study, so a direct test of this explanation will
require further experimentation.

A COMMON MECHANISM FOR
PREVENTING AND TERMINATING
ATTENTION

Active Suppression Follows Attentional
Enhancement at a Target Location

Our visual environment is continuously changing,
and attention systems operate to select different sources
of information from moment to moment. After attention
has facilitated perception at a location, does the focus of
attention passively fade away? Or, is attention actively
terminated after the completion of perception so that
the brain can be prepared for upcoming information?
We investigated this issue using a simple target detec-
tion task shown in Figure 2.6(A) (Sawaki et al., 2012).
The target was a circle containing a particular color (e.g.,
red) at either of the lateral locations. Each lateral circle
(red, blue, or green) had a notch on the top or the bottom,
and the location of the notch on each lateral circle varied
randomly across trials. Participants were instructed to
respond when they detected a target circle, indicating
the location of the notch on this circle.

We found that targets elicited an N2pc, followed by
a Pd (Figure 2.6(B)). This general pattern can be seen in
the waveforms in many previous studies that focused
on the N2pc component (e.g., Brisson & Jolicceur, 2007;
Carlisle & Woodman, 2011; Lien et al., 2008; Luck &
Hillyard, 1994b), but the Pd was not formally analyzed
in these studies. In the study shown in Figure 2.6(B),
we developed a new analysis technique that was able
to isolate the Pd from the N2pc by means of geometric
area measures and permutation tests (see Sawaki et al.,
2012 for details), demonstrating for the first time that
the Pd following the N2pc was a statistically significant
effect. This N2pc-Pd sequence indicates that attention
was deployed toward the location of the target (N2pc)
and then this episode of attention was actively termi-
nated (Pd). This active termination process may enable
people to efficiently prepare for upcoming information.
Furthermore, these findings indicate that the same active
suppression mechanism that is used to prevent the allo-
cation of attention to salient and memory-matching
distractors (Sawaki & Luck, 2010, 2011) is also used to
terminate attention after it is no longer needed.

Linking Active Suppression with the Completion
of Perception

Does the Pd reflect an active termination process, or
is it a passive, automatic process that inevitably follows

(A) Target Target
Present Absent
(X X ) + 006 ...
200 ms 1200-1400 ms 200ms
Target color: Red
(B) Target
Pd

PO7/PO8 e

----- Contralateral —Ipsilateral

FIGURE 2.6 Example stimulus displays (A) and grand average
ERPs (B) from the study of Sawaki et al. (2012, Experiment 1). The
target was a circle of a specific color (red in this example) that could
appear at either of the two lateral locations, and participants were
asked to report whether the target had a notch on its top or bottom.
ERPs for targets are shown at contralateral vs. ipsilateral electrode sites
(averaged over PO7 and PO8). The target elicited an N2pc component,
followed by a Pd component.
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N2pc (e.g., some sort of ion equilibration processing)?
To answer this question, we used a spatial cuing para-
digm (Figure 2.7) in which attention was directed
toward the cued location in advance of the onset of the
discrimination array (as verified by an enhancement of
the sensory response to the discrimination array at the
cued location). In this experiment (Sawaki et al., 2012),
a to-be-attended location (left or right) was precued on
each trial by a pair of horizontal and vertical bars. To
follow the Hillyard Principle, some participants were
instructed to attend to the location indicated by the
vertical bar in each pair, and others were instructed to
attend to the location of the horizontal bar. After a delay,
a discrimination array was presented that consisted of two
colored circles. Participants were instructed to look for a
specific color (e.g., red) at the cued location in this array.
If this color appeared at the uncued location, it was to
be treated as a nontarget; that is, the cue defined the tar-
get location rather than predicting the target location.
There were three types of trials: target trials (target color
present at the cued location and not at the uncued loca-
tion); target color absent trials (target color absent from
both locations); and target-color distractor trials (target
color present at the uncued location but not at the cued
location). We predicted that a target color presented at
the cued location in the discrimination array would not
elicit an N2pc, because attention was already focused
on that location. Instead, we predicted that the target
would elicit a Pd, reflecting the termination of attention
after target detection processing was complete. In addi-
tion, we predicted that the Pd would be elicited even
more rapidly when the target color was not present at

Discrimination
Array

Spatial Cue |§| * |§| Target
Array
Target-color
II|+IE| D+D D“‘@ A?bsent

200ms  1400-1600 ms
Target-color
Distractor

@ + @

200 ms

Attended cue: Vertical Bar
Attended color: Red

FIGURE 2.7 Example stimulus displays from the study of Sawaki
et al. (2012; Experiment 2). Participants were asked to direct attention
to the location indicated by the vertical (or horizontal) cue bar and
make a button-press response to indicate whether the circle with the
target color was present or absent at this location. In this example,
the target color was red and the participant was instructed to attend to
the location indicated by the vertical bar.

the cued location, because perceptual processing would
be completed even more rapidly on such trials. Note
that, because the target location was precued with 100%
validity in this experiment, it is extremely unlikely that
a positivity contralateral to the target would be caused
by an N2pc reflecting a shift of attention to the opposite
location.

We found that the P1 elicited by the discrimination
array was greater at contralateral sites than at ipsilat-
eral sites relative to the cued location, equivalently for
all three trial types (Figure 2.8(A)). This P1 effect dem-
onstrates that attention had been shifted to the cued
location prior to the onset of the discrimination array,
and has been observed in several previous studies
(Heinze, Luck, Mangun, & Hillyard, 1990; Luck, Heinze,
Mangun, & Hillyard, 1990; Mangun, 1995; Mangun &
Hillyard, 1988). Furthermore, when attention wasalready
focused prior to the onset of the discrimination array, a
Pd was triggered rapidly after the onset of this array
(Figure 2.8(B)). This Pd began approximately 150 ms
after the onset of the discrimination array when the tar-
get color was not present at the cued location, indicat-
ing that attention was rapidly terminated as soon as the
visual system could determine that there was no need
to maintain attention on the cued location. The Pd was
delayed by approximately 60 ms when the target color
was present at the cued location, presumably reflect-
ing the continued processing of information at the cued
location when the relevant color was perceived at this
location (Figure 2.8(C)). These results demonstrate that
the Pd is not an automatic and immediate consequence
of a shift of attention, but instead reflect a controlled
process that is triggered when attention is no longer
needed.

Pd and N2pc Responses Correlate with
Behavioral Performance

Although prior research has shown that Pd appears
under conditions that would be expected to involve
attentional suppression (Hickey et al., 2009; Sawaki &
Luck, 2010, 2011), additional evidence is needed to
demonstrate that Pd is related to behavioral measures
of suppression. We therefore conducted an experiment
to provide this link using the simple target detection
task shown in Figure 2.9(A) (Sawaki et al., 2012). The
target was a circle containing a particular color (e.g.,
red) at the central location, and a target-colored dis-
tractor was sometimes presented at a lateral location
to attract attention (Figure 2.9(A)). Participants were
instructed to respond on each trial to indicate whether
the target was present or absent at the central location.
Thus, a target absent response was required for trials
where a lateral circle was the target color (i.e., target-
color distractor).
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When the central target was absent, the degree of
attentional capture by the lateralized target-color dis-
tractor should be reflected in the time it takes to make
a “target absent” decision. That is, if attention is cap-
tured by a distractor on a given trial, the amount of
time required to determine that the target is absent
should be longer on that trial. Previous research dem-
onstrates that attentional capture fluctuates from trial
to trial (Geng & DiQuattro, 2010; Leber, 2010; Mazaheri,
DiQuattro, Bengson, & Geng, 2011). Therefore, a robust
N2pc should be observed for the target-color distrac-
tor on trials with relatively long reaction times (RTs).
In contrast, if the participant is able to suppress attend-
ing to the target-color distractor on a given trial, the

(A) Target-color
Target Absent
PO7/PO8 P1 PO7/PO8
+2pV- RaA +2 pV
P_ﬁ F"-—'w
-2uV- -2uV-

amount of time required to determine that the target is
absent should be decreased on that trial. Therefore, the
target-color distractor should elicit a Pd on trials with
relatively short RTs.

We found that when RT was short (meaning that
capture was presumably avoided), the target-colored
distractor elicited a large Pd (Figure 2.9(B)-left). In con-
trast, when RT was long (and attention was presumably
captured), the target-colored distractor elicited a large
N2pc (Figure 2.9(B)-right). This relationship between
behavioral performance and ERP effects confirmed
that the Pd component reflects a neural processing of
attentional suppression, whereas the N2pc component
reflects a neural processing of attentional deployment.

Target-color
Distractor

P1 PO7/PO8 P1

----- Contralateral to Cued Side — Ipsilateral to Cued Side

(B)

Target

Target-color

Target-color

Absent Distractor
Pd to target Pdattocﬂgg-g?é%et Pd to target-color
PO7/PO8 PO7/PO8 PO7/PO8 distractor
*4pv ey +4uV .

-4pv -4pv

Pd to non-target at cued side/
N2pc to target-color distractor

----- Contralateral to Cued Side — Ipsilateral to Cued Side

(C) Difference Wave

(Contralateral-Ipsilateral to Cued Side)
PO7/PO8

+1.5uV

——Target-color Absent
- - =Target-color Distractor

FIGURE 2.8 ERPs elicited by the discrimination array in Sawaki et al. (2012; Experiment 2). (A) Grand average waveforms at contralateral vs.
ipsilateral electrode sites relative to the cued side (averaged over PO7 and PO8), shown with a short time scale to emphasize the early P1 compo-
nent. (B) The same data as in (A), shown on a longer time scale to show the N2pc and Pd components. (C) Grand average difference waveforms
obtained by subtracting the ipsilateral waveforms from the contralateral waveforms (average of PO7 and POS).
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(A) Taraet Target-color Target-color
9 Distractor Absent
00 + o000 + 00 -
200ms 1200-1400 ms 200 ms 1200-1400 ms 200 ms

Target color: Red

(B)

Short-RT

PO7/PO8 .-

Target-color Distractor

Long-RT

PO7/PO8
+4 1V

N2pC 400ms
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FIGURE 2.9 Example stimulus displays (A) and grand average ERPs (B) from the study of Sawaki et al. (2012; Experiment 3). The target was a
central circle with the target color (red in this example). The target-color distractor was a circle that contained the target color but was presented at
a lateral location. Participants were asked to report whether the central circle was the target color or not, ignoring the lateral circles. ERPs for the
target-color distractor are shown at contralateral vs. ipsilateral electrode sites (averaged over PO7 and POS). The ERPs were averaged separately
for trials with fast RTs (presumably reflecting suppression of the salient distractor) and trials with slow RTs (presumably reflecting capture of
attention by the salient distractor). A larger Pd can be observed for the target-color distractor in the short-RT trials. In contrast, a larger N2pc can

be observed for the target-color distractor in the long-RT trials.

ACTIVE SUPPRESSION AFTER
INVOLUNTARY CAPTURE OF
ATTENTION

In some situations, attention is oriented toward an
irrelevant item, and this shift of attention must presum-
ably be canceled. Little is known about how the brain
recovers from an involuntary shift of attention so that
attention can be reoriented to a relevant item. One pos-
sibility is that an active suppression process is applied to
terminate the shift of attention to the distractor, especially
if attention is needed for a concurrent or upcoming tar-
get. We, therefore, conducted an additional experiment
to assess the processes that occur during the transition
from attentional capture by a distractor to attentional
reorienting toward a target (Sawaki & Luck, 2013).
We used a cuing capture paradigm in which a cue array
was presented prior to a search array containing a tar-
get (Figure 2.10). The cue array consisted of four colored
circles on 80% of trials and four gray circles on 20% of
trials. Participants searched for an outlined square of a
predefined target color (e.g., red) in the search array, and
reported whether this object contained a top gap or a bot-
tom gap. They were told to ignore the cue array. When the
cue array contained four colors, one matched the color of
the subsequent target, but the location of this target-color

Cue Array
100 ms
. ' Search Array
+ 100 ms

O L]
1 L

e O
+
e O

A

A
200 ms 1500-1700 ms

FIGURE 2.10 Example stimulus displays from the study of Sawaki
and Luck (2013). The cue array consisted of four colored circles
on 80% of trials and four gray circles on 20% of trials. Observers
searched for an object of a predefined target color in the search array
and reported whether this object contained a top gap or a bottom
gap. They were told to ignore the cue array. When the cue array con-
tained four colors, one matched the color of the subsequent target,
but the location of this target-color cue was not predictive of the loca-
tion of the target.
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cue was not predictive of the location of the target. The
combination of cues and targets led to five types of trials:
same-quadrant trials (target-color cue and target in the
same quadrant); vertical-quadrant trials (target-color
cue and target directly across the horizontal meridian);
horizontal-quadrant trials (target-color cue and target
directly across the vertical meridian); diagonal-quadrant
trials (target-color cue and target in diagonally opposed
positions); and neutral trials (cue circles were gray).

In this paradigm, it is very difficult to avoid being cap-
tured by the target-color cue item, and many studies have
found behavioral evidence of capture in this paradigm.
We found the same pattern: the target in the search array
was detected more rapidly when it was preceded by a
target-color cue in the same quadrant (compared to the
neutral trials), indicating that the cue captured attention.
However, these behavioral results do not indicate the
sequence of processes that happen between the capture
of the attention by the cue and the response to the target.
If attention passively fades after being captured by the
target-color cue, followed by orienting of attention to
the target, an N2pc component should be observed for
the target-color cue, and then another N2pc component
should be observed for the search target. If, however, an
active suppression process is applied after attention is
captured by the target-color cue, a Pd component should
be observed after the N2pc to the target-color cue and
before the N2pc to the search target.

Figure 2.11 shows the ERP waveforms from the same-
quadrant, vertical-quadrant, and neutral trials. In both
the same-quadrant and vertical-quadrant trials, the N2pc
component was observed, beginning approximately
150ms after the onset of cue array. This N2pc shows that
attention was captured by the target-color cue. After
the N2pc, a Pd component was also elicited, beginning
approximately 400ms after the onset of cue array. This
result suggests that an active suppression process was
applied to disengage attention from the distractor when
attention was involuntary captured (note that, because
the Pd effect began within 100ms of search array onset,
it is very unlikely that it could have been a response to
the target within the search array). Consistent with this,
no significant Pd was observed contralateral to the target
when it was preceded by a neutral cue.

Following the Pd component, an N2pc component
was observed contralateral to the search target, begin-
ning approximately 480ms from the onset of cue array
(i.e., 180ms from the onset of search array). Thus, atten-
tion was shifted back to the target location once the search
display appeared. For the neutral trials, only the target-
elicited N2pc component was observed, beginning at
approximately 450ms from the onset of cue array (i.e.,
150ms after the onset of search array), suggesting that
attention was deployed toward the search target. Note
that on horizontal-quadrant and diagonal-quadrant

Difference Wave
Pd

Same-Quadrant

N2pc

Vertical-Quadrant

— Same-Quadrant
-------- Vertical-Quadrant
---= Neutral

Neutral

PO7/PO8
Period of cue array

200 A 400
Period of search array

600 ms

-------- Contralateral
— Ipsilateral

FIGURE 2.11  Grand average ERPs in the study of Sawaki and Luck
(2013), time-locked to the onset of the cue array for same-quadrant
trials, vertical-quadrant trials, and neutral trials, averaged over the
PO7 and POS8 electrode sites. Separate waveforms are shown for con-
tralateral vs ipsilateral electrode sites relative to the side of the target-
color cue (which was also contralateral to the side of the target on these
trials). Difference waveforms are also shown, obtained by subtracting
the ipsilateral waveforms from the contralateral waveforms. The gray
areas indicate the period of the cue array and the search array. For
same-quadrant and vertical-quadrant trials, an N2pc component was
elicited by the target-color cue in the cue array. This was followed by
the Pd component, and this was then followed by the N2pc component
to the target in the search array. In contrast, for neutral trials, only the
target-elicited N2pc component was observed.

trials, the cue-elicited Pd and target-elicited N2pc were
the same polarity, and therefore could not be isolated
from each other. Consequently, these data were ambigu-
ous and are not shown in Figure 2.11.

It should be noted that several studies have exam-
ined ERPs in similar contingent capture paradigms
(Eimer & Kiss, 2008, 2010; Eimer, Kiss, Press, & Sauter,
2009; Leblanc et al., 2008; Lien et al., 2008), and some
evidence of a Pd was observed in the post-cue portion
of the waveforms in all of them. However, the Pd was
not fully investigated in these studies because they were
conducted before the Pd had been identified as a distinct
ERP component and/or an active suppression process
was not the main interest in these studies, and thus they
did not use an optimal paradigm/analyses to test the
Pd. Taken together, this pattern of results appears to be
quite general, suggesting that the involuntary capture of
attention is typically followed by an active suppression
process.
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THE SIGNAL SUPPRESSION
HYPOTHESIS: COMPETITION BETWEEN
THE ATTEND-TO-ME SIGNAL AND
ACTIVE SUPPRESSION

On the basis of these findings, we propose that high-
priority objects (i.e., perceptually salient objects or
objects that partially match the attentional set) always
generate an attend-to-me signal that is detected by
brain. However, the actual deployment of attention
is not always triggered because it can be overcome
by an active suppression mechanism. This is the sig-
nal suppression hypothesis (Sawaki & Luck, 2010, 2011,
2013; Sawaki et al., 2012). In support of this hypoth-
esis, we have demonstrated that the Pd component is
observed for salient singleton distractors (Sawaki &
Luck, 2010), distractors that match the current con-
tents of working memory (Sawaki & Luck, 2010), and
distractors that possess a target feature (Sawaki et al.,
2012). Although these distractors are task-irrelevant
items, they generate attend-to-me signals due to bot-
tom-up and top-down bias signals, respectively. The
Pd indicates that these attend-to-me signals were sup-
pressed to prevent attentional deployment toward the
distractors. In addition, the Pd component is observed
following attentional deployment toward targets
(Sawaki et al., 2012) and following involuntary cap-
ture by distractors (Sawaki & Luck, 2013). Therefore,
the same suppression mechanism that is used to pre-
vent the orienting of attention to distractors may also
be used to terminate attention after it has been focused
on an object.

Many models of attention propose that the brain
maintains a priority map in which visual stimuli in the
world are represented by activity that is proportional
to their attentional priority, and attention is deployed
toward the peak of the map (Bisley & Goldberg,
2003, 2010; Itti & Koch, 2000; Serences & Yantis, 2007;
Treisman & Sato, 1990; Wolfe, 1994). The deployment
of attention results in higher fidelity coding by sensory
neurons that encode features of attended information
(Kastner & Ungerleider, 2000; Luck, Chelazzi, Hillyard, &
Desimone, 1997; Reynolds & Desimone, 2003; Serences &
Yantis, 2006). It is possible that an attend-to-me signal
is associated with a peak of the priority map in brain,
and the active suppression mechanism indexed by Pd
is used to minimize the priority of these items under
some circumstances. The actual deployment of atten-
tion toward distractors can be avoided because the
active suppression mechanism quashes the increased
attentional priority at the location of the distractor.
Furthermore, a voluntary shift of attention toward a
target, and an involuntary capture by a distractor can
be terminated by this same active suppression mecha-
nism, resetting the attentional priority.

The neural source of the Pd component has not been
identified, but several studies have shown that the
N2pc component is generated mainly in area V4 and
the lateral occipital complex (Hopf et al., 2000, 2004,
2006). It is possible that N2pc and Pd are associated
with opposing attentional processes within the same
neural source because their scalp distributions are sim-
ilar (i.e., maximal voltage at lateral occipital-temporal
electrode sites), their polarities are opposite (i.e., nega-
tive vs positive), and their roles in spatial attention are
complementary (i.e., enhancement vs suppression).
Additional research is needed to elucidate precise
neural source of the Pd component and its relationship
with the neural source of the N2pc component.

We assume that the actual deployment of attention is
determined by competition between the attend-to-me
signal (i.e., a peak of the priority map) and the active
suppression mechanism. When a target is presented, it
generates a strong attend-to-me signal, creating a very
high peak in the priority map, and there is no interference
from the active suppression mechanism until perception
is completed. Therefore, attention is always deployed
toward the target in the absence of strong competitors. In
contrast, when a distractor is presented, its attend-to-me
signal competes with active suppression control. There-
fore, the actual deployment of attention is determined by
the relative strengths of the attend-to-me signal and the
active suppression mechanism. This hypothesis predicts
that suppression will fail and capture will occur when the
attend-to-me signal is stronger than the active suppression
mechanism. Thus, the fact that distractors led to capture of
attention in some previous studies but not in others may
reflect differences across studies in the relative strengths of
the attend-to-me signal and the active suppression mecha-
nism. This fits with prior studies showing that attention
capture is greater when top-down control mechanisms are
impaired, whether by an interfering task or by individual
differences in executive control abilities (Fukuda & Vogel,
2009, 2011; Lavie & De Fockert, 2005). Thus, the signal sup-
pression hypothesis can potentially explain differences in
attentional capture across studies and across individuals.
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Neuronal and Neural-Population Mechanisms
of Voluntary Visual-Spatial Attention

Satoru Suzuki, Marcia Grabowecky, Ken A. Paller

Department of Psychology and Interdepartmental Neuroscience Program, Northwestern University, Evanston, IL, USA

We have the ability to intentionally direct the mind's
eye to a location in space in a covert way—without mov-
ing the eyes to foveate that location. This ability is useful,
for instance, when we wish to surreptitiously monitor a
person of interest without risking eye contact at a social
gathering. Such use of voluntary visual-spatial attention
was described at the turn of the nineteenth century by
Jane Austin in her novel, Pride and Prejudice (Austin, 1813):
“though he was not always looking at her mother, she
was convinced that his attention was invariably fixed by
her.” When we voluntarily direct our visual-spatial atten-
tion to a specific location, we believe that we can detect,
identify, and scrutinize things at that location with greater
sensitivity, acuity, and speed. Many behavioral experi-
ments have confirmed this intuition (e.g., Carrasco, 2011;
Cheal & Lyon, 1991; Downing & Pinker, 1985; Ling &
Carrasco,2006;Posner, 1980; Posner & Cohen, 1984; Posner,
Snyder, & Davidson, 1980; Sperling & Melchner, 1978).

The neural mechanisms of voluntary visual-spatial
attention are the focus of this chapter. Before we begin
our discussion of this one type of attention, we briefly
discuss how it relates to other ways in which we can
deploy visual attention. In particular, we can attend to a
specific feature such as color (e.g., attending to red items
while ignoring intermixed yellow items), motion (e.g.,
attending to leftward-moving dots while ignoring inter-
mixed rightward-moving dots), shape (e.g., attending to
a concave shape while ignoring a superimposed convex
shape), or object (e.g., attending to a cat image while
ignoring a superimposed guitar image) (e.g., Blaser,
Sperling, & Lu, 1999; Carrasco, 2011; Cave & Bishot, 1999;
Pastukhov, Fischer, & Braun, 2009; Suzuki, 2001, 2003).
Whereas our discussion of neural mechanisms of volun-
tary visual-spatial attention focuses on visual neurons
with receptive fields inside versus outside the attended
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region of space, analogous mechanisms may apply to
feature-based attention. That is, feature-based attention
may involve modulating activity of visual neurons pref-
erentially tuned to the attended (e.g., vertical orientation)
vs. ignored (e.g., other orientations) feature values.
Attention can also be captured, irrespective of our
intention, by a salient or behaviorally relevant stimulus.
We need not be aware of this attentional capture and
we might even be intent on avoiding it. This phenom-
enon is typically referred to as stimulus-driven (or bot-
tom-up) attention, and is often juxtaposed to voluntary
(or top-down) attention (e.g., Carrasco, 2011; Cheal &
Lyon, 1991; Eriksen & Collins, 1969; Hawkins et al.,
1990; Hickey, McDonald, & Theeuwes, 2006; Hikosaka,
Miyauch, & Shimojo, 1993; Jiang, Costello, Fang,
Huang, & He, 2006; Nakayama & Mackeben, 1989;
Pestilli & Carrasco, 2005; Posner, 1980; Posner & Cohen,
1984; Yantis, 1996; Yantis & Johnson, 1990; Yeshurun &
Carrasco, 1998). The literature suggests that visual
improvements at the attended location are qualitatively
similar whether attention is intentionally allocated or
captured by a salient stimulus (see Carrasco, 2011;
Funes, Lupianez, & Milliken, 2005; Guzman-Martinez,
Grabowecky, Palafox, & Suzuki, 2011, for reviews). On
the one hand, stimulus-driven visual-spatial attention
typically produces stronger, faster, and a greater vari-
ety of beneficial effects than does voluntary visual-
spatial attention. On the other hand, the latter may
play unique roles in improving texture segmentation
at central locations (e.g., Yeshurun & Carrasco, 1998;
Yeshurun, Montagna, & Carrasco, 2008) and in utiliz-
ing redundant information from multiple stimuli (e.g.,
Guzman-Martinez et al., 2011). It appears that the
stimulus-driven and voluntary modes of visual-spatial
attention are mediated by a combination of overlapping
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and distinct neural mechanisms (see Carrasco, 2011;
Guzman-Martinez et al., 2011, for reviews).

The goal of this chapter is to provide an integrative
perspective on the effects of voluntarily attending to
a specific location in space. Relevant results concern a
variety of mechanisms, both at the neuronal and neural-
population levels, which we describe in early and later
sections of the chapter, respectively. Accordingly, we
present a view of attention wherein these mechanisms
collectively support our ability to voluntarily enhance
visual processing at a specific location under a variety
of conditions.

EFFECTS OF VOLUNTARY VISUAL-
SPATIAL ATTENTION ON NEURONAL
SPIKE RATES

Roughly speaking, voluntarily attending to a specific
location increases both spontaneous spike rates (in the
absence of stimuli) and stimulus-evoked responses of
visual neurons that have receptive fields for the attended
region. These neuronal spike-rate enhancements occur
in visual areas in both the ventral and dorsal pathways
(e.g., Bushnell, Goldberg, & Robinson, 1981; Colby,
Duhamel, & Goldberg, 1996; Luck, Chelazzi, Hillyard, &
Desimone, 1997; Mountcastle, Motter, Steinmentz, &
Setokas, 1987; Reynolds, Chelazzi, & Desimone, 1999;
Spitzer & Richmond, 1991). Because quickly and accu-
rately identifying a potentially important stimulus is the
primary goal of attending, many studies have examined
the effects of voluntary visual-spatial attention on neu-
ronal responses in the ventral visual pathway thought
to mediate pattern identification and categorization (e.g.,
Fang & He, 2005; Goodale & Westwood, 2004; Mishkin,
Ungerleider, & Macko, 1983).

A general principle is that voluntary visual-spatial
attention more strongly modulates neuronal spike rates
in higher-level visual areas than in lower-level visual
areas. Although attention modulates spike rates in pri-
mary visual cortex (V1), the modulation increases in
V2 and V4, and the modulation can be nearly complete
(a neuron responding only when its preferred stimulus
is selectively attended) in inferotemporal cortex (IT), the
highest-level ventral visual area where neurons respond
to faces and familiar objects (e.g., Chelazzi, Duncan,
Miller, & Desimone, 1998; Luck et al., 1997, McAdams &
Maunsell, 1999a; Reynolds et al.,, 1999). Preferential
amplification of the neuronal effect of voluntary visual-
spatial attention in higher-level visual areas may be
partly due to accumulation of attentional modulation
in downstream visual areas through feedforward con-
nections, and/or stronger feedback connections from
frontal and parietal areas thought to mediate voluntary
attention (e.g., Corbetta & Shulman, 2002; Desimone &

Duncan, 1995; Gregoriou, Gotts, Zhou, & Desimone,
2009; Kastner & Ungerleider, 2001; Moore & Armstrong,
2003; Moore & Fallah, 2004). However, a major contrib-
uting factor appears to be within-receptive-field input
competition.

WHEN MULTIPLE STIMULI ARE
PRESENTED WITHIN A NEURON'S
RECEPTIVE FIELD

Because the spatial extent of neuronal receptive fields
progressively increases along the cortical visual pro-
cessing stream (e.g., see Suzuki, 2005, for a review of the
animal literature, and Kastner & Ungerleider, 2001, for a
review of human functional magnetic resonance imag-
ing (fMRI) data), higher-level visual neurons are more
likely to have competing stimuli falling within their
receptive fields. When multiple stimuli fall within a
visual neuron's receptive field, stimulus selection is criti-
cal. Without stimulus selection, the neuron is unlikely to
respond strongly. Specifically, unless a particular stimu-
lus is selected by attention, the neuron's spike rate to the
combination of stimuli is approximately the average of
the spike rates to the individual stimuli presented one at
a time, thus lessening the impact of a preferred stimulus
(e.g., Miller, Gochin, & Gross, 1993; Rolls & Tovee, 1995;
Sato, 1989; Zoccolan, Cox, & DiCarlo, 2005). Consistent
with this necessity for within-receptive-field stimulus
selection, attentional modulation of neuronal spike rates
is especially strong throughout the ventral visual path-
way when multiple stimuli are presented within a neu-
ron's receptive field (e.g., Chelazzi et al., 1998; Luck et al.,
1997; Reynolds et al., 1999). In contrast, when one stimu-
lus is within a neuron's receptive field and a competing
stimulus outside the receptive field, attentional modula-
tion of neuronal spike rates can be weak or unreliable
(e.g., Moran & Desimone, 1985; Spitzer, Desimone, &
Moran, 1988; Williford & Maunsell, 2006) even in higher-
level visual areas such as IT (e.g., Chelazzi et al., 1998).
For a subset of neurons, however, attentional modula-
tion of responses to a single stimulus can be as large as a
doubling of spike rates (McAdams & Maunsell, 1999a),
if the stimulus is large relative to the receptive field and
the scope of attention (see below).

How does attention strongly influence neuronal
spike rates when multiple stimuli are simultaneously
presented within a neuron's receptive field? The neuro-
physiological literature suggests that the strong atten-
tional modulation arises from an engagement of input
competition. Suppose a preferred stimulus is presented
within a neuron's receptive field and a nonpreferred
stimulus is presented outside it. When the preferred
stimulus within the receptive field is attended, the spike-
rate response would increase. When the nonpreferred
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stimulus outside of the receptive field is attended, the
neuron would still respond well to the preferred stimu-
lus presented within its receptive field except that the
response would no longer be increased by attention.
Thus, the attention effect (the difference between these
two conditions) would be relatively modest. Now,
suppose that a preferred stimulus and a nonpreferred
stimulus are both presented within the neuron's recep-
tive field. In this case, the inputs from the two stimuli,
processed separately by lower-level visual neurons with
smaller receptive fields, would compete to activate this
downstream target neuron. When neither stimulus is
attended (i.e., another stimulus outside the receptive
field is attended), the neuron would respond at a spike
rate that is approximately the average of its responses
to the individual stimuli presented separately; that is,
the preferred and nonpreferred inputs would equally
contribute to the neuron's response in the absence of
selective attention.! When the preferred stimulus is
attended, the weight of the preferred input is increased
while the weight of the nonpreferred input is reduced,
so that the neuron would respond strongly almost as
if the preferred stimulus were presented alone. When
the nonpreferred stimulus is attended, the weight of the
nonpreferred input is increased while the weight of the
preferred input is reduced, so that the neuron would
respond poorly almost as if the nonpreferred stimulus
were presented alone. Thus, when multiple stimuli are
presented within a neuron's receptive field, an attention
effect can be as large as the effect of presenting a pre-
ferred vs nonpreferred stimulus.

ATTENTIONAL CONTRAST-GAIN AND
THE BIASED-COMPETITION MODEL

How does attention modulate the weights of compet-
ing inputs? A variety of computational models have been
proposed, but they all share the idea that visual neurons
tuned to different locations (and/or different features)
engage in dynamic competition for influence on down-
stream neurons, and that a relatively small top-down
attentional signal can substantially bias the outcome of
the competition in favor of the attended input (see Deco &
Thiele, 2009, for a review). In an influential model in
the domain of voluntary visual-spatial attention—the
biased-competition model—it was postulated that atten-
tion increases the weight of the input from the attended

TFor neurons in middle temporal area (MT), however, preferred
inputs are typically weighted higher than nonpreferred inputs,
and the strength of attentional modulation is inversely related to
this asymmetry. That is, attentional modulation is stronger for MT
neurons for which the default weighting of their preferred inputs
is lower (Ni, Ray, & Maunsell, 2012).

stimulus by increasing its effective luminance contrast—
the attentional contrast-gain hypothesis (e.g., Desimone &
Duncan, 1995; Reynolds & Chelazzi, 2004; Reynolds,
Pasternak, & Desimone, 2000).

The attentional contrast-gain hypothesis was moti-
vated by the fact that relative stimulus contrast influences
within-receptive-field stimulus competition. Consider
the case of simultaneously presenting a preferred stim-
ulus and a nonpreferred stimulus within a neuron's
receptive field, when both stimuli are of an intermedi-
ate visual contrast. If the preferred stimulus was of rela-
tively greater contrast, then the neuron would respond
strongly, as it is primarily driven by input from the pre-
ferred stimulus. If, alternatively, the nonpreferred stim-
ulus was of relatively greater contrast, then the neuron
would respond weakly, as it is primarily driven by the
input from the nonpreferred stimulus. The attentional
contrast-gain hypothesis postulates that visual-spatial
attention mechanisms have exploited this tendency of a
visual neuron to preferentially respond to the highest-
contrast stimulus within its receptive field (Reynolds &
Desimone, 2003). By increasing the effective contrast of
the selected stimulus relative to ignored stimuli within
the receptive field, attention can ensure that a visual neu-
ron responds primarily to the attended stimulus.

Attentional weighting of within-receptive-field stimu-
lus competition is indispensable for identifying features
and objects. The relevant higher-level visual neurons
encode increasingly complex features, such as contour
curvatures, spatial relations of curved contours, shapes,
objects, faces, and so on (see Orban, 2008; Suzuki, 2005,
for reviews). These neurons have large receptive fields,
and most importantly, they do not respond well to their
preferred stimuli if other nonpreferred stimuli are also
present within their receptive fields. For example, a
face-tuned neuron would not strongly respond to a face
if it were next to a soda can. However, the face-tuned
neuron would strongly respond if the face were selec-
tively attended. In other words, face recognition could
not take place in a cluttered environment without atten-
tional weighting of within-receptive-field stimulus com-
petition. In this sense, selective attention is necessary
for object recognition in general, because of the greater
spatial integration (larger receptive fields) required for
encoding complex visual patterns in higher-level visual
processing, irrespective of any potential limitation of
neural resources.

THE NORMALIZATION MODEL
OF ATTENTION

The basic idea that visual-spatial attention enhances
the effective contrast of the attended stimulus, how-
ever, required a few modifications. The attentional
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contrast-gain model makes a specific prediction about
the effect of attention on neuronal spike rates as a func-
tion of stimulus contrast when only one stimulus is pre-
sented within a neuron's receptive field (i.e., when the
within-receptive-field stimulus competition mechanisms
are not engaged). Visual neurons have a finite dynamic
range, so that their spike rates follow a sigmoidal shape
as a function of stimulus contrast, saturating at high con-
trast; that is, if the stimulus contrast is sufficiently high,
further increase in contrast does not increase the neu-
ron's spike rate. Thus, if the effect of visual-spatial atten-
tion on neuronal spike rates is equivalent to increasing
the input contrast, attention should be effective for low-
to medium-contrast stimuli, but ineffective for high-
contrast stimuli. This prediction was supported by some
studies (e.g., Reynolds, Pasternak, & Desimone, 2000;
Treue, 2004), but others showed that attention effects
on neuronal spike rates were relatively independent of
stimulus contrast or even stronger for higher-contrast
stimuli (e.g., Thiele, Pooresmaeili, Delicato, Herrero, &
Roelfsema, 2009; Williford & Maunsell, 2006).

A recent modification of the attentional contrast-gain
model, the normalization model of attention (Reynolds &
Heeger, 2009), resolves this seeming discrepancy by
incorporating divisive normalization. Roughly, the
model postulates that a visual neuron's spike rates fol-
low a sigmoidal function of the contrast signal from
the stimulus within its receptive field, with the contrast
signal multiplied by attention and divided by a nor-
malization factor proportional to the sum of responses
from all neurons that respond to the stimulus. This
type of normalization is consistent with the fact that
a visual neuron typically responds strongly to a small
high-contrast stimulus presented at the center of its
receptive field (e.g., Cavanagh, Bair, & Movshon, 2002;
Kapadia, Westheimer, & Gilbert, 1999; Sceniak, Ringach,
Hawken, & Shapley, 1999); a small stimulus would acti-
vate fewer neighboring neurons, thereby incurring rela-
tively weak divisive normalization.

The normalization model of attention predicts that
whether attention is effective for low- to medium-contrast
stimuli, high-contrast stimuli, or both, depends on stim-
ulus size (relative to the receptive field) and the size
of the spatial focus of attention. Here, we qualitatively
illustrate the predictions of the normalization model
in two distinct cases (see Reynolds & Heeger, 2009, for
quantitative predictions). Suppose a small stimulus
(small relative to the receptive field) is presented at the
center of the receptive field of a visual neuron, and
the focus of attention is large. The model then predicts
that the neuron would receive the full signal from the
stimulus (because of the large focus of attention) while
the divisive normalization would be minimal because
the small stimulus would minimally activate other neu-
rons with their receptive-field centers elsewhere. When

the divisive normalization is minimal as in this case,
attention would increase neuronal spike rates for low-
to medium-contrast stimuli, but not for high-contrast
stimuli due to response saturation. In contrast, suppose
a large stimulus (large relative to the receptive field) is
presented at the center of the receptive field of a visual
neuron, and attention is narrowly focused within the
stimulus. Then, the divisive normalization would be
strong because the large stimulus would activate many
neurons with neighboring receptive fields. Impor-
tantly, the strong divisive normalization would keep the
neuron's response well below saturation even when the
stimulus is high in contrast. At the same time, the small
focus of attention would enhance the stimulus signal
primarily for the target neuron (without also enhancing
normalization), allowing attention to multiplicatively
increase the neuron's response. Thus, the attention effect
would be especially strong for high-contrast stimuli.

In this way, the normalization model of attention pre-
dicts strong attention effects for low- to medium-contrast
stimuli when the stimulus is small and the focus of atten-
tion is large (relative to the receptive field), whereas it
predicts strong attention effects for high-contrast stimuli
when the stimulus is large and the focus of attention
is narrow. The model predicts intermediate dependen-
cies of attention effects on stimulus contrast, including
equivalent attention effects for a broad range of stimulus
contrast for intermediate combinations of stimulus size
and the scope of attention. Reynolds and Heeger's (2009)
review of the literature shows that these predictions rec-
oncile previously discrepant results regarding how neu-
ronal effects of attention depend on stimulus contrast.

We note in passing that the normalization model of
attention also accounts for multiplicative enhancing
of feature-tuning curves (e.g., McAdams & Maunsell,
1999a; Motter, 1993), making feature-tuning curves
steeper. A steeper tuning curve at the focus of attention
improves a neuron's ability to discriminate different
values of a feature (e.g., different orientations) because
attention increases stimulus-evoked neural responses
more than it does response variability (McAdams &
Maunsell, 1999b), and also because attention reduces
locally correlated intrinsic noise (Mitchell, Sundberg, &
Reynolds, 2009). The normalization model also accounts
for the effects of feature-based attention (e.g., attending
to a specific orientation) by incorporating neural tuning
and attentional focus in a feature dimension as well as
in space.

So far we have discussed how voluntary visual-spatial
attention increases the effective contrast of a stimulus
presented at an attended location, with the magnitude
of the attentional enhancement of neuronal spike rates
modulated by response saturation and divisive nor-
malization. Attention effects are especially strong when
multiple stimuli compete within a neuron's receptive

I. SPATIAL ATTENTION



34 3. NEURONAL AND NEURAL-POPULATION MECHANISMS OF VOLUNTARY VISUAL-SPATIAL ATTENTION

field because attending to one stimulus strongly inhib-
its inputs from ignored stimuli. The biased-competition
model (with its attentional contrast-gain hypothesis)
postulates that this inhibition arises from attentional
enhancement of the effective contrast of the attended
stimulus because a visual neuron tends to preferen-
tially respond to the highest-contrast stimulus within its
receptive field. Recent neurophysiological results, how-
ever, have elucidated additional mechanisms by which
attention may strongly inhibit inputs from ignored
stimuli in the context of within-receptive-field stimulus
competition.

RESOLVING WITHIN-RECEPTIVE-FIELD
STIMULUS COMPETITION:
ATTENTIONAL MODULATION OF FAST-
SPIKING INHIBITORY INTERNEURONS
AND FACILITATION OF GAMMA-
BAND OSCILLATIONS OF NEURAL
EXCITABILITY

In most studies investigating attention effects on
neuronal spike rates, attention effects were not sepa-
rately analyzed for different classes of neurons. More-
over, because attention is considered to be a gating
mechanism, it is typically assumed that attention
would primarily influence the responses of pyramidal
neurons that transmit signals from one cortical area to
another. Mitchell, Sundberg, & Reynolds (2007) discov-
ered that the responses of both broad-spiking neurons,
likely pyramidal neurons, and narrow-spiking neurons,
likely inhibitory interneurons, in V4, were equivalently
enhanced by attention in terms of the proportion of
increase in their spike rates. Interestingly, attention more
strongly increased raw spike rates for the inhibitory
interneurons because they generated faster spikes than
did the pyramidal neurons. Attention also increased
the reliability of neuronal responses more strongly
for the inhibitory interneurons than for the pyrami-
dal neurons. These results suggest that strongly atten-
tion-dependent responses of fast-spiking inhibitory
interneurons mediate the strong suppression of input
from ignored stimuli during within-receptive-field
stimulus competition.

Attentional modulation of fast-spiking inhibitory
interneurons may additionally influence stimulus com-
petition by modulating neural synchronization. Compu-
tational modeling has shown thattop-down enhancement
of a subset of fast-spiking inhibitory interneurons can
make them synchronously oscillate in gamma-band fre-
quencies (see Tiesinga, Fellous, & Sejnowski, 2008, for
a review). Synchronously oscillating interneurons can
generate an inhibitory rhythm so that the excitability
of the pyramidal neurons in the vicinity (connected to

the inhibitory interneurons) oscillates with the rhythm.
This mechanism allows attention to establish a preferred
communication channel for input selection.

If two groups of neurons are subjected to an inhibi-
tory rhythm in the same frequency band, appropriately
phase-shifted to compensate for the conduction delay
between them (about 1-3ms within a cortical area and
about 5ms across cortical areas; Fries, 2005; Womelsdorf
et al., 2007), signal transmission between the two neuron
groups should be facilitated because when one group
transmits the signal in its low-inhibition phase, the other
group receives the signal also in its low-inhibition phase,
making it likely for the receiving group to respond to
the signal. Suppose two stimuli, A and B, activate sepa-
rate groups of V4 neurons with smaller receptive fields,
but they both activate the same group of IT neurons
with larger receptive fields. Attending to A would gen-
erate coherent inhibitory rhythms between the V4 neu-
rons responding to A and the IT neurons, so that the IT
neurons would respond well to signals from A, arriving
at the low-inhibition phases of the IT neurons, but would
respond less well to signals from B, that arrive randomly
at low- and high-inhibition phases of the IT neurons.
Similarly, attending to B would generate coherent inhib-
itory rhythms between the V4 neurons responding to
B and the IT neurons, so that the IT neurons would
optimally respond to signals from B but suboptimally to
signals from A.

Such gamma-band synchronization-based facilitation
of neural communication is hypothetical. Nevertheless,
it has been shown that, in V4, attending to a stimulus
increases gamma-band oscillations in local field poten-
tials (LFPs) for neurons with their receptive fields
covering the attended location—indicative of the inhibi-
tory rhythm—and their spike trains in response to the
attended stimulus are correlated with this LFP rhythm—
indicative of modulation of neuronal excitability by the
inhibitory rhythm (Fries, Reynolds, Rorie, & Desimone,
2001). There is also evidence suggesting that transient
correlations between spike trains within cat area 17,
within monkey areas V1 and V4, and across cat areas
17 and 2la—indicative of signal transmissions within
and across cortical areas—tend to occur when gamma-
band LFPs are appropriately aligned in phase among
the interacting neural populations (Womelsdorf et al.,
2007). It is therefore possible that one way in which vol-
untary visual-spatial attention resolves a within-recep-
tive-field stimulus competition might be to generate a
gamma-band-synchronized communication channel
between the receiving downstream neurons and the
afferent neurons whose receptive fields coincide with
the focus of attention (via enhancing responses of a sub-
set of fast-spiking inhibitory interneurons). In support of
this possibility, a recent study (Bosman et al., 2012) has
shown that attention selectively increases gamma-band
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synchronization between V4 neurons and the afferent V1
neurons that have receptive fields in the focus of atten-
tion. Furthermore, electroencephalography (EEG) stud-
ies with human observers have shown that attending
to a stimulus increases long-range EEG phase synchro-
nization in gamma-band (and alpha-band) frequencies
in the contralateral scalp regions (e.g., Doesburg, Green,
McDonald, & Ward, 2009; Doesburg, Roggeveen, Kitajo, &
Ward, 2008).

ATTENTIONAL REDUCTION OF
LATERAL INTERFERENCE IN LOW-LEVEL
VISUAL AREAS

Using small static bars as stimuli, Chalk et al. (2010)
have shown that attention reduces the power of gamma-
band oscillation in V1 (cf. Bosman et al., 2012, found
little effect of attention on V1 gamma-band oscilla-
tions for small drifting gratings). Why would attention
reduce rather than increase gamma-band oscillations
in V1 for small static stimuli? Because neuronal recep-
tive fields are small in V1, it is rarely the case that two
distinct objects fall within a V1 neuron's receptive field.
Thus, stimulus competition in V1 may primarily involve
interactions among neurons with neighboring recep-
tive fields rather than within-receptive-field stimulus
competition. Because reduced gamma-band oscillation
suggests reduced activity of inhibitory interneurons, an
attention effect on V1 neurons might be to reduce sup-
pressive influences from the neighboring neurons to the
neurons responding to the attended stimulus (Chalk
etal., 2010).

Another mechanism by which attention reduces
interference from neighboring distractors in V1 may
be via top-down modulation of the cholinergic system
(e.g., from the prefrontal cortex). Acetylcholine (ACh)
suppresses the efficacy of intracortical synapses while
it simultaneously increases the efficacy of feedforward
thalamocortical input to V1. ACh could thus increase the
effect of a stimulus within the classical receptive field
while it simultaneously reduces the effect of distractor
stimuli outside of the classical receptive field. Indeed,
it has been shown that an application of ACh reduces
spatial integration in V1 neurons (see Deco & Thiele,
2009, for a review of these effects of ACh). Thus, volun-
tary visual-spatial attention may increase spatial resolu-
tion by reducing spatial integration in V1 neurons via
top-down release of ACh. Attentional reduction of lat-
eral interference has also been found in V4 (Sundberg,
Mitchell, & Reynolds, 2009).

While attention may generally reduce lateral interfer-
ence in V1, it may facilitate specific lateral interactions
that are behaviorally relevant. For example, when a ver-
tical bar is presented in a V1 neuron's receptive field and

a collinear vertical bar is presented adjacent to it, attend-
ing to the vertical bar within the receptive field increases
the facilitative effect from the neighboring collinear bar
(Ito & Gilbert, 1999). Attention may promote detection of
contours by increasing the efficacy of collinearity-based
grouping (see Field & Hayes, 2004; Hess, Hayes, & Field,
2003, for reviews).

INTERIM SUMMARY

Our review so far suggests that voluntary visual-
spatial attention modulates neuronal spike rates in
multiple ways (see Figure 3.1 for an illustration). When
a visual scene is sparse and visual neurons in most
visual areas process information from only a single
object at a time, attention multiplicatively increases the
effective contrast signal with divisive normalization
(Figure 3.1(B)). When a visual scene is cluttered with
many objects so that multiple objects fall within the recep-
tive fields of mid- to high-level visual neurons that have
relatively large receptive fields, attention suppresses
input from ignored stimuli by increasing the activity
of fast-spiking inhibitory interneurons (Figure 3.1(D)),
which may directly inhibit inputs from ignored stimuli
(Figure 3.1(E)) and/or establish a gamma-band-synchro-
nized communication channel selective for the input
from the attended stimulus (Figure 3.1(F)). Furthermore,
especially in V1 where neural receptive fields are small,
attention may reduce lateral interference via cholinergic
mechanisms (Figure 3.1(A)).

ATTENTIONAL ENHANCEMENT
OF NEURAL POPULATION RESPONSES
BY SYNCHRONIZATION

So far we have reviewed the effects of voluntary visual-
spatial attention on the responses of single neurons. When
competing stimuli are presented far apart, falling on sep-
arate neuronal receptive fields, attentional modulation of
neuronal spike rates is relatively modest, less than 40%
on average (e.g., McAdams & Maunsell, 1999a; Spitzer
et al., 1988; Williford & Maunsell, 2006; or equivalent to
about a 50% increase in luminance contrast for V4 neu-
rons, Reynolds, Pasternak, & Desimone, 2000) or there is
no modulation when the attended stimulus is small and
high contrast (e.g., Moran & Desimone, 1985; Reynolds,
Pasternak, & Desimone, 2000). This is inconsistent with
the fact that behavioral studies have demonstrated robust
attention effects on visual detection, classification, and
localization even when a single small high-contrast target
is presented in the absence of any distractor stimuli (e.g.,
Guzman-Martinez et al., 2011; Posner, 1980; Posner et al.,
1980; Suzuki & Cavanagh, 1997).
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FIGURE 3.1 A schematic diagram of visual processing from low level (bottom) to high level (top), highlighting the different ways in which
voluntary visual-spatial attention may exert its influence. The rectangles represent neural receptive fields, with the upward arrows representing
feedforward sensory input. The circular buttons represent inhibitory influences. In low-level processing, each small receptive field may capture a
portion of a stimulus, where attention may primarily (A) modulate cholinergic mechanisms to reduce lateral interactions and increase spatial reso-
lution. In intermediate-level processing, each mid-size receptive field may capture a whole stimulus, where attention may primarily (B) increase
the input signals (contrast gain) with normalization. In mid- to high-level processing, each large receptive field may capture multiple stimuli,
entailing within-receptive-field stimulus competition. In this case (C) the enhanced input from the attended stimulus may inhibit the weaker input
from the ignored stimulus. Attention may also (D) enhance the activity of inhibitory interneurons. This may (E) directly inhibit the input from the
ignored stimulus, and/or (F) generate coherent gamma-band oscillations of excitability across the neurons responding to the attended stimulus
(illustrated with phase-aligned sinusoidal curves), making them likely to spike at the peaks of excitability (illustrated with short vertical lines).
At the neuronal level, this coherent oscillation may selectively gate attended signals to higher-level processing because coincident excitability
facilitates neural communication. At the neural-population level, the coherent oscillation may allow a population of visual neurons to generate
coincident action potentials, which are especially effective in driving downstream neurons. (B), (C), and (E) are relevant to the biased-competition
model (see text for details).

One possibility is that the attentional enhancement of
gamma-band oscillations of neural excitability, poten-
tially establishing synchronized channels to resolve
within-receptive-field input competition (see above),
might also increase the impact of attended signals at the
population level. The impact of neural signals on down-
stream processing is increased when afferent action
potentials are synchronized (e.g., Azouz & Gary, 2000;
Salinas & Sejnowski, 2000). As attention enhances the
gamma-band rhythm of excitability in the population
of visual neurons responding to an attended stimulus,?

2Except in V1 because attention does not increase gamma-band
neural oscillations in V1 (see above).

those neurons would tend to respond in synchrony at
the low-inhibition phases of the oscillatory rhythm.
Thus, even in conditions where attention effects on neu-
ronal spike rates are modest, attention could enhance
the impact of selected signals at the population level by
synchronizing stimulus-driven action potentials. Is there
evidence in support of this possibility?
Electroencephalography (EEG) provides a method to
noninvasively record population electrophysiological
activity in humans. One way to evaluate whether atten-
tion increases the synchronization of stimulus-evoked
neural-population responses is to use periodically flick-
ered stimuli and determine whether attention increases
the phase-locking of EEGresponses to theselected stimuli.
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An advantage of using periodically flickered stimuli is
that different flicker frequencies can be assigned to the
attended and ignored stimuli. In this way, the neural-
population responses to the attended and ignored stim-
uli can be clearly segregated in the EEG signals based
on their corresponding Fourier components, despite the
poor spatial resolution of scalp-recorded EEG measures.
For example, if a square is flickered at XHz and an adja-
cent circle at Y Hz, the Fourier power of EEG at XHz (and
its harmonics) reflects the neural-population response to
the square and the Fourier power of EEG at YHz (and
its harmonics) reflects the neural-population response to
the circle. This method is referred to as “frequency tag-
ging” and the oscillatory EEG signals evoked by peri-
odically flickered stimuli are referred to as steady-state
visual-evoked potentials (SSVEPs). This method is par-
ticularly useful for monitoring the effects of voluntary
sustained attention on neural-population responses to
attended and ignored stimuli (e.g., Andersen, Miiller, &
Hillyard, 2009; Di Russo, Spinelli, & Morrone, 2001;
Morgan, Hansen, & Hillyard, 1996; Miiller et al., 1998).
For example, a fundamental question is whether it is
possible to sustain visual-spatial attention at two non-
adjacent locations without attending to a location in
between. By recording the frequency-tagged SSVEPs
from a row of stimuli (each flickered at a distinct fre-
quency), Miiller, Malinowski, Gruber, and Hillyard
(2003) showed that attending to nonadjacent stimuli
increased the SSVEP power for those stimuli without
affecting the SSVEP power for the in-between stimu-
lus, demonstrating that visual-spatial attention can be
sustained at two separate locations.

Crucial for our discussion here is the degree to which
stimulus-evoked neural-population responses are syn-
chronized by voluntary visual-spatial attention. The
degree of response synchronization in SSVEPs can be
estimated by computing inter-trial phase coherence
(ITPC). ITPC indexes the degree to which SSVEP phase
(relative to the flickered stimulus) is constant across trials
(e.g., Delorme & Makeig, 2004; Tallon-Baudry, Bertrand,
Delpeuch, & Pernier, 1996). If neuronal responses to a
periodically flickered visual stimulus are perfectly syn-
chronized within a population, that is, if each neuron
responds at the same delay to each volley of stimulus
flicker, the resultant waveform of the population-level
field potentials (SSVEPs) should always have a constant
phase delay relative to the flickering stimulus. SSVEP
phase should then be constant across trials, yielding
an ITPC of 1. In contrast, if neuronal responses to the
periodic stimulus are not synchronized, that is, if each
neuron responds at an independently variable delay to
each volley of stimulus flicker, the resultant potentials
should have variable phase delays from the flickering
stimulus over time. SSVEP phase should then be vari-
able across trials, yielding an ITPC less than 1. Thus, if

attention increases neural response synchronization to
the stimulus at the population level, attention should
increase ITPC for the attended stimulus.

Indeed, in a prior study we demonstrated that, when
competing stimuli were presented in separate visual
hemifields (yielding one stimulus per receptive field for
the majority of visual neurons), voluntary visual-spatial
attention selectively increased ITPC for the attended
stimulus (Kim, Grabowecky, Paller, Muthu, & Suzuki,
2007). The results, however, did not conclusively indi-
cate that attention increases neural response synchroni-
zation, because attention also increased SSVEP power.
That is, attention also increased the amplitude of the
stimulus-evoked neural-population responses. The brain
generates oscillatory activity across a broad range of fre-
quencies (falling off at higher frequencies), and these
intrinsic neural oscillations are randomly phase-shifted
relative to the periodic signal from the flickered stimu-
lus. Because the stimulus-evoked oscillatory responses
are superimposed on these intrinsic oscillations in
SSVEPs, increasing the amplitude of the stimulus-
evoked responses necessarily increases ITPC by reduc-
ing the relative contribution of random-phased intrinsic
oscillations to SSVEPs. Nevertheless, because Kim et al.
(2007) computed SSVEP amplitudes after averaging EEG
waveforms across trials, their SSVEP amplitudes pref-
erentially reflected the component of oscillatory wave-
forms that were consistent in phase across trials. It is
thus possible that the increased SSVEP amplitudes for
the attended stimulus might actually reflect attentional
enhancements of neural response synchronization. Fur-
thermore, the SSVEP enhancement with attention was
strongest in the high-contrast portion of the contrast-
response function, even though SSVEP amplitudes for
the ignored stimulus saturated at high contrast for at
least one of the two flicker frequencies. This result fits
with the idea that SSVEP effects reflected increased syn-
chronization rather than increased spike rates. However,
it is also possible that the stimuli were large relative to
the relevant receptive fields; in that case, the normaliza-
tion model of attention would also predict that attention
would increase neuronal spike rates especially for high-
contrast stimuli.

Another recent study examined the time course of
attention effects on SSVEP amplitudes and ITPCs (Kashi-
wase, Matsumiya, Kuriki, & Shioiri, 2012). To reduce the
contribution of response synchronization to the mea-
sure of SSVEP amplitudes, SSVEP amplitudes were
separately computed for each trial and then averaged
across trials. It was found that attention increased ITPCs
about 130ms before it increased SSVEP amplitudes
(Figure 3.2), suggesting that attention-induced increases
in neural response synchronization drive attention-
induced increases in SSVEP amplitudes. Importantly,
the time course of behavioral benefits of attention was
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FIGURE 3.2 The time courses of SSVEP amplitude (solid black
curve) and ITPC (inter-trial phase coherence; dotted gray curve) for
the attended stimulus relative to the onset of a central attention cue
(the EEG responses averaged from contralateral-posterior electrodes).
The data clearly show that voluntary visual-spatial attention increases
ITPC (indicative of neural response synchronization) before it increas-
es SSVEP amplitude. The SSVEP amplitude and ITPC are normalized
to the precue response. The shaded areas represent +1 standard error
of the mean. See Kashiwase et al. (2012) for details. Adapted from
Kashiwase, Y., Matsumiya, K., Kuriki, I., & Shioiri, S. (2012).

more closely associated with the time course of ITPCs
than that of SSVEP amplitudes.

These SSVEP results with human observers support
the idea that attention can substantially influence visual
processing even when small high-contrast stimuli are
sparsely presented so that attention effects on individual
neurons are expected to be relatively small. Attention
can still increase the impact of the selected stimulus on
downstream perceptual and cognitive processes by syn-
chronizing the stimulus-evoked neural responses at the
population level.

PRESERVING PERCEPTUAL FIDELITY
IN SPITE OF STRONG ATTENTIONAL
MODULATION OF VISUAL RESPONSES

The attentional modulation of neural responses is
crucial for stimulus selection. However, it is also impor-
tant to prevent the modulation from inducing distor-
tion so as to preserve valid information about stimulus
intensity. Although a careful psychophysical study has
demonstrated that voluntary visual-spatial attention
increases perceived contrast (Liu, Abrams, & Carrasco,
2009), the magnitude of this effect, shifting the per-
ceived intensity of a 32%-contrast stimulus by about
+4%, is much smaller than the amount of attentional
modulation of neuronal responses. In reality, a “gray
paper appears to us no lighter, the pendulum-beat of
a clock no louder, no matter how much we increase
the strain of our attention upon them” (Fechner, cited
by James, 1890, p. 426). In other words, no amount of
attention can noticeably change perceived contrast. It
is likely that the visual system has mechanisms to pre-
serve contrast information while allowing attention to

substantially modulate responses of visual neurons for
stimulus selection.

Recent neurophysiological and electrophysiologi-
cal results suggest that stimulus contrast and atten-
tional modulation are separately encoded by the visual
system. At the neuronal level, a study examining
attention effects on the responses of V1 neurons sug-
gests that stimulus contrast is encoded by the contrast-
dependent responses of a group of neurons that are
relatively unaffected by attention. At the same time,
an attended stimulus is encoded by the difference in
responses between the group of neurons that are influ-
enced by attention and those that are unaffected by
attention (Pooresmaeili, Poort, Thiele, & Roelfsema,
2010). At the neural-population level, we have used the
SSVEP method to provide evidence that contrast infor-
mation and attentional modulation are encoded by
neural populations with different dynamic properties
(Kim, Grabowecky, Paller, & Suzuki, 2011). Some visual
neurons (including simple cells in V1) respond to peri-
odic stimuli with a frequency-following characteris-
tic, whereas other visual neurons (including complex
cells in V1) respond to periodic stimuli with a fre-
quency-doubling characteristic (e.g., Benucci, Frazor, &
Carandini, 2007; De Valois, Albrecht, & Thorell, 1982;
Hubel & Wiesel, 1968). Roughly speaking, frequency-
following neurons strongly respond to onsets of their
preferred stimuli whereas frequency-doubling neurons
strongly respond to both onsets and offsets of their
preferred stimuli. These response characteristics have
implications for considering how SSVEP measures
might be differentially sensitive to these two types of
neurons.

Most SSVEP studies have either used on-off flick-
ered or counter-phase flickered stimuli. Although
these stimuli are well suited for frequency tagging of
EEG responses, they are unsuitable for distinguish-
ing frequency-following and frequency-doubling neu-
ral responses. When the on-off flicker is used, both
frequency-following and frequency-doubling neural
responses contribute to the 1st harmonic SSVEPs. When
counter-phase flicker is used, frequency-following neu-
ral responses are primarily averaged out in SSVEPs.
By using light—dark flicker (flickered stimuli alternat-
ing between brighter and darker relative to a mid-
gray background), the experimental design of Kim
et al. (2011) made it possible to simultaneously moni-
tor both frequency-following responses, reflected in
the 1st harmonic SSVEPs, and frequency-doubling
responses, reflected in the 2nd harmonic SSVEPs. Two
features of the results were critical. First, frequency-
following and frequency-doubling responses had seg-
regated scalp distributions, medial-posterior focus for
frequency-following responses (Figure 3.3, upper left)
and contralateral-posterior focus for frequency-doubling
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In this study, dark-light flicker (alternation of dark versus light concentric rings on a mid-gray background) was used so that

frequency-following and frequency-doubling visual responses would be segregated in the 1st and 2nd harmonics of SSVEPs, respectively. Volun-
tary visual-spatial attention clearly increased the contralaterally focused frequency-doubling responses (right column), but it had little effect on
the simultaneously recorded centrally focused frequency-following responses (left column). The results suggest that, while frequency-doubling
visual processing allows substantial attentional modulation for flexibly highlighting behaviorally relevant signals, frequency-following visual
processing at the same time preserves unaltered contrast information irrespective of attention. The error bars represent +1 standard error of the
mean (adjusted for within-participant comparisons). See Kim et al. (2011) for details. Adapted from Kim, Y.-]., Grabowecky, M., Paller, K. A., & Suzuki,

S. (2011).

responses (Figure 3.3, upper right). Second, whereas fre-
quency-doubling responses were strongly modulated by
voluntary visual-spatial attention (especially for high-
contrast stimuli) (Figure 3.3, lower right), the simulta-
neously recorded frequency-following responses were
unaffected by attention (regardless of stimulus contrast)
(Figure 3.3, lower left). Consequently, it appears that the
neural population that collectively exhibits frequency-
doubling responses allows strong response modulation
by voluntary visual-spatial attention, while at the same
time the neural population that collectively exhibits
frequency-following responses preserves contrast infor-
mation irrespective of attention. It is unlikely that these
SSVEP results reflect the attention-dependent and atten-
tion-independent classes of neurons in V1 (Pooresmaeili
et al., 2010), because neural clusters within V1 would

not have produced the substantial scalp segregation
of the attention-dependent and attention-independent
responses in SSVEPs. Instead, it is likely that the visual
system has both neuronal and neural-population mech-
anisms to separate the encoding of stimulus intensity
from attentional modulation of visual signals.

CONCLUSIONS

The design of the ventral visual pathway thought
to mediate object identification (e.g., Fang & He, 2005;
Goodale & Westwood, 2004; Mishkin et al., 1983) builds
on a spatially convergent feedforward architecture
where neurons in higher-level visual areas have progres-
sively larger receptive fields. This architecture, required
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for pooling information across space to encode complex
global patterns, necessitates selection mechanisms.

When two (or more) stimuli fall within a high-level
visual neuron's receptive field, the input from only
one stimulus must be selected while inputs from other
stimuli must be inhibited so that the neuron's response
indicates whether or not the stimulus of interest is its
preferred pattern. This within-receptive-field stimu-
lus selection appears to be mediated by attentional
enhancement of fast-spiking inhibitory interneurons.
The enhanced activity of inhibitory interneurons might
directly inhibit inputs from ignored stimuli, but it might
also indirectly facilitate within-receptive-field stimulus
selection by generating a gamma-band-synchronized
communication channel that tunes the rhythm of the
higher-level neuron's excitability to the rhythm of the
afferent neurons responding to an attended stimulus.
Attentional enhancements of ACh release may further
increase the clarity of the attended stimulus by reduc-
ing lateral interference, especially in low-level visual
areas with small neural receptive fields, where stimu-
lus competition primarily occurs as interference from
neighboring neurons.

When a visual scene is sparse and only one stimulus
falls within a high-level neuron's receptive field, there
is no input competition for the neuron. Accordingly,
attention effects at the neuronal level are relatively
small, especially when stimuli are high contrast and
small (incurring only weak normalization). Neverthe-
less, behavioral results suggest that strongly attending
to one stimulus can make an unexpectedly presented
stimulus elsewhere difficult to recognize (or invisible;
inattentional blindness, e.g., Mack & Rock, 1998), even
if the unexpected stimulus is high contrast, small, and
presented far from the attended stimulus so that it falls
within the receptive fields of a different population of
neurons. Attention-enhanced gamma-band oscillation
of neural excitability (relevant to resolving within-
receptive-field input competition by establishing syn-
chronized communication channels) may also increase
synchronization of neural-population responses to the
attended stimulus. This possibility is consistent with
recent SSVEP results. Because synchronized spikes are
especially effective in driving downstream target neu-
rons, increased synchronization of stimulus-evoked
neural responses at the population level would sub-
stantially increase the impact of the attended stimulus
on higher-level perceptual and cognitive processes.

Attentional selection is clearly necessary for object
recognition in the presence of the within-receptive-
field stimulus competition that is typical in a cluttered
environment, as in most naturalistic situations. How-
ever, it is not clear why attentional selection is neces-
sary when, for example, two stimuli are presented in
separate visual hemifields, where visual neurons with

contralateral receptive fields can in principle separately
and simultaneously process both stimuli. One possibility
is that selecting one stimulus at a time may be generally
desirable for controlling behavior because, for example,
attention plays an important role in directing eye move-
ments, and the eyes can fixate only one stimulus at a
time (see Awh, Armstrong, & Moore, 2006; Kowler, 2011,
for reviews). It might also be beneficial to plan action for
one object at a time due to the kinematic constraints of
the human body:.

In summary, voluntary visual-spatial attention allows
us to highlight visual information from a specific loca-
tion by utilizing a variety of neural mechanisms, by
reducing neuronal interference in lower-level visual
processing with ACh-related mechanisms, by increas-
ing neuronal responses to attended stimuli by increasing
their effective contrast in conjunction with normalization
mechanisms, and by enhancing the activity of inhibitory
interneurons that may suppress the processing of
ignored stimuli and may induce gamma-band synchro-
nization of neural excitability. The latter may facilitate
selective transmission of attended signals by establishing
a gamma-band-synchronized channel for the attended
signals, and may also increase the population-level syn-
chronization of stimulus-evoked neural responses to
increase the downstream impact of attended signals.
These neuronal and neural-population mechanisms
together allow us to flexibly highlight visual information
based on location under a variety of conditions, whether
the stimulus of interest is dim, bright, small or large, and
whether it is in a sparse or cluttered environment.

AFTERTHOUGHTS: ATTENTION
VS AWARENESS

The extent to which visual attention and visual
awareness reflect separable mechanisms has often been
debated. How might our review of the neural mecha-
nisms of voluntary visual-spatial attention contribute to
this debate? Evidence suggests that an attended image
can become invisible during stimulus competition in
spite of any amount of attentional effort one may exert
to keep the image visible; typical examples include
binocular rivalry, continuous flash suppression, and
motion induced blindness (e.g., Bonneh, Cooperman, &
Sagi, 2001; Tong, Meng, & Blake, 2006; Tsuchiya & Koch,
2005; Tsuchiya, Koch, Gilroy, & Blake, 2006). These phe-
nomena demonstrate thatneither attentionally enhancing
effective stimulus contrast, reducing lateral interference
in low-level visual processing, generating a selection
channel from low- to high-level visual processing by
gamma-band synchronizing excitability across neurons
responding to the attended stimulus, nor increasing
synchronization of stimulus-evoked neural-population
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responses to the selected stimulus necessarily makes a
stimulus consciously visible. In addition, there is no evi-
dence that suggests that any of the attention mechanisms
that we have discussed require that the stimulus-evoked
neural activity carries the characteristics that generate
visual awareness. This is consistent with the fact that
some priming effects still require that the location of the
prime be attended even if the prime is invisible (e.g.,
Naccache, Blandin, & Dehaene, 2002; Sumner, Tsai, Yu, &
Nachev, 2006).

What might then be the critical neural activity that
makes a stimulus consciously visible? Some results
suggest that global gamma-band and beta-band oscil-
lations occurring relatively late (~300ms) after stimu-
lus onset, that broadcast stimulus signals across the
neocortex, are important for making the stimulus con-
sciously visible (see Dehaene & Changeux, 2011, for a
review). Attention mechanisms do not appear to gener-
ate these specific types of oscillatory neural-population
activity. For example, visual-spatial attention induces
early (50-150ms) gamma-band oscillations in V4 that
are anatomically constrained to neurons that respond to
the attended stimulus (Fries et al., 2001). Other results
suggest that longer-range lower-frequency synchroni-
zation mediates perceptual and cognitive operations
that are associated with visual awareness, whereas
relatively short-range high-frequency synchronization
mediates spatial focusing of attention. For example,
mid-frequency gamma-band oscillations appear rel-
evant for stimulus awareness, whereas visual-spatial
attention induces high-frequency gamma-band oscilla-
tions (Wyart & Tallon-Baudry, 2008). Beta-band rather
than gamma-band oscillations in V1 population activ-
ity are associated with awareness of visual stimuli (e.g.,
Wilke, Logothetis, & Leopold, 2006). Furthermore,
interactions between attention and working memory,
a hallmark of conscious processing, appear to involve
gamma-band oscillations that are coupled with slower
theta-band oscillations (e.g., Canolty et al., 2006; see
Womelsdorf & Fries, 2007; Diizel, Penny, & Burgess,
2010, for reviews).

Although voluntary visual-spatial attention mecha-
nisms do not seem to generate neural activity critical
for stimulus awareness, they exert a powerful inhibi-
tory effect on visual signals. Downstream processing
of ignored stimuli is substantially curtailed, and inputs
from ignored stimuli are virtually “invisible” to higher-
level visual neurons when multiple stimuli fall within
their receptive fields. Thus, to the extent that awareness
of a stimulus requires global sharing of stimulus infor-
mation (e.g., Dehaene & Changeux, 2011), an ignored
stimulus would not reach awareness. This is consis-
tent with the phenomenon of inattentional blindness
(Mack & Rock, 1998) and the fact that there is no conclu-
sive empirical evidence of a strongly ignored stimulus

reaching awareness (see Cohen, Cavanagh, Chun, &
Nakayama, 2012 for a review).

Note that broadly distributed attention is not the
same as inattention. That is, when visual-spatial atten-
tion is not focused at any specific location, high-level
visual neurons with large receptive fields would
respond based on how well the entire pattern of stim-
uli presented within their receptive fields collectively
match their preferred patterns. For example, consider
a face composed of fruit. When attention is broadly
distributed (i.e., when the entire image is attended),
a face-tuned neuron would respond but an “apple-
tuned” neuron would not. However, when an apple is
attended, the apple-tuned neuron would respond but
the face-tuned neuron would not. This view is consis-
tent with evidence that people initially perceive the gist
of a scene at a glance, and then perceive the details as
they begin to focus attention to specific locations (e.g.,
Hochstein & Ahissar, 2002).

Overall, the available research on neural mecha-
nisms of voluntary visual-spatial attention and visual
awareness suggests (1) that we can intentionally select
visual signals based on location for downstream pro-
cessing whether or not we are aware of the signals,
and (2) that we can be aware of signals if they come
from an attended location and if they additionally pro-
duce the type of neural activity that generates visual
awareness.
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Sequential Effects in the Central Cue Posner
Paradigm: On-line Bayesian Learning

Antonio Arjona, Carlos M. Gémez
Human Psychobiology Lab, Experimental Psychology Department, University of Seville, Seville, Spain

INTRODUCTION

Attention works through a process of filtering envi-
ronmental stimuli, assessing which are most relevant,
and giving them priority for deeper processing. Currently,
there is a tendency to study this phenomenon by appeal-
ing to mathematical and probability theory (Bruce &
Tsotsos, 2009; Feldman & Friston, 2010; Reynolds &
Heeger, 2009). In continuing this line of research, this
study aims to shed light on the mechanisms underlying
attention allocation induced by spatial cues, and whether
the intensity of attention allocation follows a dynamic
change as a consequence of previous trial outcome. This
dynamic adjustment would be continually influencing
decisions in situations of uncertainty.

The attentional mechanisms are continuously pro-
viding an assessment of the environment. In other
words, there is a continuous estimation of the condi-
tional probabilities of the occurrence of events, based
on current perceptions, and prior information the
subject has about probabilistic relationships between
events (Feldman & Friston, 2010). Thus, the attentional
system would try to direct processing resources to the
relevant events or stimuli, while trying to predict the
occurrence of such events based on our previous expe-
riences, in more formal terms, priors. The “Bayesian
brain model” proposed by Friston (2009) would fit this
idea of changing the priors probability as a function of
the inputs that the agent is receiving from the environ-
ment, with the prediction error as the driving force for
adaptive changes in synaptic weights. The dynamic
change in the synaptic weights would be due to the
effects of neuromodulators, based on the prediction
error signal (Feldman & Friston, 2010; Friston, 2009;
Goémez & Flores, 2011).
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In an attempt to clarify and organize the great diver-
sity of theoretical perspectives on the phenomenon of
attention, Posner et al. proposed an integrative theory
(Posner & Dehaene, 1994; Posner & Petersen, 1990;
Posner & Rothbart, 1991) largely based on the so-called
Central Cue Posner's Paradigm (CCPP). This sort of
paradigm makes it possible to follow on-line the deploy-
ment of attention and its effects on the processing of
target stimuli (Eimer, 1993; Flores, Digiacomo, Meneres,
Trigo, & Gémez, 2009; Gémez et al., 2004; Hopfinger &
Mangun, 2000; Mangun & Hillyard, 1991) and the assess-
ment of the validity or invalidity status of a given trial
(Goémez, Flores, Digiacomo, Ledesma, & Gonzalez-Rosa,
2008). This sort of paradigm (Figure 4.1) allows highly
reliable testing of the effects caused by the congruence
or incongruence between the expected stimulus and the
stimulus that actually appears, and the consequences of
the outcome value of the actual trial on the processing
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FIGURE 4.1 Experimental paradigm. This figure presents the one-
trial and two-trial structures for the different types of dyads in the ex-
periment. The temporal sequence of stimulus presentation appears in
the lower part of the figure. The central arrow (Cue) was presented in
the center of the screen, and the auditory stimulus (Target) was pre-
sented monoaurally. The behavioral results in dyads were obtained
from the signals in the second trial.
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of the next trial (Arjona & Goémez, 2011; Gémez, Flores,
Digiacomo, & Vazquez-Marrufo, 2009; Jongen &
Smulders, 2007).

Validity and invalidity can be observed in CCPP
by an increase in Reaction Times (RTs), and errors in
invalid trials with respect to valid trials (Posner, 1980;
Posner & Cohen, 1984; Posner, Cohen, & Rafal, 1982;
Posner, Nissen, & Ogden, 1978). In the same sense,
different studies show that stimuli at attended loca-
tions are detected with higher speed and accuracy
compared to stimuli presented outside the attentional
focus (Jonides, 1981; Miller & Findlay, 1987; Miller &
Rabbit, 1989). Furthermore, it has been observed that
this effect may be due to the predictive activation of
the related sensory area (Flores et al., 2009; Gémez
et al., 2004; Hopfinger & Mangun, 2000) and the prep-
aration for issuing a specific motor response (Gomez
et al., 2004), as indexed by the contingent negative
variation (CNV).

The CNV is characterized as a long-lasting negativ-
ity associated with preparation. Therefore the CNV
takes place within the period between the warning or
spatial directional cue (S1), in the case of CCPP, and the
target stimulus (S2). The CNV reflects the expectation
created by S1 about the appearance of S2 (Rockstroh,
Elbert, Birbaumer, & Lutzenberger, 1982, p. 274; Walter,
Cooper, Aldridge, & McCallum, 1964). Furthermore, it
is a signal with at least two distinguishable periods: the
early period of the signal would be more related to the
brain response generated by orientation to S1, and the
late phase reflects the preparation for motor response
(Gaillard, 1977; Loveless & Sanford, 1974; Rohrbaugh &
Gaillard, 1983; Rohrbaugh, Syndulko, & Lindsley, 1976).
More recently the late phase of the CNV has also been
associated with the preparation of the sensory neural
areas prospectively needed for processing expected
targets (Brunia & Van Boxtel, 2001; Flores et al., 2009;
Gomez et al., 2004).

When spatial cues validly indicate the position of the
target, the subject redirects his/her attentional resources
to the locations indicated by the cue, and early sen-
sory processing is increased at attended locations with
respect to unattended locations, as indexed by P1 and
N1 components, in both auditory and visual stimulation
(Coull, 1998). A late assessment of the validity or invalid-
ity of the cue occurs at the P3 component level, at which
the invalid cue produces an increase in the amplitude
of the P3a and P3b components (Eimer, 1993; Gémez
et al.,, 2008; Mangun & Hillyard, 1991). The increase in
the P3a to targets in invalid conditions would be related
to attentional reorientation, and the increase in P3b to
targets in invalid conditions would be related to the
updating of the conditional probabilities of the cue-
target relationship: p (52/S1), probability that given a
certain cue S1, a target S2 would appear (Digiacomo,

Marco-Pallarés, Flores, & Gémez, 2008; Gémez & Flores,
2011; Gémez et al.,, 2008; Mangun & Hillyard, 1991).
Therefore, the P3 component in CCPP would be related
to the cognitive assessment performed by the subject
with respect to the validity /invalidity of the current trial
(Eimer, 1993; Gémez et al., 2008; Mangun & Hillyard,
1991).

The effects of the assessment of the validity/inva-
lidity of a trial are transferred behaviorally to the
next trial in the so-called intertrial validity—invalidity
effect: this is a benefit in RTs of valid trials preceded
by valid trials (VV) compared to valid trials preceded
by invalid trials (IV). On the other hand, there is also
a benefit in RTs of invalid trials preceded by invalid
trials (II) compared to invalid trials preceded by
valid trials (VI). The RTs robustly follow the pattern
of VV < IV < II < VI (Arjona & Gomez, 2011; Gémez
et al., 2008; Jongen & Smulders, 2007). Furthermore,
the anticipation errors follow an inverse pattern to the
one previously indicated. The behavioral sequential
results in the CCPP suggest that the brain is conduct-
ing an ongoing process of updating its neural activ-
ity, based on the prediction error computed, which
ultimately would change the attentional allocation to
the next cue, producing the sequential RTs and antici-
pations pattern described. An attempt was made to
observe whether the CNV following valid or invalid
targets indexes these attentional changes; however, a
negative result was obtained (Gémez et al., 2008), but
very few trials were averaged per subject, producing a
low signal to noise ratio. The present experiment tries
to overcome this problem by increasing the number of
trials and recorded subjects.

In the present study, we will focus on the electrophys-
iological changes of both (1) the effects caused by the
validity or invalidity of the signal in the current trial and
(2) the so-called sequential effects or intertrial validity—
invalidity effects (Arjona & Goémez, 2011; Gomez et al.,
2009; Jongen & Smulders, 2007). This type of effect has
been addressed recently, referring to the possible influ-
ences that correct or incorrect predictions made in a trial
produce on the subsequent trial, in terms of both behav-
ioral and neural level signals. The CNV induced by the
first trial cue, the event-related potentials (ERPs) (N1,
P2, P3a and P3b) to the targets in the first trial, and the
CNV induced by the second trial in the sequence will
be analyzed. In the sequential analysis, it is critical to
average trials preceded by valid (V-X) or invalid (I-X)
trials separately. The ERPs analysis makes it possible
to assess (1) the neural preparation induced by the cue
(CNV), (2) the process of attentional modulation of per-
ception (Nland P2), (3) the assessment of the validity
and invalidity of the present trial (P3a and P3b), and (4)
the influence of the evaluation on the processing of the
next trial (CNV).
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METHODS

Participants

Thirty-four subjects participated in the experiment,
but only 29 subjects (16 female and 13 male) between 19
and 35 years of age (mean: 24 years old and SD: 2'87)
were fully analyzed (see below). The experiments were
conducted with the informed and written consent of
each subject, following the rules of the Helsinki Conven-
tion. The Ethics Committee of the University of Seville
approved the study.

Stimuli and Behavioral Paradigm

The stimulus presentation and response recording
were computer-controlled (E-Prime 2.0). Participants
were seated 60 cm from a computer screen. The subjects
participated in a modified version of the CCPP in which
the central cues were arrows appearing in the center of
the screen, followed by monoaural auditory stimula-
tion (Figure 4.1). The arrow stimulus was considered
the spatial orientation cue, and the monoaural auditory
stimulus was the imperative one. The auditory stimuli
were delivered to the subject's ears through headphones.
Participants were asked to fixate their eyes on a white
cross in the center of the screen, and they were instructed
to pay attention to the ear indicated by a central arrow,
then press the right button as quickly as possible if the
auditory stimulus appeared in the right ear, or the left
button if the auditory stimulus appeared in the left ear.
The response device was the Cedrus model RB-530. The
event sequence within a trial was as follows: the cen-
tral arrow pointer was on for 300 ms, followed by an
expectancy period in which a central fixation white cross
appeared for 360 ms. Therefore, the total S1-S2 period
was 660 ms. The auditory stimulus (1000 Hz) lasted for
100 ms and was randomly presented to the left and
right ear with equal probability (0.5). The stimulus had
an intensity of 89 db. The window for the response was
1000 ms, followed by a 300 ms period, producing a total
intertrial interval of 1300 ms (Figure 4.1).

Each subject was presented with a total of 500 trials
divided into five blocks. The central warning stimulus
had directional information: in half of the trials it pointed
to the right, and in the other half to the left. In 80% of the
trials the arrow gave valid information about the target ear
(V: valid trials), and in 20% of the trials the arrow pointed
to the ear opposite to where the auditory stimulus would
appear (I: invalid trials). The cued location (left or right
ear) and the trial validity or invalidity were randomly
selected. Thus, the experiment presented four types of
trials: left valid (200 trials), right valid (200 trials), left
invalid (50 trials) and right invalid (50 trials). The sub-
jects had to respond to the monaural auditory stimulus

with the index finger of the compatible hand. They were
informed that the visual cue had an informative value,
indicating with high probability the location of the audi-
tory stimulus. RTs and proportion of correct and incorrect
responses (responses to the side opposite the stimulated
ear), anticipations (responses of targets faster than 180 ms
after the auditory target) and omission responses were
computed. The percentage of total errors was computed as
the sum of all types of errors. There were 10 training trials.

In the present report, we will focus on the behavioral
effects of valid and invalid trials by themselves and
when these were preceded by validly or invalidly cued
trials. Therefore, apart from the valid and invalid trials,
four types of pairs of trials were obtained: Valid trials
preceded by Valid trials (VV), Valid trials preceded by
Invalid trials (IV), Invalid trials preceded by Invalid tri-
als (II) and Invalid trials preceded by Valid trials (VI).
Left and right cue and target presentations were not
analyzed because the focus of interest was the validity/
invalidity and the intertrial effects.

EEG Recording, Processing and Analysis

The Electroencephalography (EEG) was recorded from
64 scalp sites in an extended version of the International
10-20 System, using tin electrodes mounted in an elec-
trode cap (electrocap). All the electrodes were connected
to the mastoids. Ocular movements Electrooculography
(EOG) were recorded from two electrodes at the outer
canthus of each eye for horizontal movements, and one
electrode under the left eye for vertical movements that
was referenced to one electrode above the left eye. Imped-
ance was maintained below 5 Ohms. Data were recorded
in DC, and no filtering was applied to them. The ampli-
fication gain was 20 (ANT amplifiers). The data were
acquired at a sampling rate of 256 Hz, using a commercial
AD acquisition and analysis board (eemagine EEG).

EEG recordings were analyzed with the EEGlab (Delo-
rme & Makeig, 2004) and Matlab 2008a (MathWorks Inc.,
MA, USA) software packages. To eliminate AC power
line interference and blink artifacts in the EEG, an inde-
pendent components analysis (Bell & Sejnowski, 1995;
Makeig, Bell, Jung, & Sejnowski, 1996, Makeig, Jung,
Ghahremani, Bell, & Sejnowski, 1997) was performed.
Criteria for determining these artifactual components
were their scalp map distribution, time course, and spec-
tral power. Thus, the eye blink artifact component showed
a frontal location, coincided with blinking in the record-
ing of eye movements, and showed low frequency in the
power spectrum. These components were discarded, and
the EEG signal was reconstructed. The segmented epochs
had a duration of 2200 ms. Five subjects out of the 34
recorded were excluded from the analysis, due to the high
number of ocular blinks (Electromyography [EMG]), and
trend derived contaminations in the EEG.
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Artifact corrected recordings were averaged off-line
using a rejection protocol based on voltage amplitude.
All the epochs for which the EEG exceeded +90 pV in
any channel were automatically discarded for ERP
analysis. Moreover, for sequential analysis, the first
trial in each block (the experiment had five blocks)
had to be rejected because there was no preceding
trial. The baseline was the 200-0 ms interval before the
cue stimuli. The algebraically-linked mastoids were
computed off-line, and used as a reference for analyti-
cal purposes. ERPs were obtained for each subject by
averaging the EEG, using the switching-on of the tar-
get as a trigger.

Two different types of ERPs were obtained: (1) ERPs
to targets in valid and invalid trials, and (2) ERPs to the
second trial depending on the outcome of the previous
trial. V-X refers to the collapsing of the VV and VI con-
ditions, and I-X refers to the collapsing of the IV and II
conditions. The latter strategy made it possible to ana-
lyze the CNV, after a valid or invalid trial, in order to
test the effects of the deployment of attention in a trial
depending on the outcome of the previous trial. The
same strategy was followed for the VV-X, IV-X, II-X and
VI-X three-trial sequence. For all the ERPs obtained, the
left and right target stimuli were collapsed, given that
the present study is related to main cognitive effects of
validity and invalidity, and the expected effects were
obtained taking into account the left-right collapsed
stimuli.

For the analysis of ERPs, the percentage of averaged
trials (500 trials per subject) in the valid condition was
63.64%, and in the invalid condition it was 15.73%. The
percentages of trials averaged in sequences of two trials
(495 trials per subject) were 68.51% in V-X and 16.76%
in I-X sequences. In three-trial sequences (490 trials per
subject) the number of analyzed trials was: 52.74% in
VV-X, 12.86% in VI-X, 12.86% in IV-X and 3.21% in II-X.
The ERPs of the trials in the II-X condition were not ana-
lyzed, given the low number of trials obtained.

Statistical Analysis of RTs, Errors and ERPs

RTs and total errors for the VV, 1V, II and VI condi-
tions were analyzed by means of analysis of variance
(ANOVA) with two factors: First trial (valid and invalid)
and Second trial (valid and invalid). The RTs and the
errors were computed in the second trial of the sequence.
A statistically significant effect of the second trial would
mean a simple validity/invalidity effect on the CCPP,
while an interaction between the effects of the first and
second trial would imply a sequential effect.

Invalid and invalid trials, the CNV induced by the cue
and the N1, P2, P3a and P3b were analyzed. Repeated-
measures ANOVAs were performed on the voltage
data in the 64 electrodes for the 29 subjects (for valid

and invalid trials). The ANOVA presented two condi-
tions, trial type (valid and invalid) and the electrodes (64
electrodes). The mean voltage in selected time windows
was analyzed independently for different components.
The P values were calculated using the Greenhouse-
Geisser correction. The very conservative Bonferroni
correction for p-values was used to correct statistical
significance values for multiple comparisons and repre-
sented as a p-map.

Additionally, the amplitude of the CNV after a valid
or invalid trial was computed and marked as V-X and
I-X, respectively. In the same manner, the CNV were
obtained for VV-X, IV-X and VI-X. In both cases, ANOVAS
were computed to test possible mean differences in
the CNV. For the CNV sequential analysis, the frontal
electrodes in which CNV reached the maximum ampli-
tude were selected for analysis (FCz, FC1, FC2, Cz, C1
and C2).

RESULTS

Behavioral Results

The present behavioral results correspond to a
reanalysis of 29 subjects from the Arjona and Gémez
(2011) study, from which five subjects with a high num-
ber of EMGs and trend derived contaminations in the
EEG were excluded from the analysis. A more in-depth
behavioral analysis can be found in that report.

Reaction Times

A two-factor repeated-measures ANOVA was per-
formed on the means of RTs for the different pairs of
trials. The factors considered were First Trial (2 levels:
Valid and Invalid) and Second Trial (2 levels: Valid and
Invalid). ANOVAs showed that the First Trial factor
(F (1, 28) = 4.26, P < 0.048), the Second Trial factor (F
(1,28) =58.57, P < 0.001) and the effects of the interaction
between these two factors (F (1,28) =28.50, P <0.001) were
statistically significant. The main factor effect of the sec-
ond trial factor corresponded to the validity—invalidity
effect and the interaction of the factor effects corre-
sponded to the intertrial validity—invalidity effects. The
RTs in the different sequences of trials appear in Figure
4.2. The fastest condition was VYV, followed by IV, II and
finally VI.

Errors

A two-factor repeated-measures ANOVA was per-
formed on the percentage of total errors for the different
pairs. The factors considered were First Trial (2 levels:
Valid and Invalid) and Second Trial (2 levels: Valid and
Invalid). The ANOVA showed that the First Trial factor
was statistically significant (F (1, 28) = 26.63, P < 0.001).
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FIGURE 4.2 RTs and errors in the two trial sequences. (A) Mean and standard deviation of RTs in the valid-valid (VV), invalid-valid (IV),

valid-invalid (VI) and invalid-invalid (II) conditions. Notice that the follo

wing RTs pattern was obtained (VV < IV < II < VI). (B) Influence on the

RTs of the validity /invalidity in the first trial and the validity/invalidity in the second trial and the interaction effects. (C) Mean and standard
deviation of percentage of errors in the valid-valid (VV), invalid-valid (IV), valid-invalid (VI) and invalid-invalid (IT) conditions. Notice that the
percentage of errors is greater when the previous trial condition was invalid (IV and II). (D) Influence in the percentage of errors of the validity /

invalidity in the first trial and the validity /invalidity in the second trial.

The percentages of errors in the different sequences of
trials appear in Figure 4.2. The higher number of errors
was in the VI condition, followed by VV, IV and finally
by the II condition.

Statistical Analysis of ERPs in Valid and Invalid
Trials

Asequence of CNV, N1, P2, P3a and P3b components
was obtained and statistically analyzed independently
for each ERP component (Figure 4.3). The selected
time window for each component appears in Figure
4.3. The statistical analysis of ERPs was computed for
the one trial mode (valid or invalid) with a two-factor
repeated measurement: Valid/Invalid, and Electrodes
(64 electrodes).

Contingent Negative Variation (CNV)

The CNV presented a fronto-central distribution
(Figures 4.3 and 4.4). No statistically significant differ-
ences were obtained when valid and invalid conditions
were compared. The t-test comparisons yielded statisti-
cally significant differences in fronto-polar electrodes
that will not be discussed in the present study, given

that they are probably due to remaining eye and/or
blink artifacts.

Auditory Evoked Potential (N1)

The N1 component presented a fronto-central dis-
tribution (Figures 4.3 and 4.4) and higher amplitude
in the Valid condition than in the Invalid condition.
The difference wave presented a centro-parietal distri-
bution. A two-factor repeated-measures ANOVA was
performed on the voltage data with 64 electrodes. The
mean voltage in the N1 time window was computed
for each of the two conditions previously described.
The factors considered were the Type of trial (2 levels:
Valid and Invalid) and the Electrodes (64 electrodes). The
ANOVA showed that the interaction between Type of
trial and Electrodes was statistically significant (F (4.11,
115.23) = 13.827, P < 0.001). The Bonferroni comparisons
showed a centro-parietal topography for the statistically
significant differences.

P2 Component

The P2 component presented a fronto-central distri-
bution (Figures 4.3 and 4.4) and higher amplitude in
the Valid condition than in the Invalid condition. The
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FIGURE 4.3 ERPs in valid and invalid trials. The CNV period was used as a baseline. The N1 component presented higher amplitude in the
valid condition than in the invalid condition (Cz electrode). Notice that the P2 component at the FCz electrode presented higher amplitude in the
valid condition than in the invalid condition. The P3a and P3b components showed higher amplitude in the invalid condition than in the valid
condition (CPz and Pz electrodes respectively).
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FIGURE 4.4 Voltage maps for the valid and invalid conditions, difference wave and p-maps in one-trial sequences. The CNV and N1
component were fronto-centrally distributed. N1 presented a higher amplitude in the valid than in the invalid condition. P2 presented a fronto-
posterior topography and higher amplitude in the valid condition than in the invalid condition in frontal electrodes. The P3a and P3b components
presented higher amplitude in the invalid condition than in the valid condition, with a central topography for the difference wave in P3a and a
posterior topography for the difference wave in the P3b component.
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difference wave presented a fronto-central distribution.
A two-factor repeated-measures ANOVA was performed
on the voltage data with 64 electrodes. The mean voltage
in the P2 time window was computed for each of the two
conditions previously described. The factors considered
were the Type of trial (2 levels: Valid and Invalid) and the
Electrodes. ANOVA showed that the interaction between
Type of trial and Electrodes was statistically significant
(F (3.84, 107.52) = 4.58, p < 0.002). The Bonferroni com-
parisons showed a fronto-central topography for the
statistically significant differences.

Early Positivity (P3a)

The P3a component presented a central-posterior
distribution (Figures 4.3 and 4.4) and higher amplitude
in the Invalid condition than in the Valid condition.
The difference wave presented a central distribution. A
two-factor repeated-measures ANOVA was performed
on the voltage data with 64 electrodes. The mean volt-
age in the P3a time window was computed for each of
the two conditions previously described. The factors
considered were the Type of trial (2 levels: Valid and
Invalid) and the Electrodes. ANOVA showed that the
interaction between Type of trial and Electrodes was sta-
tistically significant (F (4.23, 118.54) = 6.82, p < 0.001).
Furthermore, the Type of trial factor was also statisti-
cally significant (F (1, 28) = 16.20, p < 0.001). The Bon-
ferroni comparisons showed a central and posterior
topography for the statistically significant differences.
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The posterior distribution would already be part of the
P3b topography.

Late Positivity (P3b)

The P3b component presented a posterior distribu-
tion (Figures 4.3 and 4.4) and higher amplitude in the
Invalid condition than in the Valid condition. A two-
factor repeated-measures ANOVA was performed on
the voltage data with 64 electrodes. The mean voltage
in the P3b time window was computed for each of the
two conditions previously described. The factors consid-
ered were the Type of trial (2 levels: Valid and Invalid)
and the Electrodes. ANOVA showed that the interaction
between Type of trial and Electrodes was statistically sig-
nificant (F (3.62, 97.95) = 8.68, p < 0.001). Furthermore,
the Type of trial factor was also statistically significant
(F (1,27) =15.26, p < 0.001). The Bonferroni comparisons
showed a posterior topography for the statistically sig-
nificant differences.

Contingent Negative Variation (CNV) in the Second
Trial of Two-trial Sequences

The CNV showed higher amplitude in the trials
preceded by a valid trial than in those preceded by an
invalid trial (Figure 4.5). In both cases, and in the differ-
ence wave, the topographies presented a fronto-central
distribution (Figure 4.6). A two-factor repeated-mea-
sures ANOVA was performed on the voltage data for
six selected electrodes (FCz, FC1, FC2, Cz, C1 and C2).
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FIGURE 4.5 The CNV induced by presenting the S1 stimuli after invalid and valid trials. The graphics indicate the time windows in which
early and late CNV were measured. Notice that the previous trial outcome has consistent effects on the amplitude of the CNV induced by the S1
in the current trial, producing a more negative CNV in trials preceded by valid trials (valid-X) than in trials preceded by invalid trials (invalid-X).
This effect is greater in fronto-central electrodes (Fz, FCz and Cz), and more reduced in posterior electrodes (Pz).
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FIGURE 4.6 Voltage maps of CNV in trials preceded by invalid (I-X) and valid (V-X) trials and the difference wave. Notice the higher
amplitude of the centrally distributed CNV component in trials preceded by valid trials with respect to trials preceded by invalid trials. The dif-

ference is consistent in the early and late CNV periods.

These electrodes were selected given the previous CNV
topography obtained. The selection of these electrodes
was due to the previous information about maximal
CNV amplitudes obtained previously. The mean volt-
age in the CNV time windows (Early: —238/-138 ms
and Late: —100/0 ms) was computed for each of the two
conditions previously described. The factors considered
were: Validity of previous trial (2 levels: VX and IX) and
Electrodes. ANOVA showed statistically significant dif-
ferences in the Early time window for Validity of previous
trial (F (1, 57) = 23.99, p < 0.001). Statistically significant
effects were also obtained in the Late time window for
Validity of previous trial (F (1,57) = 31.28, p < 0.001).

Contingent negative variation (CNV) in third trial
of three-trial sequences

The amplitude of the CNV in the third trial was mod-
ulated by the types of previous trials. Figure 4.7 shows
the higher amplitude of the CNV in the VV-X sequence
compared to the IV-X sequence, and in the IV-X sequence
compared to the VI-X sequence. The II-X condition was
not included in the analysis because of the very small
number of trials obtained for this condition (see the
methods section).

A repeated-measures ANOVA was performed on the
voltage data from selected electrodes (FCz, FC1, FC2,
Cz, C1 and C2) in the third trial for three-trial sequences.
The mean voltage in the early and late CNV (Early:
—238/-138 ms and Late: —100/0 ms) was analyzed in
selected time windows independently for different com-
ponents under three conditions: Valid-Valid-X (VV-X),
Valid-Invalid-X (VI-X) and Invalid-Valid-X (IV-X). The
factors considered were: Type of trial (3 levels: VVX, VIX
and IVX) and Electrodes.

ANOVA showed statistically significant differences of
CNV amplitude in the early time window for the Type of
trial factor (F (1.78,101.78) =7.77,p <0.001). In order to test

which conditions were different, the different Types of
trials were compared. The VV-X vs VI-X (F (1, 57) =19.09,
p < 0.001) and the VI-X vs IV-X (F (1, 57) = 4.35, p < 0.04)
showed statistically significant differences, but the VV-X
vs IV-X conditions did not (F (1, 57) =2.57, p < 0.114). For
the Late time window, the ANOVA showed statistically
significant differences in CNV amplitude for the Type
of trial factor (F (1.83, 104.71) = 12.96, p < 0.001). In order
to test which conditions were different, the different
Types of trials were compared. The differences between
VV-X vs IV-X (F (1, 57) = 4.75, p < 0.033), VV-X vs VI-X
(F(1,57)=34.56,p <0.001) and VI-X vs IV-X (F (1,57) = 6.67,
p < 0.012) were statistically significant.

DISCUSSION

The present study tries to assess the effects of predic-
tive attention in a trial with a validly or invalidly cued
target, and more importantly, how the assessment of this
validity or invalidity is processed in the brain, and the
information is transferred to next trial processing. The
ERP analysis in the first trial indicated that a CNV was
induced after the cue. This change in brain prepara-
tion induced an increase in the N1 and P2 components
in validly cued targets compared to invalidly cued tar-
gets, indicating the attentional facilitation of attended
stimuli. However, the P3a and P3b components showed
increases in amplitude in the invalid condition com-
pared to the valid condition, indicating an attentional
reorientation and assessment of the trial validity, respec-
tively. The trial validity was also observed through a
decrease in RTs in the valid condition with respect to
the invalid condition. The information on the outcome
of the current trial was transferred to the next trial, with
the CNV of a trial following a valid trial (V-X) present-
ing a higher amplitude than the CNV following an

I. SPATIAL ATTENTION



DISCUSSION 53
uv [Fz pv FCZ
10} Vaidinvaiidx 10} \alamatix
—Invalid-Valid-X — Invalid-Valid-X
i - i - |
0 f=rmr 0 b
-5l -5}
i B [&] i B
—-660 0 ms -660
uv nv
10} Vaidinvaiidx 10f Vaidinalax
—Invalid-Valid-X — Invalid-Valid-X
[} [1]
-5 -5}
L 5] L0 5]
-660 /] ms -660 /] ms
FIGURE 4.7 The CNV induced by presenting the S1 stimuli after valid-valid trials (VV-X), valid-invalid trials (VI-X) and invalid-valid

trials (IV-X). The displays show the induced CNV in different trial sequences. Notice that the previous trial outcome has consistent effects on the
amplitude of the CNV induced by the S1 in the current trial, producing a more negative CNV in trials preceded by two valid trials (VV-X) with
respect to trials preceded by the invalid-valid sequence (IV-X), and with the IV-X being more negative than in trials preceded by the valid-invalid
sequence (VI-X). This effect is greater in fronto-central electrodes (Fz, FCz, and Cz) and more reduced in posterior electrodes (Pz).

invalid trial (I-X), indicating a dynamic adjustment of
attentional deployment as a function of previous trial
outcome, which was also reflected as a RTs pattern of
VV < IV < II < VL. The three-trial sequences were also
explored, and they confirmed the dynamic pattern of
attentional adjustment as a function of previous trial
outcome. Thus, after two valid trials (VV-X) the CNV
presented more amplitude than after an invalid-valid
sequence (IV-X), which on its own was also more intense
that the valid-invalid sequence (VI-X). All the previous
results suggest a continuous updating of the conditional
probabilities P (S2/51), as the assessment of the local
history of trial outcomes occurs, following rules which
are similar to Bayesian inference.

The CNV is a type of slow wave that appears related
to the expectancy and preparation for the arrival of an
incoming stimulus (Eimer, 1993; Gémez et al., 2004;
Gomez, Flores, & Ledesma, 2007; Gémez, Marco, & Grau,
2003). In our study a CNV develops in the S1-S2 period
and is probably caused by the process of activation of
task-related sensory areas by the subject before the immi-
nent arrival of the target, but also by motor preparation
for the response (Gémez et al., 2004; Tecce, 1972). In a
quite similar experiment to the present study, but using
Magnetoencephalography (MEG) recordings, Gomez
et al. (2004) showed that during the contingent mag-
netic variation there was a task-specific preparation of
the superior temporal gyrus (STG) and the motor cortex
contralateral to the directional cue. In the present report,

which remains at a more abstract level, a similar activa-
tion pattern can be assumed during the S1-S2 period.

The set of mechanisms underlying the attentional
modulation observed in the different studies conducted
by the CCPP is an issue that has been thoroughly dis-
cussed in recent years, mainly in the visual modality
(Eimer, 1993; Gémez et al., 2008; Mangun & Hillyard, 1991;
Perchet & Garcia-Larrea, 2000; Perchet, Revol, Fourneret,
Mauguiere, & Garcia-Larrea, 2001). In the present study,
we analyzed intra and intertrial effects: (1) the influence
of the validity and invalidity of the cue on target pro-
cessing in the current trial (N1, P2, P3a and P3b compo-
nents), and (2) the possible consequences of the previous
target processing of the cue in the CNV, and behavioral
responses on the subsequent trial.

In the present study, the increase obtained in the valid
condition compared to the invalid condition in the N1
and P2 component amplitude can be interpreted as a
consequence of this contralateral to the cue sensory cor-
tex preparation. In fact, in the visual modality, the effects
of a spatial cue on the attentional modulation of the
visual sensory modulation have been extensively stud-
ied by analyzing the modulation of the ERPs to valid
and invalid cues (Eimer, 1993; Mangun & Hillyard, 1991;
Perchet & Garcia-Larrea, 2000; Perchet, Revol, Fourneret,
Mauguiere, & Garcia-Larrea, 2001). The general result
obtained was an increase in visual P1 and N1, and a
decrease in P3a and P3b components in validly cued tri-
als with respect to invalid ones. The P1 component is the
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earliest ERP component modulated by attention, and it is
considered to reflect the cost of paying attention to unat-
tended locations (Anllo-Vento, 1995; Coull, 1998; Luck,
Heinze, Mangun, & Hillyard, 1990; Mangun & Hillyard,
1991; Mangun, Hillyard, & Luck, 1993; Talsma, Slagter,
Nieuwenhuis, Hage, & Kok, 2005). The increase in the N1
component reflects not only the benefit of paying atten-
tion to attended locations, but also the starting point of
discriminative processes, which are increased at the spa-
tially attended locations. As previously mentioned, the
activation of the Extrastriate Cortex Contralateral to the
cue, occurring prior to the occurrence of S2, is probably
the neural mechanism promoting increased processing at
attended locations (Flores et al., 2009; Hopfinger & Man-
gun, 2000). Therefore, the neural set whose activity has
been attentionally biased during the preparatory period
could be able to increase the processing level of the atten-
tionally cued stimuli, as indexed by the P1 and N1 com-
ponents. For the visual (cue)-auditory (target) in CCPP
paradigms, the effects of auditory target attentional mod-
ulation by visual cues have not been previously studied,
although task-related preparation and validity /invalidity
RTs results have been obtained during the preparatory
period (Chen, Chen, Gao, & Yue, 2012; Gémez et al., 2004).
Moreover, when subjects selectively attend to tones in one
ear, while tones are presented in both ears, and tones in the
unattended ear must be ignored (cocktail party effect), an
increase in auditory P1 and N1 components to tones deliv-
ered in the attended ear are recorded, indicating an atten-
tional modulation of the Supratemporal Plane (Woldorff
etal., 1993; Woldorff & Hillyard, 1991). In addition, the P2
component also presented an increase in the attended ear
with respect to the unattended ear. The results obtained
in the present experiment of an increased N1 and P2 indi-
cate that endogenous visual cueing is able to modulate
the stream of auditory processing in a similar manner to
the “cocktail party effect” previously described.

In the present experiment, the validity/invalidity
effect on the P300 component turned out to be opposite
to the effect on the P1 and N1 components. An increase
in the P3a and P3b components was obtained in the
invalid condition rather than the valid condition. These
results have previously been obtained on visual cues and
visual targets CCPP, for both P3a (Digiacomo et al., 2008;
Gomez et al., 2008) and P3b components (Digiacomo
et al., 2008; Eimer, 1993; Gémez et al., 2008; Mangun &
Hillyard, 1991). The present results extend the results
previously obtained in the visual modality to the cross-
modal visual (cue)-auditory (target) modality, indicating
the highly cognitive nature of P3 modulation in CCPP.
The increase in the P3a to targets in invalid conditions
would be related to attentional reorientation to invalidly
predicted targets. The higher amplitude of P3b in invalid
with respect to valid trials has been suggested to rep-
resent the assessment of the lack of adequacy between

sensory-motor preparation and sensory perception, on
the one hand, and the actual action in response to the
target stimulus, on the other (Gémez & Flores, 2011;
Mangun & Hillyard, 1991). It has been suggested that
the most important component of this assessment is the
revision of the S1-S2 (cue—target) contingency value (For
a review, see Gomez & Flores, 2011).

FMRI studies, by means of comparisons of the
BOLD signal between the invalid and valid trials, sug-
gest that important areas for detecting the incongruity
between the prepared neural network and the actual
target are in the right hemisphere and include the infe-
rior frontal gyrus, the middle and STG, the posterior
part of the superior temporal sulcus and the parahip-
pocampal gyrus, and bilateral activation in the intrapa-
rietal sulcus (including the right supramarginal gyrus).
Moreover, the left thalamus also showed higher acti-
vation in invalid targets than in valid targets (Vossel,
Thiel, & Fink, 2006). The most ventral part of this dis-
tributed network, including the inferior frontal gyrus
and the temporal-parietal junction (TP]), has been
proposed to be involved in reorienting the attention to
unexpected targets (Corbetta, Patel, & Shulman, 2008).
Recently and based on comparisons of the BOLD sig-
nal in invalid and valid trials vs neutral trials, a role of
the left TPJ has been proposed for changing cue—target
contingencies in valid trials, and of both TPJ in invalid
trials (Doricchi, Macci, Silvetti, & Macaluso, 2010). The
bilateral activation of TPJ in invalidly cued targets
would be related to the increased P3b in invalid trials
compared to valid trials (Digiacomo et al., 2008; Eimer,
1993; Gémez et al., 2008; Mangun & Hillyard, 1991).
To what extent this distributed visuo-visual CCPP net-
work would share neural resources with visuo-auditory
types of experiments remains to be tested. The atten-
tional reorientation observed in invalid trials is possibly
related to the increased RTs in invalid trials compared
to valid trials.

The transfer of information from current trial to next
trial has already been demonstrated by behavioral anal-
ysis showing the RTs trend of VV < IV < II < VI (Gémez
et al., 2008; Jongen & Smulders, 2007), and an anticipa-
tion of errors pattern opposite to the RTs trend (Arjona &
Gomez, 2011). This pattern of results was also extended
to the analysis of triadic sequences of trials (Arjona &
Gomez, 2011), in which a similar influence of the local
history of validity/invalidity trials affects the more
global influence of validity/invalidity in a single trial.
The obtained pattern of RTs would be related to the
amount of attention deployed in trial # + 1 as a func-
tion of previous trial outcome (trial 7). VV (and VVV)
sequences would deploy more attention than IV (and
IIV) trials because the previous trial would increase the
local credibility of the cue—target contingency; in more
formal terms, the conditional probability P (S2/S1)
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would increase. The lower RTs in the II condition with
respect to VI condition would reflect the lower deploy-
ment of attention in the second trial if the previous trial
was invalid than if previous trial was valid, paying less
cost in terms of RTs for attentional deployment in the II
condition than in the VI condition.

In this regard, there are several studies showing
the contralateral to the cue activation of the indicated
sensory cortex (Flores et al., 2009; Gomez et al., 2004;
Hopfinger & Mangun, 2000; Mangun & Hillyard, 1991)
and the activation of the motor and premotor cortex
(Gémez, Vaquero, Vazquez-Marrufo, Gonzalez-Rosa, &
Cardoso, 2005) in the hemisphere opposite to the cue
indicated target location, facilitating both the percep-
tion and production of the response in the valid trials.
All these results fit well with the idea of Bayesian learn-
ing, subjects would continuously be making predictions
about the place where the target will appear, allowing
the generation of a prediction error signal which would
modify the a priori probability between the central cue
and the target position (Feldman & Friston, 2010; Friston,
2009; Gémez & Flores, 2011).

On the other hand, the so-called biased competi-
tion model (Desimone & Duncan, 1995) also supports
these results. In this view, the central executive would
be responsible for producing this sensory cortex activa-
tion in the hemisphere opposite to the side indicated
by the key, so that it would take less time to perceive a
stimulus that appeared on that side by biasing the activ-
ity level (oscillatory and/or tonic activity). In this sense,
the dorsolateral fronto-parietal network would be the
structure responsible for sending the inputs that activate
these sensory cortices (Corbetta et al., 2008; Gémez et al.,
2007), while the right inferior frontal gyrus would be one
of the areas responsible for perceiving the novelty of the
targets in the case of invalid trials (Corbetta et al., 2008;
Vossel et al., 2006).

The obtained behavioral results (RTs and error analy-
sis) suggest that in CCPD, the attentional deployment is
dynamically changed as a function of previous trial out-
come. Consequently, the CNV amplitude on a given trial
should be modulated by the validity or invalidity of the
previous trial. In fact, in the so-called intertrial validity—
invalidity effect, we have observed a more negative CNV
in trials preceded by valid trials compared to trials pre-
ceded by invalid trials (V-X vs I-X). These results confirm
that the subject's expectations about the appearance of
the target in the place indicated by the cue are influenced
by the previous trial outcome. Valid trials would increase
the belief that the next trial will be valid, increasing the
expectation created by the cue. In contrast, invalid trials
would diminish the credibility of the cue on the follow-
ing test, reducing its ability to guide the subject’s atten-
tional resources. The topographical analysis confirms
that there are no substantial differences with respect to

the place of occurrence of the CNV in different types of
trial sequences (Figure 4.6). The results were extended to
sequences of three trials in which the pattern of ampli-
tude (more negative than) was VV-X > IV-X > VI-X, sug-
gesting that the deployment of attentional resources is
dynamically changed.

The CNV is a type of slow wave that appears related
to the expectancy and preparation for the arrival of an
incoming stimulus (Eimer, 1993; Gémez et al., 2004,
2007, 2003). In our study, the incoming stimulus would
be S2. This wave is caused largely by the process of
selective attention activated by the subject before the
imminent arrival of the target, but also by motor prepa-
ration for the response (Tecce, 1972). In the CCPP, the
central cue indicates the possible position of the upcom-
ing target, so it generates a CNV, indicating attentional
preparation through the fronto-parietal networks, as
well as activation of sensory and motor cortices (Fan
et al., 2007, Gomez et al., 2004, 2007; Hopfinger &
Mangun, 2000). The present results on CNV suggest
that subjects would perform a trial-by-trial update of
the predictive value assigned to the cue. In this sense,
Yu and Dayan (2005) discussed the ability of the CCPP
to reflect how subjects are continually updating the
probabilities assigned to the possible occurrence of the
events around them through Bayesian learning (Feld-
man & Friston, 2010; Friston, 2009). After an invalid
trial, subjects would pay less attention to the cue and
be guided more by bottom-up than by top-down prior
expectations. The CNV component seems to be a reflec-
tion of the activity of supramodal attentional effects
based on the activation of fronto-parietal networks
and task-specific preparatory activation of the required
sensory—motor cortex required for the task (reviewed in
Goémez & Flores, 2011). The role of fronto-parietal net-
works during the CNV would be to modulate the atten-
tional deployment (Corbetta et al., 2008). These results
again support the idea that the working dynamic of
the human brain would be based on a system similar
to Bayesian Statistics (Doya, Ishii, Pouget, & Rao, 2007;
Knill & Pouget, 2004).

In summary, our study shows a pattern of evolution
of ERPs across trials involving: (1) preparation for next
target induced by the visual cue (CNV); (2) attentional
modulation of target processing in current trial (N1 and
P2 components); (3) attentional reorientation to unex-
pected targets (P3a); (4) updating of the working mem-
ory based on the current trial validity /invalidity status
(Duncan-Johnson & Donchin, 1977); and (5) dynamic
modulation of attention deployment to next trial as
indexed by the CNV and RTs pattern. Based on the latter
results, the so-called sequential effects occur, involving
the processing of each trial based on the previous trial
outcome by modulating the attentional deployment in a
dynamic way.
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INTRODUCTION

Electroencephalography (EEG) measures electrical
brain activity on a millisecond precision and thus per-
mits temporal dynamics of brain function to be ana-
lyzed. However, and especially for deeper cerebral
structures, attempts to localize the neural sources of the
surface electric field are compromised by the “inverse
problem” (Friston et al., 2008; Grech et al., 2008; Plonsey,
1963): a given electromagnetic field recorded by scalp
EEG can result from an infinite number of different
intracranial sources. A priori assumptions can be intro-
duced to limit the number or position of possible field
generators. Source estimations are then possible but
remain models that are based on strong and not easily
verifiable assumptions (Phillips, Rugg, & Friston, 2002).
Therefore, the topographical analysis of surface EEG is
limited in terms of its localizing capabilities. Conversely,
functional magnetic resonance imaging (fMRI) allows an
anatomically detailed measurement of neuronal activity
including that of deeper cerebral structures, but tempo-
ral resolution of fMRI is bound by the time constants of
neurovascular coupling. Considering the great temporal
resolution of EEG and the excellent spatial resolution of
fMRI, the combination of these two techniques is well
suited to provide spatiotemporal information superior
to either method alone. Through this multimethodolog-
ical integration, it is now possible to view human brain
function in real time.

Although there are several ways to integrate elec-
trophysiological with neuroimaging methods, the most
commonly used are the unseeded and seeded models.
The unseeded model is the simpler among the two and
consists in projecting the coordinates of dipolar source

Cognitive Electrophysiology of Attention. http://dx.doi.org/10.1016/B978-0-12-398451-7.00005-1

modeled on EEG data alone on an anatomical cortical
surface obtained from a template, or from groups of or
individual MRI images acquired from the same subjects
involved in the EEG experiment. The limit of this “quick
and dirty” method is that the spatial resolution is only
given by the EEG and therefore it is low because it is
based on surface recording and affected by the “inverse
problem”. When an unseeded model is used, the ana-
tomical MRI images help exclusively to improve the
visualization of the EEG-only based localizations.

The seeded model is a more complex and sophisti-
cated method that uses fMRI data to solve the inverse
problem. With this method, the locations are fixed
(seeded) on fMRI spots found in an fMRI experiment
identical to the EEG experiment, with the source orien-
tations optimized to the new locations (seeded model).
In visual paradigms, the spatial resolution of the seeded
model can be further increased by the combination of
standard fMRI data with retinotopy data at the individ-
ual level (Pitzalis et al., 2006; Sereno et al., 1995; Tootell
et al., 1997). The retinotopic mapping is a demanding
and time-consuming tool, which, however, has the great
advantage of being able to define the border of the main
striate and extrastriate visual areas with a precision com-
parable to that achieved in invasive single-unit experi-
ments on monkeys. The method can be further improved
by the use of a specific functional localizer to define the
motion-sensitive regions MT+ (Tootell et al., 1995) and V6
(Pitzalis et al., 2010). The combination of EEG-fMRI data
obtained during the same stimulation with the retinotopic
mapping enables us to localize the EEG data respective to
each single visual area and to specific anatomical regions
with a known functional profile, as already done by our
group in the past (Di Russo, Martinez, Pitzalis, & Hillyard,
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Sereno, 2002; Di Russo, Martinez, Hillyard, 2003; Di Russo
et al., 2007, 2005, 2011; Pitzalis, Bozzacchi, et al., 2012;
Pitzalis, Strappini, De Gasperis, Bultrini, & Di Russo, 2012).
Figure 5.1 shows different results obtained comparing
unseeded and seeded source models; the colored circles
shown in the figure indicate the locations of the dipoles
in the unseeded model, which for some areas are close to the
fMRI spots (as for V1, MT+ and Fusiform region), while
for others are quite distant (as for POs and hIPs).

EEG and fMRI might be simultaneously recorded or in
separate sessions. The advantage of simultaneous record-
ings is to measure activity of interest that is not simply
reproducible during separate sessions. This is true for
studying epilepsy, sleep, resting-state activities, some
high-level cognitive tasks or when trial-by-trial correla-
tions are required. However, simultaneous EEG-fMRI
recording is not always necessary for studying some
passive sensory-evoked or attention-related responses.
One has to base this choice on the reproducibility of the task
(or stimulus) vs. the possible risk of dealing with largely

ERP/fMRI Coregistration

ks

Seededr
Model

FIGURE 5.1 Combination of the ERP/fMRI attention effects in
the right hemisphere for contralateral stimuli in the upper quadrant.
Group-averaged contralateral fMRI activations superimposed on the
flattened hemisphere (occipital lobe) of the Montreal Neurological In-
stitute (MNI) template. Circles indicate the locations of the dipoles in
the unseeded based on the EEG data alone. The pseudocolor scale in
the right of the figure indicates the statistical significance of the fMRI
activations. Major sulci (dark gray) are labeled as follows: Parieto-
occipital sulcus (POS), transverse segment of the parietal sulcus (tPS),
intraparietal sulcus (IPS), superior temporal sulcus (STS), middle tem-
poral sulcus (MTS), inferior temporal sulcus (ITS), LOR, Fusiform
gyrus (Fusiform), and calcarine fissure (Calcarine). The fundus of the
POS is indicated by dashed lines. The dashed outline surrounding
MT+ represents the group-averaged location of the motion-sensitive
cortex based on separate localizer scans. Inset shows, as an example,
the schematic representation of the source locations and orientations in
the seeded dipole model. Data from Di Russo et al., 2011.

contaminated EEG data if simultaneously recorded with
fMRI. This is in light of the fact that regardless of the theo-
retical efficacy of artifact correction algorithms for post-
processing simultaneously recorded EEG-fMRI data, the
outcome of these algorithms is “artificial” and inevitably
“worse” than the clear EEG data recorded in a shielded
EEG room. So, an important advantage of EEG and fMRI
recording in separate sessions is the possibility to record
very clean and reliable data in both measures. Finally,
simultaneous recording needs time-consuming subject
preparation (subject might wait 1 or 2h before starting the
experiment). Therefore, a further advantage of separate
measures consists of reducing the subject preparation
time, a relevant factor in a lab daily schedule.

In this chapter, we describe the advantages in spatial
and temporal resolution that can be gained through com-
bining EEG with fMRI methods in the study of visual per-
ception and spatial attention. We focused on EEG-fMRI
studies using visual-evoked potentials (VEPs) in passive
tasks and event-related potentials (ERPs) in visuospatial
attention tasks. We review studies aimed at identifying
the sources of VEP and ERP components using focal
stimuli located in the four visual quadrants. This stimuli
location avoids the activation of widespread regions of
retinotopic cortical areas, thereby enhancing the possi-
bility of identifying the exact generator locations.

IDENTIFICATION OF THE NEURAL
SOURCE OF VEP COMPONENTS

The VEPs are brain waves produced by visual stimuli
that can be displayed with different modalities; the most
studied one is the pattern-onset modality where visual
patterns appear for a short time (from 50 to 400ms) and
then disappear. This modality has the great advantage of
producing large potentials, however, this kind of stimuli
is uncommon in real life because objects usually do not
disappear, but might move or vary in local luminance or
contrast as when leaves are moved by the wind. A more
ecological way to produce VEP is the pattern-reversal
modality in which stimuli (e.g., gratings or checkerboard)
are continuously present throughout recording, but their
pattern continuously reverses in contrast. This modality
produces smaller but incredibly systematic potentials in
terms of reproducibility. Because of their higher stability
in respect to the pattern-onset paradigm, pattern-reversal
is often used as an index of neurological dysfunctions of
the visual pathways (e.g., Halliday, 1993). Furthermore,
to study the visual motion processing, motion-related
VEP were extensively used in literature. Among all visual
motion-related VEPs tested so far, motion-onset VEPs
display the largest amplitudes and the lowest inter- and
intrasubject variability (e.g., Kuba, 2006). Motion-onset
VEPs are usually produced by moving dots or gratings.
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All of these VEP paradigms are defined as transient
if the stimulus cadence is slow (one to two stimuli per
second) while they are named steady-state if the stimu-
lus is presented at a rate of around 4 Hz or higher. When
a repetitive flickering or visual pattern is presented at
such a fast rate, a continuous sequence of oscillatory
potential changes is elicited in the visual cortex. The
steady-state VEP generally appears in scalp recordings
as a near-sinusoidal waveform at the frequency of the
driving stimulus or its harmonics (reviewed in Di Russo,
Teder-Sélejarvi, & Hillyard, 2002).

In literature, the VEP components were labeled in a
nonunique way, however, as proposed in several studies
of our group, they can be labeled as follows: the C1 (also
known as N75 or P85), the P1, the C2, the N1, and the
P2. Except for the C1, the successive components are not
necessarily generated by a single area. Depending on the
stimulation types, they can be separated in subcompo-
nents. A detailed description of their origin is reported
below. The very early N70 component found for fast
motion stimuli only, will be described in the next section.

The C1 Component

The neural generators of the early components of
the VEP have been studied since the original observa-
tions of Jeffreys and Axford (1972a). Many studies have
obtained evidence that the first major pattern-onset VEP
component (C1), with an onset latency between 40 and
70ms and peak latency between 60 and 100ms, origi-
nates from primary visual cortex (V1, Brodmann's area
17, Calcarine fissure or striate cortex). Evidence that C1 is
generated in the striate cortex comes from studies show-
ing that the C1 has a parieto-occipital medial distribution
and reverses in polarity for upper vs. lower visual field
stimulation (e.g., Butler et al., 1987; Clark, Fan, & Hillyard,
1995; Di Russo, Ragazzoni, & Spagli, 1998; Jeffreys &
Axford, 1972a, 1972b; Mangun, 1995). This reversal cor-
responds to the retinotopic organization of the striate
cortex, in which the lower and upper visual hemifields
are mapped in the upper and lower banks of the Calca-
rine fissure, respectively. According to this “cruciform
model” (Jeffreys & Axford, 1972a), stimulation above and
below the horizontal meridian of the visual field should
activate neural populations with geometrically opposite
orientations and, hence, elicit surface-recorded evoked
potentials of opposite polarity. Such a pattern would not
be observed for VEPs generated in other visual areas that
lack the special retinotopic organization of the Calcarine
cortex, although it cannot be excluded that some degree
of polarity shift for upper versus lower field stimuli
might be present for neural generators in V2 and V3 as
well (Schroeder et al., 1995; Simpson et al., 1995).

The C1 is known to arise from the primary visual area
V1. Its localization has been confirmed in many studies

from our (e.g., Di Russo et al., 2011) as well as other (e.g.,
Clark et al., 1995; Gomez Gonzalez, Clark, Fan, Luck,
& Hillyard 1994; Liu, Zhang, Chen, & He, 2009; Zhang,
Zhaoping, Zhou, & Fang, 2012) laboratories. Review-
ing the extensive VEP literature on this component, it is
evident that the C1 has been found in response to many
visual stimulation paradigms, such as pattern-onset, pat-
tern-reversal, and motion-onset (Di Russo et al., 2002a,
2005; Pitzalis, Bozzacchi, et al., 2012; Pitzalis, Strappini,
et al., 2012). Therefore, the C1 seems to be a general phe-
nomenon related to the activity of area V1, likely reflect-
ing the cortical volley from the lateral geniculate nucleus.
Moreover, even though the rapid stimulation rate used in
the steady-state VEP does not allow component discrimi-
nation, the combined recording of these potentials with
fMRI (and retinotopic mapping) allows one to find V1
activity in the early phase of the steady-state VEP second
harmonic (Di Russo et al., 2007). The presence of early V1
activity for any visual stimulation confirms its fundamen-
tal role along the bottom-up pathway of visual processing.

The P1 Component

P1 is a label to indicate the positive deflection fol-
lowing the C1. The P1 has lateral occipital distribution,
contralateral to the stimulated horizontal hemifield and
does not change in polarity for the vertical hemifields.
Depending on the stimulation used, this activity peaks
between 90 and 140ms. Using pattern-onset VEP, Di
Russo et al. (2002) found two subcomponents at 105 and
140ms (early and late P1) that were localized in areas V3A
and V4, respectively. Later on, these data were confirmed
by studies using simultaneous EEG-fMRI recording
(e.g., Novitskiy et al., 2011). Using pattern-reversal VEP,
Di Russo et al. (2005) found a peak at 95 localized in the
motion-sensitive area MT+ (or MT complex that encom-
passes both middle temporal (MT) and medial superior
temporal areas; Huk, Dougherty, & Heeger, 2002). Suc-
cessively, Liu et al. (2009) confirmed the involvement of
MT+ at this latency. The motion-sensitive region MT+ is
probably activated by pattern-reversal stimuli because
such reversal produces a clear motion perception that
can be described in terms of motion onset and motion
offset-related responses (e.g., Kubova, Kuba, Spekreijse,
& Blakemore, 1995). Using motion-onset VED, the P1 was
also localized in MT+ with a peak latency of 120ms
(Pitzalis, Strappini, et al., 2012). Combining steady-state
VEP and fMRI, MT+ activity was also found in an early sig-
nal phase, successive to that of V1 (Di Russo et al., 2007).

The C2 Component

This component was only seen for pattern-reversal
stimuli (Di Russo et al., 2005, 2011) showing a medial
occipito-parietal distribution very similar to that of the C1
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and (differently from the P1) the C2 change in polarity for
the vertical hemifields. This activity peaked at 130ms and
is positive for lower fields and negative for upper fields
(the opposite of C1). The C2 was localized in V1 and inter-
preted as a reentrant feedback activity from extrastriate
areas as MT+ (Di Russo et al., 2005, 2011; Liu et al., 2009).

The N1 Component

The N1 is the more complex VEP component because it
is produced by multiple areas dependent on the stimula-
tion modality. In pattern-onset VEP, there is both an early
anterior N1, peaking at 155ms and originating in pari-
etal areas, and a later and more posterior activity peaking
at 180ms and originating in visual area V3A (Di Russo
et al., 2002; Novitskiy et al., 2011). Pattern-reversal VEP
produced three subcomponents at 150, 160, and 180ms
localized in the transverse-parietal sulcus (TPs), V4 and
V3A areas, respectively (Di Russo et al., 2005). Motion-
onset VEP produced activities at 160 and 180ms in area
V3A and in the lateral occipital regions (LOR), respec-
tively. Using flow-field motion-onset stimuli, an early N1
was localized in motion area V6 at 140ms and a late N1 in
area V3A at 180ms (Pitzalis, Bozzacchi, et al., 2012).

The P2 Component

The P2 is the less studied component. It peaks between
200 and 250ms and it was supposed to represent reen-
trant activity in V1 and V3A areas (Di Russo et al., 2002,
2005). More recently, this component was localized in the
intraparietal sulcus (IPs) and in area V6 using motion-
onset stimuli (Pitzalis, Bozzacchi, et al., 2012; Pitzalis,
Strappini, et al., 2012).

Figure 5.2 shows the comparison between the VEP
waveform obtained with pattern-onset, pattern-reversal,
and motion-onset stimuli presented in the upper left quad-
rant. The figure combines the VEP data from Di Russo
et al. (2002, 2005) and Pitzalis, Strappini, et al. (2012).

Considering the brain areas involved in visual pro-
cessing, the aforementioned VEP-fMRI studies indicate
that:

* Area V1 is active for any visual stimulation modality
with an onset of 50-70m:s. Its first peak of activity is
reached at 75-100ms (C1 component) and, in case of
pattern-reversal, it is again active about 50ms later
(C2 component).

* Area MT+ is activated by pattern-reversal and
motion-onset stimulations with an onset of
80-100ms and it reaches the peak activity at
95-130ms (P1 component). For high speed stimula-
tion, this area showed an earlier response initiating
at about 40 ms and peaking at 70 ms (this early
activity will be detailed in the next section).

* Area V3A has an early peak activity at 105ms (onset
95ms) for pattern-onset VEP (early P1 compo-
nent) and a later activity (onset 130-150ms, peak
160-180ms) for pattern-reversal and motion-onset
stimulations (N1p component).

* Area V4/VS8 (in the Fusiform gyrus) reaches its peak
at 140-180ms (onset 120-150 ms) for any kind of
stimulation (N1 component).

e Parietal regions (IPs and TPs) are active by any stim-
ulation between 155 and 250 ms (onset 130-200 ms).
This activity has been labeled as an N1a (anterior N1)
component.

* Area V6 was activated early (onset 105ms, peak
140ms) by motion-onset flow-field (P140) and later
activated at 230-250m (P2, onset 200-220m) for both
gratings and flow-field motion-onset VEP (the V6
response to flow-field stimulation will be detailed in
the next section).

The spatial resolution in the EEG—{MRI coregistration
studies from our group was hugely increased by the reti-
notopic mapping, which was always performed in each

anterior

—— Pattern-onset

N1 7 P2 — Pattern-reversal

—— Motion-onset

+1 “V C2

FIGURE 5.2 VEP waveform for pattern-onset, pattern-reversal,
and motion-onset stimuli presented in the upper left quadrant. Wave-
forms show the main VEP component visible on contralateral central
and parieto-occipital and medial parieto-occipital electrodes. Data from
Di Russo et al., 2002, 2005; Pitzalis, Strappini, et al., 2012.
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single study to demarcate striate and extrastriate visual
areas, but with the more general aim to illustrate the exact
relationship between the stimulus-related fMRI activations
and the known early visual cortical areas. In each study, ret-
inotopic dorsal (V1, V2, V3, V3A, V6, V7) and ventral (V1,
V2, VP, V4v, V4/V8) visual areas were successfully identi-
fied by mapping quadrant representations and visual field
signs (Sereno et al., 1995). In addition, the classic lateral
motion area MT+ was individually mapped by functional
localizer (Tootell et al., 1995). The boundaries of all of these
visual areas are typically rendered on a flattened version
of each participant's reference anatomy. In this way, activa-
tions in striate and adjacent extrastriate visual areas could
be distinguished despite their close proximity and indi-
vidual differences in cortical anatomy. Figure 5.3 shows
the location of the main cortical visual areas (in colors)
mapped with wide-field retinotopic stimuli (Pitzalis et al.,
2006) and summarizes the timing of those visual areas
found in all VEP—MRI studies from our group. The loca-
tion and topography of the cortical areas were based on
functional and anatomical magnetic resonance (MR) tests
of each subject. The location of the numeric labels indicate
the areas found in the aforementioned studies (Di Russo
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FIGURE 5.3 VEP based timing of the main visual areas represented
on flattened right hemisphere (occipital lobe) of the MNI template.
Response to stimuli located in the upper left visual quadrant. The
boundaries of visual areas defined in the same subject by the retino-
topic visual field sign, and by MT+ and V6 mapping. As indicated in
the semicircular logos, dashed and solid lines correspond to vertical
and horizontal meridians, respectively; the plus and minus symbols re-
fer to upper and lower visual field representations, respectively. Other
labels are as in Figure 5.1. Data from Di Russo et al., 2002, 2005; Pitzalis,
Strappini, et al., 2012; Pitzalis, Bozzacchi, et al., 2012.

et al. 2002, 2005; Pitzalis, Bozzacchi, et al., 2012; Pitzalis,
Strappini, et al., 2012) and the values indicate the timing
their peak activity expressed in ms.

SPATIOTEMPORAL MAPPING OF
MOTION PROCESSING

Analysis of visual motion has a crucial biological sig-
nificance for each species survival, and in humans sev-
eral brain regions in the primate dorsal visual pathway
are specialized for different aspects of visual motion pro-
cessing. The human dorsal visual stream specialized for
visual motion processing begins in V1, extends through
several extrastriate areas, and terminates in higher areas
of the parietal and temporal lobes. Lateral areas MT+
are classically considered the key motion regions of the
dorsal visual stream, being responsive to visual stimuli
in motion and showing selectivity for the direction (e.g.,
Morrone et al., 2000; Smith, Wall, Williams, & Singh, 2006;
Tootell et al., 1995) and speed (e.g., Lebranchu et al.,
2010; McKeefry, Burton, Vakrou, Barrett, & Morland,
2008; Pitzalis, Strappini, et al., 2012) of movement. In
comparison to the lateral temporal cortex, relatively less
attention has been devoted to the motion sensitivity of
dorsal regions in the medial parieto-occipital cortex.
Recent studies from our group have revealed the pres-
ence in the human dorsal stream of another key motion
region, area V6, located medially in the parieto-occipital
sulcus (POS) (Fattori, Pitzalis, & Galletti, 2009; Pitzalis
et al., 2006, 2010). As in nonhuman primates, the human
V6 is a motion area highly sensitive to coherent motion
and flow-fields (Pitzalis et al., 2010, in press), which is
probably the most important visual cue for the percep-
tion of selfmotion or “egomotion” (i.e., the sensation to
be moving in space). While lateral areas MT+ have been
widely investigated and their role in motion processing
is well grounded, the discovery of the medial motion
area Vo6 is relatively recent and its functional role is still
unknown.

VEPs have been extensively used to study motion
processing and integrity of the visual system, and in the
previous section we have already described the spatio-
temporal structure of motion-onset VEP with the support
of the fMRI. However, before 2012 there were no stud-
ies reporting the electrophysiological correlates of area
V6. Moreover, the effect of coherent visual motion has
been scarcely investigated by electrophysiological meth-
ods (e.g., Kuba, Kubova, Kremlabek, & Langrova, 2007).
Further, inconsistent results were found about important
questions concerning the response timing of the motion-
sensitive areas MT+ and V6 as well as the temporal rela-
tionship between these two motion areas and area V1.
We addressed these questions in two recent VEP-fMRI
studies, which will be reviewed in this section.
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In Pitzalis, Strappini, et al. (2012), we localized the
main sources of the motion-onset VEPs for high and low
speed stimuli by combining high-resolution EEG record-
ings with neuroimaging data. In doing so, we addressed
the question about the response timing of the motion
area MT+ respect to that observed in area V1 when slow
and fast speed motion stimuli are used.

Some electrophysiological studies have found early
activity in MT+, ranging from 35 to 120ms, which may
bypass area V1 (Buchner et al 1997; Ffytche, Guy, & Zeki,
1995; Schoenfeld, Heinze, & Woldorff, 2002). Also, neuro-
physiological studies on monkeys have found short MT+
latencies to fast stimuli (e.g., Schmolesky et al., 1998).
These data should be taken into consideration because
the V5 region in nonhuman primates has been shown
to have anatomical connections not only from areas V1,
V2, V3, V4, and V6 (Galletti et al., 2001) but also directly
from subcortical structures that bypass area V1, such
as the lateral geniculate (Sincich, Park, Wohlgemuth, &
Horton, 2004) and pulvinar (Berman & Wurtz, 2010)
nuclei in the thalamus and the superior colliculus (Gross,
1991). In humans, the existence and role of these direct
and fast subcortical connections to MT+ are still unclear.
However, a few studies on patients with V1 lesions have
provided some evidence for the existence of such con-
nections in humans (Ffytche, Guy, & Zeki, 1996). As
mentioned above, three electrophysiological studies on
healthy subjects (Buchner et al., 1997; Ffytche et al., 1995;
Schoenfeld et al., 2002) reported concordant evidence for
early parallel inputs into MT+ bypassing V1. However,
there are discrepancies among them with respect to the
onset and the peak latency of MT+ activity. The study of
Pitzalis, Strappini, et al. (2012) tried to clarify these con-
tradictory results concerning the onset and peak latency
of MT+ activity measuring its activation timing by com-
bining VEP and fMRI data for both slow and fast-mov-
ing stimuli. They found a very early component (N70),
which was only present for fast stimuli confirming that
motion signals for different speeds may reach the MT+
through different pathways, either through area V1 in the
case of slow stimuli or bypassing area V1 in the case of
high speed stimuli (Ffytche et al., 1995, 1996).

Additionally, comparing fMRI data for slow vs. fast
motion, we found signs of slow-fast motion stimulus
topography (i.e., speed-o-topy) along the posterior brain
in at least three cortical regions (MT+,V3A, and LOR).
Figure 5.4(B) shows slow and fast motion activations
(for both upper and lower hemifields) rendered together
on the anatomical template Population-Average, Land-
mark- and Surface-based (PALS). The results support a
spatial segregation between the two speeds. The spatial
trend is similar in the posterior Intraparietal Sulcus and
MT+, where slow and fast motion stimuli activated the
antero-dorsal and postero-ventral parts of these regions,
respectively. Also, a spatial trend was visible in the LOR,

but only in the superior—inferior direction, with the slow
and fast motion activating the more ventral and dorsal
portions of this region.

In contrast, area V6 selectively responded to fast
speed motion stimuli and independently to the visual
quadrant stimulated. It is possible that the high-speed
motion stimuli resembled a flickering visual stimulation,
which is known to activate area V6 (Pitzalis et al., 2010)
and other motion areas.

We also recently addressed another issue concerning
the spatiotemporal mapping of motion processing. Spe-
cifically, in Pitzalis, Bozzacchi, et al. (2012) we used VEPs,
fMRI, and retinotopic brain mapping to find the electro-
physiological correlates of V6 and to define its temporal
relationship with the activity observed in MT+. We also
used wide-field coherent motion stimuli intentionally
designed to best activate the area based on the finding in
Pitzalis et al. (2010). As expected, we found a V6 strong
preference for coherent motion, which is in line with
previous fMRI studies (Cardin & Smith, 2010; Helfrich,
Becker, & Haarmeier, 2012; Pitzalis et al., 2010, 2013;
von Pfostl et al., 2009). Additionally, we found that area
V6 is one of the most early stations coding the motion
coherence and that its electroencephalographic activity is
almost simultaneous with that of MT+. The early timing
found of V6 activation (onset latency 105ms) together
with the small temporal gap with the V1 timing (peak
latency 75ms) is in agreement with data on macaque
brain, where the existence of a direct connection between
V1 and V6 has been proven (Galletti et al., 2001). This
result also fits with previous human magnetoencepha-
lography (MEG) studies that found visual activity in POS
and V1 in a similar latency range between 60 and 100 ms
from stimulus onset (Vanni, Tanskanen, Seppa, Uutela, &
Hari, 2001; von Pfostl et al.,, 2009). We also found a
late second activity in V6 in the latency range of the
P2, which was also found in our (Di Russo et al., 2011;
Pitzalis, Strappini, et al., 2012) and other (Hoffmann &
Bach, 2002; Kremlacek, Kuba, Chlubnova, & Kubova,
2004) studies, and it was previously attributed to the pro-
cessing of complex features of motion (expanding/con-
tracting radial motion) (e.g., Kuba et al., 2007). In Pitzalis,
Bozzacchi, et al. (2012), we showed that the analysis of
such complex motion signals also occurs much earlier,
about 100 ms before (N140), supporting the hypothesis of
a V6 involvement in early cortical motion processing. We
interpret the late activity in V6 (P230) as a reentrant feed-
back from other extrastriate visual areas, like V3A, which
is strongly connected with V6 in the macaque (Galletti
et al., 2001) and is supposed to be involved in extracting
form from motion (Vanduffel et al., 2002; Zeki, 1978). Such
a type of signal could help V6 to recognize real motion
of objects among the plethora of retinal image move-
ments self-evoked by eye and body movements (Galletti,
Battaglini, & Fattori, 1990; Galletti & Fattori, 2003).
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a) On the left, grand averaged waveforms of motion-onset VEPs for slow and fast motion stimuli presented to the left quadrants

for medial parieto-occipital (POz) and contralateral Inion-level (I4) electrodes, of which the location is indicated on the head representation.
Shown on the right are the source waveforms of the dipoles seeded to the fMRI activations for the same slow and fast motion stimuli. (b) Group
fMRI activations for slow and fast motion stimuli rendered on the semiinflated cortical surface reconstruction of the left hemisphere of the average
brain (left section). Results are also shown in a closeup view of the posterior part of the brain rendered on a flat map. Results from upper and lower
hemifields are collapsed together. Activations for slow and fast motion conditions are plotted in different colors to represent their topographic

specificity. Data from Pitzalis, Strappini, et al., 2012.

In Pitzalis, Bozzacchi, et al. (2012), we also provided
important data that concerns the spatiotemporal pro-
file of the motion coherency effect on VEPs and the
localization of its neural generators. We found a com-
plex sequence of six components located in occipital,
parietal, and temporal cortices, including feed-forward
and reentrant feedback signals in some specific corti-
cal regions. Specifically, the processing of motion in the
cortical network started in V1 (C1 component) approxi-
mately 50ms after stimulus onset (peaking at 75ms),
then was detected in ventral extrastriate areas, likely
LOR region (P100) and, almost simultaneously, in MT+
(P130) and V6 (N140). Subsequently, the activity in the

posterior part of the brain was found in V3A (N180) and
again in V6 (P230). However, not all of these compo-
nents were affected by the motion coherence. The ear-
liest VEP components, the C1 and P100, respectively
originating from V1 and LOR, i.e., the cortex between
dorsal areas V3A and MT+ (Larsson & Heeger, 2006;
Smith, Greenlee, Singh, Kraemer, & Hennig, 1998;
Tootell & Hadjikhani, 2001) were not modulated by
motion coherence. Activities in MT+, V6, and V3A were
consistently and differently modulated by motion and
its coherence. While both areas V6 (N140 and P230, see
above) and MT+ (P130) showed a preference for the
coherent motion, though in a different degree, area V3A
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showed the opposite pattern, being more activated in
the random condition (N180).

Our analyses show a rapid sequence of activation
from the occipital pole to areas V6 and MT+. These two
dorsal motion areas have similar onset latencies (100 and
105ms), with a delay of about 25ms with respect to V1
peak. The minimal temporal gap between the two areas
supports the view of direct interconnections between V1
and the two motion areas, as found in the macaque brain
(Galletti et al., 2001; Shipp & Zeki, 1989). The similar
latencies of visual responses in V6 and MT+ also suggest
that these areas are anatomically interconnected, as it is
the case in the macaque monkey (Galletti et al., 2001).

Overall, our results suggest that motion signals flow
in parallel from the occipital pole to the medial and lat-
eral motion areas V6 and MT+. These two areas, in turn,
likely exchange information on visual motion. On the
functional point of view, it has been suggested that MT+
is involved in the analysis of motion signals (direction and
speed of movement) particularly in the central part of
the visual field, whereas V6 in both object and selfmotion
recognition across the whole visual field (Galletti &
Fattori, 2003). In particular, V6 would be involved in
“subtracting out” selfmotion signals across the whole
visual field (Pitzalis et al., 2010). The small temporal gap
between the onset of visual responses in areas MT+ and
V6 and the strong interconnection between the two areas
observed in monkeys lend support to this view.

IDENTIFICATION OF THE NEURAL
SOURCES MODULATED BY SPATIAL
ATTENTION

Studies over the past three decades have shown
that early ERP components in the 80-250ms range are
enhanced in amplitude by spatially focused attention
in the manner of a sensory gain control (Mangun &
Hillyard, 1991; Hillyard & Anllo-Vento, 1998; Hillyard,
Vogel, & Luck, 1998; Hopf, Heinze, Schoenfeld, & Hillyard,
2009; Hopfinger, Luck, & Hillyard, 2004). In studies of
visual-spatial attention that combined ERP recordings
with fMR], it was found that the earliest evoked compo-
nent (the C1), which has been attributed to V1 generator,
was not affected by attention, but all later components
attributed to multiple areas of extrastriate visual cortex
were enhanced in amplitude (e.g., Martinez, Di Russo,
Anllo-Vento, & Hillyard, 2001; Martinez, Di Russo,
Anllo-Vento, Sereno, et al., 2001; Di Russo, et al., 2003,
2011).

In apparent contradiction with these results on
humans, experiments in monkeys have found that neu-
ral activity in V1 may be modulated by attention under
certain conditions, in particular, when several compet-
ing stimuli are simultaneously present (Ito and Gilbert,

1999; Motter, 1993; Roelfsema, Lamme, & Spekreijse,
1998; Vidyasagar, 1998). Enhanced neural responses in
area V1 were typically found to occur at fairly long laten-
cies (80-100ms or more), well beyond the initial peak of
the sensory-evoked response, suggesting that the atten-
tional modulations were carried out via delayed feed-
back influences from higher visual areas (Vidyasagar,
1999). In support of such a feedback mechanism, Mehta
and collaborators (Mehta, Ulbert, & Schroeder, 2000a;
Mehta, Ulbert, & Schroeder, 2000b) found that evoked
activity in higher tier visual areas (such as V4) was
modulated by attention at shorter latencies than that
recorded in area V1.

The participation of primary visual cortex during spa-
tial attention tasks is further evidenced by neuroimaging
studies in humans (Brefczynski & DeYoe, 1999; Ghandhi
etal.,, 1999; Martinez et al., 1999; Somers, Dale, Seiffert, &
Tootell, 1999; Tootell et al., 1998). Using fMRI, these stud-
ies found that paying attention to a stimulus resulted
in increased neural activity in restricted zones of area
V1 (and of higher extrastriate areas as well) that corre-
sponded to the retinotopic projections of the attended
locations. Considering the low temporal resolution of
the fMRI, however, it was difficult to determine whether
these attention-related increases in neural activity in V1
reflected a modulation of early sensory-evoked activity
in V1, a delayed modulation of V1 activity produced by
feedback from higher areas, or a sustained increase or
bias in ongoing neural activity associated with the spa-
tial focusing of attention (Luck, Chelazzi, Hillyard, &
Desimone, 1997; Kastner, Pinsk, DeWeerd, Desimone, &
Ungerleider, 1999; Ress, Backus, & Heeger, 2000).

The integration of ERP and fMRI measures has been
critical in order to exclude alternative explanation of the
V1 attention effect. A study by Martinez and colleagues
(Martinez et al., 1999) carried out ERP recordings and
fMRI sessions (on separate days) while subjects attended
to a rapid sequence of stimuli presented to one visual
field while ignoring a comparable sequence presented in
the opposite field. As in previous studies, the C1 ampli-
tude was found to be unaffected by attention, but its
dipolar source was colocalized within a zone of attention-
related neural activity in area V1 as shown by the fMRI
results. To account for this apparent discrepancy, dipole
modeling of the ERP attention effects revealed a delayed
response at 150-250ms attributed to the same Calca-
rine source as the C1 component (Martinez, Di Russo,
Anllo-Vento, et al., 2001; Martinez, Di Russo, Anllo-Vento,
Sereno, et al.,, 2001). Similar delayed attention effects
localized to area V1 have been observed in recordings
of magnetic field (Aine, Supek, & George, 1995; Noesselt
et al., 2002). These results suggested that enhanced long-
latency neural activity elicited by attended-location
stimuli actually arises from area V1 rather than from
neighboring extrastriate areas.
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A decisive test of this hypothesis comes from the
study of Di Russo et al. (2003), which was performed in
the Hillyard laboratory and in the fMRI facilities of the
University of California San Diego. This study investi-
gated in detail the retinotopic organization of area V1,
with the lower visual field projecting primarily to the
upper bank of the Calcarine fissure and the upper visual
field primarily to the lower bank. In accordance with this
anatomical arrangement, it is expected that stimuli pre-
sented to the upper and lower visual fields should elicit
scalp potentials of opposite polarity for neural genera-
tors in primary cortex, as has been consistently observed
for the C1 components (Clark et al., 1995; Di Russo,
Martinez, et al., 2002; Jeffreys & Axford, 1972a; Portin,
Vanni, Virsu, & Hari, 1999). That experiment investigated
whether such a polarity inversion also occurs for long-
latency attention effects localized to Calcarine cortex as
subjects attend to stimuli presented in the upper or lower
visual fields. Converging evidence on the localization of
spatial attention effects in both striate and extrastriate
areas was obtained by comparing sites of fMRI activa-
tion with the calculated positions of dipoles representing
the attentional modulations (seeded model).

Results confirmed that the earliest effects of spatial
attention on visual processing were manifest in the P1
(onset 70-80ms) and N1 (onset 130-150ms) compo-
nents, which were enlarged in amplitude in response to
stimuli at attended locations in the visual field. Dipole
modeling of these attention-related amplitude modu-
lations and comparison of the calculated sources with
fMRI activations indicated that they arose from multi-
ple sites in extrastriate visual cortex. Also in accordance
with previous reports, the initial C1 component (onset
at 50-60ms) was found to be unchanged by attention,
and its calculated source location in Calcarine cortex and
polarity inversion for upper versus lower field stimuli
were consistent with a neural generator in the primary
visual cortex (area V1). The major new finding was that
the same dipole that fit the C1 component's distribution
was also found to account for a longer latency attention
effect (at 150-225ms), which also inverted in polarity for
upper vs. lower field stimuli. This inversion, together
with the colocalization of the C1/late effect dipole with
attention-related fMRI activation in Calcarine cortex,
provided solid evidence that neural activity in area V1
is in fact modulated by attention but only after a delay,
most likely mediated by feedback projections from
higher extrastriate areas.

Most ERP studies of attention have used briefly
flashed pattern-onset stimuli and the pattern-reversal
was hardly used. The pattern-reversal stimulus impor-
tantly differs from the pattern-onset in being continu-
ously present throughout recording and in producing
a clear perception of motion during the reversal. As
reported in the previous section, Di Russo et al. (2005)

combined VEPs with fMRI and brain mapping meth-
ods to obtain a comprehensive spatiotemporal picture
of the pattern-reversal VEPs and its neural generators.
In particular, the results provided strong evidence that
both the C1 and C2 components (peaking at 130 ms) arise
from activity in area V1. To identify which component
and corresponding cortical areas are modulated by spa-
tial attention (especially the C2), Di Russo et al. (2011)
recently investigated the effect of spatial attention on the
pattern-reversal ERP using a dense electrode array and
focal stimulation in each of the visual quadrants. The
study was aimed at determining the spatiotemporal pro-
file of attention-related ERP modulations and to localize
their neural generators. For this purpose, they used the
same combined ERP/fMRI technique and stimulation
paradigm previously developed (Di Russo et al., 2005) in
the Psychophysiology laboratory of “Foro Italico” uni-
versity and in the fMRI center of Santa Lucia Foundation
in Rome. Cortical sources were identified using dipole
modeling based on a realistic head model, taking into
account the loci of cortical activation revealed by fMRI
while performing the same task. These sources were
also localized on flat maps with respect to visual cortical
areas identified in individual subjects by wide-field reti-
notopic mapping (e.g., Pitzalis et al., 2006; Sereno et al.,
1995). In addition, two motion-sensitive cortical areas
were individually mapped: the classic lateral area MT+
(Tootell et al., 1995), which was previously found to be
strongly activated by pattern-reversal stimuli (Di Russo
etal., 2005), and a newly defined medial area labeled V6
(e.g., Fattori et al., 2009; Pitzalis et al., 2006, 2010). It was
found that attention did not modulate the amplitude of
the C1, which was localized to area V1. Over the time
range of 80-250ms, six different ERP components were
identified that showed increased amplitudes for stimuli
at attended locations. Five of these components were
localized to neural generators in extrastriate visual cortex
in MT+ (P1), in VP, V4v, V4/V8 (N1b), in V3A (N1c), in
the horizontal segment of the intraparietal sulcus (hIPS)
(N1a), and in POS that corresponded to the recently
described visual area V6 (P2). Attention also modulated
the C2 that was localized to V1 as the C1. The conclusion
of this study was that spatial attention produces a gen-
eral amplification of sensory signal strength through-
out both dorsal and ventral visual pathways and that
both feed-forward and feedback signals are enhanced.
Figure 5.5 shows the time-course (dipole moment) of the
cerebral sources effected by spatial attention for pattern-
onset and pattern-reversal stimulation modality. Sources
were fit to the grand averaged ERPs and seeded to the
fMRI activations indicated in Figure 5.3. The pattern-
reversal mode produces a more complex spatiotemporal
pattern of activity including the motion-sensitive areas
MT+ and V6. The delayed attentional effect on area V1 is
visible in both modalities.
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CONCLUSIONS

Contrary to the bulk of literature showing no atten-
tion effect on the C1, some recent studies have reported
that spatial attention can increase the amplitude of the
C1 (Fu et al.,, 2009; Fu, Fedota, Greenwood, Parasura-
man, 2010; Kelly, Gomez-Ramirez, & Foxe, 2008), but it
may be questioned whether these findings actually rep-
resent modulation of the initial feed-forward response
in area V1. In the experiment of Kelly et al. (2008), the
left and right field stimuli were always aligned along a
diagonal, so that the well-known upper vs. lower field
polarity inversion seen for the C1 was confounded with
a left vs. right field inversion, which could have been
produced by a laterally oriented dipole outside of area
V1. Moreover, the neural sources that were calculated for
the attention-related increase in C1 amplitude (using the
LAURA algorithm) were situated 23—24 mm lateral to the
midline, at the extreme lateral edge of calcarine cortex.
Fu et al. (2009, 2010) also reported attention-related
modulation within the C1 latency range (60-90ms), but
this effect appeared to be localized to lateral extrastriate
cortex and might have been the result of a sensory inter-
action between the cue and target stimuli rather than a
true attention effect. A recent MEG study (Poghosyan &
Ioannides, 2008) reported that spatial attention enhanced
an early visual response at 55-90ms that was localized
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to area V1, but this localization was based on averages
of only 18 presentations of each visual stimulus type in
each visual field per subject. At present, the evidence
that attention can influence the initial evoked response
in area V1 appears slim indeed.

CONCLUSIONS

Overall, the results described here help to reveal the
timing and the neuro-anatomical bases of processes
involved in stimulus detection and selection, and to
characterize the roles of extrastriate and striate cortex in
visuospatial attention.

Regarding visual perception, studies that combined
VEP recording with structural and functional MRI and
retinotopic mapping of visual cortical areas support the
hypothesis that the initial evoked components (C1) arise
from neural generators in primary visual cortex while
subsequent components (P1, N1 and P2) are generated
in multiple extrastriate occipital and parietal cortical
areas including V3A, V4/V8, MT+, and V6 with the later
two especially involved in the motion processing.

Regarding the effect of visuospatial attention, litera-
ture does not show convincing evidence that attended
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stimuli are preferentially processed during the initial
feed-forward response area V1 at 50-80ms after stimu-
lus onset. However, longer latency activity (peaking at
120-140ms for pattern-reversal and 150-225ms for
pattern-onset) that was localized to cortical generators
in area V1 was enhanced by attention. Beginning at about
80ms after stimulus, presentation attended-location
stimuli elicited enlarged neural responses in multiple
extrastriate visual areas in the occipital, parietal, and
temporal lobes. The timing of this neural activity mod-
ulated by attention was established by electrophysi-
ological recordings of ERPs, and the localization of the
underlying generators was reinforced by the mapping of
hemodynamic responses in a parallel fMRI experiment.
These findings support the hypothesis that a sensory
gain-control mechanism selectively amplifies both feed-
forward and feedback responses elicited by attended-
location stimuli in multiple visual cortical areas of both
the dorsal and ventral streams of processing.
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INTRODUCTION

The representation of peripersonal space, i.e., the area
within direct reach of the extremities, is inherently mul-
tisensory in nature. Multisensory integration is different
from unisensory processing in that the combined activ-
ity of parallel processing is not equivalent to the sum
of separately processed unimodal stimuli (Meredith &
Stein, 1986; Stein & Meredith, 1993). It has been sug-
gested that different modalities such as vision, audition,
and touch are utilized in conjuncture, forming a coherent
spatial map representing peripersonal space (Graziano,
Hu, & Gross, 1997; Ladavas, Zeloni, & Farne, 1998).

Neurophysiological evidence was reported by
Graziano et al. (1997) and Graziano, Reiss, and Gross
(1999) showing bimodal neurons in the ventral premo-
tor (PMv) area of macaque monkeys with overlapping
visual and tactile receptive fields which responded to an
approaching object moving along a trajectory prone to
strike the organism. Similar properties of bimodal audio-
visual neurons (Stricanne, Andersen, & Mazzoni, 1996),
which can be interpreted as relevant constituents estab-
lishing an internal representation of peripersonal space,
have been demonstrated.

Corroborating evidence comes from visuotactile
neuropsychological studies in human clinical popula-
tions examining extinction caused by right-hemisphere
lesions (Ladavas et al., 1998). These patients are able
to accurately perceive objects when they are individu-
ally presented in the left or right hemifield. However,
a simultaneous presentation in both hemifields causes
a drop in detection rate of contralesionally presented
items. Since extinction has also been reliably reported
in auditory and tactile modalities, possible mechanisms
underlying cross-modal extinction attracted scientific
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interest (Ladavas et al., 1998) in human stimulus pro-
cessing based on the work of Graziano et al. (1997) using
macaque populations. These authors conducted a com-
plex experiment with five conditions in right-hemisphere
lesion patients to assess visuotactile extinction phenom-
ena in peripersonal and extrapersonal space (beyond the
reach of extremities). One of their key findings was that
bimodal visual-tactile neurons encode combined stimuli
within an individual's peri- and extrapersonal space.
Specifically, participants failed to detect tactile stimuli
under uni- or bimodal stimulation in peripersonal space.
However, given extrapersonal (far) stimulus locations,
patterns of facilitation and/or recovery from extinction
were observed (Ladavas et al., 1998).

Psychophysical and behavioral paradigms have been
used to shed further light on spatial patterns related to
peripersonal space in healthy, nonclinical human par-
ticipants. Hari and Jousmaki (1996) used the distance
between a visual stimulus projected close to or far from
the index finger as an experimental variable and found
that reaction times (RTs) were fastest when visual stimuli
were presented onto the reacting finger. Furthermore,
Dufour and Touzalin (2008) reported improved visual
sensitivity in the perihand space, i.e., greater accuracy
(fewer errors) in the near-hand field. These authors con-
cluded that bimodal visuotactile cells appear to code
peripersonal space centered on body parts.

Lloyd, Azafiéon, and Poliakoff (2010) used hand
presence as the cue for a target in a cuing attention
experiment in which participants performed a discrimi-
nation task via a foot pedal on the right side of cen-
tral fixation. The task was to either raise the heel upon
presentation of a triangle or raise the toes if the target
was a circle while the arms were either in left/right
postures congruent with target position or crossed.

Copyright © 2014 Elsevier Inc. All rights reserved.
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The pattern of results indicated that the presence of the
hand clearly modulated performance which was consis-
tently faster and more accurate whenever hands and tar-
gets were spatially congruent.

Very common approaches for studying peripersonal
space in humans are functional magnetic resonance
imaging (fMRI) and event-related potentials (ERPs).
Based on the fact that the posterior parietal cortex (PPC)
and PMv code peripersonal space in human and non-
human primates, Lloyd, Morrison, and Roberts (2006)
employed a fMRI paradigm using painful and nonpain-
ful visual stimuli presented in peripersonal space in con-
junction with a rubber hand in close contact to the real
hand, which the participants successfully incorporated
into their own body representation as long as the posi-
tion of the artificial hand was anatomically plausible.
It was found that the ventral intraparietal area of the PPC
(BAs 5,7) and the inferior parietal lobe (BA 40) exhibited
a differential activation pattern to painful vs nonpain-
ful stimuli. This study constitutes the first neuroimaging
evidence for specific coding of events in “hand space” in
the absence of tactile stimulation of the real hand (Lloyd
et al., 2006). There is a large body of research identifying
the neural basis for hand-centered encoding of periper-
sonal space that may also extend onto a prosthetic hand
if perceived as one's own (Brozzoli, Gentile, & Ehrsson,
2012).

The ERP technique offers a high temporal resolution
and is therefore ideally suited to investigate whether
fast-paced laser stimuli projected either onto the hand
or onto the desk in front of the participants cause signifi-
cant amplitude modulations of well-known and robust
ERP deflections related to sensory information process-
ing and stimulus classification. A recent study by Qian,
Al-Aidroos, West, Abrams, and Pratt (2012) measured
visual P2 amplitudes in two separate visual attention
experiments using checkerboard reversals and convinc-
ingly demonstrated that hand-proximal stimuli benefit
from enhanced selective attention during later stages of
stimulus processing. Furthermore, these authors were
able to show that this effect occurs only for sensory pro-
cessing at task-relevant locations close to the hands.

In a selective attention experiment, Simon-Dack
et al. (2009) used an oddball paradigm to present fre-
quent standard stimuli (85%, single laser dots) and
infrequent deviant/target stimuli (15%, paired laser
dots) projected onto the index or middle fingers of the
left and right hand or, in a different experimental condi-
tion, to identical locations with the hands located under
the desktop surface. When laser dots were projected
onto the fingers, the amplitude of the occipital visual
N1 wave was enhanced independent of attentional
instruction, suggesting a relatively early, preattentive
time course of processing stimuli in peripersonal space.
ERP responses to supposedly unattended laser stimuli

showed a classic “breakthrough-of-the-unattended”
effect, probably due to the fact that the locations of the
“Off-hand” laser dots were still too proximal to the
hands and, consequently, clearly intruded into the par-
ticipants' peripersonal space.

These data suggest a refined experimental setup using
the surface of the hands rather than discrete fingers and
maintenance of a larger spatial separation between laser
dots projected onto the hand vs onto the desk surface.
With this procedure, it should be possible to investi-
gate whether laser dots projected onto the hand elicit a
“pseudotactile” quality as indicated by a more parietal
than occipital scalp distribution of modality-specific
ERP waveforms. Stimuli in the Off condition (desk-
top) should fall outside peripersonal space and evoke
slower and less accurate behavioral data than responses
triggered by laser dots projected onto the hands. This
hypothesis coincides with observations made in earlier
pilot studies using lasers; it appears that visual stimuli
touching the body are very difficult to ignore.

METHOD

Participants

Participants were student volunteers from the North
Dakota State University campus. A total of 17 partici-
pants (19-24years, 12 females) reported that they were
right-handed and had normal or corrected-to-normal
vision. Based on self-report, none of the subjects were
color-blind nor did they acknowledge any past history
of psychiatric or neurological disease.

Design

A 4-way 2 (laser condition: On vs Off) x2 (attention:
Left vs Right)x2 (stimulus type: Standards [85%] vs
Deviants [15%])x2 (stimulus location: Left vs Right)
within-subjects factorial design was implemented.
Deflections in uV as well as RT and ER were collected
as the electrophysiological and behavioral dependent
measures, respectively. Partial eta-squared (n,?) values
are reported as effect-size estimates, i.e., the proportion
of the treatment plus error variance that is accounted for
by the treatment (Richardson, 2011). As a rule of thumb,
a range of 0.01-1.0 (low to high) of partial eta-squared
estimates is the variance explained by a given variable of
the variance remaining after excluding other sources of
variation (Levine & Hullett, 2002).

Stimuli and Apparatus

Stimuli were four small, focused laser points pro-
jected onto the fist from an adjustable frame positioned
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Experimental setup

Laser Off

Laser On

Fp

+

FIGURE 6.1 Description of the experimental setup (see Methods). In two different experimental conditions, the subjects' hands were either on
top or under the desk surface. The distance between the hands was 60cm at an angle of 90°. Fp =fixation point.

above a black desk at which participants were seated
(see Figure 6.1).

The red lasers had a luminance of 100cd/m?2 (600nm
wavelength) and produced no heat or other physical
sensations when they touched the participants. Short
bursts of light from the lasers were presented in a fast-
paced, random sequence. Standard frequent stimuli
were aligned with participants' inner fist on their index
finger's knuckle in 100ms bursts of light. Infrequent
“deviant” stimuli occurred 15% of the time and were
aligned with participants' outer fist on their little finger's
knuckle. Stimuli were presented with an interstimulus
interval of 130-360ms (rectangular distribution). Devi-
ant stimuli never occurred twice in succession.

Procedure

Participants were seated and had their electroen-
cephalogram (EEG) recorded while they performed the
experiment. They were instructed to look at a fixation
cross on the desk with their hands stretched out in front
of them (left/right 45°) (see Figure 6.1). Participants'
hands were visible during the On condition and not
visible during the Off condition. There were two experi-
mental “laser” conditions: During the On condition, the
laser dots were projected onto participants' fists; during
the Off condition, participants placed their hands off
the table onto their laps, occluded from vision. Further,
participants were encouraged to change their body and
hand posture as little as possible when they slid their
hands beneath the lasers so as to maintain approxi-
mate proprioceptive feedback between conditions
while performing the task. Participants’ fists were also
wrapped with medical tape so the reflective surfaces
were equal between the conditions. Participants com-
pleted 16 blocks, eight of each hand condition. Blocks
were 3.5min each, with a net recording time of 56 min
in length. Participants were instructed to attend only to

their left or right hand with attend-left or attend-right
blocks interleaved and to ignore all stimuli occurring
on or off their unattended hand. The participants' task
was to respond to the infrequent deviant (i.e., “target”)
stimulus occurring in alignment with the attended inner
fist location by pressing a foot switch. Participants were
instructed to respond only to deviant stimuli aligned
with the attended hand.

Behavior

The percentage for correct responses (i.e., hit rate) to
target laser bursts was calculated for each of the condi-
tions of the full factorial design (see Figure 6.2). The false
alarm rate was derived by calculating the percentage
of responses to laser bursts that were not targets. Four
2-way analyses of variance (ANOVAs) were executed
on each of the behavioral measures (viz. hit rate, false
alarm rate, and RT) for the laser condition (On vs. Off)
and attended location (Left vs. Right) factors.

ERP Recordings

The EEG recordings were taken using an Active Two
Biosemi Electric System (http://www. biosemi. com;
Biosemi, Amsterdam) from 64 scalp locations.

The electrooculogram (EOG) was recorded from six
electrodes located at the outer canthi and above and
beneath each eye. The EEG sampling frequency was
512Hz with a pass-band from DC to 150Hz. The elec-
trode offset was kept below 25uV. Data were processed
using BESA 5.1.8 (Brain Electric Source Analysis, Grafelf-
ing, Germany) and visually inspected for blinks and eye
movements, after which automatic artifact rejection
criteria of +120uV were applied from -100 to 600ms
poststimulus onset. Remaining trials were averaged per
condition with a baseline of —100 to Oms. For analysis
and display purposes, data were filtered with a zero
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Behavioral data

Response accuracy
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FIGURE 6.2 Behavioral data in terms of response accuracy (percent correct) and reaction time (RT). The bars represent means obtained in two
different experimental conditions, and the error bars represent the standard error of the mean (SEM).

phase-shift 35 Hz IV-order Bessel low-pass filter with a
fall-off of 24dB/octave.

ERP Analysis

ANOVAs were run comparing mean amplitudes
within specified time windows centered to the peak
deflections of interest and referenced to the 100ms pre-
stimulus baseline. Greenhouse-Geisser corrections were
applied for violations of sphericity. Partial eta-squared
values are reported as a measure of effect size, which
indicates the proportion of variance accounted for by
the independent variables. The following latency ranges
were used for the P1 (115-145ms), N1 (135-180ms), P2
(200-235ms), and P3 (300-450ms) deflections, which
were symmetrical time windows focused on the maxi-
mum of each deflection. Mean ERP amplitudes of
experimental stimuli were subjected to five-way, within-
subjects ANOVAs with the factors laser condition (On,
Off), attention (Attended, Unattended), stimulus type
(Standard, Deviant), stimulus location (Left, Right),
laterality (Left, Right), and anterior—posterior laterality
(Centroparietal, Occipital). A P3 is typically only elic-
ited for attended target stimuli. Therefore, we subjected
the mean P3 peak amplitudes of attended target stimuli
within the latency range of (350-450ms) to a within-
subjects ANOVA with the factors laser condition (On,
Off), target location (Left, Right), and electrode cluster
(Left, Right). We also analyzed the amplitudes at the
onset latency of the P3 due to apparent differences at
the initiation of the P3 observed in the grand average.
There are several alternatives to determine the onset of
the P3 deflection. However, we determined the onset of
the P3 deflection by taking the first significant sample
as compared to baseline in a series of 10 significant con-
secutive sample points showing directional monotonic-
ity (for a review, see Hansen & Hillyard, 1980). Finally,
we observed that as the P3 was returning to baseline
after reaching peak amplitude, there was a longstanding

positivity that appeared to plateau differentially for the
On and Off laser conditions with a return to baseline
apparently more imminent for the Off condition.

Source Localization

Standardized Low Resolution Brain Electromagnetic
Tomography

The grand-average ERP waveforms for each condition
were transformed to standardized low resolution brain
electromagnetic tomography (sLORETA) current source
density (CSD) inverse solution files. This inverse solution
algorithm has fewer free parameters than principal and
independent component analyses and uses the global field
power instead of an average reference as a standard. These
files were then visualized to localize the neural generator
sources at the study level (see Figures 6.6 and 6.7). Addi-
tionally, each participant's ERP waveform was submitted
to a nonparametric permutation test that tested each condi-
tion at its respective deflection latency (i.e., P1: 115-145; N1:
145-180; P2: 200-235; P3: 300450ms) against its baseline.

RESULTS

Behavior
Hit Rate

The condition main effect was statistically significant,
F(1,16)=6.84,p=0.019, np2 =0.30. Participants were more
accurate at responding to the target laser bursts in the
On condition (M =88.34%) relative to the Off condition
(M=85.54%), p=0.019 (see Figure 6.2). There was a sig-
nificant main effect of attended location, F (1, 16)=4.80,
p=0.044, np2:0.23. Attended targets in the right hemi-
field (M =88.04%) were responded to more accurately
than attended targets in the left hemifield (M=85.90%),
p=0.044. The condition x attended location interaction
was nonsignificant, F<1.
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FIGURE 6.3 Grand-averaged event-related potentials (ERPs, referenced to average mastoids) to unattended and attended frequent “standard”

(STD) stimuli over three midline sites. Negativity is plotted upwards.
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FIGURE 6.4 Grand-averaged event-related potentials (ERPs, referenced to average mastoids) to unattended and attended infrequent
“deviant” (DEV) stimuli over three midline sites. Negativity is plotted upwards.

False Alarm Rate

Neither the main effects nor the interaction were sta-
tistically significant, Fs<3.98 and ps>0.063.

Reaction Time

The condition main effect was statistically signifi-
cant, F (1, 16)=7.22, p=0.016, np2: 0.31. Participants
were faster at responding to the target laser bursts in the
On condition (M =497.44ms) relative to the Off condi-
tion (M =510.77ms), p=0.016. Neither the main effect of
attended location nor the condition x attended location
interaction was significant, Fs <1.25 and ps>0.28.

Event-Related Potentials

When visual, laser dot stimuli were projected onto
the fists of participants, relative to laser dots being
projected onto a table, a shift from occipital regions to
centroparietal regions occurred in the topographical iso-
potential maps (see Figure 6.5). In the Off conditions,

attended standard laser stimuli elicited an occipital, con-
tralateral N1 and unattended stimuli elicited a centro-
parietal, contralateral N1. In the On condition, attended
and unattended standard stimuli elicited a centropari-
etal, contralateral N1 that was more shifted to parietal
regions for unattended standard stimuli. The same pat-
tern arose for the deviant laser stimuli (see Figures 6.3
and 6.4).

P1: The anterior—posterior cluster main effect was sta-
tistically significant, F (1, 16)=15.17, p=0.001, np220.47.
No other main effects were statistically significant,
Fs<1. The condition x attention x stimulus location and
condition x stimulus location x anterior-posterior clus-
ter 3-way interactions were significant, F (1, 16)=5.38,
p=0.03, n,2=025 and F (I, 16)=10.01, p=0.0001,
N,>=0.62, respectively.

However, the main effect and 3-way interactions
were moderated by two significant 4-way interac-
tions. The condition xattention xstimulus location x
anterior—posterior cluster and condition x stimulus
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Isopotential maps of the N1 wave

Laser On
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Unattended
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FIGURE 6.5

location x anterior-posterior cluster x laterality 4-way
interactions were necessary to assess a laterality effect,
and they were significant, F (1,16)=5.95,p=0.03, npz =0.27
and F (1, 16)=10.17, p=0.005, np2=0.39, respectively. For
the condition x attention x stimulus location x anterior—
posterior cluster interaction, when participants attended
to left laser stimuli the P1 mean amplitude was larger in
the Off condition (M =0.14pV) relative to the On condi-
tion (M=-0.23uV), p=0.003.

For the conditionxstimulus location x anterior—
posterior cluster xlaterality interaction, the P1 mean
amplitude was more positive and contralateral in the
occipital cluster for the laser Off condition (M =0.11pV)
when compared to the laser On condition (M =-0.42uV),
p=0.001. No other lower- or higher-order interactions
were statistically significant, Fs <3.5 and ps <0.10.

N1: There was a main effect of attention, F (1, 16)
=37.08,p=0.005, np2 =0.40. The condition x stimulus loca-
tion, condition x laterality, and stimulus location x later-
ality 2-way interactions were significant, F (1, 16)=21.09,
p=0.001, n,2=0.57, F (1, 16)=5.02, p=0.04, n,>=0.24,
and F (1, 16)=29.54, p=0.0001, npzz 0.65, respectively.
The condition x attention x stimulus location, condi-
tion x stimulus location x anterior-posterior cluster, and
condition x attention x laterality 3-way interactions were
significant, F (1, 16)=9.48, p=0.007, n,>=0.37, F (1, 16)=
10.08, p=0.006, 1,*=0.39, and F (1, 16)=8.30, p=0.01,
N,2=0.34, respectively.

However, the main effect and lower-order inter-
actions were moderated by the condition x stimulus
location x anterior—posterior cluster x laterality 4-way
interaction, F (1, 16)=8.21, p=0.01, np2= 0.34. In
line with the P1 deflection findings, the mean N1
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Isopotential maps of the N1 wave distribution based on grand-average data.

amplitude was more negative and more contralateral
in the right parietal cluster for the laser On condition
(M =-2.31uV) when compared to the laser Off condi-
tion (M=-1.05pV), p=0.001. No other lower- or higher-
order interactions were statistically significant, Fs<3.5
and ps<0.10.

P2: No main effects were significant, Fs<3.2. The
condition x laterality, stimulus location x laterality, and
anterior—posterior cluster 2-way interactions were sig-
nificant, F (1, 16)=25.12, p=0.001, n,2=0.61, F (1, 16)
=40.81, p=0.001, n2=0.72, and F (1, 16)=13.72,
p=0.001, n,2=0.46, respectively. The condition x atten-
tion x laterality, attention xstimulus location x laterality,
attention x anterior—posterior cluster x laterality, and
stimulus location x anterior—posterior cluster x lateral-
ity 3-way interactions were significant, F (1, 16)=38.46,
p=0.001, n,>=0.71, F (1, 16)=10.11, p=0.006, n,>=0.39,
F (1, 16)=4.57, p=0.048, n,2=0.22, and F (1, 16)=11.97,
p=0.003, n,2=0.43, respectively.

However, the 3-way interactions were moderated by
the significant condition x attention x anterior—posterior
cluster x laterality 4-way interaction, F (1, 16)=5.23,
p=0.036, n,2=0.25. Specifically, when participants
attended their left hemifield, a smaller P2 mean ampli-
tude in the ipsilateral (left), parietal cluster was elicited
in the On condition (M =0.17 pV) when compared to the
Off condition (M =0.44uV), p<0.01. Similarly, when par-
ticipants attended their left hemifield, a smaller P2 mean
amplitude in the contralateral (right), parietal cluster
was elicited in the On condition (M =0.39 uV) when com-
pared to the Off condition (M=0.68pV), p<0.01. Thus,
the P2 mean amplitude was attenuated for both the left
and right parietal areas for when lasers were projected

I. SPATIAL ATTENTION



DISCUSSION 77

Source localization for ERPs to frequent standard stimuli

Laser Off

—— Attend Left

——Attend Right——

FIGURE 6.6

conditions laser On vs. Off.

on their hands, relative to when the lasers were projected
off their hands onto the table.

When participants attended their right hemifield, a
larger P2 mean amplitude in the contralateral (left), occip-
ital cluster was elicited in the On condition (M =1.15puV)
when compared to the Off condition (M=0.39uV),
p<0.01. Similarly, when participants attended their right
hemifield, a larger P2 mean amplitude in the contralat-
eral (left), parietal cluster was elicited in the On condi-
tion (M=0.96 V) when compared to the Off condition
(M=0.37uV), p<0.01. Thus, the P2 mean amplitude was
larger for both the occipital and parietal areas of their left
hemisphere when lasers were projected on their hands,
relative to when the lasers were projected off their hands
onto the table.

P3: The main effect of anterior-posterior cluster was
statistically significant, F (1,16)=5.17, p=0.037, np2 =0.24.
The target location x laterality and condition x anterior—
posterior cluster 2-way interactions were significant, F
(1, 16)=16.84, p=0.001, n,2=0.51 and F (1, 16)=16.51,
p=0.001, n,2=0.51, respectively. However, the 2-way
interactions were moderated by the significant condi-
tion x target location x anterior—posterior cluster x later-
ality 4-way interaction, F (1,16)=5.17, p=0.037, np2 =0.24.
In particular, in the laser On condition, left laser stimuli
elicited a contralateral right hemisphere P3 deflection
and had a higher mean amplitude in the parietal cluster
(M =6.73uV) relative to the occipital cluster (M =4.95uV),
p=0.009. Similarly, right laser stimuli elicited a contralat-
eral left hemisphere P3 deflection and had a higher mean
amplitude in the parietal cluster (M =6.95puV) relative to
the occipital cluster (M =5.44pV), p=0.014.

Laser On

—— Attend Left —— ——Attend Right —

sLORETA-based three-dimensional distributions of current density for frequent “standard” stimuli for the two experimental

Standardized Low Resolution Brain
Electromagnetic Tomography

Based on scalp-recorded multichannel data, the
sLORETA software was used to compute the three-
dimensional distribution of current density (see Figures
6.6 and 6.7). This procedure achieves exact localizations
to test point sources but has the property of low spatial
resolution on the order of about 5mm (Pascual-Marqui,
2002). This procedure further confirmed and detailed
observations based on simple inspection of ERP wave-
forms and isopotential maps by showing robust differ-
ences between the experimental conditions.

The Tables 6.1-6.4 (see Appendix) contain the results
of SLORETA-based, statistical nonparametric mapping
for statistically significant parts of the P1, N1, P2, and P3.
The data were not baseline-corrected; the p values were
derived by using nonparametric paired ¢-tests.

DISCUSSION

In terms of behavior, it was hypothesized that the hit
rate RT would be fastest when laser stimuli were pro-
jected onto the hands (On condition) when compared to
the hit rate RT when these stimuli were projected onto
a surface (Off condition). In addition, the error rate was
expected to be smaller in the On condition when com-
pared to the Off condition. It was found that behavioral
performance was faster and more accurate in the On con-
dition relative to the Off condition. This evidence was
consistent with reports demonstrating faster and more
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Source localization for ERPs to infrequent deviant stimuli

Laser Off

—— Attend Left —— ——Attend Right —

FIGURE 6.7

conditions laser On vs. Off.

accurate behavioral performance when stimuli fall into
peripersonal space compared to stimuli outside periper-
sonal space (Dufour & Touzalin, 2008; Hari & Jousmaki,
1996). It has also been shown that responses of perihand
neurons are anchored to the hand itself and represent a
combination of proprioceptive, visual, and tactile inputs,
and are therefore of multimodal nature (Brozzoli et al.,
2012; Graziano et al., 1997).

It was hypothesized that the distribution for the ERP
waveforms and topographical isopotential maps for the
P1, N1, P2, and P3 deflections would be lateralized for
visual stimuli. Indeed, the P1, N1, P2, and P3 deflections
did result in lateralized activity in agreement with past
visual evoked potential studies (e.g., Witelson, 1976). The
lateralization effect found showed a stronger lateraliza-
tion for the right hemisphere when compared to the left
hemisphere lateralization. Again, this is consistent with
results that have found a spatial processing specializa-
tion for the right hemisphere (Witelson, 1976).

Additionally, it was expected that the deflections of
interest would be more occipital in the Off condition
and more parietal in the On condition. When the visual
stimuli were projected on the participants' fists (i.e., in
their peripersonal space), the lateralized occipital activa-
tion was shifted to anterior centroparietal regions irre-
spective of the attention manipulation, as evidenced by
the isopotential topographical maps. The sSLORETA CSD
source localization maps supported this pattern of neu-
ral activity (see Figures 6.6 and 6.7).

The P2 deflection was analyzed to determine whether
it was sensitive to the peripersonal space manipulation
(i.e., On vs. Off conditions). Qian et al. (2012) conducted

Laser On

—— Attend Left —— ——Attend Right —

sLORETA-based three-dimensional distributions of current density for infrequent “deviant” stimuli for the two experimental

a visual evoked potential experiment with the use of
checkerboard reversals (centrally or peripherally pre-
sented) that participants had to attend to while their
hands were either proximal or distal to the screen where
the stimuli were presented. It was found that when par-
ticipants attended to the stimulus that was proximal to
their hands, there was a P2 attenuation that was absent
when participants attended to the stimulus that was dis-
tal to their hands.

The current results are consistent with these findings
and indicate that in the On condition P2 mean ampli-
tude was attenuated for both the left and right parietal
areas when left-attended lasers were projected on their
hands, relative to left-attended lasers that were projected
off their hands and onto the table. However, the findings
of Qian et al. did not explicitly analyze laterality effects,
and the current findings showed that both left and right
parietal areas were attenuated for stimuli within perip-
ersonal space. Another dissimilarity to the findings of
Qian et al. is that the P2 mean amplitude was larger in
the left hemisphere of participants for both occipital and
parietal areas when right-attended lasers were projected
on their hands, relative to right-attended lasers that
were projected off their hands and onto the table. Fur-
ther, the present findings show a bilateral parietal area
effect when participants attend to left hemispace that
was not analyzed and obtained in the findings of Qian
etal. (2012). Additionally, a unilateral (left; contralateral)
occipital and parietal area effect is found when partici-
pants attend to right hemispace.

For the sLORETA source localization, in the On
conditions, attended and unattended deviant stimuli
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showed an occipital lobe neural origin. In the On condi-
tions, attended and unattended deviant stimuli showed
a centroparietal and frontal lobe neural origin. These
results suggest that when visual stimuli are projected
within peripersonal space, multisensory and tactile neu-
ral regions are recruited when compared to the visual
stimuli that are not projected within peripersonal space.
In particular, for the On condition, more parietal region
generators were found whether or not the visual laser

stimuli were attended or unattended. For the Off con-
dition, more occipital region generators were found
(see Tables 6.1-6.4, Appendix). The three measure types
(i.e., behavioral, ERP, and source localization) suggest
that visual stimuli presented within peripersonal space
are processed as bimodal (i.e., visuo-haptic) stimuli (by
recruiting somatosensory cortices) and are just processed
as unimodal (i.e., visual) stimuli when presented outside
of an observer's peripersonal space representation.

APPENDIX

TABLE 6.1  Off-Condition, sSLORETA-Based, Statistical Nonparametric Mapping of the P1 and N1 Neural Generators

P1 N1
Condition BA Region p-value BA Region p-value
OFFAL_LDEV 32 CG <0.01 24 CG <0.01
OFFAL_LSTD 6 MFG <0.01 6 MFG <0.01
OFFAL_RDEV 19 C <0.01 34 SG <0.01
OFFAL_RSTD 40 PostG <0.01 6 MFG <0.01
OFFAR_LDEV 9 MFG <0.01 23 PC <0.01
OFFAR_LSTD 32 CG <0.01 6 MFG <0.01
OFFAR_RDEV 32 MFG <0.01 24 CG <0.01
OFFAR_RSTD 6 MFG <0.01 6 MEG <0.01

Abbreviations: AC, Anterior Cingulate; AG, Angular Gyrus; BA, Brodmann Area; C, Cuneus; CG, Cingulate Gyrus; IFG, Inferior Frontal Gyrus; IOG, Inferior
Occipital Gyrus; IPL, Inferior Parietal Lobule; MFG, Medial Frontal Gyrus; MOG, Middle Occipital Gyrus; MTG, Medial Temporal Gyrus; P, Precuneus; PC, Posterior
Cingulate; PG, Precentral Gyrus; PostG, Postcentral Gyrus; SFG, Superior Frontal Gyrus; SG, Subcallosal Gyrus; S-G, Sub-Gyral; SPL, Superior Parietal Lobule; STG,

Superior Temporal Gyrus.

Experimental conditions: Laser (Off/On), Attend Left (AL), Attend Right (AR), left (L) and right (R) location, frequent standard stimulus (STD), infrequent deviant

stimulus (DEV).

TABLE 6.2 Off-Condition, sLORETA-Based, Statistical Nonparametric Mapping of the P2 and P3 Neural Generators

P2 P3
Condition BA Region p-value BA Region p-value
OFFAL_LDEV 32 AC <0.01 40 IPL <0.01
OFFAL_LSTD 3 PostG <0.01 24 CG <0.01
OFFAL_RDEV 24 CG <0.01 41 STG <0.01
OFFAL_RSTD 4 PG <0.01 6 S-G <0.01
OFFAR_LDEV 30 PC <0.01 4 PG <0.01
OFFAR_LSTD 6 MFG <0.01 24 CG <0.01
OFFAR_RDEV 22 STG <0.01 47 IFG <0.01
OFFAR_RSTD 37 MTG <0.01 33 AC <0.01

For abbreviations see Table 6.1.
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TABLE 6.3 On-Condition, sSLORETA-Based, Statistical Nonparametric Mapping of the P1 and N1 Neural Generators

P1 N1
Condition BA Region p-value BA Region p-value
ONAL_LDEV 6 MFG <0.01 6 MFG <0.01
ONAL_LSTD 39 AG <0.01 39 MTG <0.01
ONAL_RDEV 18 C <0.01 18 MOG <0.01
ONAL_RSTD 19 P <0.01 6 PG <0.01
ONAR_LDEV 39 MTG <0.01 6 PG <0.01
ONAR_LSTD 24 CG <0.01 24 CG <0.01
ONAR_RDEV 40 IPL <0.01 43 PostG <0.01
ONAR_RSTD 8 SFG <0.01 32 AC <0.01

For abbreviations see Table 6.1.

TABLE 6.4 On-Condition, SLORETA-Based, Statistical Nonparametric Mapping of the P2 and P3 Neural Generators

P2 P3
Condition BA Region p-value BA Region p-value
ONAL_LDEV 6 MFG <0.01 40 PostG <0.01
ONAL_LSTD 31 CG <0.01 22 STG <0.01
ONAL_RDEV 19 C <0.01 10 MFG <0.01
ONAL_RSTD 18 10G <0.01 31 PC <0.01
ONAR_LDEV 40 IPL <0.01 31 CG <0.01
ONAR_LSTD 39 MTG <0.01 18 MOG <0.01
ONAR_RDEV 7 SPL <0.01 43 PG <0.01
ONAR_RSTD 24 CG <0.01 18 C <0.01

For abbreviations see Table 6.1.

Acknowledgments

The authors thank Enrique Alvarez-Vazquez and Dr Thomas
Campbell for technical assistance and Mrs. Christy D. Bright for
editing and proofreading. This project was funded by the National
Center for Research Resources (NCRR), National Institutes of Health
(NIH), P20 RR020151. Its contents are solely the responsibility of the
authors and do not necessarily represent the official views of NCRR
or NIH.

References

Brozzoli, C., Gentile, G., & Ehrsson, H. H. (2012). That’s near my hand!
Parietal and premotor coding of hand-centered space contributes to
localization and self-attribution of the hand. The Journal of Neuroscience,
32(42), 14573-14582.

Dufour, A., & Touzalin, P. (2008). Improved visual sensitivity in the
perihand space. Experimental Brain Research, 190, 91-98.

Graziano, M. S. A, Hu, X. T., & Gross, C. G. (1997). Coding the
locations of objects in the dark. Science, 277, 239-241.

Graziano, M. S. A., Reiss, L. A. ]J., & Gross, C. J. (1999). A neuronal
representation of the location of nearby sounds. Nature, 397, 428-430.

Hansen, J. C. & Hillyard, S. A. (1980). Endogenous brain potentials
associated with selective auditory attention. Electroencephalography
and Clinical Neurophysiology, 49, 277-290.

Hari, R, & Jousmaki, V. (1996). Preference of personal to extrapersonal
space in a visuomotor task. Journal of Cognitive Neuroscience, 8,305-307.

Ladavas, E., Zeloni, G., & Farne, A. (1998). Visual peripersonal space
centred on the face in humans. Brain, 121, 2317-2326.

Levine, T. R., & Hullett, C. R. (2002). Eta squared, partial eta squared
and the misreporting of effect size in communication research.
Human Communication Research, 28, 612—625.

Lloyd, D., Azanén, E., & Poliakoff, E. (2010). Right hand presence mod-
ulates shifts of exogenous visuospatial attention in near perihand
space. Brain and Cognition, 73, 102-109.

Lloyd, D., Morrison, I., & Roberts, N. (2006). Role for human posterior
parietal cortex in visual processing of aversive objects in peripersonal
space. Journal of Neurophysiology, 95, 205-214.

Meredith, M. A., & Stein, B. E. (1986). Visual, auditory, and somatosensory
convergence on cells in the superior colliculus results in multisen-
sory integration. Journal of Neurophysiology, 56, 640-662.

Pascual-Marqui, R. D. (2002). Standardized low resolution brain elec-
tromagnetic tomography (sLORETA): technical details. Methods &
Findings in Experimental & Clinical Pharmacology, 24D, 5-12.

I. SPATIAL ATTENTION


http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0010
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0020
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0020
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0025
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0025
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0030
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0030
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref9030
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref9030
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref9030
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0035
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0035
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0040
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0040
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0045
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0045
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0045
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0050
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0050
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0050
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0055
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0055
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0055
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0060
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0060
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0060
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0065
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0065
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0065

DISCUSSION 81

Qian, C., Al-Aidroos, N., West, G., Abrams, R. A., & Pratt, J. (2012). The
visual P2 is attenuated for attended objects near the hands. Cogni-
tive Neuroscience, 1, 1-7.

Richardson, J. T. E. (2011). Eta squared and partial eta squared as mea-
sures of effect size in educational research. Educational Research
Review, 6(2), 135-147.

Simon-Dack, S. L., Cummings, S. E., Reetz, D. J., Alvarez-Vazquez, E.,
Gu, H., & Teder-Silejarvi, W. A. (2009). “Touched” by light: event-
related potentials (ERPs) to visuo-haptic stimuli in peri-personal
space. Brain Topography, 21, 261-268.

Stein, B. E., & Meredith, M. A. (1993). The merging of the senses.
Cambridge, MA: MIT Press.

Stricanne, B., Andersen, R. A., & Mazzoni, P. (1996). Eye-centered,
head-centered, and intermediate coding of remembered sound
locations in area lip. Journal of Neurophysiology, 76, 2071-2076.

Witelson, D. E. (1976). Sex and the single hemisphere: specializa-
tion of the right hemisphere for spatial processing. Science, 193,
425-427.

I. SPATIAL ATTENTION


http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0070
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0070
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0070
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0075
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0075
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0075
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0080
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0080
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0080
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0080
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0085
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0085
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0090
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0090
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0090
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0095
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0095
http://refhub.elsevier.com/B978-0-12-398451-7.00006-3/ref0095

CHAPTER

[}

Involuntary Cross-Modal Spatial Attention
Influences Visual Perception

John J. McDonald!, Jennifer C. Whitman!, Viola S. Stormer?,
Steven A. Hillyard®

Department of Psychology, Simon Fraser University, Burnaby, BC, Canada, 2Harvard University, Vision Sciences Labo-
ratory, Cambridge, MA, USA, 3Department of Neurosciences, University of California San Diego, La Jolla, CA, USA

One of the most firmly established findings in cogni-
tive psychology is that directing attention to a specific
location in the visual field results in facilitated responses
to subsequent target stimuli at that location (Posner,
Snyder, & Davidson, 1980; Wright & Ward, 2008). This
spatial cueing effect has been observed in one form or
another regardless of the modalities of the cue and target
stimuli and regardless of whether attention is directed
voluntarily or captured involuntarily by the cue (Prime,
McDonald, Green, & Ward, 2008; Spence, McDonald,
& Driver, 2004). An enduring controversy has revolved
around the question of whether spatial cueing facilitates
the early sensory/perceptual processing of target stim-
uli or has its influence on postperceptual decision and
response processes. Psychophysical studies in the visual
modality over the past 30 years have provided ample evi-
dence that spatial attention can affect both early sensory
and late decision stages of target processing (for reviews,
see Carrasco, 2011; Dosher & Lu, 2000; Smith & Ratcliff,
2009). Electrophysiological recordings of event-related
brain potentials (ERPs) in spatial cueing tasks have rein-
forced the view that the processing of targets at attended
locations is facilitated at early levels of the visual-cortical
pathways (Hopfinger, Luck, & Hillyard, 2004; Luck et al.,
1994; reviewed in Mangun & Hillyard, 1991).

CROSS-MODAL CUEING OF ATTENTION
ENHANCES PERCEPTUAL SENSITIVITY

The focus of the present chapter is on a series of
cross-modal spatial cueing studies that were designed
to isolate auditory cueing effects on visual-perceptual

processing from decision-level influences. In these stud-
ies, psychophysical measures of perceptual processing
were combined with ERP recordings to investigate the
neural mechanisms by which an auditory cue influ-
ences the perception of a subsequent visual target. The
first study in this series (McDonald, Teder-Salejarvi, &
Hillyard, 2000) used a signal detection/postcue design
in which an auditory cue presented to the left or right
side was followed unpredictably by a visual masking
stimulus at the same or opposite location as the sound.
The task of the participants was to indicate whether or
not a weak, threshold-level target preceded the much
brighter mask. Since the participant responded only to
the information at the location of the mask, which also
served as a postcue, this design eliminated the possibil-
ity that the auditory cue could have the decision-level
effect of reducing the uncertainty of the target's location
(Luck et al., 1994).

The results showed that the perceptual sensitivity (d')
for detecting the visual target was higher when the tar-
get-mask complex was presented at the same location as
the preceding auditory cue than when it appeared in the
opposite visual field (herein termed valid and invalid
trials; Figure 7.1(A)). McDonald and colleagues hypoth-
esized that the auditory cue triggered an automatic
shift of attention to its location, which then resulted in
enhanced perceptual processing of the subsequent visual
stimuli at that location (see also Dufour, 1999; Frassinetti,
Bolognini, & Lddavas, 2002). An analogous effect of
visual cueing on auditory signal detection was reported
by Soto-Faraco, McDonald, and Kingstone (2002), which
supports the idea that both sounds and lights activate a
common supramodal attentional orienting system that
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CROSS-MODAL INFLUENCES ON TIME-ORDER PERCEPTION
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FIGURE 7.1 Cross-modal cueing improves visual perception. (A) Perceptual sensitivity is higher for threshold-level visual targets appearing
at the location of a preceding auditory cue than for targets appearing at invalidly cued locations. (B) Grand-averaged ERPs to left-visual-field
probes, recorded from electrodes over the left and right occipital scalp (PO7 & PO8). (C) Topographical maps of the valid-minus-invalid differ-
ences shown in panel C. (D) Dipolar sources underlying the valid-minus-invalid differences in the 120-170 ms time range. Source: From McDonald

et al. (2000, 2003).

improves the perceptual quality of stimulus events at the
cued location (Farah, Wong, Monheit, & Morrow, 1989).
Recordings of ERPs in this cross-modal cueing para-
digm provided confirmatory evidence of a cueing effect
on early perceptual processing (McDonald, Teder-
Silejarvi, Di Russo, & Hillyard, 2003). The ERPs elicited
by the visual mask presented at the cued and uncued
locations began to diverge as early as 100 ms after mask
onset (Figure 7.1(B)). The initial phase of this cueing
effect on the visual ERP was localized using dipole mod-
eling to the region of the superior temporal cortex, and
a subsequent phase beginning 3040 ms later was local-
ized to the inferior occipito-temporal visual cortex in or
near the fusiform gyrus (Figure 7.1(C) and (D)). This spa-
tiotemporal pattern suggested that cross-modal cueing
facilitates early visual processing in the ventral visual
pathways via a feedback projection from the polymodal
region of the superior temporal lobe to the extrastriate
visual cortex (see also Macaluso, Frith, & Driver, 2000).

CROSS-MODAL INFLUENCES ON TIME-
ORDER PERCEPTION

The signal-detection studies outlined above showed
that cross-modal cueing of attention enhances visual
perceptual sensitivity. Around the same time, research-
ers were starting to ask whether the capture of attention

by nonvisual cues would speed up visual perceptual
processing and facilitate awareness of competing visual
stimuli (Shimojo, Miyauchi, & Hikosaka, 1997). The idea
that attended stimuli might be perceived earlier in time
than physically identical unattended stimuli has been
around for over 100 years (Titchener, 1908). Recent inqui-
ries into this “law of prior entry” have used temporal
order judgment (TO]J) tasks in which observers report
which of two rapidly presented stimuli occurs first.
The general finding has been that when attended and
unattended visual stimuli are presented simultaneously,
observers report that the attended stimulus appears to
occur first (Shore, Spence, & Klein, 2001; Stelmach &
Herdman, 1991). Of particular relevance to the hypoth-
esis that spatial attention has supramodal influences,
Shimojo and colleagues (Shimojo et al.,, 1997) found
that visual stimuli at attended locations were perceived
earlier than at unattended locations even when shifts
in attention were induced by spatially nonpredictive
auditory or tactile cues.

Not surprisingly, these cueing effects on TOJ have been
subjected to the traditional wrangling over whether they
represent a true perceptual phenomenon as opposed to
a biasing of postperceptual decisions. In the latter view,
observers might actually perceive two targets as appear-
ing simultaneously but still report the cued side first
because of a decision bias that favors the cued target
(Pashler, 1998; Schneider & Bavelier, 2003; Shore et al.,
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FIGURE 7.2 Cross-modal cueing produces perceptual prior entry. (A) An auditory cue was presented 100-300 ms before a pair of brief visual
targets. The targets were presented simultaneously on 50% of trials. (B) Mean percentage of trials in which observers reported seeing the target at
the cued location first, as a function of the lead time of the cued-side target (cued-side onset advantage; CSOA). Negative and positive CSOAs in-
dicate the target on the uncued side and the cued side appeared first, respectively. (C) Grand-average ERPs elicited by simultaneous visual targets,
recorded from occipital electrodes (PO7 /PO8) contralateral and ipsilateral to the cued location. (D) Topographical map of the simultaneous-target
ERPs in the time range of the P1. (E) Localization of the dipolar source underlying the contralateral-minus-ipsilateral differences in the time range

of the P1. Source: From McDonald et al. (2005).

2001). While appropriate experimental designs can miti-
gate such response bias effects, they are difficult to rule
out entirely. ERP recordings bring important evidence
to bear on the perceptual vs postperceptual conundrum
by revealing whether cueing effects on TOJ are associ-
ated with changes in the neural response to targets in the
visual cortex. Moreover, cueing effects on the latencies
of the target-elicited ERPs can shed light on the ques-
tion of whether changes in the perceived timing of visual
events are encoded by the timing of neural events in the
relevant brain pathways or whether perceived timing
is represented by some nontemporal aspect of neural
activity (Dennett, 1991).

McDonald, Teder-Salejarvi, Di Russo, and Hillyard
(2005) recorded ERPs in a TOJ experiment in which a spa-
tially nonpredictive auditory cue was presented on the
left or right side of a video monitor just prior to a bilateral
pair of simultaneous or near-simultaneous visual targets
(Figure 7.2(A)). As in previous studies, this lateralized
cue had a strong effect on the judgments of the tempo-
ral order of the two visual targets (Figure 7.2(B)). When
the targets actually occurred simultaneously, observers
judged the target on the cued side to occur first in 79%

of the trials. In order to achieve perceptual simultaneity,
the target on the uncued side had to be presented nearly
70 ms before the target on the cued side.

To study the neural basis of this cross-modal cueing
effect on TOJ, McDonald et al. (2005) recorded ERPs to
simultaneous visual targets. Contrary to the view that
the time course of perceptual experience is based on
the timing of target-evoked activity in the visual cor-
tex, there were no latency differences observed between
early occipital ERP components recorded contralaterally
and ipsilaterally with respect to the side of the audi-
tory cue (Figure 7.2(C)). Instead, cross-modal cueing
produced an increased early ERP positivity over the
visual cortex contralateral to the cued side without any
change in component latencies (Figure 7.2(D)). This pos-
itivity began in the latency range of the P1 component
(90-120 ms), and its neural generators were localized by
dipole modeling to the ventral extrastriate visual cortex
(Figure 7.2(E)). This finding suggests that the percep-
tual prior entry of the target on the cued side is a conse-
quence of a stronger neural response in the contralateral
visual cortex induced by cross-modal cueing rather than
an actual speeding of neural transmission. How might
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a stronger neural response lead to earlier perceptual
awareness of the cued target? One possibility is that the
enhanced response to the cued target causes a percep-
tual threshold to be reached earlier at a subsequent stage
of processing.

These effects of spatially nonpredictive auditory
cueing on visual signal detection (McDonald et al.,
2000) and TOJ (McDonald et al., 2005) may be inter-
preted as consequences of the involuntary deployment
of spatial attention to the location of a sudden sound.
While we found that changes in visual ERP amplitude
rather than latency were associated with these percep-
tual effects produced by involuntary orienting, Vibell,
Klinge, Zampini, Spence, and Nobre (2007) reported
that a small latency change (4 ms) in the visual ERP in
association with a much larger visual TOJ effect was
produced by the voluntary allocation of attention to the
visual modality. This finding raises the possibility that
attending voluntarily to the visual modality affects the
timing of early visually evoked activity, whereas the
involuntary orienting of attention to a location affects
only the amplitude of early visual activity. In any case,
the finding of early ERP modulations associated with
attention-induced TOJ effects provides compelling evi-
dence that cross-modal attention affects early visual-
sensory processing and is not solely a consequence of
higher-order decision or response biases as proposed
by Santangelo and Spence (2008) (see McDonald,
Green, Stormer, & Hillyard, 2012 for a more detailed
discussion).

CROSS-MODAL CUEING OF ATTENTION
ALTERS VISUAL APPEARANCE

The findings outlined in the previous sections
indicate that orienting attention reflexively to a sud-
den sound alters the perception of subsequent visual
targets and produces a concomitant boost of target-
evoked neural activity in the extrastriate visual cor-
tex. However, none of these studies directly addressed
the question of whether orienting attention to sound
alters the subjective appearance of visual objects. If
an observer were to hear a snap of a twig off to one
side, would the colors of visual objects in the vicin-
ity of the sound source appear more colorful than the
colors of objects at other locations? Would orienting
attention make white objects appear whiter and dark
objects appear darker? Psychologists have wondered
whether attention alters appearance in such ways for
over a century (e.g., Fechner, 1882; Helmholtz, 1866;
James, 1890).

Carrasco and colleagues developed a psychophysical
paradigm to determine whether attention alters appear-
ance (Carrasco, Ling, & Read, 2004). The paradigm is

similar to the TOJ paradigm except that, rather than
varying the stimulus onset asynchrony (SOA) between
two visual targets and asking participants to judge
which one was first, the luminance contrast of two tar-
gets is varied and participants are asked to judge which
one is higher in contrast. In the original variant of the
task, a small, abruptly onsetting black dot was used to
summon attention to the left or right just prior to the
appearance of two Gabor patches (sinusoidal gratings)
at both the left and right locations. When the contrasts of
the two Gabor patches were physically similar or identi-
cal, observers tended to judge the one on the cued side
as being higher in contrast. Based on these and other
similar results, Carrasco and colleagues concluded that
attention alters the subjective appearance of visual stim-
uli (for a review, see Carrasco, 2006).

The conclusion that attention altered appearance in
these visual-cueing studies met some stiff opposition.
One concern was that the apparent boost in contrast was
due to sensory interactions between the visual cue and
the Gabor patch at the cued location (Schneider, 2006;
Schneider & Komlos, 2008). For example, a high-contrast
cue such as a black-on-gray abrupt onset might be assim-
ilated with the cued-location Gabor, leading to an atten-
tion-independent boost in perceived contrast. Another
concern was that the apparent perceptual effect actu-
ally reflected a decision- or response-level bias to report
the cued Gabor as being higher in contrast (Prinzmetal,
Long, & Leonhardt, 2008; Schneider & Komlos, 2008).
As was noted earlier, ERPs can be used to help deter-
mine whether cue effects are due to changes at early,
perceptual stages of processing or at later, decision- or
response-level stages.

Stormer, McDonald, and Hillyard (2009) recorded
ERPs in a modified version of Carrasco and colleagues'
contrast-judgment task to investigate whether orient-
ing attention reflexively to a sound might alter visual
appearance. The visual cue was replaced by a spatially
nonpredictive noise burst delivered 25° to the left or
right of fixation. After a short SOA (150 ms on most
trials), two Gabor patches were presented, one at the
cued location and one on the opposite side of fixation
(Figure 7.3(A)). The subject's specific task was to
report the orientation of the Gabor patch that was
judged to have higher contrast. The psychophysical
findings paralleled those reported by Carrasco et al.
(2004). Notably, observers reported the orientation of
the cued-location Gabor significantly more often than
the uncued-location Gabor (55% vs 45%) when the two
Gabors had the same physical contrast (Figure 7.3(B)).
This finding indicates that the onset of a salient-but-
irrelevant sound boosts the subjective contrast of
nearby visual stimuli when the cue-target SOA is in
the traditional range of exogenous attention effects.
Critically, this cueing effect cannot be attributed to
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FIGURE 7.3 Cross-modal cueing alters visual appearance. (A) Grand-average ERPs elicited by the equal-contrast Gabor display, recorded
from occipital electrodes (PO7/PO8) contralateral and ipsilateral to the side of the auditory cue. ERPs were from short-SOA trials in which the
auditory cue preceded the Gabors by 150 ms. (B) Mean probability of reporting the contrast of the test Gabor to be higher than the contrast of the
standard Gabor. The contrast of the standard was set at 22%, whereas the contrast of the test varied from trial to trial. The probability of reporting
the test Gabor as being higher in contrast was increased when that Gabor appeared at the cued location. (C) Topographical maps of the differences
between contralateral and ipsilateral waveforms shown in panel A, in the time ranges of the P1 and N1 peaks. (D) Distributed source activity
underlying the contralateral-minus-ipsilateral difference ERP in the time ranges of the P1 and N1 peaks. Source activity was estimated using
LAURA and is shown in the contralateral (right) side of the brain only. Source: From Stormer et al. (2009).

unimodal sensory interactions such as luminance
assimilation because a nonvisual stimulus was used to
summon attention.

Stormer et al. (2009) examined the ERPs elicited by
the equal-contrast Gabors as a function of cue location
to determine whether the lateral noise burst altered
visual-perceptual appearance as opposed to a decision
or response process. As in the TOJ study outlined in the
preceding section, this ERP analysis was premised on
the contralateral organization of the visual system and
the well-documented lateralized asymmetries of spa-
tial attention effects on the visual ERP (Heinze, Luck,
Mangun, & Hillyard, 1990; Luck, Heinze, Mangun, &
Hillyard, 1990). Directing attention to one side of such a
bilaterally balanced display leads to a larger early posi-
tive ERP component at contralateral occipital electrodes
than at ipsilateral occipital electrodes (Heinze et al., 1990;
Luck et al., 1990; see also McDonald et al., 2005). Based
on these earlier findings, Stormer et al. (2009) hypoth-
esized that if the auditory cue captured attention in
such a way as to boost visual perceptual processing, the
early target-elicited ERP activity over the occipital scalp
would be lateralized. Additionally, the authors surmised

that if such attention effects boost perceived contrast, the
magnitude of this lateralized ERP activity should cor-
relate with the observers' tendencies to report the cued
Gabor as being higher in contrast.

This is exactly what was found. Within 100 ms of
target onset, the waveform recorded contralaterally
to the cued side became more positive than the wave-
form recorded ipsilaterally to the cued side, despite the
fact that the visual stimuli on the left and right were
identical (Figure 7.3(A) and (C)). Importantly, this con-
tralateral positivity was observed only in trials when
observers judged the cued-location target to be higher
in contrast. Moreover, the tendency to report the cued-
location target as being higher in contrast correlated
positively with the amplitude of the contralateral ERP
positivity measured in the time interval of the P1 com-
ponent (120-140 ms). Finally, the neural generators of
the early contralateral positivity were localized by dis-
tributed source analysis to the ventral extrastriate visual
cortex (Figure 7.3(D)). Together with the psychophysi-
cal findings, these electrophysiological findings provide
compelling evidence that cross-modal spatial attention
affects visual appearance through modulations at an
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early sensory—perceptual level rather than by affecting
late decision processes.

SALIENT SOUNDS ACTIVATE THE
VISUAL CORTEX

Although researchers have pondered the neural mecha-
nisms underlying involuntary cross-modal cue effects for
over two decades (e.g., Farah et al., 1989; Macaluso et al.,
2000; McDonald et al., 2012; McDonald, Teder-Sélejarvi, &
Ward, 2001; Spence & Driver, 1997; Spence et al., 2004; Ward,
1994), little is known about how nonvisual cues come to
modulate the processing of subsequent visual targets. Until
recently, one outstanding question was whether the nonvi-
sual stimuli used to capture attention in cross-modal cueing
paradigms would activate the visual system in the absence
of a near-simultaneous visual target. Auditorily evoked
occipital activations have been reported in previous
functional magnetic resonance imaging (fMRI) stud-
ies (e.g., Cate et al., 2009; Wu, Weissman, Roberts, &
Woldorff, 2007), but these cross-modal activations were
observed in tasks that required the engagement of
voluntary attention mechanisms.

In addition to modulating the hemodynamic response
in the visual cortex, voluntary shifts of spatial attention
induced by a symbolic cue have been associated with
lateralized ERP components over the posterior scalp in
the time interval between the cue and a subsequent tar-
get (e.g., Eimer, van Velzen, & Driver, 2002; Eimer, van
Velzen, Forster, & Driver, 2003; Green, Teder-Sélejarvi,
& McDonald, 2005; Harter, Miller, Price, LaLonde, &
Keyes, 1989; Hopf & Mangun, 2000; Nobre, Sebestyen, &
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Miniussi, 2000). Interestingly, one such component that
has been called the “late attention-directing positivity”
(LDAP; occurring 400-800 ms after the onset of a cen-
tral symbolic cue) appears to originate from the visual
cortex and can be observed following nonvisual as well
as visual cues (e.g., Eimer et al., 2002; Green et al., 2005).
Such findings indicate that orienting attention volun-
tarily activates the visual cortex even when a nonvisual
stimulus is used to initiate the shift of attention. Along
these lines, one might expect that orienting attention
involuntarily to salient, spatially noninformative sounds
would also activate the visual cortex, but in a more
automatic and fleeting fashion.

Recently, McDonald, Stérmer, Martinez, Feng, and
Hillyard (2013) sought to determine whether salient but
spatially nonpredictive sounds activate the visual cortex
and whether such cross-modal activation might be associ-
ated with the involuntary cross-modal cue effects on visual
perception. They first examined the ERPs elicited by the
auditory cue used in the cross-modal contrast-judgment
experiment described in the preceding section (Stormer
et al., 2009). The analysis focused on long-SOA (630 ms)
and no-target trials in which it was possible to record the
cue-elicited ERP for several hundreds of milliseconds
without an intervening visual stimulus. As expected, the
cue elicited the usual auditory ERP components, including
the N1 (~100 ms postcue) and P2 (~180 ms postcue) hav-
ing amplitude maxima over the central scalp. Little ERP
activity was seen over the fronto-central scalp following
the P2, but a large lateralized ERP positivity emerged over
the occipital scalp at about 200 ms postcue (Figure 7.4(A)).
In the 200400 ms time range, the ERP recorded over the
occipital scalp was significantly more positive contralateral

(C)

260-360 ms

FIGURE 7.4 Salient sounds activate the visual cortex automatically. (A) Grand-average ERPs to a lateral auditory cue in a cross-modal cue-
ing variant of the contrast-judgment task of Carrasco et al. (2004). ERPs were recorded from occipital electrodes (PO7/PO8) contralateral and
ipsilateral to the cue's location. A postauricular muscle response (PAMR) occurred immediately following sound onset and was picked up by
the reference electrode on the mastoid. An auditorily evoked contralateral occipital positivity (ACOP) occurred 200-400 ms after sound onset.
(B) Topographical maps of the difference between contralateral and ipsilateral waveforms shown in panel B, in the time range of the ACOP. (C)
Localization of sources underlying the ACOP. The distributed source activity was estimated using LAURA, and the circle represents the location
of the best-fitting dipolar source. Both methods placed the neural generators of the ACOP in the ventral occipital cortex. Source: From McDonald

etal. (2013).
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to the cued location than ipsilateral to the cued location. As
shown in Figure 7.4(B), the topography of this auditorily
evoked contralateral occipital positivity (ACOP) resembled
other lateralized visual ERP components (e.g. P1, LDAP),
and source analyses provided converging evidence that
the cortical generator of the ACOP lies within the ventral
occipital lobe (Figure 7.4(C)).

As noted in the previous section, participants in this
contrast-judgment experiment tended to perceive the
cued Gabor as being higher in contrast than the uncued
Gabor on the short-SOA trials, even when the physical
contrasts of the two Gabors were identical. Critically, this
perceptual bias was found to correlate positively with the
amplitude of the ACOP: Participants who had larger cue-
evoked contralateral positivities over the occipital scalp
tended to report seeing the cued Gabor as being higher
in contrast on a larger portion of trials. Together with
the results of the source analysis, this correlation sug-
gests that the ACOP reflects neural processes within the
occipital lobe that are tightly linked to the modulations
of visual perception produced by an auditory cue.

In the contrast-judgment experiment, the salient sound
that elicited an ACOP (a brief noise burst) was presented
in the context of a visual perceptual task. Although the
location of the noise burst provided no information
about which of the two Gabors would be higher in con-
trast, the sound did appear at a task-relevant location
and did alert observers to the imminent appearance of
the task-relevant visual stimuli. Thus, one might assume
that the cross-modal activation of the visual system in
this experiment was contingent upon an attentional set
for task-relevant visual stimuli. Such an assumption
would be broadly consistent with several lines of evi-
dence showing that salient visual stimuli, such as color
singletons and abrupt visual onsets, do not necessarily
capture attention if they violate an observer's intention
(e.g. Folk, Remington, & Johnston, 1992; Jannati, Gaspar,
& McDonald, in press; Yantis & Jonides, 1990). However,
McDonald et al. (2013) found that noise bursts elicited
ACOPs in purely auditory tasks, even when the noise
bursts were temporally and spatially nonpredictive of
the auditory target's occurrence and when the auditory
target never appeared at the location of the noise burst.
These findings suggest that salient-but-irrelevant sounds
activate the visual cortex independently of an observer's
intentions. That is, salient sounds appear to activate the
visual cortex automatically.

CROSS-MODAL CUEING AFFECTS
ILLUSORY LINE MOTION

A perceptual phenomenon closely related to the prior-
entry effect occurs when a line is flashed and appears to
grow from one end to the other. If one end of the line is

at a recently cued location and all parts of the line are
presented simultaneously, observers asked to judge the
direction of line growth typically report that the line
grows from the cued end to the uncued end. This effect
has been referred to as illusory line motion (ILM) or
the “shooting line” illusion (e.g., Hamm & Klein, 2002;
Hikosaka, Miyauchi, & Shimojo, 1993; Hikosaka,
Miyauchi, & Shimojo, 1996). Tasks eliciting ILM are
analogous to TOJ tasks in that the subject is essentially
judging which end of the line appears to onset first, and
the results from both TOJ and ILM tasks thus suggest
that stimuli at attended locations are perceived to occur
earlier than stimuli at unattended locations. However,
the fact that the ILM task requires a different mode of
responding (“does the line grow from the left or the
right”) from the TOJ task provides evidence that these
effects are not limited to a particular task. Moreover,
observers note that they actually see the line growing
from the cued end, suggesting that the ILM effect is not
simply a consequence of response bias.

Hikosaka et al. (1993, 1996) proposed that the effects
of attention on both TOJ and ILM were due to an accel-
erated early visual processing, perhaps beginning with
the feed-forward sweep of information through the pri-
mary visual cortex. As described in the preceding sec-
tion on time-order perception, however, the ERP study
of McDonald et al. (2005) suggested that the attentional
facilitation of TOJ was due to an enhanced amplitude
of the early visual cortical ERP to the attended-location
stimulus rather than to an acceleration of the timing of
the response.

Alternative proposals have attributed the ILM effect to
processing that occurs after line presentation. Eagleman
and Sejnowski (2003) attributed ILM to postdiction—
that is, to the integration of successively presented visual
events after they have occurred. This postdiction account
is based on the finding that the perceived direction of
ILM can be reversed if a dot is presented in the initially
cued location after the line disappears. A related inter-
pretation attributes ILM to the subject's perception of
the cue and subsequent line as a single contiguous object
(Downing & Treisman, 1997). This object is perceived to
begin as a square (the cue) and after a brief disappear-
ance to grow across the screen to become a horizontal
rectangle (the line). This account is a variant of postdic-
tion, because the perception of the cue and the line as a
single object can occur only after both the cue and the
line have been presented.

The aim of the study reported here was to use ERP
recordings to evaluate the early sensory—perceptual vs
later postdictive accounts of the ILM effect. Spatially non-
predictive peripheral auditory cues were used to draw
attention involuntarily to the left or right side of fixation
prior to the onset of a horizontal line target. To deter-
mine how ILM is related to real motion, we compared
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the ERPs elicited by instantaneously presented lines that
resulted in ILM to ERPs elicited by actually growing
lines that were accurately perceived.

Methods

Thirty-four young adults (21 female) with a mean age
of 22.2 years participated for course credit. During test-
ing they were seated in a sound-attenuated chamber fac-
ing a 19 inch CRT monitor flanked by two loudspeakers
situated 32° of visual angle to the left or right of a central
fixation cross. Each trial began with an 80 ms burst of
pink noise from the left or right speaker, followed after
a random SOA of 100-300 ms (rectangular distribution)
by a white, horizontal-line target spanning 17° of visual
angle (see Figure 7.5(A)).

Participants completed 20 blocks of 32 trials each, and
trials with left or right auditory cues occurred equally
often, at random. The target line appeared instanta-
neously (50% of trials), grew to the left or right in five
segments over a period of 50 ms (25% of trials), or grew
in two segments over a period of 20 ms (25% of trials).
Leftward- and rightward-growing lines occurred equally
often, and the direction of line growth was independent
of the preceding auditory cue's location. In all cases, the
line remained on the display for 500 ms (e.g., 20 ms of
growth followed by 480 ms of static display) and was
followed by a 20002500 ms intertrial interval. The task
for 16 of the participants was to indicate by pressing a
left or right mouse button the side from which the line
grew, and for the other 18 participants to indicate the
side toward which the line grew. They were encouraged
to make their “best guesses” when uncertain.
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During testing, the electroencephalogram (EEG) was
recorded from 63 scalp channels (bandpass 0.1-100 Hz)
with a common right-mastoid reference. The horizontal
electro-oculogram was also recorded between the left
and right outer canthi to monitor eye position. Follow-
ing artifact rejection, ERPs time-locked to the line-target
onset were averaged in 3000 ms epochs that included a
1500 ms prestimulus baseline. ERPs were re-referenced
to the average of the left and right mastoids and were
digitally low-pass filtered with a —3 dB cutoff at 30 Hz.
ERPs were baseline-corrected using a 100 ms prestimu-
lus interval. Of primary interest in this study were the
ERPs elicited by the stationary lines. Because the cue—
target SOA was short, these ERPs were distorted by
overlapping ERPs elicited by the preceding auditory
cue. Adjacent response filtering (ADJAR, Woldorff, 1993)
was used to estimate and remove the overlapping cue
ERP activity from the visual ERPs.

Results and Discussion

As shown in Figure 7.5(B), accuracy in judging
the direction of slowly growing lines was very high
(mean = 91.1% correct, SD = 10.5), while accuracy in the
quickly growing lines was lower (mean = 66.0% correct,
SD = 9.3). To determine whether the auditory cue led
to ILM, we first examined behavioral responses to the
stationary lines. If participants perceived no growth of
the stationary lines, they would have indicated the line
grew from the cued end on 50% of the trials. That is, they
would have guessed the direction of the line growth.
This was not the case, however: 76.4% (SD = 10.8) of the
participants' responses on these trials were congruent
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FIGURE 7.5 Methods and psychophysical results from the ILM experiment. (A) Schematic illustration of the stimulus sequence on a station-
ary-line trial. (B) Mean percentage of trials in which participants reported line motion starting from the cued side (or ending at the uncued side)
as a function of the duration of line growth. Positive and negative durations indicate that the line grew from the cued end and from the uncued
end, respectively (see text for details). The 0 ms duration indicates that all segments of the line appeared instantaneously. Data were collapsed

across left-cue and right-cue trials.
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with the cue—that is, participants reported that the line
grew away from the cued end or toward the uncued
end significantly more often than chance (76.4% vs 50%,
£(33) =12.58, p < 0.001). Importantly, the response profiles
shown in Figure 7.5(B) were very similar for participants
who reported the side where the line started and those
who reported where the line ended. This equivalence
provides a powerful argument against the ILM effect
being primarily a consequence of biased responding
toward the side of the cue.

As in TOJ studies of attention-induced prior entry,
maximal uncertainty of line growth in the present study
occurred not when the line was actually stationary but
when the line grew away from the uncued end. In TOJ
studies, the lead time of the uncued target that results in
maximal uncertainty about the temporal order of the two
targets has been labeled the point of subjective simultane-
ity. In the present study, interpolation along the psycho-
physical curves presented in Figure 7.5(B) shows that the
participants were maximally uncertain as to the direc-
tion of line growth when the line grew away from the
uncued side over the course of 22-29 ms. These points
will be referred to as points of subjective stationarity.

To investigate the effects of the auditory cue on visual
cortical activity, we examined the ERPs elicited by the
stationary line at occipital electrodes contralateral and
ipsilateral to the side of the auditory cue. Figure 7.6(A)
displays the stationary-line ERPs averaged over the 76.4%
of trials in which participants judged the line to grow
away from the cued end (or toward the uncued end). The
ERP waveforms consist of several typical peaks, includ-
ing the P1 (mean peak latency = 113 ms), N1 (165 ms), P2
(234 ms), N2 (281 ms) and P3 (335 ms). Statistical analyses
by analysis of variance of peak latencies at lateral occipi-
tal electrode sites PO7 and POS8 showed that only the
latencies of P2 and N2 were affected by the cue. Impor-
tantly, however, the small latency differences that were
observed (3 ms for P2, 5 ms for N2, both p < 0.05) were in
the opposite direction from that predicted by the sensory-
acceleration account of ILM, with longer latencies at the
scalp site contralateral to the side of the cue.

It can also be seen in Figure 7.6(A) that the ERP
recorded at the site contralateral to the side of the cue
showed an enhanced positivity relative to the ipsilat-
eral site beginning at around 100 ms after line onset and
extending until around 300 ms. Mean amplitude mea-
sures of this contralateral positivity were significant
in the latency ranges of P1 (80-120 ms, p < 0.001), N1
(140-200 ms, p < 0.001), P2 (200-240 ms, p < 0.002), and
N2 (240-320 ms, p < 0.02). Figure 7.6(B) shows the scalp
topography of the stationary-line ERP in the time range
of the P1 (80-120 ms postline). In this figure, ERPs from
left-cue and right-cue trials were combined in such a way
as to show ipsilateral and contralateral scalp activity on
the left and right sides of the map, respectively. Two

separate P1 maxima are evident, one over each side of
the occipital scalp. Consistent with the ERP waveforms,
the contralateral maximum was more positive than the
ipsilateral maximum.

To isolate the lateralized cueing effect in the P1 time
interval, the ERP waveforms recorded at ipsilateral
electrodes were subtracted from the ERP waveforms

(A)

----- Ipsilateral
Contralateral

Line
onset i

A/ 0
Ipsi  Contra v lpsi  Contra nA/em?
Wb 068
e
, 0
3
wv Contra minus ipsi "o

Contra minus ipsi

FIGURE 7.6 Grand-averaged ERPs elicited by stationary lines per-
ceived to grow away from the acoustically cued end. (A) ERP wave-
forms recorded at occipital electrodes (PO7/PO8) contralateral and
ipsilateral to the cued end of the line. (B) Topographical maps of the
mean ERP amplitudes in the time range of the P1 (80-120 ms). The ERP
data were collapsed over the cued side (left, right) and the recording
hemisphere (left, right) to show ipsilateral and contralateral ERP distri-
butions on the left and right sides of the maps, respectively. (C) Topo-
graphical maps of the contralateral-ipsilateral difference waveforms
in the time range of the P1, projected on the right side of the scalp. (D
and E) Estimated distributed source activity underlying the ERP wave-
forms (D) and the contralateral-ipsilateral difference waveforms (E) in
the time range of the P1.
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recorded at homologous contralateral electrodes (e.g.,
PO78-contra minus PO78-ipsi) to produce contralateral-
minus-ipsilateral difference waves. Figure 7.6(C) shows
a mirror-symmetric topographical map of these differ-
ence waves, produced by plotting the contralateral-
ipsilateral voltage differences on both sides of the head
map and zeroing the voltages at the midline electrodes
(for similar approaches, see Green, Conder, & McDonald,
2008; Praamstra, Stegeman, Horstink, & Cools, 1996).
A posterior positivity is evident in the map, with a lat-
eral-occipital maximum that resembled that of the P1
component itself.

To gain information on the cortical sources giving rise
to the P1 component and the enhanced positivity con-
tralateral to the auditory cue in the P1 latency range, we
estimated the location of their neural generators using
a distributed source analysis approach called CLARA
(Classical LORETA Analysis Recursively Applied; BESA
5.3). The CLARA method is an iterative application of
weighted LORETA images with a reduced source space
in each successive iteration. For the present purposes,
two iterations were sufficient to deblur the distributed
source activity sufficiently. The resulting CLARA solu-
tion revealed P1 source activity on the ventral surface
of the occipital lobe, along the fusiform gyrus (Figure
7.6(D)). Consistent with the scalp-recorded P1, greater
source activity was seen in the contralateral occipital lobe
than in the ipsilateral lobe. The CLARA solution of the
isolated contralateral positivity revealed source activity
in a nearby region of the occipital lobe (Figure 7.6(E)).

The ERPs elicited by the lines that actually grew from
one end to the other were quite different from those elic-
ited by the stationary lines that appeared to grow due
to the advance auditory cueing. Whereas the illusory
line growth was associated with an enlarged contralat-
eral positivity beginning in the P1 time interval, actual
line growth was associated with contralateral-ipsilateral
latency differences of both the P1 and N1 components.
Figure 7.7(A) shows the ERP to the line that grew from
one end to the other over a 50 ms interval, with time zero
representing the onset of the first segment of the line. In
this case the latencies of the early ERP peaks were sub-
stantially shorter over contralateral than over ipsilateral
scalp sites (by 17 ms for P1, p < 0.001; by 11 ms for N1,
p < 0.001). This result shows that when a line actually
onsets earlier at one end, the initial ERP peaks are elic-
ited more rapidly in the contralateral visual cortex. Thus,
if the auditory cue had accelerated the early visual pro-
cessing of one end of the stationary line, we would have
expected a similar finding of earlier P1 and N1 laten-
cies over the hemisphere contralateral to the cue. The
fact that no such ERP latency differences were observed
implies that the salient auditory cue produces ILM via a
different neural mechanism than simple acceleration of
early processing.

A
( ) Relative to origin of growth
T Ipsilateral
N1 Contralateral

Ipsi  Contra Ipsi ) Contra

nAlcm?

Contra minus ipsi

FIGURE 7.7 Grand-average ERPs elicited by slowly growing lines
in the ILM experiment. (A) ERPs recorded from electrodes over the
occipital scalp (PO7/PO8) contralateral and ipsilateral to the side at
which the line motion began. (B-E) Topographical maps and distrib-
uted source images, as in Figure 7.6.

To localize the neural generators of the initial ERP
activity to slowly growing lines, topographical maps
were created for an early phase of the P1 (90-100 ms
postline) and for the isolated contralateral-minus-ipsi-
lateral difference waveform in the same time range (Fig-
ure 7.7(B) and (C), respectively). During this early phase,
the P1 was at maximum over the contralateral scalp and
beginning to emerge over the ipsilateral scalp. The con-
tralateral maximum was distributed very similarly to
that of the enlarged contralateral P1 to stationary lines
that were perceived to grow from the cued end (Figure
7.7(B) vs Figure 7.6(B)). Likewise, the scalp distribu-
tion of the contralateral-ipsilateral difference wave in
this early P1 interval was nearly identical to that of the
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enlarged contralateral positivity to the ILM lines (Figure
7.7(C) vs Figure 7.6(C)). CLARA analyses showed dis-
tributed source activity in ventral regions of the occipi-
tal lobe, near the fusiform gyrus, for both the early P1
and the contralateral-ipsilateral difference waveform in
the early P1 time interval (Figure 7.7(D) and (E)). Thus,
although different neural mechanisms appear to under-
lie illusory and actual line growth, these mechanisms
appear to involve the same regions of the visual cortex.

The present findings help to settle two debates over
cross-modally induced prior entry. First, the finding of
equivalent cueing effects on ILM for judgments of “mov-
ing toward” and “moving away” from the cued location
provides strong support that auditory cueing produces
a true perceptual effect and not a response bias. This
support is buttressed by the finding of a modulation of
early ERP activity originating in the visual cortex. Sec-
ond, the absence of an ERP latency effect rules out an
alternative explanation based on the EEG sampling rate.
As reviewed earlier, auditory cues had no effect on the
timing of the early ERP components recorded in a TOJ
task (McDonald et al., 2005). To account for this finding,
Vibell et al. (2007) asserted that a low EEG sampling rate
might have caused a type II error. That is, in McDonald
etal.'s study, EEG was digitized every 4 ms (250 Hz), and
this may have been insufficient to detect a 3—4 ms shift in
the early ERP components. In the present ILM study, no
latency effect was in evidence despite using Vibell et al.'s
preferred 500 Hz sampling rate. Thus, the present find-
ings argue against Vibell et al.'s slow-sampling hypoth-
esis and provide converging support for the conclusion
that cross-modally induced prior entry stems from
changes in the strength—mnot timing—of early visual
cortical activity.

CONCLUDING REMARKS

The ERP pattern elicited by the stationary line dur-
ing auditorily induced ILM appears virtually identical to
the pattern associated with the cross-modal facilitation
of TOJ (Figure 7.2, above) and the cross-modal enhance-
ment of visual contrast (Figure 7.3, above). In each case,
a bilaterally symmetrical visual stimulus (a left-right
pair of stimuli or a horizontal line) elicited an ERP with
enhanced positivity over the hemisphere contralateral to
the side of the preceding auditory cue. This positivity
had a scalp distribution consistent with a source in the
ventral-lateral visual cortex and extended over the inter-
val 100-300 ms after the onset of the visual stimulus. It is
not clear how this enhanced positivity is linked with the
perceptual modulation of TOJ and ILM, but most likely
it reflects an enhanced signal strength of visual inputs
from the cued location, resulting in more rapid achieve-
ment of a perceptual threshold at a subsequent stage of

visual processing. The early onset of the cueing effect
(less than 100 ms after the onset of the visual stimulus)
shows that it represents an influence on early visual pro-
cessing and not a purely “postdictive” effect, although
such later influences on perceptual responses cannot be
ruled out entirely.

Based on these findings, we propose that all of these
cross-modally induced changes in visual perception stem
from the same physiological process whereby the audi-
tory cue enhances the strength of target-evoked neural
responses in the visual cortex starting within 100 ms of
target onset. This neural enhancement boosts perceptual
contrast and accelerates perceptual awareness in both
TOJ and ILM tasks. The cortical sources of these cross-
modally induced changes in visual target processing
(i.e., the enhanced contralateral positivity) are localized
to the same ventral-occipital region as the sources of the
cue-elicited ACOP. Moreover, with the cue-target inter-
vals used in these studies (100-300 ms), the timing of the
ACOP corresponds with the window of enhancement of
the contralateral positivity associated with perceptual
facilitation of the visual target. This suggests that the
auditory cue sensitizes the extrastriate visual pathways
so that a subsequent visual stimulus appearing at the
cued location elicits an enhanced response from neurons
in those same pathways.
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S ECTION II

FEATURE AND OBJECT
ATTENTION

Face invisible — a vase seen instead.

Space divisible

into the haves and have nots

at least in the head.

Attentional fates determined early on by wheres
more than whats though both may matter

for the neural chatter

in a brain laid out to represent the world as it is.
ERPs the electrical whiz kid

that slices and dices time and space whether
readily accessible or somewhere hid

so that cognitive neuroscientists can continue to save face in the competition
about the whys and wherefores of visual cognition.

By Marta Kutas



CHAPTER

8

Object-Category Processing, Perceptual
Awareness, and the Role of Attention during
Motion-Induced Blindness

Joseph A. Harris!> 2, David L. Barack!> 2 3, Alex R. McMahon!,
Stephen R. Mitroff! 2 Marty G. Woldorff!» 242

ICenter for Cognitive Neuroscience, Duke University, Durham, NC, USA, ?Department of Psychology &
Neuroscience, Duke University, Durham, NC, USA, 3Department of Philosophy, Duke University, Durham, NC, USA,
4Department of Psychiatry, Duke University, Durham, NC, USA, 5Department of Neurobiology, Duke University,
Durham, NC, USA

INTRODUCTION

The extent of visual processing that occurs outside of
awareness is an unresolved issue of broad importance
to the field of cognitive neuroscience. Research exam-
ining this question is predicated on the notion that any
information that is represented in the brain, whether an
individual is aware of it or not, holds the potential to
affect subsequent behavior in a relevant way. Identify-
ing the information coded in the brain with or without
explicit awareness therefore enhances our understand-
ing of what determines or influences behavior.

One method of identifying perceptual processes that
occur in the absence of awareness is through the disso-
ciation paradigm, which is comprised of several essen-
tial components (Reingold & Merikle, 1988). In vision,
for example, once a visual perceptual process of interest
is identified, two measures of this process are obtained
as a viewer is presented with images invoking this pro-
cess. An explicit measure is derived from the viewer's
behavioral output or report regarding the content of the
images, which serves as an index of their level of aware-
ness. A second measure is typically implicit in nature
and reflects the processing of the image content of which
the viewer may not be aware, as in the case of behavioral
priming or neural responses. Through any number of
possible manipulations of the presentation parameters

Cognitive Electrophysiology of Attention. http://dx.doi.org/10.1016/B978-0-12-398451-7.00008-7

of relevant images (e.g., a manipulation using motion-
induced blindness (MIB), for example, as described
below), conditions are created in which images are pres-
ent but not visible to the viewer, which is reflected in a
marked decrease of the explicit measure (Kim & Blake,
2005). The implicit measure is then probed in these con-
ditions of reduced awareness vs. those with full aware-
ness. If the implicit measure of the perceptual process
is shown to be intact, regardless of the viewer's ability
to report relevant image content, then it is inferred that
this process is occurring in the absence of awareness
(Holender, 1986; Reingold & Merikle, 1988).
Discrimination of object category by the visual system
is evident through multiple measures, behavioral and
neural, and thus provides explicit and implicit indices
that can be used to examine its relationship with visual
awareness. A particularly well-studied and readily mea-
sured process reflecting such categorical discrimination is
face-specific processing. Neural reflections of this process
have been most directly observed as enhancements of spe-
cific neural responses to face images relative to images of
any other object category that are observed in functional
modules of the ventral extrastriate and ventral tempo-
ral cortices in human and nonhuman primates (Allison
et al., 1994; Harries & Perrett, 1991; Perrett, Hietanen,
Oram, & Benson, 1992). In normal human observers, for
example, face-specific responses have been localized to

Copyright © 2014 Elsevier Inc. All rights reserved.
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areas in the fusiform gyrus and lateral occipital cortex
using function magnetic resonance imaging (fMRI) mea-
sures (Kanwisher, McDermott, & Chun, 1997; Puce, Alli-
son, Gore, & Mccarthy, 1995), and in the occipitotemporal
sulcus through intracranial recordings in patients (Puce,
McCarthy, Bentin, & Allison, 1997). Using scalp-recorded
event-related potential (ERP) measures, face-specific
processing has been recorded as a negative-polarity
amplitude enhancement over lateral-inferior temporal—-
occipital regions, peaking at ~170 ms after stimulus onset
(Bentin, Allison, Puce, Perez, & McCarthy, 1996), often
followed at longer latencies (~300-800 ms) by a smaller
amplitude but longer duration negative wave with a very
similar scalp distribution (Harris, Wu, & Woldorff, 2011;
Philiastides, Ratcliff, & Sajda, 2006). These high temporal
resolution electrophysiological measures of this process
are especially useful indices of this relatively high-level
of object-category discrimination that may not require an
explicit report of image content, and thus can serve as an
informative implicit measure of this process.

MIB is a relatively recently discovered experimen-
tal manipulation that can be used for disrupting visual
awareness of target images. In MIB, parafoveally pre-
sented static targets are superimposed on a globally
moving array of distractors. While maintaining fixation
at a specific nontarget spatial position (typically centrally
located) and covertly attending to these ever-present
static targets, viewers periodically lose and regain
awareness of them (Bonneh, Cooperman, & Sagi, 2001).
This striking perceptual phenomenon provides a novel
and robust manner by which to attenuate visual aware-
ness experimentally and serves as an appealing method
by which to examine face-processing in the absence of
awareness. To this end, experimenters use MIB to gauge
the extent of target-associated processing that occurs
in the absence of awareness by probing target-specific
processing within and outside of MIB episodes (Kim &
Blake, 2005).

A number of behavioral studies have suggested that
MIB acts through a high-level or late mechanism to dis-
rupt visual awareness. For example, the formation of
negative afterimages, a process likely mediated by a rel-
atively low-level of visual processing, is uninterrupted
by MIB (Hofstoetter, Koch, & Kiper, 2004). Similarly, ori-
entation-specific aftereffects persist following exposure
to a Gabor patch of a given angle, regardless of whether
it was presented during or outside of MIB (Montaser-
Koubhsari, Moradi, Zandvakili, & Esteky, 2004; Rajimehr,
2004). Also, higher-level processes of object representa-
tion and updating have been demonstrated to occur dur-
ing MIB. For example, one experiment showed that the
sudden physical offset of a perceptually suppressed tar-
get “breaks” the blindness episode, making the viewer
aware of this transient change. This in turn suggested
that changes in the gross physical properties of the target

(i.e., its presence or absence) were being processed during
MIB episodes, despite the objects being invisible to the
subject (Mitroff & Scholl, 2004). This group also showed
that if two previously disparate objects are linked with a
connecting line during a blindness episode, they tend to
reemerge simultaneously as one object, suggesting that
object-based representations can be updated during MIB
(Mitroff & Scholl, 2005).

In addition to studies focusing on the visual processes
that occur during MIB, research examining the more
general dynamics of MIB has supported a mechanism
of disruption that acts relatively late in terms of visual
processing stages. Specifically, MIB episodes associated
with specific static targets are shown to be enhanced (to
occur more frequently and for greater durations) when
those targets are covertly attended (Carter, Luedeman,
Mitroff, & Nakayama, 2009). This is in contrast with a
low-level mechanism of disruption, such as that seen in
sandwich masking wherein visual mask stimuli occur
immediately before and after a target image, which does
not appear to be modulated by covert attention (Harris
et al., 2011). In addition, the manner in which the visual
system accounts for the static target location during
blindness episodes is similar to the high-level mecha-
nisms of perceptual filling-in observed for the retinal
blindspot or scotomas (Hsu, Yeh, & Kramer, 2006). For
example, superimposing a stationary grid over a static
target and moving array results in the target being
replaced by the stationary pattern, in what amounts to
a perceptual filling-in effect based upon context (New &
Scholl, 2008). In general, evidence has suggested a rival-
rous relationship between the static target and array
of moving distractor stimuli that is manifested in the
temporal properties of MIB (Carter & Pettigrew, 2003).
Although relatively few neural studies of MIB have been
performed, this proposed rivalrous relationship has been
supported by functional MRI measures that show a com-
petitive relationship between ventral and dorsal visual
regions associated with the static target and motion
array, respectively, which track the perceptual state of
the subject in their respective levels of activity (Donner,
Sagi, Bonneh, & Heeger, 2008; Scholvinck & Rees, 2010).
Nevertheless, a consensus on the neural mechanisms
underlying MIB has yet to be reached.

In the present study, we employed the high tempo-
ral resolution measures of face-specific neural process-
ing afforded by electroencephalogram (EEG) to examine
the extent and nature of object-category processing that
can occur during MIB. In addition, the possible mecha-
nism by which MIB exerts disruption of awareness was
investigated. These processes were probed by examin-
ing responses associated with the perceptual onset of
a static target following a blindness episode. Specifi-
cally, two conditions were employed: one in which the
disappearance and reappearance of target images was

II. FEATURE AND OBJECT ATTENTION
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physical in nature (a “static” condition in which a tar-
get image actually appeared or disappeared), and the
other in which target objects only disappeared and reap-
peared perceptually due to MIB (“motion condition”).
Face-specific neural responses were then tracked across
these actual and perceptual onset conditions to gauge
the extent of object-category processing in the brain dur-
ing MIB, the assumption being that a lack of face-specific
activity following a perceptual onset (following an MIB
episode) would imply that face-processing had been
ongoing and intact during the MIB. In addition, activity
preceding the perceptual onset of a present image was
compared to that preceding the reonset of an image that
had actually physically disappeared, to extract an elec-
trophysiological difference between perceptual “reen-
trance” after an MIB-induced perceptual disappearance
and actual perceptual “entrance”. This comparison effec-
tively extracts activity reflecting the emergence of aware-
ness of a continually present image of which the viewer
was previously unaware, thereby providing insight into
the mechanism underlying MIB and, correspondingly,
into the neural underpinnings of perceptual awareness.

METHODS

Subjects

Twenty-six neurologically intact subjects with normal
or corrected-to-normal vision participated in the study.
Before beginning the EEG portion of the study, each
subject underwent a behavioral screening procedure to
establish a minimal level of susceptibility to the MIB
effect (described below). Four subjects were excluded
on the basis of inadequate behavioral effects. Two addi-
tional subjects were excluded due to excessive eye blink
artifacts in the acquired EEG data (trial rejection rate
due to blink artifacts greater than 25%). This left 20 sub-
jects with sufficient behavioral effects and viable EEG
data for the final analysis (mean age 22.8 + 2.4 years,
eight female, all right-handed). All subjects completed
informed consent procedures as approved by the Duke
University Institutional Review Board and were paid for
the period of time of their participation, even if only for
the screening task.

Stimuli and Task

Prior to the EEG session, subjects were screened so
as to only include those with a sufficiently robust MIB
effect. Subjects were seated with their eyes 70 cm from
the center of a 19 inch CRT stimulus presentation moni-
tor with a 60 Hz refresh rate and were asked to covertly
attend to a parafoveal static yellow disc (visual angle
of 3.37°; eccentricity of 7.46°, located in the upper left

quadrant of the screen). This target was superimposed
on a full-screen array of blue-cross distractors on a black
background, which rotated clockwise as a single sur-
face with its origin at central fixation, at a speed of 15
rounds (360° rotation) per minute (Psychtoolbox, MAT-
LAB). As per the typical MIB task, subjects were asked to
press a response button associated with the static target
when the target disappeared and to release this button
when it reappeared (e.g., Bonneh et al., 2001). If sub-
jects experienced MIB episodes at a rate of at least five
disappearances per minute, and of a mean duration of
at least 100 ms, they then proceeded to participate in the
full experimental session, which differed from the stan-
dard MIB task in several ways, as described below.

After applying the EEG cap, the experimental session
began. This differed from the screening task in several
ways. Static targets were selected randomly and equi-
probably from a set of 80 grayscale circular cropped faces
and houses, each of the same size and eccentricity as the
static targets utilized in the screening task. The back-
ground array of distractors was adjusted to be comprised
of black crosses over a gray background (rather than
blue crosses on a black background), rendering all visual
elements in the display grayscale. Two run types were
included: a “static” type in which there was no motion of
the distractor array, and another in which the distractor
array rotated with the same parameters as in the screen-
ing task (Figure 8.1), alternating between clockwise and
counter-clockwise rotation on each run. Regardless of the
run type, subjects were instructed to covertly attend to the
location of the static target, and to push a response key as
quickly as possible upon the reappearance of the target after
a disappearance period. Ultimately, this would enable
the direct comparison of the brain responses to physical
onsets to the responses to strictly perceptual onsets (fol-
lowing MIB), as a means of assessing the preceding pro-
cessing during MIB. In the case of static runs, the target
would physically disappear for a duration that was ran-
domly jittered between 1200 and 1800 ms, and then reap-
pear. Following the button press, a new image (face or
house) would be presented at the target location and the
sequence would repeat. In the case of the motion condi-
tion, the target image only perceptually disappeared (due
to MIB) and, following the button press indicating the
perceptual reappearance, would switch (after a random
period between 800 and 1200 ms) to another selected face
or house image that remained onscreen until the subse-
quent button press. This approach enabled a comparison
between actual physical disappearances in which MIB
could not occur (during the static condition) and percep-
tual disappearances in which the target never physically
disappeared (during the motion condition). Regardless
of the run type, subjects were instructed in an identical
manner, namely to press the button upon the reappear-
ance of an image that had previously disappeared.

II. FEATURE AND OBJECT ATTENTION
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FIGURE 8.1  Stimuli and task: subjects performed the same task for two types of experimental runs. In the static condition (A), randomly select-
ed face and house targets appeared parafoveally (upper left quadrant) for a variable period of time prior to disappearing and then reappearing, at
which point subjects were instructed to press a response key as quickly as possible. In the motion condition (B), parafoveal targets superimposed on
a coherently rotating array of distractors would perceptually disappear due to MIB (but would never actually physically disappear), with subjects
being given the same instructions to press the response key as quickly as possible when observing a reappearance of the target image.

Subjects completed 16 experimental runs, each of
which ran for 4 min, with the majority (12) being of the
motion run type (in order to obtain comparable numbers
of trials across conditions). Button presses were recorded
throughout both run types to assess reaction time (RT) in
the case of the static condition (relative to the actual reap-
pearance of an actual target), as well as the susceptibility
of faces and houses to MIB during the motion condition.

EEG Acquisition and Analysis

EEG data was continuously recorded during static
and motion run types from a 64-channel custom cap
(Electrocap, Inc., Eaton, OH) with extended scalp cover-
age, using a right-mastoid reference, a bandpass filter
of 0.01-100 Hz, a sampling rate of 500 Hz, and a gain
of 1000 (Neuroscan Inc., Charlotte, NC). Eye move-
ments and blinks were monitored and recorded using
two horizontal electro-oculogram (EOG) channels ref-
erenced to one another and placed on the outer canthi,
and two vertical EOG channels placed below the eyes
and referenced to frontal electrodes Fp1 and Fp2. Subject
behavior was also monitored using a closed circuit video
camera.

Following the experimental session, acquired data
was analyzed offline using ERPSS, a Linux-based ERP
data-analysis software package (University of Califor-
nia at San Diego, La Jolla, CA). Extracted epochs con-
taining eye blinks, eye movements, muscle activity, and
slow drift artifacts were rejected offline prior to selective
averaging. Artifact-free data were time-locked averaged
selectively for the different stimulus types, both to the
onset of the stimuli, as well as to button presses indi-
cating the reappearance of images (following physical
disappearances in the case of the static condition, and
following MIB-induced perceptual disappearances in
the motion condition). Averages were low-pass filtered
offline using a nine-point running average filter, which
attenuates external electrical noise of ~56 Hz frequency
content and higher. ERP averages were algebraically
rereferenced to the average of all electrodes (common
reference) and baseline corrected to the 200 ms preced-
ing stimulus onset in the case of image-locked responses,
and to the period of —1000 to —800 ms preceding the but-
ton press in the case of response-locked trials. Face-selec-
tive effects were extracted by comparing responses to
faces to those associated with houses, separately within
the static and motion conditions.
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In order to examine the extent of face-specific process-
ing that occurred during MIB, ERP activity time-locked
to the button presses in response to the reappearance of a
face was compared to the corresponding activity associ-
ated with the reappearance of a house for the static (phys-
ical onset) and motion (perceptual onset) conditions. The
extent to which the face-specific effect for these reappear-
ances differed between the static and motion conditions
was used to infer the extent of face-specific processing
that occurs during MIB. Specifically, in the case of the
static condition, a face or house stimulus reappeared
after having actually disappeared, meaning that no face-
specific processing was possibly occurring during the
intervening period. In the case of the motion condition,
the targets were always present during the preceding
MIB episode, but the extent of face-specific processing
during that episode is unknown. Accordingly, if the
face-specific ERP responses for the reappearances were
identical for perceptual onsets after an MIB as for actual
physical onsets, it would suggest that during the preced-
ing MIB no face-specific processing had been ongoing,
similar to how there would have been no face-specific
processing prior to an actual physical onset because there
had been no image present. If however, the extracted
face-specific activity surrounding the reappearance but-
ton press differed significantly between physical and
perceptual onsets of targets, it would not only differenti-
ate the neural processes triggered by those onset events,
but it would also differentiate between the ongoing
object-related processes preceding those onset events.
In particular, if no face-specific activity was observed
surrounding a button press in the post-MIB reappear-
ance condition, it would suggest that face-specific pro-
cessing had been uninterrupted during the preceding
MIB, thereby dissociating face-specific processing activ-
ity from awareness during the MIB. Finally, to examine
more general differences between perceptual and physi-
cal onsets, the response-locked data was collapsed across
image type (i.e. collapsed across faces and houses), and
compared between the static and motion conditions.
This comparison was made for assessing whether activ-
ity patterns for an image of any type (i.e. not specific to
any object category) differed for perceptual vs physical
onsets, which would also speak to the mechanisms by
which MIB disrupts awareness.

RESULTS

Behavior

In the static condition, whether a disappearing/reap-
pearing stimulus was a face or house had no bearing on
the RT of the subjects. Specifically, subjects responded
to faces and houses with approximately equal speed, as
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the mean RT across stimulus type (403 ms for faces and
409 ms for houses) did not differ (t;9 = 0.96, p = 0.34). In
addition, results showed that MIB was equally effective
in diminishing subjects' awareness of faces and houses.
In particular, an average of ~10 blindness episodes per
stimulus type (mean + SD: 10.0 + 4.1 for faces; 9.9 + 3.5
for houses) per run was observed, with no difference
in the mean number of episodes across image type
(t19 =0.13, p = 0.90).

Electrophysiology

Electrophysiological data time-locked to the onset of
face and house targets (appearance of a new object in the
static condition and a switch to a new object image in the
motion condition) showed robust face-specific process-
ing in both the static and motion condition. In both the
static and motion conditions, face-specific activity elic-
ited by a new image was characterized by an increased
negative-polarity response to faces relative to houses
across the poststimulus time window of 150-800 ms over
the relevant ventrolateral temporal-occipital scalp area,
thus displaying the hallmark face-selective ventrolateral
N170 response (F (1,19) =21.6, p < 0.001 for the static con-
dition; F (1, 19) = 30.2, p < 0.0001 in the motion condition;
site TO2; Figure 8.2). This extracted face-specific activity
(face minus house) did not differ between the static and
motion conditions (F (1, 19) = 1.0, p = 0.33; Figure 8.2),
though some small differences in onset latency and early
amplitude, particularly of the raw ERPs to the face and
house stimuli, were present. These differences were
likely due to the responses in one case (the static condi-
tion) being to an image onset following an offset (giving
a sharper and earlier deflection) and in the other case
(the motion condition) being that of a switch from one
image to another (giving less of a raw onset potential).
The overall result demonstrates that, despite the various
physical differences across the static and motion condi-
tion (actual visual offsets occurring in the static but not
in the motion condition, as well as constant rotational
motion of a distractor array only in the motion condition
only), stimulus-locked face-specific processing to actual
image onsets was present and equally robust in both
conditions, with relatively minor differences.

To investigate the extent of face-specific processing
that occurs during MIB, response-locked face-specific activ-
ity associated with the reappearance of target images was
compared across the static and motion condition (Figure
8.3). This peri-response face-specific activity differed
significantly between the static and motion conditions
during the time period surrounding the button press by
the subject indicating reappearance (-150 to +300 ms)
(F (1, 19) = 24.0, p < 0.001; Figure 8.3). This effect was
driven by the presence of robust face-specific ERP activ-
ity in the static condition (F (1, 19) = 22.6, p < 0.001)
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FIGURE 8.2 Face-specific activity to new-image target onsets: face-specific activations were extracted over right temporal-occipital scalp sites

in response to new-image target onsets in the static (A) and motion (B)

conditions during the poststimulus time window of 150-800 ms. These

face-specific responses did not differ across conditions, as shown in a comparison of the face-specific difference waves in the same time window

(right side of panel).

and an absence of this activity in the motion condition
(F (1,19) = 0.02, p = 0.90) during the same time period.
For the static condition, this button-press-locked
response would reflect the convolution of the stimulus-
onset-driven face-specific negativity with the response
time distribution associated with the button press. If the
strictly perceptual onset had actually triggered a compa-
rable face-specific response, a similar activation pattern
would be expected in the response-locked averages for
the motion condition. Because no discernible face-spe-
cific processing was observed for these perceptual onsets,
it suggests that face-specific processing had continued
uninterrupted during MIB, and that the perceptual onset
marked only reentrance of the target into awareness and
not the coming online of face-specific processing anew.
Additional analyses collapsing across the face and
house object types further examined activity preceding
button press responses in the static and motion condi-
tions. This analysis sought to uncover differences in activ-
ity preceding the emergence of awareness of an image
of any type that had been continuously present (motion

condition) to activity preceding the awareness of a physi-
cally reappearing image (static condition). This com-
parison uncovered a significant positive-polarity voltage
deflection over parietal scalp sites during the 700 ms pre-
ceding a button press in the motion condition, but not in
the static condition (F (1, 19) = 47.5, p < 0.0001; Figure
8.4). In the present context, this establishes such activa-
tion as distinguishing two types of perceptual reappear-
ances: one in which the object was present but not within
awareness, for which this parietal response was present
(following MIB), and another in which no object was
present and for which no such response was observed.

DISCUSSION

The present results provide electrophysiological evi-
dence that face-specific processing continues relatively
intact during MIB, thus supporting the view that MIB dis-
rupts visual awareness through a higher-level mechanism
that acts at a relatively late visual processing stage. With
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-600 to =150 ms

—150to 300 ms

Face Physical onset
minus house Face minus house
: Static condition

300to 750 ms

(B) - Face . House

—600 to =150 ms

—150 to 300 ms

Face Perceptual onset
minus house  Face minus house
Motion condition

300to 750 ms

FIGURE 8.3 Response-locked face-specific activations: physical reappearances of faces and houses (static condition) triggered face-specific
activations visible in the response-locked averages temporally surrounding the button press (A). In the case of the purely perceptual onsets of
faces and houses (motion condition) following MIB episodes, there was no face-specific activation (B). These activations differed significantly
across physical and perceptual onsets, during the time window of —150 to 300 ms (surrounding the button press in time).

regard to object-category processing, face-specific neural
activity was present in the case of physical onsets, but not
in the case of the strictly perceptual onsets that follow MIB
episodes. This means that although the disappearance
and reappearance of the targets were perceptually similar
during the two conditions, the neural processing related
to the perceptual appearance and reappearance of targets
in the MIB condition was rather unlike that for targets that
actually appear or reappear (i.e., in the static condition).
More specifically, the present pattern of results sug-
gests that there was substantial ongoing visual-object
processing happening during MIB than during an actual
physical absence. In particular, it is clear that in the case
of a physical stimulus absence, no face-specific process-
ing could have been happening during that time, given
that there was nothing on the screen, and thus the physi-
cal reappearance of the stimulus would be expected to
trigger a full face-specific response. Thus, by analogy,
if there were a complete lack of face-specific processing

during MIB (similar to that seen in the case of a physi-
cal absence), a similar face-specific signal would have
been expected to occur when the image reentered aware-
ness. The fact that no face-specific activity was actually
observed following perceptual reappearance of an image
suggests that this activity had been ongoing and intact
during MIB. This perseverance of visual neural process-
ing during an MIB despite an absence of awareness is
consistent with behavioral MIB studies that suggest that
low-level visual perceptual processes intact during MIB.
For example, as mentioned earlier, orientation-specific
processing (Kouhsari, Moradi, Zand-Vakili, & Esteki,
2002), the formation of negative afterimages (Hofstoetter
et al., 2004), the unified nature of an object formed
during MIB (Mitroff & Scholl, 2005), and the state of an
object following its disappearance during MIB (Mitroff &
Scholl, 2004) have all been shown behaviorally to persist
during episodes of MIB. The present study, by employ-
ing measures of specific neural activity responses, adds
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FIGURE 8.4 Perceptual vs physical target onsets: comparisons
of physical (A) and perceptual (B) onsets of targets time-locked to the but-
ton press, regardless of object category, revealed a positive-polarity volt-
age deflection over parietal scalp regions during the 700 ms leading up to
the button press in the case of perceptual onsets but not physical onsets.

visual object-category discrimination to that list of visual
processes that appear to proceed intact during MIB.

The intactness of object-specific processing during
MIB is also consistent with some of the proposed mech-
anisms of MIB. Although a consensus concerning such
mechanisms has yet to be reached, one explanation pos-
its that MIB occurs as a result of competing representa-
tions of the distractor array and the static target within
the visual system (Bonneh et al., 2001). According to this
theory, these competing representations are manifested
as alternating dominance of the mask display and the
static target in terms of what is consciously perceived.
This account has been supported neurally by functional
imaging studies tracking the relative levels of activity in
ventral and dorsal visual regions during and outside of
MIB episodes (Donner et al., 2008; Scholvinck & Rees,
2010). In particular, these studies uncovered a pattern of
relative levels of activity that seemed to track the subjects’
perceptual state, with ventral regions showing higher
activity when the static target was within awareness, and
dorsal regions showing higher activity during MIB.

The present study speaks to the neural activation
patterns that are observed during MIB by measuring

the neural correlates of the perceptual events imme-
diately preceding the reemergence of the awareness
of an object. Specifically, the perceptual onset, relative
to a physical onset, was characterized by a significant
increase in parietal activity (during the 700 ms lead-
ing to the button press indicating reappearance). This
signal could reflect a higher-level process of attentional
capture by the continually present target, which would
not be observed in the case of a physically absent target,
and may mediate its reentrance into visual awareness.
This idea of attention breaking an episode of MIB may
be distinguished from that put forth in a previous study
in which increased endogenous attention to a target
enhanced its susceptibility to MIB (Scholvinck & Rees,
2009). In the present case, it may be exogenous capture
of attention by a present but perceptually suppressed
target that appears to facilitate its overcoming of MIB.
It makes sense that such an effect would only be seen
in the perceptual onset condition, as such attentional
switching to the target could underlie its regaining of
perceptual dominance in the competitive context of the
MIB condition.

Although the neural origin and functional nature
of such a parietal scalp signal is not clear as yet, other
potentially related effects have implicated a role for
parietal processes in the emergence of awareness. For
example, disruption of parietal activity has been found
to be associated with mediating perceptual switches.
When transcranial magnetic stimulation was used to
cause transient disruption to left inferior parietal cor-
tex, it facilitated a switch to the subsequent perceptual
state, shortened blindness episodes when applied at
their onset, and shortened intervals of target awareness
when applied with the reemergence of target aware-
ness (Funk & Pettigrew, 2003). The present results thus
offer a compelling addition to the body of literature
concerning MIB, as well as to that concerning visual
processing during the absence of awareness more gen-
erally. It must be noted, however, that the interpreta-
tion of these results is somewhat constrained by the
assumption that the response time distribution in the
case of perceptual onsets is reasonably comparable to
that of the physical onsets. This assumption is neces-
sary because of the indeterminate nature of the timing
of perceptual target onsets in the motion condition, of
which the only marker is the button press executed as
quickly as possible by the subjects. However, it seems
rather unlikely that the total absence of a face-specific
effect in the post-MIB case and the presence of a pari-
etal positivity for any object just prior to the button
press in that condition could have derived from differ-
ences in RT distributions. With regard to face-specific
processing, if it were actually present in the motion
condition, the RT distribution would have had to be so

II. FEATURE AND OBJECT ATTENTION



CONCLUSIONS

spread out relative to that of the static condition as to
effectively wash out this effect, which seems unlikely.
In addition, the observed parietal effect reflecting per-
ceptual onset of a present image is simply not present
in the case of static onsets, and cannot be explained by a
difference resulting from the convolution of an RT dis-
tribution with the same stimulus-locked voltage deflec-
tions. Specifically, the parietal difference resulted solely
from its presence in the motion condition and complete
absence in the static condition. It seems rather unlikely
that there was such a variable RT distribution in the
motion condition that it could wash out a face-specific
ventrolateral-occipital effect in that comparison, while
also resulting in an enhanced effect over parietal scalp
in another comparison.

CONCLUSIONS

MIB represents a useful tool in disrupting visual
awareness while at the same time maintaining low-level
visual stimulation. A variety of behavioral studies have
suggested that substantial amounts of visual perceptual
processing occurs during MIB, and others have proposed
high-level mechanisms of competition to account for the
effect. The present study adds to the understanding of
MIB and visual processing in the absence of awareness
in two main ways. First, it shows that although salient
images of faces and other objects are susceptible to the
effects of MIB, neural activity reflecting object-category
discrimination is unaffected as images go in and out of
perceptual awareness. Second, it extracts a pattern of
parietally distributed activity just prior to the percep-
tual reappearance of an image (following an MIB epi-
sode) that suggests a process of attentional capture by an
already present target as it reestablishes its dominance in
an MIB setting. Such an attentional process might then
constitute a key component of the set of mechanisms
mediating MIB.
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INTRODUCTION

Since in everyday life a visual scene is typically
analyzed by making eye movements from one spatial
location to another, it is not surprising that empirical
attention research initially focused on location-based
mechanisms of attentional selection. In analogy to the
overt eye movements during free vision, Posner and
colleagues suggested that visual attention could also be
focused covertly in a location-specific manner (Posner,
1980). This notion is captured by the popular metaphor
of spatial attention as a spotlight that is directed to a
unitary contiguous region of visual space. This spotlight
will enhance the processing of all stimuli that fall within
its focus, but it has to be shifted across space when-
ever stimuli at different locations need to be analyzed
in more detail. Numerous psychophysical, neurophysi-
ological, and functional neuroimaging studies have pro-
vided compelling evidence in favor of the space-based
account of attentional selection. This account has been the
subject of several recent reviews (Carrasco & Yeshurun,
2009; Hopf, Boehler, Schoenfeld, Heinze, & Tsotsos, 2010;
Reynolds & Chelazzi, 2004; Yantis & Serences, 2003). In
a nutshell, spatial attention induces a gain enhancement
of single neurons/cortical regions whose sensory rep-
resentation match the attended location (Brefczynski &
DeYoe, 1999; Chawla, Rees, & Friston, 1999; Heinze
et al., 1994; Hillyard & Mangun, 1987; Luck, Chelazzi,
Hillyard, & Desimone, 1997; Moran & Desimone, 1985;
Motter, 1993; Spitzer, Desimone, & Moran, 1988), which
is accompanied by an improved behavioral performance,
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such as increased contrast sensitivity, enhanced spatial
resolution, or reduced distractor interference, for stim-
uli presented at the attended location (Cameron, Tai, &
Carrasco, 2002; Hawkins et al., 1990; Lu & Dosher, 1998;
Luck, Hillyard, Mouloua, & Hawkins, 1996; Shiu &
Pashler, 1995; Yeshurun & Carrasco, 1998). The neural
mechanisms underlying these processes are described
in Chapter 1 (“Profiling the Spatial Focus of Visual
Attention”).

Based on many of these psychophysiological and
neurophysiological findings, attentional models have
argued that space plays a unique role in attentional pro-
cessing: spatial selection is believed to be an inevitable
prerequisite for the processing of featural information,
or to accomplish the binding of individual features into
holistic objects when stimuli compete for processing
resources (Cave & Bichot, 1999; Hillyard & Anllo-Vento,
1998; Treisman & Gelade, 1980). However, individual
object attributes (like a stimulus' shape, color or motion)
are not only passive recipients of a processing boost due
to prior spatial selection, but they might in reverse also
be capable of guiding the allocation of spatial atten-
tion to potential target objects (Cave, 1999; Wolfe, 1994;
Wolfe, Cave, & Franzel, 1989; Wolfe & Horowitz, 2004).
This is especially true for situations in which an observer
has no prior information about the location of a poten-
tial target, but rather must rely on featural information
for its detection. Imagine, for example, a situation where
you search for a certain person in a crowd. From a com-
putational perspective, it is overly costly to scan every
single object that is part of the scenery (here every single
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person) by focusing onto its spatial location. However, if
you possess prior knowledge on the constituent features
of the target (e.g., you might know that the person you are
looking for is wearing a green sweater), these attributes
might aid in guiding your attention and gaze, which
ultimately results in an improved detection performance
of the target object. This example illustrates that atten-
tion cannot only be allocated to particular spatial loca-
tions, but also to individual stimulus features. Although
the mechanisms of feature-based attention have been
investigated less intensively than those underlying spa-
tial selection, recent neurophysiological investigations
in primates in conjunction with human neuroimaging
studies provided insights into the neural mechanisms
underlying feature-based attention. In this chapter, we
outline some of the principles underlying feature-based
selection processes that have emerged from recent work.
We will start by reviewing data from neurophysiological
studies in nonhuman primates investigating the effects
of feature-based and object-based attention on the pro-
cessing of distinct stimulus features. This discussion
is followed by an outline of functional neuroimaging
findings on feature-selective modulations as a result
of feature-based and object-based attention. Finally,
we will review the results of recent research providing
novel insights into the temporal dynamics of feature-
based selection processes as revealed by electroencepha-
lographic and magnetoencephalographic recordings in
human observers.

NEUROPHYSIOLOGICAL EVIDENCE
FOR FEATURE-BASED SELECTION

The first neurophysiological demonstration of feature-
selective attentional modulations at a single neuron level
emerged more than 25 years ago. In the seminal study
by Moran and Desimone (1985), two stimuli were simul-
taneously presented within the receptive fields of neu-
rons located in macaque regions V4 and IT. One of the
stimuli matched the feature selectivity of the particular
neurons, while the other was ineffective in driving their
response (Moran & Desimone, 1985). When the monkey
was required to identify the stimulus corresponding to
the neurons' preferred color and orientation, the neurons
displayed an increase in their firing rate, while the fir-
ing rate was reduced when the nonpreferred stimulus
was attended. Although this study clearly showed that
a neurons' response is modulated in dependence of the
particular features that were attended. Nevertheless,
these modulations might also be explained in a space-
based selection framework: the behaviorally relevant
features only might have guided spatial attention, which
finally modulated the neurons' response. While space-
based explanations cannot be entirely excluded, these
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findings showed that the response of single neurons
depends on the similarity between their feature prefer-
ences and the features of the attended stimulus. Consis-
tently, numerous subsequent studies reported similar
effects for different feature dimensions across multiple
visual areas including color-selective modulations in
V2, V4, and IT (Luck et al., 1997; Motter, 1994; Reynolds,
Chelazzi, & Desimone, 1999), orientation-specific effects
in V1, V2, and V4 (McAdams & Maunsell, 1999; Motter,
1993), motion-selective effects in MT (Treue & Maunsell,
1996, 1999), and modulations based on complex objects
in V4 and IT (Chelazzi, Duncan, Miller, & Desimone,
1998; Chelazzi, Miller, Duncan, & Desimone, 1993;
Chelazzi, Miller, Duncan, & Desimone, 2001). Based on
these findings, researchers formulated the biased com-
petition model (Desimone, 1998; Desimone & Duncan,
1995), which asserts that objects presented simultane-
ously compete for neural representation, and that this
competition may be biased in favor of neurons encoding
the relevant (attended) information, thus attaining a
competitive advantage over neurons that represent the
unattended stimulus.

In its initial formulation, the biased competition
model mainly referred to competition that is resolved
based on spatial mechanisms. More recent studies have
shown that neural responses can also be biased in an
entirely feature-specific manner, and that these modu-
lations are spatially global, i.e., they occur throughout
the entire visual field (Martinez-Trujillo & Treue, 2004;
Treue & Martinez Trujillo, 1999). By recording activity
from single neurons located in the macaque MT region,
Treue and Martinez Trujillo could demonstrate that the
response profile of direction-selective neuron scales
in a multiplicative manner when attention is directed
toward a stimulus' motion direction (Martinez-Trujillo
& Treue, 2004; Treue & Martinez Trujillo, 1999). More
generally speaking, neurons whose feature preference
closely matches the attended feature value (e.g., a spe-
cific motion direction) increase their firing rate; while
responses of neurons tuned to opposite feature val-
ues (e.g., movements opposed to the attended direc-
tion) are suppressed. These findings gave rise to the
“feature-similarity gain model”, which posits that an
individual neuron's response depends on the feature
similarity between a behaviorally relevant target and
the feature preference of that neuron. Importantly,
this gain modulation occurs in an entirely location-
independent manner. In agreement with the results of
Treue and colleagues, other researchers have reported
similar feature-selective effects for orientation stimuli
in primate area V4 (McAdams & Maunsell, 2000) and
for spectral tuning of V4 neurons during natural vision
(David, Hayden, Mazer, & Gallant, 2008). In addition,
the feature-similarity gain model states that similarity
pertains not only to distinct object features, but also to
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a stimulus' spatial location (feature similarity for loca-
tion). Accordingly, an additivity of spatial and feature-
based modulations has also been observed (Hayden &
Gallant, 2005; Martinez-Trujillo & Treue, 2004; Treue &
Martinez Trujillo, 1999), but more recent data suggest
that both processes might nevertheless rely on dis-
tinct mechanisms (Cohen & Maunsell, 2011; Hayden &
Gallant, 2005, 2009).

FEATURE-SELECTION AND
OBJECT-BASED ATTENTION:
NEUROPHYSIOLOGICAL FINDINGS

While psychophysiological evidence for object-based
attentional selection dates back to almost half a century
ago (Neisser, 1967; Neisser & Becklen, 1975), unequivocal
demonstrations on the neurophysiological level did not
emerge until the end of the twentieth century. In 1998,
Roelfsema, Lamme, and Spekreijse (1998) investigated
object-based selection in monkeys using a curve-tracing
task, in which one curve had to be attended and an over-
lapping curve needed to be ignored. With this approach,
they demonstrated that the firing of neurons located
in area V1, whose receptive fields covered parts of the
attended curve, was enhanced, which was not the case
for neurons with receptive fields that spatially matched
parts of the distracter curve. While this early finding
still has been controversial in terms of location-based
explanations, later studies were capable to investigate
the neurophysiological signs of object-based selection
without any location confounds. This was achieved
by use of an elegant design developed by Valdes-Sosa
and colleagues, which they originally employed to
investigate object-based mechanisms of attentional
selection in psychophysical experiments (Valdes-Sosa,
Bobes, Rodriguez, & Pinilla, 1998; Valdes-Sosa, Cobo,
& Pinilla, 1998; Valdes-Sosa, Cobo, & Pinilla, 2000). To
exclude space-based attentional selection, Valdes-Sosa
and colleagues presented their study participants with a
circular aperture in which two populations of dots moved
clockwise and counterclockwise, and thus were per-
ceived as two superimposed transparent surfaces. Sev-
eral studies have adopted this type of stimulus for use in
primate neurophysiological experiments. For instance,
in a study by Fallah, Stoner, and Reynolds (2007) mon-
keys were exogenously biased to attend to one of two
superimposed transparent surfaces (composed of coun-
ter-rotating dots) by a delayed onset of one of the two
surfaces. They showed that V4 neurons increase their fir-
ing rate when the attended surface's color matched the
neurons' color preference, while the firing rate decreased
when the color was nonpreferred (Fallah et al., 2007).
Similarly, it has been shown that neurons located in pri-
mate area V5/MT increase their firing rate when stimuli,
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having a task-relevant color and a task-irrelevant motion
direction, fall into the neurons' receptive field, even
when only the stimulus' color was attended. These data
showed that attentional modulations in the extrastriate
visual cortex could be observed even when the attended
dimension does not match the tuning properties of the
recorded neuron. This appears to be accomplished by
a cross-featural spread of the attentional enhancement
across different object features (Buracas & Albright, 2009;
Katzner, Busse, & Treue, 2009; Wannig, Rodriguez, &
Freiwald, 2007). These results confirm that the neural
processing of task-irrelevant features can be facilitated
when they are part of an attended object (an effect
termed “same-object advantage”).

FUNCTIONAL NEUROIMAGING
EVIDENCE FOR FEATURE-BASED
SELECTION

In agreement with the aforementioned findings
from primate neurophysiology, studies using func-
tional neuroimaging methods in humans also observed
feature-selective attentional effects based on a stimu-
lus' color, shape, orientation, or motion direction. Such
modulations at neural population levels were identi-
fied across multiple subcortical (Schneider, 2011) and
cortical regions along the visual hierarchy, including V1
(Huk & Heeger, 2000; Kamitani & Tong, 2005; Liu,
Larsson, & Carrasco, 2007), V2 (Kamitani & Tong,
2006; Liu et al., 2007), V3 (Buchel et al., 1998, Chawla
et al., 1999; Saenz, Buracas, & Boynton, 2002), V4/V8
(Corbetta, Miezin, Dobmeyer, Shulman, & Petersen,
1990; Liu et al., 2007; Saenz et al., 2002), IT (Corbetta
et al., 1990), and human MT (Buchel et al., 1998; Chawla
et al., 1999; Corbetta et al., 1990; Huk & Heeger, 2000;
O'Craven, Rosen, Kwong, Treisman, & Savoy, 1997;
Saenz et al., 2002). Moreover, feature-selective activa-
tions even occurred in absence of direct visual stimu-
lation, i.e. in pure anticipation of the to-be presented
stimulus, evident as the increased hemodynamic base-
line activity in regions that process the expected stim-
ulus attribute (Chawla et al., 1999; Kastner, Pinsk, De
Weerd, Desimone, & Ungerleider, 1999; McMains, Fehd,
Emmanouil, & Kastner, 2007; Serences & Boynton, 2007;
Shibata et al., 2008). While most hemodynamic studies
initially targeted the mere functional localization of
feature-based modulations for stimuli presented within
the focus of attention, subsequent work also demon-
strated the global efficacy of feature selection across the
visual field (Saenz et al., 2002; Serences & Boynton, 2007).

Thus, the general mechanisms of feature-selection as
revealed by single-cell recordings in primates also apply
to the modulations at population levels shown by func-
tional neuroimaging in humans. Importantly, most of the
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conventional hemodynamic investigations addressed
feature selectivity by comparing hemodynamic activa-
tions across different feature dimensions, e.g., attention
to color vs attention to motion. A central hallmark of
feature selectivity in primate neurophysiology, however,
is the multiplicative scaling of single-neuron responses
in dependence of the similarity between a neurons’ fea-
ture preference and the attended feature value within
a single feature dimension (“feature-similarity gain”;
Martinez-Trujillo & Treue, 2004; Treue & Martinez Trujillo,
1999). Such feature selectivity has recently been addressed
by some functional magnetic resonance imaging (fMRI)
investigations employing pattern classification methods
for data analysis (Jehee, Brady, & Tong, 2011; Kamitani &
Tong, 2006; Liu, Hospadaruk, Zhu, & Gardner, 2011; Ser-
ences & Boynton, 2007; Serences, Saproo, Scolari, Ho, &
Muftuler, 2009). These studies indeed revealed feature-
selective activity within a feature dimension across
multiple stages along the visual hierarchy (Jehee et al.,
2011; Kamitani & Tong, 2006; Liu et al., 2011; Serences &
Boynton, 2007). These effects, however, were not con-
fined to the cortical regions known to process the physi-
cal attributes of the presented stimuli, as demonstrated
by neurophysiological studies in primates. Therein, the
results from decoding studies do not necessarily imply
the existence of feature-selective populations across
all regions with above-chance classification accuracy
(Serences & Boynton, 2007). Besides factual feature-
selective population activity, such a response profile
also might entail feed-forward/feedback activity from
lower and higher tier visual areas (Sillito, Cudeiro, &
Jones, 2006).

While decoding studies require at least some caution
with regard to the interpretation of their results due to
the above-mentioned neurophysiological constraints,
conventional fMRI investigations mostly failed to pro-
vide evidence for feature-selective modulations within a
feature dimension. This lack of direct fMRI evidence for
feature selectivity most likely results from methodologi-
cal limitations, in that the responses of feature-selective
neurons to different feature values within a feature
dimension are probably beyond the spatial and temporal
resolution provided by conventional fMRI analysis tech-
niques. To overcome these methodological restrictions,
we recently employed a novel task design to assess the
influence of feature-selective attention on neural popu-
lation activity by means of fMRI (Stoppel et al., 2011).
The experimental setup was based on a classical feature-
based attention task and is illustrated in Figure 9.1(A).
During the task, subjects were cued to attend to a certain
motion direction (left or right) of a transparent surface
(a moving dot field) in a block-wise fashion. During
subsequent trials, the motion coherence of the surface
was then parametrically manipulated, while the main
movement of the dots (left or right) was either directed
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into or opposed to the attended direction. This approach
allowed investigating the magnitude of hemodynamic
activity as a function of direction-selective attention (i.e.,
feature-selective modulations within a feature dimension)
under varying noise characteristics (motion coherence) of
the stimuli. The magnitudes of these direction-dependent
and coherence-dependent modulations across several
motion-sensitive regions are depicted in Figure 9.1(B).
Note that the activation magnitude of hMT is positively
correlated with a stimulus' coherence when its motion
direction is attended (mirroring the subjects' behavioral
performance). In contrast, when the stimulus moved
opposed to the attended direction a reverse relationship
was observed (an inverse correlation between motion
coherence and activation magnitude). It is important to
note that hMT was the only region that exhibited this
specific pattern (compare activation patterns between
regions shown in Figure 9.1(B)). These data provide
evidence for the validity of the feature-similarity gain
hypothesis at the level of hMT's entire neural popula-
tion (Martinez-Trujillo & Treue, 2004), and suggest that
feature-based attention improves behavioral perfor-
mance by modulating direction-selective population
activity within area hMT. Recent pattern classification
studies (Jehee et al., 2011; Kamitani & Tong, 2006; Liu
et al., 2011; Serences & Boynton, 2007) reported atten-
tional modulations of direction-selective responses not
only in hMT, but also at multiple stages of the visual
processing hierarchy. Future studies will have to investi-
gate the nature of these direction-selective responses in
order to link neurophysiological mechanisms to patterns
exhibiting above-chance classification accuracy observed
across multiple stages along the visual hierarchy in stud-
ies using decoding techniques.

FEATURE-SELECTION IN OBJECT-
BASED ATTENTION: FUNCTIONAL
NEUROIMAGING EVIDENCE

The first fMRI demonstration of a cross-featural
enhancement by object-based attention (in terms of a
same-object advantage) has been provided by O'Craven,
Downing, and Kanwisher (1999). In their study, subjects
were presented with superimposed semitransparent
pictures of houses and faces, one of which was moving
while the other remained stationary. While subjects were
cued to attend either to the houses, faces, or the stimulus'
motion, increased hemodynamic activations were not
restricted to cortical regions selective for the attended
object attribute, but also occurred in regions processing
the task-irrelevant object feature. Similar as to the early
psychophysical and neurophysiological accounts on
object-based selection, these results have initially been
called into question in terms of space-based explanations.

II. FEATURE AND OBJECT ATTENTION
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(A) Schematic illustration of the experimental design used in the study of Stoppel et al. (2011). Before each block subjects were
cued (arrow pointing to the left or right) to attend to a particular motion direction of a moving transparent surface consisting of 100 white dots.
During each trial the dots either moved into or opposed to the attended direction, while their motion coherence was concurrently manipulated
(100%, 85% and 70%). On some trials, the movements were of higher speed, and subjects were required to respond to those in the attended direc-
tion as targets regardless of their motion coherence. This design allowed comparing the magnitude of hemodynamic activations as a function of
direction-selective attention (slow movements into or opposed to the attended direction) under varying noise levels of the stimuli (100%, 85% or
70% coherence). (B) Attentional modulation of neural activations to visual motion coherence in extrastriate and thalamic regions. The activa-
tion map on the left shows regions exhibiting higher activity during (nontarget) motion trials than during the presentation of stationary dots.
On the right, the magnitudes of hemodynamic activations (beta parameter estimates) to each coherence level are depicted for both attention con-
ditions (movements into or opposed to the attended direction). Note that hMT is the only region showing an inverse linear relationship between
motion coherence and the magnitude of the signal estimates for attended and unattended conditions. Adapted from Stoppel et al. (2011).

However, during the past decade a growing body of
functional imaging evidence for object-based selection
has accumulated. First, using high-resolution retino-
topic mapping, it has been shown that activity in early
visual cortex not only is enhanced at the retinotopic
coordinates representing the spatial focus of atten-
tion, but also at retinotopic locations correspondent to

the parts of an object that are not directly (spatially)
attended (Muller & Kleinschmidt, 2003; Shomstein &
Behrmann, 2006). Moreover, fMRI studies using over-
lapping transparent surfaces (similar to those employed
in neurophysiological research as described above)
observed hemodynamic modulations to task-irrelevant
object features in terms of a same-object advantage
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(Ciaramitaro, Mitchell, Stoner, Reynolds, & Boynton,
2011; Safford, Hussey, Parasuraman, & Thompson, 2010;
Schoenfeld et al., 2003). Such a feature spread is not even
bound to a certain modality, but rather seems to spread
across modalities arguing for the existence of multisen-
sory objects (e.g., enhanced processing of a sound that
is perceived as belonging to an attended visual stimu-
lus; Busse, Roberts, Crist, Weissman, & Woldorff, 2005).
And finally, recent investigations have shown that the
object-based enhancement of task-irrelevant features
is not confined to the attended object, but also spreads
(globally) to spatially nonattended locations in a similar
manner, as it has been observed for simple feature-based
selection (Busse et al., 2005; Lustig & Beck, 2012; Sohn,
Chong, Papathomas, & Vidnyanszky, 2005).

In summary, consistent evidence for a cross-featural
enhancement as a result of object-based selection has
independently been provided by psychophysical, neu-
rophysiological, as well as functional neuroimaging
research. However, most of the studies discussed so far
did not permit inferences about the timing of the under-
lying processes to be made due to the poor temporal
resolution of hemodynamic methods. This is not only
true for the object-based enhancement of distinct object
features as discussed here, but also applies to the effects
driven by mere feature-based selection as outlined in
previous paragraphs. This gap should be closed in the
following section, which addresses the temporal aspects
of feature selection, as provided by noninvasive electro-
encephalographic and magnetoencephalographic inves-
tigations in humans.

THE TIMING OF FEATURE-BASED
ATTENTIONAL SELECTION

Noninvasive electrophysiological investigations in
humans have shown that event-related electroencephalo-
graphic (event-related potentials; ERPs) and magneto-
encephalographic (event-related fields; ERFs) responses
are modulated by feature-based attention. The general
principle behind these studies was to compare the
magnitude of ERPs and ERFs elicited by a stimulus
whose features were attended to situations when the
constituent features of the same stimulus were ignored.
The feature-selective modulations observed by this
approach were generally evident as broad negative
or positive deflections in the evoked responses over
centroposterior electrodes in the ERP (the so-called
selection negativity or -positivity, SN/SP; for review
see Harter & Aine, 1984; Hillyard & Anllo-Vento, 1998).
Importantly, based on their precise temporal resolution,
these electrophysiological studies not only revealed
that the selection of task-relevant features (such as
spatial frequency, orientation, color, motion direction,
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or shape) is reflected in amplitude modulations per se,
but also allowed to assess the timing of these effects
on a scale of tens of milliseconds. Numerous studies
demonstrated that feature-based selection operates in
the time range of the N1 ERP-component, i.e., between
120 and 180ms after stimulus onset (Anllo-Vento &
Hillyard, 1996; Beer & Roder, 2004, 2005; Harter & Aine,
1984; Kenemans, Baas, Mangun, Lijffijt, & Verbaten,
2000; Kenemans, Kok, & Smulders, 1993; Martinez
et al., 2001; Motter, 1994; Smid, Jakob, & Heinze, 1999;
Torriente, Valdes-Sosa, Ramirez, & Bobes, 1999). The
variation in onset latencies between these studies have
been suggested to result from differences in the relative
discriminability between the attended and unattended
features (Hillyard & Anllo-Vento, 1998). Following
this logic, feature selection should proceed faster, if a
given discrimination process is less demanding. This
view has received empirical support by a recent study
combining ERP and ERF recordings in human observ-
ers (Schoenfeld et al., 2007). The rationale behind this
study was, that if attention is directed to entire feature
dimensions (e.g., motion vs. color), the selection process
should proceed faster than when it involves discrimi-
nation between particular feature values belonging
to the same dimension (e.g., one motion direction vs.
another). The task design employed by Schoenfeld et al.
(2007) is illustrated in Figure 9.2(A). Subjects were pre-
sented with a squared aperture comprising 100 station-
ary white dots that, during each trial, either changed
their color (either to red or orange) or moved coher-
ently to the right (either fast or slow). By cueing the
subjects to discriminate the color change or the motion
velocity in a block-wise fashion, the task design aimed
to maximize the selective processing of either the stim-
ulus' color or motion. As a result, feature-selective pro-
cessing could be compared between blocks in which
the respective feature dimension was attended (e.g., the
dots moved and motion was task relevant) with those
in which it was task irrelevant (the dots moved but
color was attended). In agreement with previous stud-
ies, enlarged amplitudes could be observed for both
feature dimensions, when the corresponding dimen-
sion was attended compared to when it was ignored
(motion-related attentional modulations are shown in
Figure 9.2(B), while color-selective effects are depicted
in Figure 9.2(C)). Importantly, these attention-related
facilitations occurred rapidly, beginning as early as
90-120 ms after stimulus onset (compare original wave-
forms and see difference waves in Figures 9.2(B) and
(Q)). These results showed that entire feature dimen-
sions could be selected much earlier (already evident at
~100 poststimulus) than different feature values within
a single feature dimension (typically starting between
120 and 180ms after stimulus onset). These data add
to the notion that the timing of feature-selective

II. FEATURE AND OBJECT ATTENTION
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(A) Experimental design of the study by Schoenfeld et al. (2007). Subjects were presented with 100 white dots, that either moved
to the right (with high or low velocity) or changed their color (to red or orange) for 300ms during each trial. Before each block of 16-20 stimuli
the subjects were cued either to attend to the stimulus' motion (to identify fast movements) or to its color (to identify an orange color change).
This design permitted to compare trials in which a particular feature dimension was attended (e.g., the dots moved and motion was task relevant)
with those in which it was unattended (the dots moved but color was task relevant). The effect of attention on the processing of motion (B) and
on the processing of color (C). Original ERP and ERF waveforms elicited by the motion and color standards (slow movements/color changes to
red) are shown in the upper rows of (B) and (C). Original waveforms from trials in which the particular feature was attended are drawn in red,
while those from unattended motion or color trials are depicted in blue. Difference waves (in green—middle rows in (B) and (C)) were obtained
by subtracting the waveforms elicited by unattended from attended motion (B) or color (C) trials, respectively. Electrode and sensor locations are
indicated by black dots in the corresponding topographical field distributions (lower rows in (B) and (C)). Note that the attentional enhancement
of stimulus motion (B) and color (C) both were already evident at ~110ms in the ERPs (motion and color) and after ~90ms (color) and ~120 ms
(motion) in the ERFs. The estimated source dipoles accounting for the surface topographies of the particular difference waveforms are shown in
the middle columns of (B) and (C). The neural generators of the motion-related effect were localized to bilateral middle occipitotemporal cortex,
while the color-related modulations were shown to originate from bilateral posterior fusiform/lingual gyrus. Adapted from Schoenfeld et al. (2007).
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modulations depends on the relative discriminability
(i.e., different processing requirements) between the
attended and unattended stimulus' features.

While the data discussed so far demonstrated a tem-
poral flexibility of feature-based attentional selection
depending on the stimulus-discriminability, other recent
work has shown that the temporal dynamics of feature
selection also might vary in dependence of other factors.
One such aspect is the spatial location at which stimuli
are presented with respect to the focus of attention. With
this said, it is important to note that a common denomi-
nator of the aforementioned studies was that the stimulus
material was presented in the attended part of space.
However, as outlined above, feature-based selection
seems to operate in a spatially global manner. Hence,
it is critical to know if the electrophysiological signs of
feature-selection show a comparable spatiotemporal pat-
tern when the stimuli are presented outside the focus of
spatial attention. Recently, we explicitly addressed this
question using combined electroencephalographic and
magnetoencephalographic recordings using an experi-
mental design that is illustrated in Figure 9.3(A) (Stoppel
et al.,, 2012). During the task participants attended to
the direction of a moving transparent surface located
in the left visual field, while task-irrelevant probe stim-
uli executing brief movements into varying directions
were presented in an aperture located in the opposite
(spatially unattended) visual field. This allowed the
direct comparison of the magnitude of ERPs elicited by
the spatially unattended motion probes in dependence
of the similarity of their direction of movement to the
motion direction of the spatially attended surface. The
results demonstrated a feature-selective modulation of
the ERPs over central electrodes, whose magnitude var-
ied as a function of the similarity between the motion
directions of the spatially attended and unattended
stimuli (Figure 9.3(B), left column). A correspondent
feature-selective modulation also was observed in the
simultaneously recorded ERFs over left occipitotemporal
sensors (Figure 9.3(B), right column). Importantly, these
parametric modulations reflecting globally enhanced
processing of the attended feature were observed to start
not before 200ms poststimulus (see ERP and ERF origi-
nal waveforms in Figure 9.3(B)). This relative delay in
comparison to tasks in which the stimuli were presented
at spatially attended locations as outlined above (with
modulations arising between 100 and 180 ms after stimu-
lus onset) indicates that the spread of feature-selective
modulations from attended to spatially unattended loca-
tions is a time-consuming process.

Referring to this relative delay, it is important to note
that the stimuli presented at the spatially unattended
location were always task irrelevant. Thus, while fea-
ture discrimination indeed had to be accomplished in
the attended surface, the feature did not serve to guide
the deployment of spatial attentional resources, because
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the location of the target stimulus was always known.
A qualitatively different situation, however, emerges
during visual search where the location of the target
changes from trial to trial. In such tasks, feature-based
attention might guide spatial attention to potential
target objects (Cave & Bichot, 1999; Treisman & Sato,
1990; Wolfe, 1994), which raises the question how fea-
ture selection is implemented in visual search. Based
on guided search theories, feature selection would be
expected to precede the indices of location selection dur-
ing visual search. Hopf, Boelmans, Schoenfeld, Luck,
and Heinze (2004) addressed this prediction using a
search task in which multiple nontarget items (compris-
ing some target-defining features) could be presented
in the visual field containing or being opposed to the
factual target (for illustration of the task design see
Figure 9.4(A)). This design permitted to dissociate pro-
cesses related to the selection of task-relevant features
from neural responses reflecting the focusing of atten-
tion onto the location of the target stimulus (as indexed
by the N2pc ERP-component). This, in turn, enabled the
authors to investigate the spatiotemporal correlates of
feature-based and location-based selection during visual
search (Hopf et al., 2004). As visible in Figure 9.4(B), an
enhanced response to distractor stimuli containing the
target feature was observed in the ERPs and ERFs con-
tralateral to the side of stimulus presentation. Impor-
tantly, this feature-selective modulation emerged as
early as 140ms after the onset of the search array, while
the N2pc component indicating the focusing of attention
onto the location of the target did not arise until 170ms
poststimulus (Figure 9.4(C); the relative timing of both
processes is depicted in the right part of Figure 9.4(C)).
These data demonstrate that in visual search the process-
ing of task-relevant features precedes the selection of the
target location, indicating that feature-based selection
can guide spatial attention to the location of the target
object. Hence, the data further add to the notion that fea-
ture selection is temporally flexible and adapts accord-
ing to the specific task requirements.

So far, we have outlined the temporal characteristics
of feature selection putting aside the effects originating
from object-based attentional selection. The timing of
such feature-specific effects during object-based selection
will be addressed in the following. The first compelling
demonstration of object-based effects with electrophysi-
ological methods in humans was provided by Valdes-Sosa
and colleagues (Valdes-Sosa, Bobes, et al.,, 1998). They
presented participants with two overlapping counter-
rotating dot patterns, which appeared as two perceptually
separable but spatially perfectly overlapping transpar-
ent surfaces. While observers were required to detect the
occurrence of a particular target movement within only
one of the two surfaces, brief task-irrelevant lateral dis-
placements could occur within both of them. This allowed
to compare the motion-evoked ERPs if the particular
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0° 45° 90°135°180°
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(A) Experimental design in the study by Stoppel et al. (2012). Subjects viewed two squared apertures located in the left and right
visual field, each of which was composed of 100 white dots. In the left aperture, all dots moved either coherently up (during even runs) or down-
ward (during odd runs) and were perceived as a transparent surface. The subjects' task was to indicate brief accelerations in the motion speed of
this surface by a button-press response. During such target trials and during the intertrial intervals all dots within the right aperture remained sta-
tionary. On probe trials, in contrast, all dots in the right aperture performed brief coherent displacements into one of the eight cardinal or ordinal
directions, thus deviating from the motion direction of the attended surface by 0°, 45°, 90°, 135° or 180°, respectively. These motion probes were
completely task irrelevant and subjects were instructed to ignore them. (B) Original waveforms and mean amplitudes (210-310 ms poststimulus)
of the probe-related ERP (left column) and ERF (right column) responses. The location of the electrode and sensor are indicated by black dots
within the field distribution maps. Note that the ERP and ERF amplitudes varied as a function of the similarity between the probes motion direc-
tion and that of the attended surface. The corresponding field distributions show a maximal positivity over midline central electrode sites for the
ERPs (left topography maps) and an efflux—influx field transition over left occipitotemporal sensors for the ERFs (right topography maps). The
neural source reflecting this parametric modulation was localized to the left middle occipitotemporal cortex (the current source density distribu-
tion 250 ms after stimulus onset is shown in the middle of the figure). Adapted from Stoppel et al. (2012).

surface was attended or unattended, and thus to investi-  finding that object-based selection leads to a competitive
gate how object-based attentional selection modulates the — advantage in the processing of features that are bound to
processing of a particular feature. With this elegant design  an attended in comparison to an unattended object has
the authors could demonstrate that almost the entire subsequently been extended by other electrophysiologi-
ERP response (up to 700ms post-onset) was suppressed  cal investigations. Using different stimulus material and
when the particular surface was ignored. This general varying task designs these studies not only replicated the
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Relevant-orientation distractors on Relevant-orientation distractors on
target-side only (target-side ROD) nontarget-side only (non target-side ROD)
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Relevant-orientation distractors on Relevant-orientation distractors on
both sides (both-sides ROD) neither side (no ROD)
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to electrode site
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(A) Stimuli from the study of Hopf et al. (2004). Search frames consisted of distinctively colored C's (red or green), one presented
to the left and one to the right visual field, which both were surrounded by blue distractors. On each half of the trial blocks, either the red or the
green C served as the search target, whose orientation (left or right gap) had to be discriminated by the subjects. In contrast to the search targets,
the distractor stimuli could be arranged in that their gap was also oriented to the left and right (relevant orientation distracters, RODs), or it was
arranged perpendicular (up and down) to that of the target stimulus (irrelevant orientation distracters). The location of the RODs varied relative
to the location of the target item, such that they appeared (1) on the target side only (target-side ROD), (2) on the nontarget side only (nontarget-side
ROD), (3) on both sides (both-sides ROD), or (4) on neither side (no ROD). (B) ERP responses elicited by targets presented to the left visual
field (LVF). Original waveforms of the different ROD conditions (solid lines) are separately depicted (target-side ROD— top row, nontarget-side
ROD—middle row, both-sides ROD—bottom row) each overlaid onto the control condition (no ROD, dashed lines). The correspondent field
distributions of the voltage differences between the ROD conditions and the control condition are shown in the middle column. An enhanced
negativity in the time range between 140 and 300ms poststimulus emerged contralateral to the location of the RODs (indicated by red arrows
and filled in red between ERP traces). (C) Target-related effect (N2pc effect) and relative timing of the N2pc and the ROD-related negativity.
Average waveforms elicited by target items contralateral (solid line) and ipsilateral (dashed line) to electrodes PO7 /POS8 are depicted on the left.
The N2pc effect is highlighted in blue between waveforms. Time courses of the N2pc (contralateral minus ipsilateral targets; broken lines—area
under the curve drawn in blue) and the ROD-related negativity (thick solid line—area under the curve drawn in red) are shown on the right. The
arrowheads mark the onset latencies of the ROD-related negativity (red) and of the N2pc effect for the both-sides ROD condition (blue). Note that
the ROD-related negativity arises ~30-40ms before the N2pc. Adapted from Hopf et al. (2004).
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findings by Valdes-Sosa, Cobo, and Pinilla (1998), but also
provided data on the timing of feature processing during
object-based selection. Therein, it has consistently been
shown that the ERPs elicited by features that are bound
to attended in comparison to unattended objects display
an increased amplitude in the time range of the N1 com-
ponent, starting around 150-170ms after stimulus onset
(Martinez et al., 2006; Pinilla, Cobo, Torres, & Valdes-
Sosa, 2001; Rodriguez & Valdes-Sosa, 2006). The timing
of these modulations as a result of object-based selec-
tion thus closely resembles the timing of feature-selective
effects that are driven by purely feature-based selection
as outlined above. Importantly, however, while all stud-
ies mentioned so far demonstrated facilitatory effects of
object-based selection on the processing of particular fea-
tures, they did not investigate putative signs of the same-
object advantage as evident from psychophysiological,
neurophysiological, and functional neuroimaging studies.

This gap has been closed by two recent investigations
addressing the neurophysiological mechanisms under-
lying the same-object advantage by means of noninva-
sive electrophysiology in humans (Boehler, Schoenfeld,
Heinze, & Hopf, 2011; Schoenfeld et al., 2003). Schoenfeld
et al. (2003) presented participants with a squared aper-
ture comprising 200 stationary white dots. During each
trial, each half of the dots moved into opposite directions
(left and right), which thus were perceived as two over-
lapping transparent surfaces (the task design isillustrated
in Figure 9.5(A)). The subjects’ task was to attend to one
of the two surfaces and to detect the occurrence of a fast
movement in the attended direction. In addition to the
changes in motion speed, a task-irrelevant color change
could occur either within the attended or the unattended
surface (Schoenfeld et al., 2003). This design permitted
the investigation of the neurophysiological signs of the
same-object advantage by comparing trials in which the
color change occurred in the attended surface to those in
which the color of the unattended surface changed, while
in both cases color was completely irrelevant to the task.
As shown in Figure 9.5(B), the ERPs and ERFs evoked by
a color change was of higher amplitude when it appeared
in the attended object in comparison to the unattended
object. This neuronal facilitation of an entirely task-
irrelevant feature, only by virtue of its belonging to an
attended object (i.e., a same-object advantage), did not
arise until 220-240ms after stimulus onset (see original
waveforms and difference waves in Figure 9.5(B)). This
delay in the processing of a task-irrelevant object feature
relative to its direct selection by feature-based attention
(starting at 220-240 vs 100-180 ms poststimulus) indicates
that the spread of feature-selective modulations toward
task-irrelevant object attributes needs time. Hence, both
the spread of feature-selective modulations toward spa-
tially unattended locations (Stoppel et al., 2012), as well
as between task-relevant and task-irrelevant features of
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an object (Schoenfeld et al., 2003) seem to be dynamic
time-consuming processes.

The findings that task-irrelevant features are modu-
lated because they are part of an attended object raises two
important further questions: (1) Since feature selection is
known to proceed globally, does this object-based modula-
tion of task-irrelevant features also spread to unattended
locations? and (2) Do the temporal costs for the atten-
tional spread from task-relevant to task-irrelevant object
features (as shown by Schoenfeld et al., 2003; also see
Figure 9.5) sum up to the costs for spreading from attended
to unattended locations (as shown in Stoppel et al., 2012;
see Figure 9.3)? Both questions have nicely been addressed
by a very recent electroencephalographic investigation
(Boehler et al., 2011). In the task employed by Boehler et al.
(2011), subjects were presented with two three-dimen-
sional spheres, one of which was located in the left and
the other in the right visual field (the task design is illus-
trated in Figure 9.6(A)). Both spheres were composed of
two halves, each of which was drawn in a different color
(red, green, blue, or yellow). Before each block, subjects
were cued to search for a particular color (e.g., red as
shown Figure 9.6(A)), which on each trial appeared in one
of the half spheres, either in the left or the right visual field.
The other colors were randomly assigned to the remain-
ing half spheres, in that one of the nontarget colors could
either appear in both visual fields (and thus was part of
the target containing and of the irrelevant object—see
upper left panel of Figure 9.6(A)), or all four half spheres
were assigned a different color (see middle left panel of
Figure 9.6(A)). This design allowed us to assess if the ERP
response evoked by a particular color of the nontarget
sphere was modulated as a function of whether this color
was present or absent in the attended sphere. Thereby, the
authors could investigate whether the object-based selec-
tion of a task-irrelevant feature, when simultaneously
presented at an unattended location, leads to a global
enhancement of that feature (irrelevant feature effect,
IFE). To verify that such an IFE indeed depends on object-
based selection of the task-irrelevant feature, the authors
included additional control trials into their design, in
which the half spheres were cut apart and slightly rotated
relative to each other, such that each color now belonged
to a separate object (see right panels of Figure 9.6(A)).

The main results of this study are shown in
Figure 9.6(B) and (C). As can be seen in the upper row of
Figure 9.6(B), trials in which the nontarget color was
presented to both visual fields (dashed traces) showed
a relative negativity in their ERP amplitudes at elec-
trode sites contralateral to the distracter sphere when
compared to trials where the nontarget colors differed
between both spheres (solid lines; see right upper panel
in Figure 9.6(B)). This amplitude modulation (IFE)
did not become significant until 270ms after stimulus
onset. Importantly, such an amplitude difference was
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(A) Experimental design of the study by Schoenfeld et al. (2003). Subjects were presented with a squared aperture containing 200
stationary white dots. On each trial, a random half of the dots moved to the left and the other half to the right for 300ms, and were perceived as
two superimposed transparent surfaces. Subjects were cued to attend either to the left-moving or right-moving surface, and to identify occasional
targets (fast movements) in the attended surface. On probe trials, either the leftward or rightward moving surface could change its color to red, or
both surfaces could remain plain gray. This design allowed comparing responses to trials in which a task-irrelevant color change occurred in the
attended surface to responses to the same physical stimulus but where the other surface was attended. (B) The effect of object-based attention
on the processing of task-irrelevant color. Original waveforms depict the ERP and ERF responses to color changes occurring in the attended
(red tracings) or unattended (blue tracings) surface. The difference waveforms formed by subtracting the blue from the red waveforms are shown
in green. Note that the object-based attentional enhancement of the irrelevant color emerged not before 220ms after stimulus onset. The topo-
graphical maps represent the field distributions of the difference waveforms for the time range between 220 and 300ms. The black dots in the
topographical maps indicate the locations of the electrode and sensor. The correspondent source dipoles that were estimated to account for the
difference waveform topography were localized to bilateral ventral occipital cortex (fusiform/lingual gyrus—shown in between the topography
maps). Adapted from Schoenfeld et al. (2003).

neither observed for electrodes contralateral to the tar-
get sphere (left upper panel in Figure 9.6(B)), nor was
any modulation observed in analog comparisons of
the waveforms for the separate object condition (see
lower row of Figure 9.6(B)). These data clearly demon-
strate that the object-based selection of a task-irrelevant

feature proceeds in a spatially global manner. Beyond
this finding, the study also provided information con-
cerning the timing of the IFE in relation to modulations
reflecting the focusing of spatial attention onto the tar-
get object (Figure 9.6(C)). For this purpose, the authors
analyzed the timing of the N2pc component, which was
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Stimulus setup of the study by Boehler et al. (2011). (A) Example search arrays of the one object condition (left arrays) and of the
control condition (right arrays). The upper left panel depicts an array in which the irrelevant color (green) is part of both the target (red/green)
and the distractor object (blue/green). The lower left panel shows a trial in which the same distractor object (blue/green) is not accompanied by
simultaneous presentation of one of its constituent colors within the target object (red/yellow). Both panels on the right depict the same example
search arrays as those on the left, but for the separate object condition, in which the half spheres were cut apart and slightly displaced and
rotated. Bottom panels illustrate the data assessment/collapsing performed during analysis. ERP responses to targets and distractors correspond
to opposite-hemisphere electrodes (white and black circles). Therefore, activity from electrodes reflecting the distractor (white) and those reflect-
ing the target (black) was collapsed across trials in which the target was presented to the left and to the right visual field (see arrows). (B) ERP
waveforms elicited by the whole object (upper row) and separate objects conditions (lower row) at occipital electrodes (P7/8, PO7/8) contralateral
to the target (left column) or to the distracter (right column). Note that a relative positivity (filled in red between the ERP traces) was only observed
in the whole object condition if the irrelevant color was part of both the target and the distractor object (irrelevant feature effect; IFE). The scalp
distribution of this IFE (irrelevant target color in both visual fields minus irrelevant color only in the target) at 400 ms after search frame onset
shows a pronounced positivity over lateral occipital electrodes contralateral to the distractor object. (C) Target-related effect (N2pc effect) and
relative timing of the N2pc and the IFE. Average ERPs elicited by targets contralateral (dashed line) and ipsilateral (solid line) to electrodes
PO7/PO8 reveal a classical N2pc effect (filled in blue between traces). The topographical field distribution shows the N2pc (left minus right visual
field target difference) at 250ms after search frame onset. Horizontal bars above and below the x-axis denote the time range in which the N2pc
(blue bar) and the IFE (red bar) were significant. Note that the N2pc arises ~80ms earlier than the IFE, that became significant not until 270ms
after stimulus onset. Adapted from Boehler et al. (2011).

derived by comparing ERP responses between trials in modulation appears after attention has been focused
which the target appeared contralateral (dashed lines in  onto the target object. More importantly, however, in
Figure 9.6(C)) vs ipsilateral (solid lines in Figure 9.6(C))  conjunction with other findings as outlined above, these
relative to lateralized posterior electrodes (PO7/PO8). results point to a more general framework of the tempo-
As apparent in Figure 9.6(C), the N2pc arose at about ral dynamics of feature-based attentional selection.

190ms poststimulus (time course indicated as blue hori- When features are presented within the focus of
zontal bar), which was significantly earlier than the IFE—  attention, they can be readily selected within 100-180 ms
starting not before 270 ms after stimulus onset (indicated  after stimulus onset, depending on the relative process-
as red horizontal bar). Taken together, the results pro- ing requirements of the task. Therein, selection pro-
vided by Boehler and colleagues not only showed that ceeds faster when it involves entire feature dimensions
the object-based selection of a task-irrelevant feature (~100ms; Schoenfeld et al., 2007) instead of different
is spatially global, but also demonstrated that this feature values of the same dimension (~120-180ms; for
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review see Hillyard & Anllo-Vento, 1998). If in con-
trast, a task-relevant feature is presented at spatially
unattended locations, its selection occurs ~50ms later
(~200ms poststimulus onset; Stoppel et al., 2012), indi-
cating that the spatial spread of feature-based selection
takes ~50ms of time. In addition to these temporal costs
for spreading across spatial locations, feature selection
also has been shown to require ~40-50ms to spread from
an attended to an unattended feature, which are both part
of the same object (arising around 220ms poststimulus;
Schoenfeld et al., 2003). Finally, the data provided by
Boehler et al. (2011) showed that attention not only
spreads across features within the same object, but also
to other spatially unattended objects, that also pos-
sess the task-irrelevant feature of the attended object
(Boehler et al., 2011). This so-called irrelevant-feature
effect appeared at ~270 ms poststimulus, indicating that
the temporal costs for the attentional spread from the
task-relevant to the task-irrelevant object feature sum
up to the costs required for feature-based attention to
spread across spatial locations.

GENERAL CONCLUSIONS

Hemodynamic and electrophysiological measures
have both proven to be extremely useful in the charac-
terization of neural activity during selective attention in
the human brain. The relationship between space-based,
feature-based, and object-based attentional mechanisms
appears to be highly flexible. Not only the priority of
mechanisms can be switched, but the mechanisms can
also be combined in order to adapt rapidly to ongoing
behavioral demands.
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Neural Mechanisms of Feature-Based Attention

Matthias M. Miiller

Department of Psychology, University of Leipzig, Germany

SELECTION UNITS OF VISUAL
ATTENTION AND THE FEATURE
SIMILARITY GAIN MODEL

Research on visual attention is one of the most stud-
ied fields in psychology and the neurosciences and looks
back to many decades. Commencing with behavioral
data in the middle of the twentieth century, research
was focused on spatial selection, which is not surpris-
ing given that the visual system has inherently spatial
properties. Systematic studies of spatial attention in the
1970s and 1980s lead to influential theories, such as the
spotlight (Posner, 1980), zoom-lens (Eriksen & Collins,
1969; Eriksen & St. James, 1986), or feature integration
model (Treisman & Gelade, 1980). Location as a unique
selection property was questioned in 1984 when empiri-
cal evidence emerged that the visual system can priori-
tize perceptual processes on the basis of whole objects
(Duncan, 1984). And only a few years ago, in 1999, it was
shown that selection can also be performed on the basis
of features leading to the feature-similarity gain model
(Treue, 2001; Treue & Trujillo, 1999). Thus, research on
feature-based attention is a very new field with growing
interest over the last years. Based on single-cell record-
ings in monkey visual cortex (see below for the “classi-
cal” experiment), the model mainly proposes that:

* Feature-based attention modulates the gain of
cortical neurons tuned to the attended feature,
anywhere in the visual field (global effect of attention).

* Attentional enhancement by spatial selection
employs the same mechanisms as nonspecial,
feature-based selection.

* The attention effect of the neural response is additive
for different features.

Evidently, long before the feature-similarity gain
model was formulated, a number of studies were able
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to show that attending to a certain feature, such as color
or motion, selectively increases the response in cortical
areas that process that particular feature, such as motion
in human middle temporal complex (MT+) or color in
V4 (cf. Anllo-Vento & Hillyard, 1996; Corbetta, Miezin,
Dobmeyer, Shulman, & Petersen, 1990; O'Craven, Rosen,
Kwong, Treisman, & Savoy, 1997). In all of these previ-
ous studies, however, stimulus location was still an
important property. In addition, stimuli were transiently
presented with no spatial or temporal overlap between a
to-be-attended or ignored stimulus. The new dimension
that was brought in by the feature-similarity gain model
was the fact that particular features such as clouds of
moving dots were presented together at one location
to investigate the neural responses of feature process-
ing while a competing stimulus was presented as well.
As a further side note, it is worth mentioning, that the
feature-similarity gain model has its origin in single-
cell recordings in monkeys (Treue & Trujillo, 1999) as
this is the case with the biased competition approach
(Desimone, 1998; Desimone & Duncan, 1995) and, thus,
they are fine examples of models with a genuine founda-
tion in the neurosciences. Together, these two models are
currently the most influential models of visual attention
in cognitive neuroscience and the neurosciences.

What was the initial experiment for the feature-
similarity gain model? In the 1999 study, Treue and
Martinez-Trujillo recorded the response of cells in MT
with a specific motion direction preference that were
contralateral to the to-be-ignored visual hemifield.
Monkeys attended to a display in which two clouds of
dots moved in the preferred and the antidirection in the
opposite visual hemifield (Figure 10.1). When the dots in
the ignored hemifield moved in the preferred direction
of the recorded cells and monkeys attended to that direc-
tion in the to-be-attended hemifield, they responded
with higher responses compared to when dots in the

Copyright © 2014 Elsevier Inc. All rights reserved.
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FIGURE 10.1  Schematic representation of stimulation. The monkey

attended to the left visual hemifield. Cell responses were recorded at
the right visual hemifield. Recorded cell preferred downward motion.
The response of the cell at the to-be-ignored location was significantly
higher, when dots moved in the preferred direction compared to the
null-direction at the attended location in the opposite visual hemifield.
Source: Courtesy of Stefan Treue.

attended hemifield moved in the antidirection. Thus, the
authors demonstrated a global effect of feature-based
attention, that is, when the monkey attends to a certain
motion direction, all cells with that preferred direction
became more activated, regardless at what location the
monkey has deployed its attention.

Only 3 years later in 2002, Saenz, Buracas, and
Boynton (2002) were able to show the global spread of
feature-based attention in the human brain as well. Simi-
lar to the monkey experiment, the authors measured the
response in human MT+ at the to-be-ignored side with
functional magnetic resonance imaging (fMRI). In addi-
tion, they were able to show that this global effect is not
restricted to motion but can be demonstrated for color in
human area V4 as well.

TOP-DOWN SENSORY GAIN OR
SHARPENING OF TUNING FUNCTIONS

In a subsequent monkey study, Martinez-Trujillo
and Treue (2004) were investigating whether feature-
based attention changes the selectivity of neurons. As a
result of that study, they reported a multiplicative atten-
tional modulation of the neuron's response and not of a
change in the tuning function. Importantly, the strength
of that response depended on the similarity of the to-
be-attended feature and the preference of the recorded
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cells. Cells that preferred the antidirection showed a
markedly decreased response. In other words, on the
population level—rather than changing the selectivity of
neurons—preferred processing of the attended feature
was reported to be a mixture of increasing the response
of neurons optimally tuned to the feature and a suppres-
sion of neuronal activity of the opposite preference (such
as the antidirection for cells in MT).

Besides this gain mechanism, David, Hayden, Mazer,
and Gallant (2008) reported a change of the tuning func-
tion of V4 neurons in feature-based attention. As a conse-
quence, a neuron can change its preferred stimulus and
tune it toward the to-be-attended spectral range. Thus, it
seems that both mechanisms are available. According to
these authors, altering the gain seems a mechanism that
is linked to spatial attention, while changing the tuning
properties is linked to feature-based attention.

Both mechanisms, a change of the gain of the target
as well as changes in the tuning function, are linked
to the particular feature of the relevant stimulus and
exclusively affect so-called “on-target” neurons. How-
ever, just recently it was shown that a third mechanism
is possible for better discrimination under top-down
control (Scolari, Byers, & Serences, 2012; Scolari &
Serences, 2010) and is best observed when subjects were
required to perform a difficult discrimination task, i.e.,
targets and nontargets are very similar. In that particular
case, it seems more optimal if attention to a particular
feature, such as orientation in the studies by Scolari and
colleagues, alters the gain of neurons that have a slightly
different tuning function compared to the to-be-attended
orientation (off-target gain). In other words, top-down
activation of neurons that are tuned away from the target
orientation result in an improved fine-grained discrimi-
nation between similar features, because their increase
in firing rate results in a much better signal-to-noise ratio
compared to the gain on on-target neurons (see for more
details Scolari & Serences 2010; 2012). Importantly, the
authors were able to demonstrate that off-target gain
predicted behavioral responses.

THE STEADY STATE VISUAL EVOKED
POTENTIAL AS SOLUTION TO
OVERCOME LIMITATIONS OF PREVIOUS
STUDIES

The limitation of the monkey studies as well as of the
above-mentioned fMRI study was the fact that neural
responses at the to-be-ignored side were always mea-
sured without any competitive stimulus in the same
visual hemifield. The different-direction or different-
color cloud was always at the attended hemifield. The
neural response was measured at the to-be-ignored
hemifield with nonoverlapping stimuli. Thus, the
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THE STEADY STATE VISUAL EVOKED POTENTIAL AS SOLUTION TO OVERCOME LIMITATIONS OF PREVIOUS STUDIES

125

!
4
2

== Attend red

s Oz

- attended

== Attend blue

1)
2
1
0
0z

Xy unattended

FIGURE 10.2  Schematic representation of stimulus configuration. Red dots were flickering at 7.0 Hz and blue dots at 11.7 Hz, evoking distin-
guishable SSVEPs. In the depicted example, the red fixation cross instructed observers to attend to the red random dot kinematogram. Change
in SSVEP amplitude at electrode Oz for one subject while attending to red (left) or blue (right). The increase in SSVEP amplitude is clearly visible
and maintains throughout the stimulation. Bars show the mean (+standard error) across all subjects for electrode Oz when subjects attended (full

bars) or ignored (striped bars) the respective color.

question whether feature-based attention enhances the
response of the attended feature when stimuli with dif-
ferent features share the same spatial location remained
unanswered. To investigate that question, we (Miiller
et al., 2006) presented our subjects spatially superim-
posed red and blue random dot kinematograms (RDKs,
Figure 10.2) and instructed them to either attend to the
blue or red RDK. Feature-based attention would clearly
predict that subjects are able to selectively attend to the
one or other color to perform a task. A spatial account,
however, would come to a different conclusion. In 1982,
Treisman stated that “... attention cannot be distributed
over a subset of items (e.g., the red ones) when these
are spatially scattered among other items in a randomly
mixed display” (Treisman, 1982, p. 199). This is simply
due to the fact that in such a display the attentional
spotlight includes both colors.

When simultaneously presenting two sets of stimuli,
it is important to make sure that one can independently
measure the neural response of each stimulus set. This
is impossible with fMRI, because there is no solution to
differentiate the measured response elicited by the red
from the one elicited by the blue RDK. In electrophysi-
ological (electroencephalography, EEG) recordings the
simultaneous presentation of two stimuli needs some
technical “trick” because conventional event-related
potential (ERP) stimulation and analysis techniques
are also not able to differentiate the neural responses of
the two stimuli. The technical trick is to frequency-tag

stimuli at different frequencies. Continuous presentation
of flickering visual stimuli elicits the steady state visual
evoked potential (SSVEP, Regan, 1989). In EEG record-
ings, the SSVEP is a sinusoidal brain response that can
easily be analyzed in frequency domain because it has
the same frequency and its harmonics as the driving
stimulus or the driving stimuli in case of more than one
flicker stimulus. In previous spatial-based studies, we
were showing that attending to a flickering stimulus
significantly enhances the SSVEP amplitude compared
to when that stimulus had to-be-ignored (cf. Miiller &
Hiibner, 2002; Miiller, Malinowski, Gruber, & Hillyard,
2003; Miiller, Picton, et al., 1998). Given the attentional
modulation of SSVEPs and the possibility to obtain dis-
tinguishable neural responses with frequency-tagged
stimuli, in our experiment we flickered red and blue
RDKs at a frequency of 7 Hz (red) and 11.67 Hz (blue).
We found that when subjects attended to the blue RDK,
11.67 Hz SSVEP amplitude was significantly increased
compared to when subjects attended the red RDK.
Attending the red RDK, in turn, resulted in a significant
increase of the 7.0 Hz SSVEP amplitude (Figure 10.2). To
assure that subjects were not using flicker frequency as
a feature to solve the task, we conducted a behavioral
control study and found no behavioral differences when
red and blue RDKs flickered at the same compared to
different frequencies, clearly indicating that subjects
were not using frequency to discriminate between the
two RDKs (Miiller et al., 2006).
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FEATURE-BASED SELECTION AND ITS
GLOBAL EFFECT

Results of that study were in the middle of the dis-
cussion, whether there is something like feature-based
attention or whether it all is based on spatial cues (Shih
& Sperling, 1996). Of course, that discussion was not
just of academic interest, because some authors seri-
ously questioned a feature-based selection mechanism
in general (cf. Moore & Egeth, 1998; Shih & Sperling,
1996; Tsal & Lavie, 1993). To resolve that question, we
created a task in which the individual dots of the red
and blue RDK randomly changed position to make sure
that subjects did not have the possibility to attend to a
restricted special location within the RDK (Andersen,
Miiller, & Hillyard, 2009). Furthermore, tasks were no
longer defined by coherent motion events as in our pre-
vious study. We used luminance changes instead. We
were able to fully replicate the results of our previous
study and settled that long lasting controversy.

The question remains: Can we demonstrate the global
effect of feature-based attention with our method as
well? To this end, we presented superimposed red and
blue clouds of dots in the left and right visual hemifield
(Figure 10.3). Each cloud flickered at a different fre-
quency and a central cue instructed subjects to attend
to a certain color at the left or right visual hemifield
(Andersen, Fuchs, & Miiller, 2011). Thus, in contrast to
all other studies that were conducted up to that moment,
we were in the unique position to test the global effect in
a full factorial design.

Based on findings in monkeys (Treue & Trujillo, 1999)
and human fMRI (Saenz et al., 2002), we expected an
increase of SSVEP amplitude that was elicited by the
RDK at the to-be-ignored location but shared the same
color as the to-be-attended one. In addition, given
that the to-be-ignored color at the to-be-attended loca-
tion shared the same feature location, we expected an
increase in amplitude for that RDK as well. This was
exactly what we found. SSVEP amplitudes were small-
est for the RDK that neither shared the attended color
nor location. Greatest amplitudes were found for the
RDK that shared both, attended color and location. As
depicted in Figure 10.3, and in line with the feature-
similarity gain model, we found that SSVEP amplitudes
were significantly increased when RDKs either shared
the same color at the to-be-ignored location or were shar-
ing the same location compared to when neither of these
attributes applied (Andersen et al., 2011). However, as
can also be seen in Figure 10.3, the attention effect for the
attended color at the attended hemifield is significantly
greater compared to the one of the same color but at
the to-be-ignored side. As will be outlined below, this is
due to the additive effect of location and color. Together,
our result with a full factorial design and the research
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reported so far convincingly supported central predic-
tions of the feature-similarity gain model.

FEATURE-BASED ATTENTION AND
VISUAL SEARCH

But what is feature-based attention good for? An obvi-
ous field, which is also one of the central research topics
in psychology and the neurosciences, is visual search.
Everyday life experience gives a number of examples in
which we are confronted with visual search tasks. We
want to pick up a friend at the railway station, search
for a face in a crowd, or look for our car at a big parking
lot. Closely linked to research in visual attention, visual
search was dominated by the idea that spatial informa-
tion is the most important feature. Feature integration
theory (FIT) postulated a master map of location as the
top-level layer. Visual search is performed in a serial
manner, that is, the spotlight of attention moves from
location to location (Treisman & Gelade, 1980). Subordi-
nate to that master map of location are feature maps of
different feature dimensions, such as color, orientation,
or motion. These feature maps are further subdivided
into the different characteristics of a particular feature,
such as red, green, or yellow for the feature map color. In
visual search, different features that define an object are
only bound together at the attended location reflected by
the finding that search time linearly increases with the
amount of objects in the search display (Treisman, 1998;
Treisman & Gormican, 1988; Treisman & Sato, 1990).

In contrast to FIT, Wolfe and colleagues (Wolfe, 1994;
Wolfe, Cave, & Franzel, 1989; Wolfe & Horowitz, 2004)
suggested that visual search can be performed on the
basis of parallel perceptual processes. Given that sub-
jects know for what they are looking for, knowledge of
the features that define the search item can activate cer-
tain feature maps in parallel to facilitate visual search.
Thus, search is guided by a priori knowledge of central
features. Contrary to spatial-based attention for which
anticipatory activation in visual cortex was shown in
the absence of any stimulus (Kastner, Pinsk, De Weerd,
Desimone, & Ungerleider, 1999), anticipatory or
“guided” knowledge of a feature such as a particular
color has not been shown to activate feature process-
ing related areas in the absence of the visual stimu-
lus. But what had recently been shown is a spreading
effect to locations without any stimulus by means of
increased blood oxygenation level-dependent (BOLD)
responses in early visual areas in the absence of direct
visual stimulation at these locations (Serences &
Boynton, 2007).

Interestingly, the guided search and the feature-simi-
larity gain model have another common central assump-
tion. Both models predict that features of the search item
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FIGURE 10.3 (A) Schematic illustration of stimulation. Red and blue random dot kinematograms were presented in the left and right visual
hemifield. Each random dot kinematogram flickered at a different frequency as indicated at the bottom of the illustration. A central arrowhead
cued subjects to which side and color they had to attend to. In the given example: Blue in the left visual hemifield. (B) Grand mean SSVEP ampli-
tudes for each frequency when subjects attended to a color in that hemifield (orange), the attended color was at the unattended hemifield (brown),
the hemifield was attended but the color had to-be-ignored (dark green), or the hemifield as well as the color was ignored (bright green). Error

bars correspond to 95% within-subjects confidence intervals of the mean.

add-up cumulatively (Wolfe, 1994; Wolfe et al., 1989;
Wolfe & Horowitz, 2004). Given that only one stimulus
aggregates all features, the to-be-searched object should
outstand from other objects in the activation map result-
ing in much shorter search times, compared to serial
search. It is important to mention here, that both mod-
els, although they have some common assumption,
were independently developed and is not the case that
feature-similarity gain has been subsumed by Wolfe's
guided search model.

We tested the assumption of additive feature conjunc-
tion in a full factorial design experiment, by presenting
our subjects with red or blue horizontal or vertical bars

(Andersen, Hillyard, & Miiller, 2008). As with all of our
experiments, each stimulus set was flickering at a dif-
ferent frequency and we instructed subjects to attend
to one set of stimulus bars that conjoined color and
orientation, e.g., red horizontal bars (Figure 10.4). We
expected that SSVEP amplitudes would be increased for
all stimuli that share one of the two features (color or
orientation) of the attended stimulus and that color and
orientation resulted in an additive SSVEP response. That
was exactly what we found. As depicted in Figure 10.4,
stimuli that shared one of the features of the attended
stimulus elicited significantly increased SSVEP ampli-
tudes compared to those stimuli that shared none of the
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FIGURE 10.4  (A) Schematic illustration of stimulation. Four types of bars were presented and flickered at different frequencies as indicated at
the bottom of the illustration. Bars either shared the same orientation or color. Before stimulus onset, subjects were cued to what bar they had to

attend to. (B) Same as in Figure 10.3 but for each bar type, respectively.

features. The interaction between color and orientation
was not significant, signifying an additive effect of the
main factors color and orientation.

We also found an additive effect of color and loca-
tion in our study in which we tested the global effect
of feature-based attention reported above (Andersen
etal., 2011). The interaction between color and location
was not significant. This fits well with the idea that
there is nothing special about space. Location is just
another feature of the stimulus (Desimone & Duncan,
1995). However, when we look at behavioral data, we

found that false alarms were clearly limited to the
attended location, in other words, subjects were not
responding to events at the to-be-ignored location. In
the same line, analysis of the P3 amplitude of the ERP
that was elicited by coherent motion events showed
that an attentional modulation was restricted to the
attended location.

Given our ERP results, it seems quite likely that one
has to consider two different functional differences
between feature-based attention and target processing.
Feature-based attention produces a global facilitation
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of stimuli that share identical features as the to-be-
searched one. Full identification of the search target
seems to take place at much later stages of stimulus pro-
cessing and seems to be linked to the attended location.
Exactly such an interplay of parallel and serial mecha-
nisms in visual search was reported by Bichot, Rossi,
and Desimone (2005). They recorded activity in mon-
key V4 cells while they performed a visual search task
under free viewing conditions. Enhanced and synchro-
nized responses were found whenever a stimulus in
the cell's receptive field matched a feature of the search
target, speaking for a global and parallel process. In
addition, the authors found enhanced neural responses
when a stimulus was selected for saccades to foveate
that particular stimulus signifying a serial component
during visual search.

SUPPRESSION OF NEURAL RESPONSES
OF THE UNATTENDED FEATURE
FOLLOWS AMPLIFICATION OF THE
TO-BE-ATTENDED ONE

But what happens with irrelevant features that are
not shared with the search item? Polk, Drake, Jonides,
Smith, and Smith (2008) conducted an fMRI experi-
ment in which they used a Stroop task. When subjects
attended to the color of the font while they ignored the
word, they found enhanced BOLD responses in color
areas and decreased responses in word areas. These
results indicate that processing of irrelevant features will
be suppressed.

In one of our own studies we found a similar result
(Andersen & Miiller, 2010). As in our first study, we
presented our subjects intermingled RDKs of red and
blue dots that flickered at different frequencies (Fig-
ure 10.2). Unlike our first study, the RDKs started to
flicker and after a while we presented a color cue,
instructing subjects to shift attention to either red or
blue. We found a mixture of amplification of the to-
be-attended and suppression of the to-be-ignored
color. As depicted in Figure 10.5, the most interesting
result was the exact time course of these two processes.
After the presentation of the cue, we observed an early
amplification that was followed after about 130 ms by
an SSVEP amplitude suppression. That pattern is dif-
ferent from what we observed for spatial shifts that
resulted in the facilitation of the newly to-be-attended
location only (Miiller, 2008; Miiller, Teder-Sélejarvi, &
Hillyard, 1998). This delay in amplitude suppression
for the to-be-ignored color clearly speaks against a
strictly limited resource model of visual processing. If
this were case, one would expect that shifting resources
to one stimulus must invariably lead to a suppression
of the unattended stimulus. Thus, it seems likely that
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FIGURE 10.5 Grand mean time course of normalized SSVEP am-
plitudes collapsed over red and blue random dot kinematograms. At
time point zero, the cue instructed our subjects to what color they had
to shift their attention. Significant amplification of the to-be-attended
color SSVEP compared to baseline (before cue onset) was found 223 ms
after the cue. Amplification was followed by a suppression of SSVEP
amplitude about 130 ms later at 356 ms after the onset of the cue. Gray
lines correspond to 95% confidence intervals.

in feature-based attention under conditions of spa-
tial overlap an early sensory gain mechanism triggers
competitive interactions as suggested by the biased
competition model (Desimone, 1998; Desimone &
Duncan, 1995).

A further interesting result was the finding that the
time course of behavioral data to coherent motion events
as a function of the cue-event time interval followed a
measure of sensitivity, i.e., the time course of attended
minus unattended stimulus SSVEPs. A still open ques-
tion is whether suppression of the unattended color
globally occurs in the visual field (as is the case for
amplification), or whether it is restricted to the location
of focused attention. Very preliminary results from an
ongoing study at the moment of writing this book chap-
ter indicate that suppression is not global but restricted
to the attended location.

FEATURE-BASED VS LOCATION-BASED
SELECTION

A further point to deal with in this chapter is the ques-
tion of when and where feature-based attention modu-
lates poststimulus processing. Furthermore, what are the
underlying brain circuits that guide feature-based atten-
tion? Are they different from the ones that are linked to
spatial attention?

For many years, it was set that processing of fea-
tures follows spatial processing. Besides the “dogma”
of spatial priority in visual processing, a number of ERP
studies have shown that the P1 component with a post-
stimulus latency of about 80-100 ms was only modulated
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by spatial attention (cf. Hillyard, 1993; Hillyard & Anllo-
Vento, 1998; Hillyard, Mangun, Woldorff, & Luck, 1995;
Hillyard, Vogel, & Luck, 1998). When subjects were
instructed to selectively attend to a certain feature, such
as color or motion, the earliest attentional modulation
was reported at a latency of about 160-180 ms, the so-
called selection negativity (cf. Anllo-Vento & Hillyard,
1996; Anllo-Vento, Luck, & Hillyard, 1998; Hillyard &
Miinte, 1984; Miiller & Keil, 2004).

A certain limitation of the frequency-tagging method
can be seen in the fact that poststimulus processing to
the onset of the stimulus stream is difficult. The evoked
response is a mixture of the ERP to stimulus onset and
the build-up of the SSVEP that lasts about 400-500 ms
depending on the stimulation frequency. However, once
the SSVEP is established, one can concurrently analyze
SSVEPs and ERPs by filtering-out the SSVEP from the
ERP elicited by events embedded in the stimulation
stream (Miiller & Hillyard, 2000).

Zhang and Luck (2009) presented subjects a color
display, similar to the one that was used by Saenz
et al. (2002), i.e., superimposed red and green dots in
one visual hemifield to which subjects were instructed
to attend to. In the opposite, the to-be-ignored hemi-
field, they presented short probes that were either in
the attended or unattended color. By analyzing ERPs
evoked by these probes they found an attentional
modulation of the P1 component that had been seen as
a purely spatial component. Thus, it seems that in con-
ditions where stimuli compete for processing resources
feature-based and location-based mechanisms seem to
operate at the same time scale. It has to be mentioned,
however, that long before Zhang's and Luck's study,
Anllo-Vento et al. (1998) reported an early positivity
that started 100 ms after stimulus onset with a source in
lateral occipital cortex that was modulated by attention
to color. However, in that early study the authors, per-
haps erroneously, were not attributing this early effect
to the P1. One has to keep in mind that this early study
was conducted in times of the spatial priority “dogma”
and the feature-similarity gain mechanism had yet to be
discovered. Given a similar latency and an almost iden-
tical topographical distribution as in the Zhang and
Luck study conducted 10 years later, one is tempted to
claim that both publications reported the same neural
mechanism of early feature-based attentional modula-
tion. Interestingly, in the early study color stimuli in
the form of checkerboards were sequentially presented,
but at the same location. Perhaps the usage of big col-
ored checkerboards resulted in that early modulation
without direct spatial competition. In line with such
an early effect in the evoked potential is our consistent
finding of attentional SSVEP amplitude modulation in
early visual processing areas as depicted in Figure 10.6
(cf. Andersen et al., 2008; Miller et al., 2006).
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FIGURE 10.6 Examples of statistical parametric maps of cortical
current density distributions that give rise to the SSVEP amplitude dif-
ference between attended and unattended stimuli from two different
experiments. (A) SSVEPs elicited by blue or red random dot kinemato-
grams (Source: adapted from Andersen & Miiller, 2010; see Figure 10.1
for stimulus display). (B) SSVEPs elicited by bars as depicted in Figure
10.4 (Source: adapted from Andersen et al., 2008). Scales represents #2 val-
ues, and the p < 0.001 threshold for the attended versus unattended
comparison corresponds to 8.3 in (A) and 8.6 in (B).

NEURAL CIRCUITS OF FEATURE-BASED
AND SPATIAL ATTENTION

This section deals with the question of whether spa-
tial and feature-based attention are mediated by differ-
ent or similar neural mechanisms. On the one hand, both
selection units seem to serve different purposes to some
extend. On the other hand, they have to play together
in a number of everyday situations, such as in visual
search.

In a delayed match-to-sample task, Hayden and
Gallant (2005) recorded from monkey single cells in V4
to extract the time course of spatial and feature-based
attention. Spatial attention was manipulated by cueing
attention either to the receptive field of V4 cells or to the
opposite visual hemifield. At both locations a stream
of small pictures was presented and monkeys had to
respond to a precue sample stimulus at the attended
location. They found different time courses of spatial and
feature-based responses. While feature-based attention
resulted in a relatively constant response across time,
spatial-based attention resulted in a somewhat weaker
response at short latencies and a stronger response at
longer latencies. From that difference in time course, the
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authors concluded that the two mechanisms serve dif-
ferent purposes. While feature-based attention is goal
driven and seems to be linked to maintaining an internal
representation of the match, spatial attention represents
a mixture of stimulus- and goal-driven mechanisms that
are important to guide saccades. It is commonly accepted
that spatial attention is linked to preparation and execu-
tion of saccades or bigger eye movements. Very likely,
top-down control of spatial attention is performed
through the frontal eye field (FEF) and lateral intrapari-
etal area (cf. Gregoriou, Gotts, Zhou, & Desimone, 2009;
Herrington & Assad, 2010; Kastner & Ungerleider, 2000;
Moore, Armstrong, & Fallah, 2003). Thus, for many years
it seemed logical that FEF is tightly linked to the spatial-
attention network.

Just recently, experimental evidence was provided
that FEF play a role in feature-based attention as well
(Zhou & Desimone, 2011). The authors simultaneously
recorded from cells in monkey FEF and V4, while the
animals performed a visual search task. They reported
of feature-based attentional modulation in both areas.
Interestingly, the magnitude of the response enhance-
ment was inversely related with the number of saccades
required to find the target. However, a closer inspection
of the time course of responses revealed shorter feature-
based latencies in FEF than the latencies recorded in V4.
This suggests that FEF might serve as a top-down con-
trol source in feature-based attention. On the other side,
latencies of purely shape and color driven responses,
i.e. bottom-up information of basic features were much
shorter in V4. Together, these results suggest a close link
between FEF and V4 in a way that V4 provides sensory
information of stimulus features to create an internal
template. FEF, on the other hand, creates top-down
influences to bias attention in favor of the features of the
to-be-detected target that can be used to guide saccades
to the location of the target.

In a human fMRI study, Greenberg, Esterman, Wilson,
Serences, and Yantis (2010) reported common activation
in posterior parietal cortex (PPC) and prefrontal cortex
when subjects were instructed to either voluntarily shift
between spatial locations or to shift between colors at
a fixed location. However, when they tested their data
with a multivariate pattern classification, they found dif-
ferences in the spatiotemporal activation pattern in PPC,
suggesting that there are different subsets of neurons
tuned to feature- or spatial-based control.

Besides the possible differences in strategic control,
the last two studies suggest that feature-based and spa-
tial attention are basically managed in identical fronto-
posterior networks but perhaps activate subpopulations
of neurons that are tuned to different domains. Along that
line, Cohen and Maunsell (2011) also concluded that fea-
ture-based and spatial attention act on a common neural
mechanism. They recorded from monkey V4 neurons
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in both hemispheres while monkeys performed either a
spatial frequency or orientation task with Gabor patches.
Both, feature-based and spatial attention resulted in an
enhancement and synchronization of neural responses,
thus, they acted on an identical modulation mechanism.
However, while feature-based attention acted across
both hemispheres, spatial attention was restricted to the
hemisphere contralateral to the to-be-attended location.
Given that result, it is quite obvious whenever location
is important, spatial attention acts locally to increase
the neural response in early retinotopically organized
areas. However, from where and how the global activa-
tion of feature-based attention is guided is currently still
unknown. On the basis of the findings from Zhou and
Desimone (2011), FEF seem to be one of the likely candi-
dates, but from what we have learned from Greenberg
et al. (2010), PPC is a likely candidate as well.

FEATURE-BASED VS OBJECT-BASED
SELECTION

Contrary to the comparison of feature-based vs spa-
tial selection, research on a direct comparison of feature-
vs object-based attention is sparse. As mentioned above,
Duncan's experiments in 1984 demonstrated that spatial
selection does not have a unique position in perception.
His results showed, although two objects were presented
in the attentional spotlight, dual judgments for one
object were significantly better compared to when these
judgments incorporated two objects. Many years later
in 1999, in an elegant fMRI study, O’Craven et al. (1999)
demonstrated selective activation in the fusiform face or
parahippocampal place area when subjects attended to
either a face or a building with spatially superimposed
images. Given that both stimuli, faces and buildings,
were in the center of the attentional spotlight, a purely
spatial account would have predicted that there is no dif-
ference in neural activation regardless of what stimulus
subjects have to attend to. In contrast to that prediction,
O’Craven and colleagues showed selective activation of
these areas even when the face or the building needed
not to be identified to solve the task. Their finding
resulted in the formulation of the “integrated competi-
tion account” of object selective attention. At its heart is
the prediction that all attributes (features) that constitute
an object will be processed regardless of whether or not
a particular attribute of the attended object is required to
perform the task.

The temporal dynamics of integrated competition
were investigated in a combined EEG/magnetoenceph-
alography (MEG) and fMRI study (Schoenfeld et al.,
2003). The authors presented two arrays of dots mov-
ing in opposite directions. In some of the displays all
dots were presented as black circles (i.e., white dots), in

II. FEATURE AND OBJECT ATTENTION



132

other displays one array of dots was presented in red.
Subjects were instructed to attend to one direction of
motion and to detect short speed changes of motion in
the to-be-attended surface. Importantly, subjects were
never instructed to attend to the color of the dots. Results
showed increased neural activity in color sensitive early
visual areas when subjects attended to red dots to detect
changes of speed. EEG/MEG analysis of ERPs/ERFs
(event related fields) revealed that attentional modu-
lation of color information followed about 50 ms after
the modulation caused by attending to the direction of
motion. The authors interpreted that result as direct evi-
dence of rapid binding processes of all features that con-
stitute the to-be-attended object, as hypothesized by the
integrated competition account.

In a similar vein, Katzner, Busse, and Treue (2009)
interpreted their findings by means of extracellular
recordings from single cells in MT in monkeys. Mon-
keys were trained to attend to either motion or color
of random dot patterns. They found attentional modu-
lation of MT neurons, regardless of whether monkeys
attended to color or motion, supportive for the idea of
integrative processing of relevant and irrelevant features
that form an object. Wannig, Rodriguez, and Freiwald
(2007) reported similar results in favor of integrated
object processing in monkey intracranial MT recordings.
They presented transparent spatially overlapped rotat-
ing surfaces and monkeys were trained to attend to one
surface, while ignoring the other. MT neurons responded
much stronger to the attended surface compared to
the unattended one. Furthermore, that effect was even
pronounced when surfaces were presented in different
colors.

Itis very likely that the amount of supportive findings
for the integration account, i.e., all properties (features)
of an object will be bound together and processed, were
discouraging research on comparing feature- vs object-
based selection. Nobre, Rao, and Chelazzi (2006) showed
that attending to a particular feature of an object selec-
tively modulates behavioral and ERP responses. The
authors used a negative-priming paradigm with objects
that were either bidimensional (color and motion) or
unidimensional (either color without motion or gray
with motion). On the behavioral level they reported a
decrease in performance if, for example, a certain color
had to be detected that was the to-be-ignored color in the
preceding bidimensional stimulus (negative priming for
color). A modulatory response of negative priming was
additionally mirrored in early (P1 and N1) and later ERP
components (P3).

In our yet unpublished study, we presented our sub-
jects with outlined squares that were rotating in steps of
10° of visual angle every 118 ms (Figure 10.7). In addi-
tion to the “jumpy” rotation that produced an SSVEP at
8.5 Hz, the squares changed color from red to green or
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FIGURE 10.7 Schematic representation of stimulation. Rotation
elicited an SSVEP at 8.46 Hz, while color changes drove an SSVEP
response at 14.81 Hz. Subjects were instructed to attend to either rota-
tion or color changes and to detect target events in the to-be-attended
attribute (feature) of the squares.

vice versa at a rate of 33 ms, eliciting an SSVEP at 14.8 Hz
(Figure 10.7). As with all of our experiments, colors were
isoluminant. Subjects were instructed to attend to either
color changes, i.e., rotation was task irrelevant, or attend
to rotation, i.e., color changes were task irrelevant, and to
detect target events, respectively.

The integrated competition account would predict
that SSVEP amplitudes will not be modulated, regard-
less to what feature subjects had to attend to. However,
as depicted in Figure 10.8, we found significant atten-
tional modulation of 8.5 and 14.8 Hz SSVEP amplitudes
at posterior electrodes when subjects attended to rota-
tion or color, respectively. Source reconstruction of the
respective attention effect (i.e., attended minus unat-
tended) resulted in distinct centers of gravity, with mod-
ulated activation in early visual cortex (V1-V3) for color
and V5 or human MT complex for motion (Figure 10.8).

Together, although there is more experimental evi-
dence in favor of the integrated processing account,
results from the later two human experiments allow ques-
tioning of the overall validity of it. At least under certain
circumstances, it seems the case that attending to a par-
ticular feature of an object resulted in neural responses
that clearly indicated preferred processing of that feature,
rather than integrated processing of all features. Future
research is definitely needed to shed light on the basic
neural principles that might differ between object and
feature processing and the underlying neural circuits.

SUMMARY

As of today it seems that top-down effects of global
feature-based attention and local effects of spatial selec-
tion are guided by the same cortical networks, but within
these higher order cortical structures subpopulations
of cells with domain-specific tuning properties seem
to exist. The big difference between the two selection
domains is that feature-based attention acts globally,
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uy = attend color

0.6 p<0.02 — attend rotation p<0.05 ]
0.4 |
0.2 i

0 : .
5:a0Hz 14.81 Hz
Rotation Frequency (Hz) Color
( ) Rotation

SPMs: p < 0.001
MNI: right 50 -62 -10; left: -43 -69 -10 (V5)

Color

SPMs: p < 0.001

MNI: right 14 -98 -10; left -14 -91 -10 (V1-V3)

FIGURE 10.8 Spectrum at parietal electrodes and source
reconstruction of the attention effect. (A) Stimuli evoked SSVEPs at the
respective driving frequency with significant amplitude gains when
subjects attended to either rotation or color changes, respectively. Spec-
tra were obtained from individual electrodes out of a parietal area that
showed greatest amplitudes averaged across all experimental conditions,
respectively. (B) Cortical sources of attention effect (attended minus unat-
tended) for rotation (upper panel) and color (lower panel). Scales repre-
sents 12 values and the p < 0.001 corresponds to 8.0. Coordinates of cen-
ters of gravity correspond to average probabilistic magnetic resonance
imaging atlas (average brain) produced by the Montreal Neurological
Institute (MNI; Collins, Neelin, Peter, & Evans, 1994).

while spatial attention is a more local player in visual
cortex. Very little is known on the direct comparison
between feature- and object-based attention. Although
experimental evidence clearly points into the direction
that selective processing of a particular attribute (fea-
ture) of an object is difficult to demonstrate, given that
objects seem to be processes as grouped entities with all
features, some results exist that question the generalized
validity of that mechanism in the human brain.

As previously mentioned, research on feature-based
attention is a relatively new field and many observa-
tions are far from being understood. Ongoing and future
research will provide more insights into the basic mecha-
nisms and one day in the future we will hopefully gain a
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more complete picture as to what extent feature, object,
and spatial selection work together hand in hand. What
common mechanisms underlie these selection units and
where do they differ? A notable paper that is looking for
differences and commonalities of these selection units is
the recent paper by Kravitz and Behrmann (2011) that
used behavioral data to investigate interactions of the
three selection units in the organization of visual scenes.
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INTRODUCTION

Covert visual attention to spatial locations or nonspa-
tial features facilitates behavioral and neural responses
to attended stimuli (e.g., Corbetta, Miezin, Dobmeyer,
Shulman, & Petersen, 1991; Heinze et al., 1994; Hillyard &
Munte, 1984; Kingstone, 1992; Posner, 1980; Schoenfeld
et al., 2007; Woldorff et al., 1997). In addition to modu-
lating stimulus-evoked responses, a growing number of
studies have shown that selective attention can modu-
late activity in sensory brain regions before the onset
of an evoking stimulus. Often referred to as “baseline
shifts”, it is widely presumed that these prestimulus
changes in activity represent the top-down signals that
bias sensory processing in favor of an attended loca-
tion or feature (Desimone & Duncan, 1995). Influential
models of attention have further proposed that these
elevated activity levels play a causal role in boosting
subsequent neural responses to relevant sensory inputs
(e.g., Driver & Frith, 2000; Kastner & Ungerleider, 2000;
Reynolds & Heeger, 2009). Some computational (Borgers,
Epstein, & Kopell, 2005; Chawla, Lumer, & Friston, 1999,
2000) and physiological studies (e.g., Cossart, Aronov, &
Yuste, 2003) have supported the proposal that increased
background activity before sensory inputs contributes to
the modulation of stimulus-locked transients. If so, this
would represent an elegant solution for attentional bias-
ing and possibly provide a convenient way to assess the
focus of selective attention in the absence of attended
stimuli.

These prestimulus increases in activity have been
observed quite consistently in studies manipulating
spatial attention. Increased prestimulus activity has
been observed in sensory areas that code an attended
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location in studies using single unit (e.g., Luck, Chelazzi,
Hillyard, & Desimone, 1997, Reynolds, Chelazzi, &
Desimone, 1999), event-related potential (Harter,
Anllo-Vento, & Wood, 1989; Harter & Anllo-Vento,
1991; Hopf & Mangun, 2000; Yamaguchi, Tsuchiya, &
Kobayashi, 1994, 1995), and functional magnetic reso-
nance imaging (fMRI) methods (Hopfinger, Buonocore, &
Mangun, 2000; Kastner, Pinsk, De Weerd, Desimone,
& Ungerleider, 1999). They have even been found to
increase in magnitude with the difficulty of an upcom-
ing discrimination, consistent with increased attentional
focus to cope with greater task demands (Ress, Backus, &
Heeger, 2000).

However, analogous prestimulus activity has been
observed far less consistently in studies that direct
the subjects' attention to nonspatial features. In those
that find the effects, the baseline shifts are not retino-
topically specific but rather tend to be specific to the
neural populations or cortical regions specialized for
processing the attended features. Some studies observe
clear increases in activity in relevant sensory neurons or
regions (e.g., Chawla, Rees, & Friston, 1999; Chelazzi,
Duncan, Miller, & Desimone, 1998; Shulman et al., 1999;
Serences & Boynton, 2007; Stokes, Thompson, Nobre, &
Duncan, 2009). Others find them inconsistently (e.g.,
Fannon, Saron, & Mangun, 2007; Haenny, Maunsell, &
Schiller, 1988; Ferrara et al., 1994; Wylie, Javitt, & Foxe,
2006) or not at all (Fannon & Mangun, 2008; McMains,
Fehd, Emmanouil, & Kastner, 2007; Shulman, d'Avossa,
Tansy, & Corbetta, 2002). Reconciling these discrepant
results is complicated by the rather wide variability
in experimental procedures employed. Nonetheless,
resolving this issue is of fundamental importance to our
understanding of attention. If baseline shifts in relevant

Copyright © 2014 Elsevier Inc. All rights reserved.



CONTROLLING FOR NONSELECTIVE EFFECTS

sensory areas are not a consistent property of prepara-
tory attention to nonspatial features, then, despite their
consistency in spatial attention, they cannot be regarded
as a general mechanism for modulating stimulus-evoked
responses, and continued investigation is required to
identify the actual mechanisms.

Here we consider some of the various factors that
might influence preparatory attention effects in the sen-
sory cortex. Sorting out the conditions under which such
activity is observed may help to clarify the mechanisms
that underlie the top-down modulation of sensory-
evoked responses and to assess the premises underlying
prominent models of attention.

CONTROLLING FOR NONSELECTIVE
EFFECTS

Studies of selective attention generally compare con-
ditions that vary only in the attribute attended (location,
feature, object category, etc.), and efforts are made to
ensure that task difficulty, attentional load, and other
cognitive and perceptual demands are equated across
the various attention conditions. This is done to preclude
changes in arousal or nonspecific attention mechanisms
from masquerading as effects of selective attention.
However, some functional imaging studies reporting
effects of selective feature attention have not included
adequate controls for these nonselective influences.

In one study of attention to motion (Luks & Simpson,
2004), subjects were presented with a particular type of
radial motion and instructed to attend to either the left
or right visual field before each block of trials. At the
beginning of each trial, the fixation cross changed, cue-
ing subjects to prepare for a series of relevant motion
stimuli that were then presented either 1.25 or 9.75 s
later. Subjects then had to respond when the particular
motion type presented before the block of trials appeared
in the attended hemifield during any trial in that block.
The authors reported significant increases in activity in
a series of posterior brain regions consistent with those
previously shown to play a role in motion processing,
including MT, following the fixation cross change that
signaled the start of each trial. The authors attributed
this activity to preparatory motion attention. While
the observed activations likely included the effects of
selective attention to motion, the activity reported was
relative to an inattentive baseline condition and there-
fore also reflected changes in attention and arousal that
were not feature-specific.

Shulman et al. (1999, Experiment 2) also used
event-related fMRI to investigate the neural correlates
of prestimulus attention to motion. Subjects were cued
to the specific direction of motion of the to-be-detected
target stimulus at the start of each trial. The authors also
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observed increased activity in area MT in response to the
cues. However, the increased MT response for direction-
specific cues was relative to that evoked by passive cues
instructing subjects to do nothing with the upcoming
stimulus. Thus, the activity could again reflect nonspe-
cific changes in arousal or other attention mechanisms,
instead of or in addition to the attentional preparation
for specific directions of motion.

Though the results of studies such as these are infor-
mative in other ways, they cannot be used to draw strong
conclusions about feature-specific preparatory activity.
Hence they also cannot be used to assess the proposition
that this preparatory activity is the mechanism by which
attention modulates sensory responses to relevant tar-
gets, because changes in arousal might mimic a feature-
selective baseline shift in these cases.

ELIMINATING SPATIAL ATTENTION

The baseline shifts reported in the study by Luks
and Simpson (2004) described above might also have
reflected spatially selective preparatory activity, rather
than motion-specific preparatory activity. In each trial,
subjects were not just attending for a specific type of
motion; they were also restricting their attention to a sin-
gle hemifield. Hence, elevations in activity observed in
the visual cortex may have been driven by the allocation
of spatial attention.

An earlier study by our group (Giesbrecht, Weissman,
Woldorff, & Mangun, 2006) compared the activity elic-
ited by location and color cues in a task that successfully
matched the difficulty of the two attentional conditions,
thereby eliminating the nonspecific effects of attention
or arousal in their comparison. The results showed
pre-target activity in visual areas that responded to the
color targets following color attention cues, and increased
activity in areas that responded to the location targets
in response to location cues. However, the location and
color targets were presented at different locations within
the visual field: The two color targets were spatially
superimposed at the fovea, whereas the two location tar-
gets were placed in the upper left and right quadrants
nearly 6° from fixation. So although subjects were still
required to select an object based on color in the color
attention condition, their attention was also necessarily
directed to a different spatial location than during the
location attention condition, and the differences in the
locations of cue-related visual activity between the two
conditions could therefore reflect the effects of spatial
selective attention. Retinotopically specific effects of pre-
paratory spatial attention are, again, a robust finding in
the literature.

This interpretation is supported by the findings of an
earlier report using some of the same data (Giesbrecht,
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Woldorff, Song, & Mangun, 2003). That report included
two different target configurations: one in which the
color targets were presented foveally as in the 2006
report, and one in which they were presented on the
midline above fixation at the same eccentricity as the
lateralized location targets. The location of cortical
activity elicited by the color cues showed a marked ante-
rior shift for the more eccentric color targets, consistent
with a retinotopic shift in the focus of spatial attention to
the new target location.

ATTENDING TO FEATURES
OR DIMENSIONS

Behavioral studies have demonstrated that prior
knowledge of a specific sensory feature (e.g., red color or
vertical orientation) in an upcoming stimulus can facili-
tate responses to that stimulus (e.g., Ball & Sekuler, 1980;
Humphreys, 1981; Posner & Snyder, 1975). Other studies
have cued subjects to a relevant sensory dimension (e.g.,
speed or direction of rotation) along which the feature or
features of an upcoming stimulus may vary and must be
discriminated or within which a stimulus detection must
be made, but they do not specify a particular feature
(e.g., 10°/s or clockwise rotation) to expect along that
dimension. Functional imaging studies of preparatory
attention also differ in this regard, and these differences
might account for at least some of the discrepant find-
ings. Studies of visual working memory (WM) suggest
that frontal and parietal control regions interact with and
activate regions of visual cortex that code the features of
the WM representation (e.g., Curtis & D'Esposito, 2003;
Xu & Chun, 2006). Perhaps cueing attention to a spe-
cific feature activates a neural representation of that fea-
ture to serve as an “attentional template” and produces
a similar pattern of activity in sensory areas that code
the attended feature (e.g., Bundesen, 1990; Duncan &
Humphreys, 1989; Desimone & Duncan, 1995). In fact, we
recently reported psychophysical evidence for the role
of WM in feature-based attention (Bengson & Mangun,
2011). Subjects in this study performed a combined loca-
tion- and feature-based cueing task. The validity of both
feature and location cues was manipulated indepen-
dently such that we could assess the effectiveness of
each for individual subjects. In addition, for each sub-
ject we measured operation span as an assessment of
WM capacity. We found that subjects' WM capacity pre-
dicted the effectiveness of feature-selective attention in
the context of combined spatial and feature expectancy.
However, cueing an entire dimension may be less likely
to produce this kind of attentional template than cueing
a specific feature, and this may help to account for diver-
gent results among imaging studies of feature-based
preparatory attention.

11. EFFECTS OF PREPARATORY ATTENTION TO NONSPATIAL FEATURES IN THE VISUAL CORTEX

Chawla, Rees, et al. (1999) reported increases in
attention-related baseline activity between target events
in areas V4 and V5 during color and motion attention
blocks, respectively. Subjects viewed 98 s blocks con-
taining events in which radially moving red dots were
presented and with green stationary dots displayed
continuously during the interstimulus intervals (ISIs).
The experimenters used a wide range of ISIs to permit
estimation of the neural activity present between events.
Subjects were cued at the start of each run to respond to
occasional events in which the dots moved more slowly
(in motion attention runs) or were a slightly lighter
shade of red (in color attention runs). Thus subjects had
to attend to a particular feature in order to perform the
task effectively.

In their Experiment 1, Shulman et al. (1999) used a task
similar to their Experiment 2, described in the preceding
section, but in a blocked design that did not allow the dis-
sociation of cue-related activity from target-related activ-
ity. This experimentincluded a condition in which subjects
had to detect motion but were not told the direction of
the upcoming motion. They referred to this as the neutral
cue condition, though in effect it is a cue for the stimulus
dimension of coherent motion as opposed to a cue for a
particular feature within that dimension (i.e., a specific
direction). When direction-specific feature attention cues
were compared with this neutral, dimension cue condi-
tion, a set of regions including MT+ was shown to be
activated in the feature-specific condition more so than in
the general dimension condition. While this differential
activity could have been generated in response to the cue,
the stimulus, or both (the blocked design precludes this
dissociation), the pattern of activity was nearly identical
to that observed in the direction-specific cue vs passive
cue comparison from the event-related design used in
Experiment 2, suggesting that it might indeed be gen-
erated during the cue period. If this is so, then it likely
reflects the subjects' use of information about the direc-
tion (a specific feature) of the upcoming stimulus to bet-
ter prepare for processing that stimulus.

A similar study from the same group (Shulman et al.,
2002) cued subjects to specific features, but the task
required subjects to discriminate between a standard
stimulus and occasional stimuli that differed slightly
from a standard. For example, when given a cue for
“green”, subjects had to press one button for the stan-
dard green and another for an occasional target that
was a slightly different shade of green. The nonstandard
stimulus for a given feature (i.e., green or red color, left
or right motion) was always the same for a given subject.
While the cues were for specific features, this discrimi-
nation task may not have been conducive to activating
a specific attentional template the way a detection task
might, resulting in an absence of feature-specific base-
line shifts.

II. FEATURE AND OBJECT ATTENTION



ATTENDING TO FEATURES OR DIMENSIONS

In an fMRI study by McMains et al. (2007), subjects
were cued at the start of each block to attend to either
the color or motion dimension of an upcoming train of
stimuli at a particular location. The feature of the first
subsequent stimulus within the attended dimension
then served as the attended feature for the rest of the
block. Hence, during the cue-stimulus interval, sub-
jects were not anticipating or attending a specific fea-
ture but were preparing for the dimension as a whole.
The authors reported no difference between the activity
in MT or V4 following these general color and motion
dimension cues.

We conducted an event-related fMRI study in which
we directly compared the effects of feature and dimen-
sion attention cues on preparatory activity in sensory
areas in the context of a difficult target detection task
(Fannon et al., 2007). It was designed to overcome key
limitations of previous such studies (see Figure 11.1).
First, we included both feature and dimension cues in
the same experiment and within the same runs. Second,
we included cues for two separate dimensions (color and
motion) to ensure that any effects were selective for the
attended attribute and not due to changes in arousal, and
alsotoassess whether any effects of cue specificity (feature
vs. dimension) generalized across different dimensions.
Finally, we localized color- and motion-sensitive cortical
areas in runs separate from the attention runs and

(A) Motion Attention Block
Specific Feature Trial General Dimension Trial
(Informative Cue) (Non-Informative Cue)
—

£ .

o | Target Stimulus
3 66-200 ms
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E@]

@) “right” <©)“motion”
+ +

Cue
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examined the responses evoked by cues and targets in
these regions of interest (ROIs) (Figure 11.2). Most stud-
ies examining cue-related effects in feature-selective
visual areas either localized these areas by a group
analysis (Shulman et al., 1999) or did not localize them
at all (Chawla, Rees, et al., 1999; Shulman et al., 2002).
Wide variability has been demonstrated in the locations
of anatomical landmarks across individual brains (e.g.,
Tamraz & Comair, 2000) and in the locations of func-
tional areas relative to such landmarks and within a ste-
reotactic coordinate system (Aine et al., 1996; Uylings,
et al.,, 2005). Localizing functional regions for individual
subjects is therefore preferable because a functional
region defined by a group analysis might overlap only
partially or not overlap at all with that region in a given
subject.

The human color-sensitive region observed in
or near the collateral sulcus is often labeled V4 due
to its inferred homology with area V4 identified in
monkeys (e.g., Zeki, 1990; Zeki & Bartels, 1999; Zeki
et al.,, 1991). However, retinotopic mapping studies
suggest that this color-sensitive region does not fall
within the fourth retinotopically organized visual
area in humans, and has instead been given the tenta-
tive alternative label of V8 (Hadjikhani et al., 1998).
Our color-sensitive ROIs are consistent with the coor-
dinates of this retinotopically defined V8, and we

Color Attention Block

Specific Feature Trial
(Informative Cue)

i

(B)

General Dimension Trial
(Non-Informative Cue)

Sy
§f

@) “blue” @) “color”
+ +

FIGURE 11.1 Schematic illustration of cue and stimulus trials for the motion and color conditions. (A) Stimulus sequences for the motion
attention condition showing a specific feature cue trial (left in part A) and a general dimension cue trial (right in part A). Specific feature cues in-
formed the subject of the direction of coherent motion of the upcoming target (if present). In general dimension cue trials, subjects were presented
only with the word “motion” indicating that each of the four possible directions of motion was equally likely. The verbal auditory cue was fol-
lowed 2500 ms later by a 1000 ms display of randomly moving dots. In the midst of this presentation, there could be a motion target, where a
portion of the dots briefly moves coherently. During the motion condition, most target displays also contained task-irrelevant color changes. Each
trial was followed by an intertrial interval of 1000 ms. (B) Stimulus sequences for the color attention conditions. The left side of part B depicts a
specific feature cue trial. The right side of part B shows a general dimension cue trial. Most target displays also contained periods of task-irrelevant

coherent motion.
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use this revised terminology when referring to our
color-sensitive ROIs. Note, however, that these ROIs
are in the same location as color-sensitive regions
labeled V4 in earlier studies and thus are directly
comparable.

The responses to four cue types and their subsequent
targets were examined in these functionally defined
ROIs. Cues were presented auditorily (to minimize
stimulus-driven activity in the visual cortex during the
cue period) and consisted of prerecorded spoken words.
The cue types were as follows: color dimension (the word
“color”), color feature (the name of one of four colors,
e.g., “red”), motion dimension (the word “motion”), and
motion feature (the name of one of four directions of
coherent motion, e.g., “up”). The subjects' task was
then to detect brief periods of color or coherent motion,
depending on the attentional condition, in a circular
display of otherwise randomly moving grayscale dots

FIGURE 11.2 Individually defined MT and V8 ROIs. Arrows in-
dicate the activation(s) from which the ROI(s) for each subject (N = 14)
were generated. The left column shows motion area MT and the right
shows color area V8.

11. EFFECTS OF PREPARATORY ATTENTION TO NONSPATIAL FEATURES IN THE VISUAL CORTEX

that appeared 2.5 s after the cue onset and lasted for 1 s.
Feature cues were always valid; that is, the color or
coherent motion that appeared during the target period
was always of the cued color or direction. Cues for spe-
cific features and general dimensions were intermixed
within runs, but color and motion attention trials were
segregated into different runs. “Cue-only” and “null”
trials were included to permit individual estimation of
cue and target responses (Ollinger, Corbetta, & Shulman,
2001; Ollinger, Shulman, & Corbetta, 2001; Woldorff
et al., 2004).

While there were some significant effects of cue
specificity (feature vs. dimension) on cue-related
activity in sensory areas, their pattern does sug-
gest they can account for discrepancies in the litera-
ture with regard to the presence of baseline shifts in
nonspatial attention. In MT, feature cues generated
larger responses than dimension cues for both dimen-
sions (color and motion) (Figure 11.3). Even more sur-
prisingly, in V8 there was no difference between the
responses generated by cues for specific colors (color
feature cues) and color dimension cues, but cues for
specific directions (motion feature cues) elicited a
significantly larger response than motion dimension
cues, as in MT (Figure 11.4). In MT there was also no
difference between color and motion cues generally,
though targets elicited a significantly larger response
when subjects were detecting coherent motion than
when there were detecting color changes.

The results suggest a complex relationship between
prestimulus activity and the specificity of nonspatial
attention cues. Larger baseline shifts do not neces-
sarily follow cues for specific visual features in their
respective feature-selective visual areas. This manipu-
lation thus does not appear to explain discrepancies
in the literature. More crucially, the lack of correspon-
dence between the magnitude of baseline shifts and
subsequent target-driven responses undermines the
proposition that increases in preparatory activity boost
subsequent stimulus-driven responses in the sensory
cortex, at least at the level of functionally defined visual
areas. We observed differences between the responses
to attention cue conditions that failed to translate into
a difference in the amplitude of subsequent target
responses. Conversely, we observed differences in the
response to different target conditions despite statis-
tically identical baseline activity associated with the
preceding cue types. This dissociation between prepa-
ratory and stimulus-driven activity was reinforced by
examining the relationship between these responses on
a subject-by-subject basis. For a given visual area, we
correlated the amplitude of cue-driven responses and
target-driven responses for each cue condition across
subjects. Of 12 possible correlations (four cue types,
plus activity in each dimension collapsed across cue
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FIGURE 11.3 Cue and target responses in area MT. The left column shows BOLD response time course estimates (beta weights) in MT. The
solid and checkered gray bars represent the cue (C) and target (T) onsets and offsets, respectively. The right column shows the amplitudes of
cue and target responses averaged over the three TRs capturing the peak of the hemodynamic response. All individual cue and target responses
are significantly different from the zero baseline. (A) Hemodynamic responses collapsed across specific feature and general dimension trials for
motion and color cues and targets in MT. Cue responses for motion and color conditions were not significantly different. Target responses were
significantly larger for attention to motion than attention to color (across cue specificity). (B) Hemodynamic responses for specific feature and
general dimension motion cues and targets in MT. Specific motion direction cues elicited larger responses than general dimension motion cues,
but there was no effect of motion cue specificity on target responses. (C) Hemodynamic responses for specific feature and general dimension color

cues and targets in MT.

specificity, for two cortical sensory regions), only four
showed significant relationships and these were all
negative, meaning that for these areas and cue-target
pairs, larger baseline shifts were associated with smaller
target responses. This is clearly inconsistent with the
view that elevated prestimulus activity in a visual area
potentiates larger sensory responses to the attended
stimuli in that area.

CONTROLLING FOR STIMULUS-DRIVEN
EFFECTS

Another element that varies across imaging stud-
ies of feature attention is the presence of irrelevant
stimuli during the expectation periods prior to or
between relevant targets. Many studies that have
reported feature- or dimension-specific baseline shifts
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FIGURE 11.4 Cue and target responses in area V8. Data presented as in Figure 11.3. Cue responses are all significantly different from the zero
baseline except for general dimension motion cues (panel B). (A) Hemodynamic responses collapsed across specific feature and general dimen-
sion trials for motion and color cues and targets in V8. Unlike MT, there were no significant differences in the amplitude of target responses with
attention. (B) Hemodynamic responses for specific feature and general dimension motion cues and targets in V8. (C) Hemodynamic responses for

specific feature and general dimension color cues and targets in V8.

displayed prominent, though task-irrelevant, visual
stimuli while subjects were preparing for the next tar-
get. For example, in the experiment of Chawla, Rees,
et al. (1999) described above, a display of static green
dots was present continuously between relevant (red)
moving dot targets. Ongoing anticipatory attention
to color or motion may have enhanced the sensory
response to this irrelevant stimulus in areas that coded
the attended feature. Similarly, Shulman et al. (1999)
observed cue-related activity in MT in both experi-
ments, and in both experiments an array of static dots
was displayed in the same aperture in which the sub-
sequent moving dot stimuli would be presented. This

might also explain the absence of cue-related activity
in a subsequent study by the same group (Shulman
et al., 2002). In this latter study, as in ours (Fannon
et al., 2007), the display was left blank during the cue-
target interval.

We explicitly tested the hypothesis that attention-
related baseline shifts in feature-sensitive visual areas
are a function of the presence of these irrelevant stimuli
during the pretarget period (Fannon & Mangun, 2008).
Color- and motion-sensitive regions were functionally
localized, and subjects were precued to expect specific
colors or directions of motion as in our study described
above, though instead of manipulating cue specificity
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by including general dimension cues, the presence of
irrelevant pretarget stimuli was varied across runs.
During half the runs, there was only a small fixation
cross present between target periods (the “pattern-
absent” condition) as in our previous study, but during
the other half of the runs a static random dot pattern
(the “pattern-present” condition, essentially a single
frame of the random dot motion stimuli) was displayed
throughout the run during the periods between targets,
including the cue-target intervals. If attention modu-
lates the response to irrelevant stimuli while subjects
anticipate the relevant target stimulus, this modulation
should be apparent as a difference in activity following
color and motion cues in color- and motion-sensitive
visual areas.

First, we should note that the results in the pattern-
absent condition exactly replicated those of our previ-
ous study (Fannon et al., 2007), in which the display was
also blank between targets (apart from the small fixation
cross) (Figure 11.5). The replication confirms our conclu-
sion that attention-related baseline shifts in visual areas
need not influence the amplitude of subsequent target
responses there. In addition, the result also rules out a
possible confound. In our previous study, color and
motion cues were segregated into separate runs, allow-
ing the possibility that differences in activity level or
arousal between runs influenced the relative amplitude
of responses to these cue types. In this follow-up study,
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color and motion cues were intermixed within each run,
eliminating this potential confound. Despite this change,
the results were identical.

The crucial new finding, though, came from the
comparison of these results (the pattern-absent condi-
tions) with those from the pattern-present runs. Prepa-
ratory attention to color and motion did not modulate
the response to the irrelevant dot pattern and there
were still no feature-specific baseline shifts (Figures 11.6
and 11.7). The responses elicited by cues in the pattern-
present and pattern-absent runs were virtually identical.
These results rule out the attentional modulation of the
response to irrelevant pretarget stimuli as a possible
explanation for discrepancies among the results of other
studies.

MEASURING THE APPROPRIATE
NEURAL ACTIVITY

The work discussed so far fails to offer convincing
evidence that attention-related baseline shifts in visual
areas coding the attended feature constitute the means by
which feature attention modulates the sensory response
to subsequent targets. Some studies did not sufficiently
control for factors unrelated to feature attention, and in
studies that did, baseline shifts were observed inconsis-
tently and, crucially, did not predict sensory modulation

Fannon and Mangun (2008)
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Close replication of cue and target responses between Fannon et al. (2007) and Fannon and Mangun (2008).

II. FEATURE AND OBJECT ATTENTION



144

of subsequent targets. However, these were functional
imaging studies that measured the effects of prepara-
tory attention and stimulus response modulation within
rather large ROIs, represented in some cases by hun-
dreds of voxels. Regions this large necessarily contain
individual neurons with a variety of feature preferences.
If preparatory attention exerts differential effects across
these cells, the changes might not be observable in the
hemodynamic response measured across the imaged
region.

Feature-based attention has been shown to increase
the response in single cells tuned for directions
(Martinez-Trujillo & Treue, 2004; Treue & Martinez
Trujillo, 1999), colors (Motter, 1994; Spitzer, Desimone, &
Moran, 1988), and orientations (Haenny & Schiller,
1988) when the animal is attending for the cell's pre-
ferred feature. Importantly, these excitatory effects
may be accompanied by response suppression in cells
tuned for unattended features (Haenny & Schiller,
1988; Martinez-Trujillo & Treue, 2004; Motter, 1994). For
example, Martinez-Trujillo and Treue (2004) recorded
the responses of MT neurons in response to dot motion
in a range of directions, while monkeys attended for a
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particular direction of motion at a location well outside
the receptive field (RF) of the recorded cell. This pro-
duces a pure effect of feature attention, as spatial atten-
tion was directed elsewhere. Consistent with the authors'
”feature-similarity gain model”, under these conditions
a given cell's response to its preferred direction of motion
was enhanced when the animal was attending to the same
motion in the opposite hemifield and suppressed when
it was attending to the antipreferred direction. The level
of enhancement or suppression varied with the degree of
similarity between the cell's preferred direction and the
attended direction. Across the population of direction-
ally tuned neurons, then, attention to a given direction
would increase the response of some cells and decrease
the response to others, potentially resulting in little or no
overall change in the activity of the population. Bridwell
and Srinivasan (2012) recorded steady-state evoked
potentials (SSVEPs) during a task that manipulated the
degree to which subjects enhanced or suppressed the
processing of nonspatial visual features. They found elec-
trophysiological evidence of both enhancement and sup-
pression. If preparatory feature attention also produces
both enhancement and suppression of activity within a
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FIGURE 11.6 Cue and target responses in area MT during runs in which the static dot stimulus was absent between targets (pattern absent)
and runs in which it was present (pattern present). The presence of the irrelevant stimulus does not interact with preparatory attention to influence

the level of baseline activity in MT.
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FIGURE 11.7 Data for area V8 presented as in Figure 11.6. Again, the presence of the irrelevant stimulus during the cue-target interval does

not influence the amplitude of baseline activity.

visual region, this could make detecting the effects dif-
ficult or impossible using standard fMRI methods.
Chelazzi et al. (1998) found evidence consistent with
this explanation. In their study, macaques performed
a visual search task during which they were shown an
object foveally and then were required to make a saccade
to the same object when it was presented again, along
with one or more distractor stimuli, following a 1500 ms
delay. Following Moran and Desimone (1985), the target
and distractor stimuli were chosen such that a given cell
responded well to one (the “good stimulus”), but not to
the others (the “bad stimuli”). Trials were either blocked,
with the same cue object repeated over 10-30 trials, or
randomized, with each trial presenting a different cue
object. Most IT cells showed higher delay activity when
a good stimulus was the target to be searched for than
when a bad stimulus was the target. The baseline activ-
ity was also higher preceding a good cue if the animal
expected that cue to occur (as in the blocked condition).
This finding shows that the baseline shift was not simply
a sustained visual response to the cue object, but was
instead a function of the animal's knowledge of the
relevant stimulus, suggesting that nonspatial baseline
shifts occur selectively in individual cells that code the

expected feature or set of features. A later study by the
same group found similar results in area V4 (Chelazzi,
Miller, Duncan, & Desimone, 2001). While the analyses
reported could not distinguish between enhancement
of activity for good stimuli and suppression of activ-
ity for bad stimuli during the delay period, the results
nonetheless reveal preparatory activity in relatively few
feature-selective cells within the neural population. Such
activity would likely be difficult to detect using standard
fMRI methods.

However, other single unit studies have failed
to observe such selectivity in the delay period. For
example, while recording from individual V4 neurons,
Haenny, Maunsell, and Schiller (1988) had macaques
perform an orientation match-to-sample task. The ani-
mals were cued with one of four orientations, and then
were presented with a sequence of target gratings. The
animals were then required to release a switch when a
target grating matched the cued orientation. Orienta-
tion cues were either visual or tactile, and both often
elicited increased firing rates in V4 cells during the
period before the onset of the first stimulus. A total of
22% of units were selective only for target orientation
and not for cue orientation, while 18% were selective
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only for cue orientation and not target orientation. Most
cells were selective for certain orientations of both the
cues and stimuli, but these selectivities did not neces-
sarily coincide. For example, a given cell could show
an increase in delay period firing after a horizontal cue,
but then decrease its firing when a horizontal stimulus
grating appeared. Thus, the visual response properties
of single cells did not necessarily correspond with their
selectivity for attended features.

Similarly, Ferrera, Rudolph, and Maunsell (1994)
trained monkeys to perform a delayed match-to-sample
task where the attribute to be matched was the direction
of motion of a field of dynamic random dots undergo-
ing uniform translation. This allowed measurement of
the neuronal responses of the test stimuli as a function of
stimulus direction (i.e., conventional stimulus selectivity),
and also as a function of the sample (or cue) direction.
Increased delay period activity relative to baseline was
seen in a high percentage of cells in all areas studied
(V4, MT, MST and 7a). For all cells, the average delay
activity was twice the baseline. However, there was a
consistent but weak negative correlation between direc-
tion selectivity and delay activity. That is, cells that were
less sensitive to the direction of motion tended to have
higher levels of delay activity. Further, while most cells
experienced some change in excitability, as measured
by increased or decreased overall levels of activity dur-
ing the delay, there was no evidence that this activity
carried information about the direction of the cue for
the vast majority of cells. For example, cells activated
by rightward motion did not tend to have higher delay
activity after a cue for rightward motion than they did
after cues for other motion directions, analogous to
the results observed in V4 for attention to orientation
(Haenny et al., 1988).

Bisley, Zaksas, Droll, and Pasternak (2004) found lit-
tle activity in individual MT neurons during the delay
period in a motion direction delayed match-to-sample
task, but like Ferrera et al. (1994) they found that activity
was slightly higher when the sample stimulus was in the
antipreferred direction than when it was in a cell's pre-
ferred direction. However, in this study the test stimu-
lus was either of two opposite directions or one of four
orthogonal directions (up, down, left, or right). The ease
with which these test stimuli could be distinguished
meant the maintenance of a specific representation of the
sample direction was unnecessary to perform the task,
and the neural signature of such a representation in the
delay period may have been weak as a result.

Conventional fMRI methods have been thought to
lack the spatial resolution to distinguish the represen-
tations of individual features within the human cortex
due to the fact that individual voxels measure the activ-
ity of a pool of neurons with a range of feature tun-
ing. The spatial spread of the hemodynamic response,
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spatial smoothing resulting from image preprocessing,
and residual uncorrected head movement further limit
spatial resolution. However, while a given voxel con-
tains cells with a range of feature preferences, the dis-
tribution of these preferences is unlikely to be perfectly
balanced across voxels, leaving each voxel with a weak
bias toward a particular feature. As a result, when using
multivoxel pattern analysis methods, fMRI studies can
reliably detect the object category (e.g., Haxby et al.,
2001) and even the specific orientation (Kamitani &
Tong, 2005) or direction of motion (Kamitani & Tong,
2006) of the stimulus display. More critically for the cur-
rent discussion, attention to visual features has also been
shown to produce predictable changes in the pattern of
responses across voxels using these same analysis tech-
niques (Kamitani & Tong, 2005, 2006).

Perhaps previous studies, including ours, would
have found reliable baseline shifts with feature-based
attention by analyzing changes in the pattern of activity
across voxels in a visual region rather than the overall
level of activity within the region. A study by Serences
and Boynton (2007) indirectly addressed this question.
They used functional magnetic resonance imaging and a
pattern classification algorithm to predict the attentional
state of human observers as they attended to one of two
directions of motion. Following Treue and Martinez
Trujillo (1999), subjects attended to a particular direction
of motion in one hemifield while the activity in visual
cortical areas coding the opposite hemifield was mea-
sured. However, Serences and Boynton also included a
condition in which there was no stimulus in the unat-
tended hemifield. They found that the pattern of activity
in the visual cortex within an unstimulated hemisphere
was still modulated by the direction of motion to which
subjects were attending. That is, feature-based atten-
tion induced a systematic modulation of the pattern of
activation across an ROI even in the absence of direct
stimulation. The same group found similar results for
the orientation of gratings coded in the hemisphere
ipsilateral to the hemifield in which the remembered
stimulus was presented (Ester, Serences, & Awh, 2009).
However, these activation patterns were different from
the patterns observed when a stimulus was driving the
response. Hence, even when analyzing the pattern of
activity across a region rather than the overall activity
level, there was still a lack of correspondence between
the pattern of activity between feature attention with
and without visual stimulation.

Although it is tempting to draw a direct comparison
between these effects and pretarget baseline shifts, pre-
viously reported baseline shifts were observed during
the temporal gap between an attention-directing cue and
the presentation of the target stimulus or search array. In
contrast, observers in the Serences and Boynton (2007)
experiment just described were continuously monitoring
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a stimulus on one side of the visual field, so the spread of
feature-based attention may have been driven by hard-
wired cross-hemispheric connections between similarly
tuned neurons in corresponding visual areas rather than
top-down modulation from attentional control regions.
A more direct test would be to assess whether the pattern
of activity in response to visual feature cues produces a
multivoxel pattern of activity similar to that elicited by
the cued feature. Stokes et al. (2009) did just this. They
used auditory tones to cue subjects to attend to either the
letter X or O. Subjects were then required to detect occa-
sional presentations of the attended letter in a slightly
smaller font. The authors used multivoxel pattern analy-
sis to identify a swath of LOC bilaterally whose response
pattern discriminated between the target shapes
(despite similar overall levels of activity elicited by the
two shapes). Activity patterns specific to the attended
shape were observed throughout the period following
the attentional cues. Furthermore, the specificity of this
sustained cue-related activity correlated with perceptual
performance. While there was dynamic visual noise pre-
sented continuously throughout each trial, the results
of Fannon and Mangun (2008) described above suggest
that this should not have influenced their results. Among
functional neuroimaging studies, these results constitute
the strongest evidence to date for increases in baseline
activity with preparatory attention in feature-specific
neural populations. The similar overall activity level
elicited by the target types and cue conditions in LOC
also highlights the difficulty of detecting such changes
using conventional fMRI analysis techniques.

Related studies of visual WM have reported analogous
findings. For example, Serences et al. (2009) performed
multivoxel pattern analysis on V1 ROIs during the delay
period of a delayed match-to-sample task for orientation
or color. They found a sustained pattern of activation
in V1 that represented only the intentionally remem-
bered feature of a multifeature object, and this pattern
was similar to that observed during the discrimination
of sensory stimuli. Harrison and Tong (2009) reported
similar results.

While the single unit results are inconsistent in this
regard, functional neuroimaging studies are beginning
to provide evidence that the pattern of activity within
the visual cortex, if not the overall level of activity
within a region, is associated with preparatory atten-
tion to visual features. Though the finding needs repli-
cation, at least one study of cued attention and multiple
studies of WM showed that the pattern of activity pre-
ceding a target stimulus is similar to that generated
by the attended or remembered stimulus attribute.
This is consistent with models of attention that pro-
pose baseline shift bias processing in favor of attended
items by boosting their sensory response, though the
effect is apparently localized to relatively small neural
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ensembles rather than later retinotopically or function-
ally defined visual areas.

ASSESSING SYNCHRONY

Most research on the neural bases of selective attention
has focused on changes in firing rate or indirect measures
of this activity such as the blood oxygen level dependent
(BOLD) response in fMRI. However, a growing body of
research documents the capacity for selective attention to
also modulate the synchrony of neural activity. Changes
in synchrony have the potential to dramatically influ-
ence neural computation without necessarily producing
changes in overall spike rate or hemodynamic response.

Several electroencephalogram (EEG) studies have
documented that attention to spatial locations is
associated with retinotopically specific changes in
alpha-band activity, even in the absence of visual stimu-
lation. Preparatory decreases of alpha-activity have been
observed contralateral to the attended location (Sauseng
etal., 2005) and are interpreted to reflect enhanced corti-
cal excitability to facilitate future visual processing at the
attended location. In addition, alpha increases have been
observed contralateral to the unattended location (Kelly,
Lalor, Reilly, & Foxe, 2006; Worden, Foxe, Wang, &
Simpson, 2000; Yamagishi et al.,, 2003), potentially
reflecting an active “inhibitory” process suppress-
ing visual input from task-irrelevant locations. Thut,
Nietzel, Brandt, and Pascual-Leone (2006) showed that
the degree of asymmetry in this prestimulus activity pre-
dicts the detection of subsequent targets.

Fries, Reynolds, Rorie, and Desimone (2001) manipu-
lated visual spatial attention in monkeys while recording
multiunit and local field potential (LFP) responses with
overlapping receptive fields in V4. They observed strik-
ing effects of attention on measures of neural synchrony,
often in the absence of changes in firing rate, during
the stimulus period and, importantly, during the delay
period preceding the attended stimulus. Spike-triggered
averages, which show oscillatory synchronization
between spikes and the LFP recorded from different elec-
trodes, revealed that attention reduced low-frequency
(<17 Hz) power by about half during the delay period,
without a significant change in overall spike rate. During
the stimulus period, this low-frequency synchronization
continued to be suppressed and gamma frequency syn-
chronization was enhanced. The authors also calcu-
lated spike-field coherence to quantify synchronization
between spikes and LFP oscillations as a function of
frequency. While the spike-triggered averages did not
show gamma frequency modulations of the LFP dur-
ing the delay period, gamma-band spike-field coherence
increased by about 10% during this period. During the
stimulus period, low-frequency spike-field coherence
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was reduced but gamma-band coherence increased.
A more recent study (Fries, Womelsdorf, Oostenveld, &
Desimone, 2008) found similar results and also observed
reduced alpha-band synchronization when attention
was directed within the receptive of recorded neurons
during the prestimulus period, consistent with the
human electrophysiology findings described above. It
is unclear why firing rate changes with spatial attention
were not observed during the delay period in this study,
as they had been observed in similar studies previously
(e.g. Luck et al.,, 1997; Reynolds et al., 1999), but the
results indicate that spatial attention might bias visual
processing via changes in synchrony, and these can be
seen in the prestimulus period.

Bichot, Rossi, and Desimone (2005) observed analo-
gous synchrony changes during a visual search task
involving feature-based attention. They examined
the responses of V4 neurons and LFPs while monkeys
searched displays for a target defined by color, shape, or
both. While the animals were searching but had not yet
identified a target, neurons showed greater spike activ-
ity and greater synchrony in the gamma range whenever
a preferred stimulus in their receptive field matched a
feature of the target. Measuring human EEG, Muller and
Keil (2004) demonstrated larger gamma-band activity in
response to stimuli with an attended color. Feature atten-
tion thus modulates stimulus-driven gamma synchrony,
but what about prestimulus synchrony?

Tallon-Baudry, Bertrand, Henaff, Isnard, and Fischer
(2005) recorded gamma oscillations from intracranial
electrodes in epilepsy patients in a shape delayed match-
to-sample task. In the expectation period before pre-
sentation of the sample stimuli, they observed greater
gamma oscillations from lateral occipital (LO) cortex,
but not fusiform gyrus, in blocks of trials when patients
were performing the match task than in blocks where
they were performing an unrelated task in which the
first stimulus was irrelevant. Surprisingly, the subse-
quent stimulus-induced gamma activity was lower in LO
when the stimuli were attended, though it was higher in
fusiform gyrus. The results suggest a complex relation-
ship between gamma power and attention that seems to
vary by cortical region. Similarly, de Oliveira, Thiele, and
Hoffmann (1997) recorded simultaneously from multi-
ple neurons, primarily in MT and MST, while monkeys
performed a direction discrimination task. They found
that neurons tended to fire synchronously during the
expectation period before stimulus presentation, though
they observed reductions in synchrony at stimulus onset
that scaled with the contrast of the stimuli. However, the
temporal correlation did not vary systematically with
stimulus direction and therefore did not appear to carry
information about the physical stimulus properties.

The findings by Tallon-Baudry et al. and de Oliveria
et al. demonstrate synchrony effects of attentive
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expectation preceding visual stimulation, and other
studies have shown that increased synchrony predicts
response times and accuracy (Gonzalez Andino et al.,
2005; Kaiser, Hertrich, Ackermann, & Lutzenberger,
2006; Linkenkaer-Hansen et al., 2004). However, these
studies did not manipulate the visual feature subjects
attended and could have reflected nonselective pre-
paratory mechanisms. So while they suggest a role
for synchrony in attentive preparation generally, it
remains unclear whether these effects can be feature-
specific. If preparatory feature-specific attention does
influence neural synchrony, however, it might be pos-
sible for these changes to bias stimulus processing
without revealing themselves in measures that reflect
mainly firing rate or postsynaptic activity, and this
might account for some of the disparities in the results
of such studies.

This might help explain the results of Shibata et al.
(2008). They used both magnetoencephalogram (MEG)
and fMRI to measure brain responses as subjects were
cued to attend to either color or motion. They did not
report changes in baseline activity in sensory areas in
their fMRI data. However, when they used the MEG
data to estimate cortical currents in color- and motion-
sensitive areas, localized in individual subjects using
fMRI, they observed small feature-specific preparatory
attention effects. The effects were transient, rather than
sustained, and the time of maximal difference between
feature cue conditions varied widely between subjects.
These current source estimates would likely be more
sensitive to increased synchrony than hemodynamic
measures, possibly permitting the detection of smaller
effects not visible in the BOLD response.

CONCLUSIONS

Do baseline shifts themselves bias sensory process-
ing? For visual spatial attention, the correspondence
between retinotopically specific baseline shifts and
subsequent target modulation is quite consistent and
in line with a causal role in biasing responses to visual
stimuli at the attended locations. However, for prepa-
ratory attention to visual features other than location,
the answer may depend on the size of the population
of neurons one is measuring and possibly whether
one considers a change in neural synchrony a baseline
shift. Several authors have based their presumption of a
causal role for attention-related baseline shifts in sensory
modulation, at least in part, on data pooled across rather
large functionally or retinotopically defined visual cor-
tical regions observed using fMRI (e.g., Driver & Frith,
2000; Kastner & Ungerleider, 2000). However, at this
level of analysis the evidence for baseline shifts affect-
ing stimulus-evoked responses is rather weak, with
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CONCLUSIONS

several well-controlled studies failing to find feature-
specific baseline shifts or finding that they do not predict
subsequent modulations of sensory processing. But by
narrowing the analysis to smaller numbers of neurons or
to the pattern of activity within a visual area (and hence
reflecting activity in smaller neural ensembles), the evi-
dence becomes more supportive of a general causal role
for baseline shifts in biasing sensory processing, espe-
cially if one also includes the patterns of delay-period
activity in recent functional imaging studies of WM as
evidence. Nonetheless, there are discrepancies to be
accounted for, particularly among single unit studies of
feature-based preparatory attention, though there are,
unfortunately, rather few of these. More work is clearly
needed to sort out the issue.

But why are location-specific baseline shifts so robust
but their feature-specific counterparts so demure? After
all, single unit studies suggest that attention to locations
and features influences neural responses in similar ways
and can do so simultaneously even in the same cells, and
with additive effects (e.g., Cohen & Maunsell, 2011), and
analogous results have been reported in humans (Saenz,
Buracas, & Boynton, 2003). At least for functional neu-
roimaging and human electrophysiology, the answer
may again come down to the spatial resolution of the
measurements. Spatial attention appears to increase
the gain of all neurons whose receptive fields lie within
the attended location. If this boost in gain is preceded
by a change in baseline activity of those neurons, then
this would be easily discernable within the resolution
of standard functional imaging techniques. However, as
already discussed, feature attention appears to increase
the gain primarily of the neurons that code the attended
feature, and it does so globally, across retinotopic regions
(Martinez-Trujillo & Treue, 2004; Saenz et al., 2003), and
neurons tuned for different features are spatially inter-
mingled. If this feature-specific effect is preceded by a
baseline shift (not a settled point), then it would be far
more difficult to detect when measuring activity pooled
across a large population of cells.

One final point: Even if the proper spatial resolution
and means of measurement are achieved such that a
consistent relationship between attention-related base-
line activity and subsequent sensory modulation can be
reliably demonstrated, this would still not entirely set-
tle the matter because causation cannot be inferred from
correlation. Attention-related baseline shifts that are
perfectly predictive of subsequent sensory modulation
could nonetheless be merely a byproduct of—or a reli-
able epiphenomenon associated with—the mechanism
or mechanisms actually mediating the modulation.
That is, top-down signals may influence both prestimu-
lus and stimulus-evoked responses in relevant neurons
without the former substantially affecting the latter.
Establishing a causal role for baseline shifts may require
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directly manipulating prestimulus activity in the same
manner as top-down control signals and then observ-
ing a corresponding effect on evoked neural responses
and behavior that mirrors those produced by selective
attention.
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INTRODUCTION

Attention is the cognitive process that allows us to
select relevant information from the multitude of signals
that the sense organs send to the brain. In some situa-
tions, selection is based on the location of the event of
interest, while in others a particular nonspatial feature
such as color or shape may drive selection. There is
increasing evidence that attention may also select entire
objects as integrated perceptual units that include all
of their constituent features (Scholl, 2001; Chen, 2012).
While a substantial amount of research has been con-
ducted to examine the neural mechanisms of space-
based attention and a growing amount on feature-based
attention, only a few studies have investigated the
neural mechanisms of object-based attentional selection
(for reviews see Boehler, Schoenfeld, Heinze, & Hopf,
2011; Hopf, Heinze, Schoenfeld, & Hillyard, 2009). Given
the importance of object processing to our everyday per-
ceptual experience, understanding the neural basis of
object-based attention is of fundamental importance.
It has been argued that objects (perceptual groups or
units) may be a natural basis for selection because we
perceive the world around us as being structured into
objects (Vecera & Behrmann, 2001). It is this structure,
either based upon grouping by Gestalt principles of
visual organization (Wertheimer, 1923/1958) or based
upon object familiarity that may serve as the basis for
this attentional selection (Vecera & Farah, 1997).

A major unsolved question regarding the neural
mechanisms of object-based attention is how the different
features of an object, which may be represented in widely
dispersed cortical areas, are bound together to form a
unified percept. One approach to this “binding problem”
comes from Duncan's (1996) “integrated-competition”
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model. According to this model, directing attention to
one of an object's features produces a competitive advan-
tage for the object in the neural module encoding that
feature, which then is transmitted to the modules encod-
ing the other features of the object. The resulting activa-
tion of the entire network of specialized modules then
underlies the binding of the features into an integrated
perceptual object.

An important prediction of the integrated-competition
model is that once one feature of an object is selected,
attention spreads to its other features such that process-
ing of even behaviorally irrelevant features is facilitated
(Duncan, 1996; Duncan, Humphreys, & Ward, 1997). In
a seminal study using functional magnetic resonance
imaging (fMRI), O'Craven, Downing, and Kanwisher
(1999) demonstrated a spread of attention to an object's
irrelevant feature, taking advantage of previous findings
that specific areas of the brain are differentially activated
when either face, house, or moving stimuli are attended.
Their visual display consisted of superimposed face and
house stimuli, one moving and one stationary, and on
different runs attention was directed to either the houses,
the faces, or to the moving stimulus. In each brain region
studied, the blood oxygen level-dependent (BOLD) sig-
nal enhancement was greater when subjects attended
to the preferred stimulus for that cortical region than
when they attended to a different stimulus in the dis-
play. Importantly, however, the task-irrelevant attribute
of the attended object was also selected along with the
task-relevant attribute that was attended. For example,
when participants attended to the object that was mov-
ing, a stronger signal was observed in the cortical face-
selective region when the faces moved rather than when
the houses moved. These results cannot be explained
solely by space- or feature-based attentional selection

Copyright © 2014 Elsevier Inc. All rights reserved.



MATERIALS AND METHODS

and suggest that object-based attention spreads to cor-
tical areas that process irrelevant attributes of attended
objects.

While the study by O'Craven et al. (1999) provided
clear evidence for attentional selection of irrelevant fea-
tures, fMRI measurements do not provide adequate time
resolution to determine whether this selection occurs
rapidly enough to participate in the binding and per-
ceptual integration of the object. Schoenfeld et al. (2003)
investigated the timing of the spread of object-based
attention to a task-irrelevant color feature by measuring
event-related potentials (ERPs), event-related magnetic
fields (ERFs), and the fMRI BOLD response while par-
ticipants attended to overlapping multifeature objects
(surfaces) formed by moving-dot arrays. Participants
attended to one of two perceived surfaces formed by
superimposed fields of dots moving in opposite direc-
tions. Subjects responded to target surfaces moving at
a slightly faster velocity. On some trials, dots of one of
the surfaces would change color as the motion began.
The sensory effect of the color change was revealed by
comparing brain responses on trials where the color
change occurred on the unattended surface with trials
where there was no color change. The effect of attention
on processing the irrelevant color was revealed by com-
paring brain responses to color changes on the attended
surface versus color changes on the unattended surface.
It was found that the neural responses associated with
the task-irrelevant color feature were enhanced when
the color belonged to the attended surface. This enhance-
ment occurred within 40-60 ms after the initial sensory
color registration. Both the sensory color registration
and the attention-related enhancement or irrelevant
color processing were localized to the ventral occipi-
tal color-selective region of the fusiform gyrus. These
findings provided strong evidence in favor of the inte-
grated-competition hypothesis by showing that attend-
ing to one of an object's features (direction of movement)
resulted in the rapid activation of its irrelevant fea-
ture (color) in the neural module specialized for color
(Duncan, 1996; Duncan et al., 1997).

While the study of Schoenfeld et al. (2003) demon-
strated that enhanced processing of an irrelevant feature
occurred rapidly enough to provide a mechanism for the
binding and perceptual integration of the multiple fea-
tures of the attended object, it is unclear whether these
effects would generalize beyond the particular features
(motion, color) and the rather esoteric object (transparent
moving surface) that were used. While motion is an effec-
tive cue for object segregation, many of the objects that
are processed by the visual system on a daily basis are
immobile and are selected on the basis of their shape or
form. Accordingly, the three experiments in the present
study investigated whether attention spreads to a task-
irrelevant color feature of a multifeature object when
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the object is defined by its geometric shape instead of
its direction of motion. The stimulus displays consisted
of superimposed round and rectangular shapes, and
subjects attended to either the round or the rectangular
shapes on a given run. On some trials, one of the shapes
was irrelevantly colored red. Following the analysis
techniques of Schoenfeld et al. (2003), we recorded ERPs
and calculated (1) the sensory effect of the presence of
color in the display and (2) the effect of attention to one
shape or the other on the processing of the task-irrelevant
color feature. If selection of an irrelevant feature such as
color is a general mechanism of perceptual integration,
we would expect to find that the processing of the color
belonging to the attended shape is rapidly enhanced
after the initial sensory registration of color in the
V4/V8 region of ventral visual cortex.

MATERIALS AND METHODS

Subjects

Participants were right-handed adults with normal
or corrected-to-normal vision and no reported color-
blindness or neurological illnesses. Informed consent was
obtained from all participants. Paid volunteers between
the ages of 19 and 35 years of age (M = 24.33 years)
served as participants. Thirteen participants were
included in Experiment 1 (seven males), 10 participants
in Experiment 2 (eight males), and 18 participants (eight
males) in Experiment 3.

Stimuli and Task

Overlapping outlines of rectangles and ellipses (4 x 4°
total size) were centrally presented for 161 ms durations
on a cathode ray tube (CRT) monitor at an 80 cm viewing
distance in a darkened, sound-attenuated and electri-
cally shielded room. A central fixation cross was pres-
ent throughout each block of stimulus presentations, in
which the different overlapping shape stimuli were pre-
sented in randomized order.

The stimuli were designed such that subjects would
have to attend to the overall shape of the objects and
could not distinguish a target on the basis of local fea-
tures such as intersections between the shapes or the
sizes of the shapes (Figure 12.1). Three experiments
were conducted in order to balance various aspects of
the stimulus properties and further, to provide evidence
for replication of the effects across these manipulations.
During Experiment 1, the stimulus set consisted of 18
nontarget exemplars that were created by perpendicu-
larly overlapping ellipses and rectangles that were small
or large in size. The size of the stimuli was counterbal-
anced such that an exemplar could have one small and
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FIGURE 12.1 Stimuli presented in Experiment 1.

one large shape, two large shapes, or two small overlap-
ping shapes. The color of the stimuli (red or gray) was
also counterbalanced across trials. Specifically, during
one-third of the trials, rectangle stimuli were red, one-
third of trials contained red ellipse stimuli, and another
third included stimuli in which both shapes were gray.
All stimuli were presented on a dark gray background.

The stimuli presented during Experiments 2 and 3
were a subset of those used in Experiment 1 and con-
sisted of only the large ellipses and circles, rectangles,
and squares. Unlike Experiment 1 where ellipses and
circles were always in the foreground, the foreground/
background placement of ellipses and rectangles was
counterbalanced in Experiments 2 and 3. In addition,
in Experiment 3, the dimensions of the rectangles and
ellipses were adjusted to attempt to balance the diffi-
culty of shape discrimination between the two “atten-
tion to shape” conditions (attend ellipses or attend
rectangles). When combined with the color manipula-
tion, the stimulus sets used during Experiments 2 and
3 consisted of 10 nontarget exemplars, 10 circle target
exemplars, and 10 square target exemplars. The per-
centage of the time each stimulus combination was pre-
sented was the same as in Experiment 1 as shown in
Table 12.1.

Due to the increased difficulty in discriminating the
stimuli, which occurred after adjusting the dimensions

TABLE 12.1 The Frequency With Which Each Stimulus
Combination was Presented is Given in Percentages

Stimulus Ellipse target ~ Rectangle
combination Nontargets  (circle) target (square)
Red ellipses 26.67% 3.33% 3.33%

Gray rectangles

Red rectangles 26.67% 3.33% 3.33%

Gray ellipses

Gray ellipses 26.67% 3.33% 3.33%

Gray rectangles

of the ellipse and rectangle stimuli, the inter-stimu-
lus interval for the third experiment was changed to
decrease the pace of the task. As such, inter-stimulus
intervals were randomly jittered (between 400-600 ms
for Experiments 1 and 2, and between 600-800 ms dur-
ing Experiment 3).

In all cases, target stimuli consisted of a circle (when
ellipses were attended) or square (when rectangles were
attended). Circle and square targets were never pre-
sented together in the same stimulus. The circle target
exemplars and the square target exemplars were cre-
ated by overlapping circles or squares with either small
or large, vertically or horizontally oriented ellipses and
rectangles. The shape stimulus combinations were pre-
sented in random order with approximately 20% of trials
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containing a target. Circle and square targets appeared
with equal probability, but a response was only required
to targets of the attended shape (10% of the trials). The
percentage of the time each target stimulus combination
was presented is shown in Table 12.1.

Prior to experimental participation, subjective bright-
ness of the red and gray stimuli was equated by mini-
mizing heterochromatic flicker in tests carried out on
individual subjects (Wagner & Boynton, 1972). This test
was conducted by rapidly alternating the presentation
of a filled red square and a filled gray square. The lumi-
nance of the red stimulus was held constant. Participants
pressed arrows on the keyboard in order to increase or
decrease the brightness of the gray square by “adding
more white or more black” to the gray patch. When the
flicker of the stimulus was perceived to be minimal, par-
ticipants were to press the Enter key on the keyboard. An
average value for the grayscale intensity was established
from the average of multiple trials.

At the beginning of each block of stimuli, participants
were instructed to attend to either ellipses or rectangles
while ignoring the other shape. They were to respond
with a button press when the attended shape (ellipse
or rectangle) was a target (circle or square). They were
explicitly told that the color of the stimuli did not matter
and to attend to the entire outline of the attended shape
in order to detect the designated target shape.

An initial practice session was given to familiarize par-
ticipants with the task and to minimize their production
of movement related artifacts. This was followed by the
experimental session. Each subject was presented with a
total of 20 blocks (10 attend ellipse/circle, 10 attend rect-
angle/square) resulting in 2280 trials in Experiment 1
and 2400 trials in Experiments 2 and 3. The trial number
difference is due to the difference in exemplar numbers
between stimulus sets. The “attend to ellipse” and “attend
to rectangle” block presentation was randomized.

Behavioral data analysis

A response occurring 150-1000 ms after target presen-
tation was scored as correct, a “hit”. Responses following
nontarget stimuli were scored as false alarms. Hit and false
alarm rates were used to calculate 4’, an estimate of per-
ceptual sensitivity (MacMillan & Creelman, 1991). Mean
response times (RT) were calculated for correct trials. For
each experiment, sensitivity estimates and response times
were entered into two separate 2 x 3 Analysis of Variance
(ANOVA) statistical tests with the factors of attended
shape (ellipse or rectangle) and stimulus configuration
(“attended red”, “unattended red”, and “both gray”).

Electrophysiological recording and data analysis

The electroencephalogram (EEG) was recorded from
64 scalp electrode sites using a modified 10-20 system
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montage (Di Russo, Martinez, & Hillyard, 2003). Standard
10-20 sites were FP1, FP2, FZ, F3, F4, F7, F8, CZ, C3,
C4, PZ, P3, P4, O1, and O2. Additional electrodes were
FPZ, AFZ, AF3, AF4, FCZ, FC1, FC2, FC3, FC4, FC5, FC6,
T7, T8, C1, C2, C5, C6, CPZ, CP1, CP2, CP3, CP4, CP5,
CPe, P1, P2, TP7, TP8, POZ, PO3, PO4, P5, Pe6, P7, P8,
PO7, P08, OZ, 17,13, 14, 15, 16, S1Z, SI3, SI4, M1, and M2.
Eye blinks and movements were monitored by placing
electrodes at the right and left external canthi and below
the left eye to record horizontal and vertical electro-ocu-
lograms (EOGs). Electrodes were referenced to the right
mastoid electrode (M1) during recording and were later
re-referenced to average of the M1 and M2 electrodes for
analysis. Electrode impedances were lowered to 5 kQ
prior to recording. The EEG was digitized at 250 Hz
with a gain of 10,000 and was filtered with a bandpass of
0.1-80 Hz. Prior to signal averaging, automated artifact
rejection was performed to reject trials containing eye
movements, blinks, or amplifier blocking. Two criteria
were used to avoid contamination by motor potentials.
These were to discard nontarget trials where either (1)
the subject produced a false alarm (i.e., subjects pressed
the button during a nontarget trial) or (2) when there was
a button-press response in the previous trial. For each
subject and condition, ERP averages were time-locked to
the onset of the overlapping shape stimuli. Prior to data
analysis, the averages were digitally low-pass filtered at
25 Hz with a Gaussian finite impulse function to remove
high frequency noise and were baseline corrected using
the mean amplitude of a 100 ms prestimulus baseline.
For all analyses, ERPs to nontarget stimuli of each type
were pooled to create grand-average waveforms.

The six experimental conditions that were analyzed
are illustrated in Figure 12.2. These six experimental
conditions were combined into: (1) “attended red”, (2)
“unattended red”, and (3) “both gray” collapsing over
conditions of attention to ellipses and rectangles. ERPs
recorded under the various conditions were combined
and subtracted to create specific comparisons of interest.

To assess the “sensory effect” of the presence of color,
difference waves were calculated by subtracting ERPs
elicited by stimuli in which both shapes were gray from
ERPs elicited when the unattended shape was colored
red (Figure 12.2: ERPs to unattended red (average of 3
and 4) minus ERPs to both gray (average of 5 and 6)).
To examine the main effect of interest, “the effect of
attention on task-irrelevant color processing”, a differ-
ence wave was created by subtracting ERPs to “unat-
tended red” stimuli from “attended red” stimuli (Figure
12.2: ERPs to attended red (average of 1 and 2) minus
ERPs to unattended red (average of 3 and 4)). Impor-
tantly, this comparison was calculated using exactly the
same stimuli under different attention conditions. As
such, any differences between the two conditions could
only be related to the effects of attention and not to
physical stimulus differences. Because the analysis was
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Stimulus Configurations
Blocks Attended Red Unattended Red Both Gray
.
Attend Ellipses/ ( + ) + +
Circles
—
1 3 5
.
Attend Rectangles/ ( )
+ + +
Squares
—
2 4 6

FIGURE 12.2 The six experimental conditions defined by the combination of the stimulus configuration (nontargets only) and the shape
attended. Event-related brain potential difference waves were calculated as follows: sensory effect of color = ERPs to unattended red (average
of 3 and 4) minus ERPs to both gray (average of 5 and 6); effect of attention on irrelevant color processing = ERPs to attended red (average of 1

and 2) minus ERPs to unattended red (average of 3 and 4).

aimed at investigating whether the task-irrelevant color
feature was selected in general, regardless of whether
the attended shape is an ellipse or rectangle, ERPs were
averaged over the attention to shape variable in this
analysis.

For all analyses, difference wave components were
quantified as mean amplitudes within specific latency
windows around the peak of each identified compo-
nent. Each effect was measured as the mean voltage over
a specific cluster of electrodes at which the component
amplitude was maximal. The time window and specific
clusters used are listed in the tables given for each exper-
imental ERP effect. All analyses were performed using
repeated measures ANOVA and Tukey HSD post-hoc
testing unless otherwise indicated.

Source analysis

To estimate the cortical generators of the sensory and
attention effects, source localization analyses were per-
formed on the grand-averaged difference waves within
the same intervals used for statistical testing. Current
density distributions were estimated using a local
autoregressive average (LAURA) algorithm (Grave de
Peralta Menendez, Gonzalez Andino, Lantz, Michel, &
Landis, 2001). LAURA uses a realistic head model with a
solution space of 4024 nodes evenly distributed within the
gray matter of the Montreal Neurological Institute (MNI)
average template brain. It makes no a priori assump-
tions regarding the number of sources or their locations
and can deal with multiple simultaneous active sources

(Michel et al., 2001). LAURA analyses were implemented
using the Cartool software (http://brainmapping.
unige.ch/cartool). The Talairach coordinates of the cur-
rent source maxima given by the LAURA algorithm were
entered into the Talairach Client (Lancaster et al., 2000)
to determine the brain region of the estimated maximal
sources. Maps illustrating both the sensory and attention
effects and their overlap were created using the AFNI
software (Cox, 1996) and were projected onto a structural
brain image supplied by MRlcro (Rorden & Brett, 2000).

BEHAVIORAL RESULTS

During Experiment 1, participants were more accu-
rate at discriminating changes in the shape of the ellipses
than the rectangles (Mean 4’ = 3.05 ellipses, Mean d’ = 2.26
rectangles) (F(1, 12) = 12.87, p < 0.01). Participants were
also faster when detecting ellipse targets (circles) than
rectangle targets (squares) (Mean RT = 580 ms circles,
Mean RT = 613 ms squares) (F(1, 12) = 6.26, p < 0.05).
The configuration of the stimuli (red attended, red unat-
tended, both gray) did not have significant effects on
sensitivity or response time (sensitivity, F(2, 24) = 2.31,
p = 0.12; response time, F(2, 24) = 0.60, p = 0.55). The
interaction between attended shape and configuration of
the stimuli was not significant for any of the dependent
measures (sensitivity, F(2, 24) = 2.17, p = 0.14; response
time, F(2, 24) = 1.55, p = 0.23).

During Experiment 2, there was no significant differ-
ence in the ability to discriminate changes in the shape of
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the ellipses versus the rectangles (Mean d’ = 3.36 ellipses,
Meand'=2.93rectangles) (F(1,9)=1.11,p=0.32). However,
participants were still faster when detecting ellipse tar-
gets than rectangle targets (Mean RT = 569 ms circles,
Mean RT = 604 ms squares) (F(1, 9) = 12.00, p < 0.01).
The configuration of the stimuli (red attended, red unat-
tended, both gray) did not have significant effects on
sensitivity or response time (sensitivity, F(2, 18) = 0.39,
p = 0.68; response time, F(2, 18) = 1.11, p = 0.35). The
interaction between attended shape and configuration of
the stimuli was not significant for any of the dependent
measures (sensitivity, F(2, 18) = 1.23, p = 0.32; response
time, F(2, 18) = 0.21, p = 0.81).

Performance on the task overall was lower dur-
ing Experiment 3 than during previous versions of the
experiment. During this experiment, participants were
more accurate at discriminating changes in the shape of
the rectangles than the ellipses (Mean d’ = 1.96 ellipses,
Mean d’ = 2.76 rectangles) (F(1, 17) = 13.64, p < 0.01).
However, participants were again faster when detecting
ellipse targets than rectangle targets (Mean RT = 569 ms
ellipses, Mean RT = 581 ms rectangles) (F(1, 17) = 5.73,
p < 0.05). The configuration of the stimuli (attended
red, unattended red, both gray) did not have significant
effects on sensitivity, (F(2, 34) = 2.11, p = 0.14) but did
for response time (F(2, 34) = 10.28, p < 0.001). Post-hoc
comparisons showed a significant difference between
the attended red and both gray configurations (p = 0.01)
in which participants were fastest when all of the stimuli
were gray. The interaction between attended shape
and configuration of the stimuli was not significant for

TABLE 12.2  The Sensory Effect of Color

sensitivity or response time (sensitivity, F(2, 34) = 1.80,
p = 0.18; response time, F(2, 34) = 0.27, p = 0.77).

EVENT-RELATED BRAIN POTENTIAL
RESULTS

In all experiments, the sensory-evoked ERP wave-
forms elicited by the shape stimuli were consistent with
waveforms typically observed in other visual stud-
ies (Hopfinger, Luck, & Hillyard, 2004). In particular,
the first prominent component, a laterally distributed
occipital-parietal positivity (P1) from 60-140 ms, peaked
at about 100 ms. The P1 component was followed by an
occipital-parietal negativity (N1), from 140-190 ms, that
peaked at about 160 ms, a subsequent positivity (P2)
from 180-300 ms, that peaked at 230 ms, and a negativity
(N2) from 300-360 ms that peaked at 325 ms.

Sensory Effect of Color

In all three experiments, the sensory effect of color
was measured by subtracting the grand-averaged ERPs
elicited by stimuli in which both shapes were gray from
unattended red stimuli. This sensory effect was first
observed as a greater negativity starting at approxi-
mately 80-90 ms poststimulus onset (Table 12.2) and was
maximal at focal, posterior midline occipital sites.

This “early sensory effect” negativity was accompa-
nied by broad frontal/central positivity during the same
time frame and was followed by a negative component

ANOVA of the sensory effect

Sensory effect

Unatt-Red/Att-Gray

Att-Gray/Unatt-Gray

Time window Electrodes clustered wV (SEM) Vs uwV (SEM) F p
Experiment 1 F(1,12)

80-127 ms 0z,1Z -0.09(0.51) Vs 0.62(0.36) 11.24 <0.01
80-127 ms AFZFZ,FCZ,CZ,CPZ -1.40(0.37) Vs —-2.09(0.28) 8.65 <0.05
160-219 ms 0Z,1Z,POZ,PZ -0.23(0.48) Vs 1.35(0.57) 33.11 <0.0001
Experiment 2 F (1,9

96-127 ms 0zZ,1Z 1.92(0.83) Vs 2.68(0.90) 541 <0.05
96-127 ms AFZFZ,FCZ,CZ,CPZ —-2.01(0.52) Vs —2.76(0.50) 7.98 <0.05
160-219 ms 0Z,1Z,POZ,PZ —-0.57(0.86) Vs 0.56(0.84) 27.51 0.001
Experiment 3 F(1,17)

80-127 ms 0z,1Z 0.32(0.54) Vs 1.32(0.50) 45.38 <0.0001
80-127 ms AFZFZFCZ,CZ,CPZ -1.95(0.38) Vs —-2.52(0.39) 13.34 <0.01
160-219 ms 0Z,1Z,POZ,PZ —-0.58(0.59) vs 0.55(0.61) 29.50 <0.0001

Att, attended; Unatt, unattended; SEM, standard error of the mean; vs, versus.
Mean voltage amplitude given in pV.
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starting at approximately 120-130 ms (the “late sen- are shown in Figure 12.3(A) and (B). Very similar pat-
sory effect”). This medial-occipital negativity extended terns of the “early” and “late” sensory effects were also
more laterally than the earlier sensory component. The observed in the other two experiments (Figure 12.4(A)
early and late sensory effects obtained in Experiment 1  and (B)).

(A) Early Sensory Effect of Color

(@) (b) (©
Potential Potential coronal slice axial slice  0.0035 pA/mm3
500 1.00 ]
429 0.86
357 0.71
286 [ ] 0.57
2.14 +— 0.
1 0.
0.71 4 0.14
0. 0.
-0.71 +— -0.14
—— Unattended Red —1a34+— _:_,;_
—— Both Gray oyt B
. B Difference wave
..... -357 . -
Difference et N\ i 7 _::l (80-127 ms) L L
-1.9 ,L} o e Talairach:+/-17,-86,~12
100 ' 300 500 ot Both Gray uVolts Lingual Gyrus (BA 18)

(B) Late Sensory Effect of Color

(a) (b) (c)
i Potential Potential 0.0035 pA/mm3
200 coronal slice axial slice
o
s
1.14
—— Unattended Red
Both Gray X
_____ Difference Difference wave
: (160-219 ms) L L
-1.0 % Talairach: +/-41,-69,-11
100 300 500 Fusiform Gyrus (BA 19)
(C) Effect of Attention on Task-Irrelevant Color
(b) (c)
Potential : — 0.002 pA/mm3

coronal slice axial slice

—— Attended Red
—— Unattended Red
----- Difference

Difference wave
(192-239 ms)

-1 oI,% dieite Talairach: +/-35,-75,-12
100 ' 300 500 Unattended Red Fusiform Gyrus (BA 19)
FIGURE 12.3 Data from Experiment 1. Grand-average ERPs (nontarget trials) associated with the early sensory effect are plotted for a midline
occipital electrode location in the left column ((A)(a)). The ERPs elicited when red occurred on the unattended shape, when both shapes were gray,
and the unattended red minus gray difference wave indexing the sensory effect are shown. ERPs associated with the late sensory effect are plotted
from a midline occipital electrode location ((B)(a)). ERPs associated with the effect of attention on the processing of task-irrelevant color from a
right parietal-occipital electrode location are shown in the lower left column ((C)(a)). The ERPs elicited when red occurred on the attended shape,
when red occurred on the unattended shape, and the “attended red” minus “unattended red” difference wave indexing the attention effects are

shown. Dotted line boxes indicate the time windows used for statistical testing. The scalp topography of the conditions and difference waves are
shown for each comparison of interest (column (b)). The LAURA source activity estimates for each comparison are displayed in column c.
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(A)Early Sensory Effect of Color
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3
axial slice  0-0035 pA/mm

coronal slice

0.0035 pA/mm3

coronal slice axial slice

0.002 pA/mm>

coronal slice axial slice

FIGURE 12.4 The ERP difference waveforms for each of the comparisons of interest and for each experiment are shown in the left column.
The associated scalp topography for each effect and for each experiment is shown in the center column. The LAURA source activity estimates for

each effect, collapsed across experiments, is shown in the right column.

LAURA source analyses were performed on the
grand-averaged difference waveforms for the early
(115 ms peak) and late sensory (175 ms peak) effects.
Source estimates are presented in Table 12.3. The sen-
sory effect of color included bilateral source estimates
throughout the lingual and fusiform gyri, for both the
early and late sensory effects (Figure 12.3(A) and (B),
right column c).

Effect of Attention on Task-Irrelevant Color
Processing

The attention effect difference wave in each experi-
ment was isolated by subtracting ERP waveforms on
trials in which the red shape was unattended and from
trials in which the red shape was attended. Importantly,

this comparison was calculated using the same stimuli
under different attention conditions. As such, any differ-
ences between the two conditions should only be related
to the effects of attention.

Asignificantbilateral occipital positivity was observed
beginning at around 170-180 ms in all three experiments
(Table 12.4, Figures 12.3(C) and 12.4(C)). In all cases, this
difference is the result of a greater positive voltage when
the shape containing red was attended versus when it
was unattended (Figure 12.3(C)). There was no hemi-
spheric difference in this effect in any of the studies.

LAURA source analyses were also performed on the
grand-averaged difference waveforms for the attention
effect (225 ms peak), for all experiments. Current source
maxima for each of the experiments are givenin Table 12.3.
The source estimates for the effect of attention showed
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TABLE 12.3 Talairach Coordinates and Corresponding Brain
Regions of the Current Source Maxima as Modeled by LAURA
for the Components in the Sensory and Attention Difference
Waveforms

ERP component x(mm) y(mm) z(mm) Brainregion
Experiment 1

Sensory difference *17 -86 -12 Left lingual
(80-127 ms) gyrus (BA 18)
Sensory difference +41 -69 -1 Right fusiform
(160-219 ms) gyrus (BA 19)
Attention difference  +35 -75 -12 Left fusiform
(192-239 ms) gyrus (BA 19)
Experiment 2

Sensory difference +17 -86 -12 Left lingual
(96-127 ms) gyrus (BA 18)
Sensory difference +35 -75 -12 Left fusiform
(160-219 ms) gyrus (BA 19)
Attention difference = +29 -80 -12 Left fusiform
(176239 ms) gyrus (BA 19)
Experiment 3

Sensory difference +17 -86 -12 Left lingual
(80-127 ms) gyrus (BA 18)
Sensory difference +17 -86 -12 Left lingual
(160-219 ms) gyrus (BA 18)
Attention difference = +35 -75 -12 Left fusiform

(208-243 ms) gyrus (BA 19)

BA = Broadmann’s Area.

a lateral occipital distribution that was maximal in the
fusiform gyrus (Figure 12.3(C), right column (c)).

Common Neural Sources for the “Sensory” and
“Attention” Effects

Altogether, the combined source analysis findings
point to common sources in ventral occipital cortex
associated with processing of the sensory and atten-
tion effects. Because the scalp topographies were similar
between the late sensory and attention effects, estimated
sources were examined between these two effects col-
lapsed across all experiments (Figure 12.5). Common
sources in ventral occipital cortex were observed
between cortical localizations of the late sensory effect
of color and the effect of shape-selective attention on
irrelevant color processing.

ERPs to Target Stimuli

Attended target stimuli in all three experiments elic-
ited a P300 wave indicating that these stimuli were
processed in a manner that is consistent with previ-
ously reported results obtained in other paradigms in

12. THE NEURAL BASIS OF COLOR BINDING TO AN ATTENDED OBJECT

which infrequent, task-relevant stimuli were presented
(for a review see Polich, 2007). Both circle and square
targets elicited this widely distributed component that
peaked between 500 and 600 ms with a maximum volt-
age at central-parietal electrode sites (Figure 12.6). In all
three experiments, the amplitude of the P300 difference
component was larger for attended than unattended
targets in both the circle target and square target trials
(circle target: Experiment 1, F(1, 12) = 85.23, p < 0.0001;
Experiment 2, F(1, 9) = 53.78, p < 0.0001; Experiment 3,
F(1,17) = 39.28, p < 0.0001) (square target: Experiment 1,
F(1,12) = 31.77, p < 0.0001; Experiment 2, F(1, 9) = 35.56,
p < 0.001; Experiment 3, F(1, 17) = 39.28, p < 0.0001).
Further, there was no significant mean amplitude dif-
ference between the circle target and square target P300
difference wave components for any of the experiments
(Experiment 1, F(1, 12) = 3.07, p = 0.11; Experiment 2,
F(1,9)=1.91,p =0.20; Experiment 3, F(1,17) =1.96,p = 0.18).

DISCUSSION

An important unanswered question in cognitive neu-
roscience concerns the mechanism by which the brain
binds the multiple features of an object into a unitary,
coherent percept. Object-based theories of attention
posit that paying attention to one feature of an object
results in selection of the entire object as a unit, includ-
ing its features that are not relevant to the current task.
In this study we used ERPs to define the time course of
this irrelevant feature processing in a task where subjects
attended to shape while color appeared at random as the
irrelevant feature. The goal was to obtain information
about how attention enhances feature-specific signals
in their specialized modules and integrates the task-
relevant and irrelevant features into a unified perceptual
object.

Recent studies have used moving-dot fields to inves-
tigate the neural basis of feature binding and the ques-
tion of whether attention spreads through all the features
of the attended object (Schoenfeld et al., 2003) such that
all of its features, both task-relevant and irrelevant, are
bound together into an integrated percept. One goal
of the present study was to assess whether the atten-
tion effects seen in previous studies would generalize
to more ecologically valid stimuli consisting of features
processed in the ventral stream that included structure,
such as edges and corners. Specifically, the temporal
dynamics of color binding were investigated for objects
defined by geometric shape. In three separate experi-
ments, the timing of the binding of shape and color was
determined by comparing two main effects of interest: (1)
The sensory effect of color; and (2) The effect of attention
to shape on the processing of a task-irrelevant color. The
sensory effect of color was defined as the neural activity
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TABLE 12.4 The Effect of Attention on Task-Irrelevant Color Processing: Collapsed over Attended Shape

Hemisphere x

ANOVA of the attention effect Attention effect attention effect
Electrodes Att-Red/Unatt-Gray Att-Gray/Unatt-Red
Time window clustered uV (SEM) vs uV (SEM) F P F p
Experiment 1 F(1,12) F(1,12)
192-239 ms P2,P4,P6 2.60(0.49) Vs 2.10(0.42) 6.98 <0.05 0.63 <0.44
PO4,PO8
0O2,P1,P3
P5,PO3 2.28(0.64) 1.70(0.49)
PO7,01
Experiment 2 F(1,9) F(1,9)
176-239 ms P2,P4,P6 0.35(0.66) Vs —-0.09(0.77) 7.18 <0.05 0.08 <0.79
PO4,PO8
02,P1,P3 1.03(0.77) 0.62(0.90)
P5,PO3
PO7,01
Experiment 3 F(1,17) F(1,17)
208-243 ms P2,P4,P6 2.18(0.72) Vs 1.72(0.71) 15.32 <0.01 0.32 <0.58
PO4,PO8
02,P1,P3 3.01(0.79) 2.51(0.78)
P5,PO3
PO7,01

Att, attended; Unatt, unattended; SEM, standard error of the mean; vs, versus.
Mean voltage amplitude given in pV.

Late Sensory Effect
Early Attention Effect
== Conjunction

FIGURE 12.5 LAURA source estimates for the “late sensory” effect
and the “attention” effect indicating the common source estimates in
green.

associated with color processing driven by the physical
color difference of the stimuli presented in the display.
The effect of attention on the sensory effect of color, the
“attention effect”, was defined as the neural activity elic-
ited when attention to shape resulted in selection of the
task-irrelevant color feature.

The presence of color in the display was first evident as
anegative deflection in the ERP difference wave starting

at approximately 80 ms over medial-occipital electrode
sites. This “early sensory effect” was localized to lateral
extrastriate sources in the lingual and fusiform gyri, areas
known to be involved in color processing (Clark et al.,
1997; Corbetta, Miezin, Dobmeyer, Shulman, & Petersen,
1991). The early effect of color processing was followed
by a late sensory effect, a medial-occipital negativity,
which onset at approximately 120 ms and extended
more laterally than the earlier sensory component.

The effect of attention on task-irrelevant color pro-
cessing was determined by the comparison of the ERPs
elicited by the presence of the color red on the attended
versus the unattended shape and was observed as a
positivity with an onset of approximately 170 ms. This
component had estimated sources in ventral occipital
cortex coinciding with the sources estimated for the
sensory effects. These results suggest that attention can
operate in an object-based manner, selecting not only
one object over another, but also, multiple features of an
attended object. These findings support the integrated-
competition model (Desimone & Duncan, 1995; Duncan
et al., 1997) which predicts that selection of an object
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Attended and Unattended Target Trials

Circle and Square Target
Difference Waves
Circle Targets Square Targets
Pz Pz Pz

— Circle Target Difference Wave
—— Attended Circle Target —— Square Target Difference Wave —— Attended Square Target
—— Unattended Circle Target —— Unattended Square Target
—— Circle Target Difference Wave —2.0%’_‘_'_{ —— Square Target Difference Wave

Oms 900 ms

FIGURE 12.6 Grand-average ERPs for circle and square targets from Experiment 1, plotted from a midline parietal electrode location.
Waveforms for attended and unattended circle targets and their difference waveforms are presented in the left column. Attended and unattended
square targets and their difference waveforms are presented in the right column. Circle and square target difference waves are plotted together

in the center column.

in a visual scene containing several objects occurs as a
result of enhanced activity in all of the feature modules
coding the properties of the selected object, both task-
relevant and irrelevant. It is worth noting that in the cur-
rent study, we did not have a direct behavioral measure
of feature binding. While the current findings suggest
that the enhancement of the response to the attended,
colored object is correlated with the process of binding
of the shape and color features, in future studies it would
be worthwhile to measure binding more directly. Such a
measure could be implemented, for example, by collect-
ing behavioral evidence of feature binding through the
use of a priming paradigm in which previous exposure
to a specific feature grouping may affect response time to
future presentations of that grouping.

As suggested by Schoenfeld et al. (2003), we hypoth-
esized that the binding of the color and shape would
occur at some point in time between the onset of the
processing of color in the visual system (the sen-
sory effects at 80 and 120 ms), and the attention effect
(170 ms). Thus, the time required for the binding of color
and shape can be estimated by subtracting the sensory
effect from the attention effect. If the late sensory effect
and the attention effect are compared due to their simi-
lar topographies, this subtraction provides an average
estimate of 50 ms for the binding of color and shape
(Figure 12.7), on par with the results of Schoenfeld and
colleagues.

The current study supports the hypothesis that
attention selects objects as wholes for further pro-
cessing as predicted by biased competition theory
(Desimone & Duncan, 1995) and in particular, its
integrated-competition hypothesis (Duncan, 1996;
Duncan et al., 1997). The integrated-competition hypoth-
esis proposes that the competition between two objects
for representation may be resolved by top-down goal

directed behavior (e.g., selection of one or another
shape). This theory predicts that there should be wide-
spread selection of the features of the attended object.
Thus, for instance, in the current shape study, it would
be predicted that once the attended shape became domi-
nant in cortical areas where shape is processed, this
facilitation would then spread to the cortical areas that
process the other features of the object (e.g., color pro-
cessing areas if the attended object was colored).

The predictions of the integrated-competition hypoth-
esis are consistent with the effects found in the current
study. Differential processing of the task-irrelevant color
feature was indicated based upon the “attention effect”
seen when color was a part of the attended object vs
the unattended object. This provides evidence that the
instruction to attend to one object results in the domi-
nance of that object, and as such, these findings strongly
suggest that color was also selected when it was a part of
that attended object. Furthermore, this “attention effect”
difference wave component was localized to occipi-
tal brain areas associated with the processing of color
(i.e., the fusiform gyrus). The source estimates for this
“attention effect” were similar to the source estimates for
the “sensory effects” indicating that there was differential
processing of color based on whether it was a part of the
attended object.

Interestingly, this “attention effect” was not observed
as a simple enhancement of the “sensory effects” at
either 80 ms or 120 ms, and instead, was observed later
in time at approximately 170 ms. While the timing of
the “attention effect” provides an upper bound on the
estimate of the time required to enhance the processing
of the color feature with attention, it does not appear
that the amplification of the processing of color with
attention occurs during the early period of color pro-
cessing. Rather, the source estimates suggest a model
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Early Sensory Onset (80-90 ms)

Difference Waves

Late Sensory Effect of Color  OZ b

Attention Effect on Color PO4  |oors

Late Sensory Onset (120-130 ms)

Attention Effect on Color Onset (170-180 ms)

—— Experiment 1
—— Experiment 2
—— Experiment 3

500 ms

FIGURE 12.7 The ERP difference waveforms for the main comparisons of interest are plotted for each experiment. The timing of the onset
of each of these comparisons of interest is indicated by the dotted vertical lines. The binding of color and shape occurred at some point in time
between the onset of the processing of color in the visual system (the sensory effects, 80 and 120 ms), and the attention effect (170 ms). Thus, the
time required for the binding of color and shape can be estimated by subtracting the sensory effect from the attention effect. If the late sensory
effect and the attention effect are compared due to their similar topographies and source estimates, this subtraction provides an average estimate

of 50 ms for the binding of color and shape.

that involves a later re-activation of the cortical areas
involved in color processing.

Other theories that address feature binding, such as
feature integration theory (Treisman, 1993; Treisman,
1998; Treisman & Gelade, 1980) most likely do not
account for the data presented here because the objects
that competed for attention had considerable overlap
in spatial extent. Feature integration theory relies upon
a spatial focus of attention to select one object versus
another in order to allow for a binding of the features
of the selected object. Thus, due to the spatial overlap of
the objects, the selection of color most likely could not
be based upon a linking of color and the task-relevant
attended feature (shape) at a given attended location.
Because the shapes were overlapping and might be
considered to contain spatial differences in depth, a
location-based binding mechanism that utilizes informa-
tion about the plane on which a given object is presented
cannot be ruled out. Such a model would suggest that
competition between the two objects for “ownership”
of the color feature could be resolved by selecting one
plane over another, thus binding the shape and color
features through co-location in three-dimensional space.

While this study provides additional evidence for
integrated competition, it does not directly address the

neural mechanisms by which selective activation spreads
from one cortical area to another. It may be the case that
top-down attentional goal signals derived from the fron-
tal and parietal cortices specifically lead to enhancement
of the features of the objects (see Yantis & Serences, 2003
for a review). In this model, “a top-down signal that
originates in the prefrontal cortex and reflects current
behavioral goals arrives at the superior parietal lobule,
which responds by transiently increasing its activity.
The transient switch signal is received both by extrastri-
ate neural populations and by the intraparietal sulcus
and perhaps other structures, which then continuously
maintain the new attentive state by providing a constant
biasing signal to extrastriate cortical regions” (Yantis &
Serences, 2003). An extended alternative that addresses
the mechanism more specifically could be the “binding-
by-synchrony” hypothesis, which proposes that syn-
chronous oscillations in the gamma range (30-60 Hz)
allow for the perceptual binding of various features or
segments of an object to occur by synchronizing activ-
ity in separate neural populations (Gray & Singer, 1989).
This hypothesis provides a temporal means of binding
all of the features of an object. In the case of our two
overlapping shape objects, such a model may suggest
that attention to one object over another would trigger
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synchrony in the neural populations that code for all the
features of the attended object. Further research is criti-
cal for advancing and supporting a better understanding
of these proposed mechanisms.

CONCLUSIONS

The reported findings suggest that attention can occur
in an object-based manner, spreading to all features of
the selected object. Furthermore, the effect of attention on
a task-irrelevant color feature can be generalized to dif-
ferent objects and is associated with an ERP component
that occurs later in time than the initial sensory
registration of color. When attending to stimulus shape,
the binding of a task-irrelevant color feature takes
approximately 50 ms to occur after the sensory registra-
tion of color in the display. The source of the selection of
the task-irrelevant features of an object occurs in similar
cortical regions to those associated with the processing
of that feature. This provides evidence of biased compe-
tition in favor of all features of the attended object across
cortical areas.
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INTRODUCTION

Steve Hillyard’s pioneering work on the neural basis
of selective attention helped establish the nascent field of
cognitive neuroscience. The experimental strategies that
he and his colleagues introduced for event related poten-
tial (ERP) research on selective attention continue to shed
light on the inner workings of the mind. These strategies
have been used to study attentional selection in auditory
(Hillyard, Hink, Schwent, & Picton, 1973; Hillyard, Squires,
Bauer, & Lindsay, 1971; Hink & Hillyard, 1976; Picton,
Hillyard, Galambos, & Schiff, 1971; Schwent & Hillyard,
1975), somatosensory (Desmedt, Huy, & Bourguet, 1983;
Desmedt & Robertson, 1977; Michie, Bearparic, Crawford, &
Glue, 1987), and visual space (Anllo-Vento & Hillyard,
1996; Clark & Hillyard, 1996; Hillyard & Anllo-Vento,
1998; Luck, Chelazzi, Hillyard, & Desimone, 1997). They
have been also applied to examine attentional selection
between visual objects (Martinez et al., 2006; Valdes-Sosa,
Bobes, Rodriguez, & Pinilla, 1998), of diverse locations
inside one object (Martinez, Ramanathan, Foxe, Javitt, &
Hillyard, 2007), or of visual features (Andersen,
Hillyard, & Muller, 2008). However (for reasons discussed
below), these strategies have not been fully applied to
analyze the different ways we can look at the same object,
as when we selectively attend either the global aspects or
the local details of compound objects.

This chapter focuses on attention to different hierarchal
levels (i.e., global /local) that coexist within multipart visual
objects. We first review some basic principles for studies
on the neural basis of selective attention that Steve helped
establish. Then we examine why these principals have
not been fully adhered to in previous work on attention
to compound objects. Later, we define a novel stimulation

method that enables sounder psychophysical and ERP
studies of attention within compound letters. Finally, we
illustrate the potential of this approach for understanding
psychopathology by looking at comparisons of autistic
and typical observers using the new paradigm. Our ulti-
mate goal is to understand how we can look at exactly the
same object, and yet see distinct things at different times.

SELECTIVE ATTENTION WHEN FACED
BY TWO STREAMS OF STIMULI

By 1979, after much tinkering and heated debate in
different labs over the world (e.g., Eason, Harter, & White,
1969; Nadtanen, 1975; Nadtanen, Gaillard, & Maéntysalo,
1978), Hillyard and Picton (1979) were able to distill some
basic principles for studying the neural basis of selective
attention, initially applied to ERP studies but also valid
for other neuroimaging techniques (see the recent review
by Luck & Kappenman, 2012). We list below our version
of these principles as follows: P1, two streams of informa-
tion should be presented concurrently on different chan-
nels (e.g., the two ears); P2, attention should be directed
by turn to both (by means of a discrimination or detection
task) in order to compare responses to exactly the same
stimuli when attended and when ignored; P3, the stimuli
and discrimination task in the two channels should be very
similar so that any difference in neural response to the two
channels cannot be attributed to differences in global brain
states such as arousal; P4, the order of the stimuli should
be randomized so participants cannot predict the channel
on which each upcoming stimulus was to be presented,
thus precluding differential preparatory neural activity;
P5, the pace of stimulation should be fast enough, and the

Cognitive Electrophysiology of Attention. http://dx.doi.org/10.1016/B978-0-12-398451-7.00013-0 1 65

Copyright © 2014 Elsevier Inc. All rights reserved.



166

subject's task sufficiently difficult, to avoid spillover of sur-
plus attention from the attended to the unattended chan-
nel (this idea has resurfaced in the perceptual load theory
of Lavie, 1995); and P6, the timing of stimuli should be
asynchronous (and with variable interstimulus intervals,
(ISD)), to enable the unmixing of overlapping responses to
the closely paced stimuli, hence producing independent
estimates of each channel's response.

In the visual modality, these principles have been usu-
ally incarnated in the fast presentation of two streams of
visual objects that replace each other at different locations.
Each stream includes many distracters (standards) with a
few target (deviant) stimuli, with both types of stimuli suf-
ficiently similar as to make their discrimination challeng-
ing, whereas, the difference between streams (channels)
should be large. This has been dubbed the Hillyard sus-
tained attention paradigm (Luck & Kappenman, 2012).
Many studies have shown that visual spatial attention
modulates very early components such as the posterior
P1 and N1 (whose neural sources probably lie in visual
extra-striate cortices) and the frontal N1, but does not
affect the C1 component that originates in striate cortex.
These findings have been interpreted as reflecting sen-
sory gating (Anllo-Vento, Schoenfeld, & Hillyard, 2004),
and offers support for early selection theories of attention.
The application of the principles outlined above, assure
us that the measured effects are due to selective atten-
tion, and not to unselective or nonspecific effects such
as changes in alertness, or differential preparation for
processing between the two channels.

Arelated tradition, using similar fast streams of targets
interspersed amidst distracters also emerged in experi-
mental psychology (Broadbent & Broadbent, 1990).
This was named rapid visual presentation. However,
this technique is perhaps better named rapid serial
object substitution (rsoS) since visual objects are continu-
ously created and destroyed in the stream. In this chap-
ter we will use the latter term to contrast it with rapid
object transformation (rsoT), in which the visual stream
consists of multiple mutations of the same object that
do not destroy its spatio-temporal continuity (Valdés
Sosa et al., 2003). An important finding with the origi-
nal rsoS is that when two targets (T1 and T2) are close
together in time (about <0.5 s), correct recognition of T1
interferes with recognition of T2. This effect is known
as the “attentional blink”((AB); Raymond, Shapiro, &
Arnell, 1992; see the recent reviews of the AB by Dux &
Marois, 2009; MacLean & Arnell, 2012). Since T2 recogni-
tion accuracy is restored by ignoring T1, low order sen-
sory interference (i.e., masking) cannot explain the AB
(Duncan, Ward, & Shapiro, 1994; Raymond et al., 1992).

One can strip down the rsoS (and rsoT) from the typi-
cal version with multiple distracters to a minimal version
that only conserves the two targets (each followed by a
visual mask). This is known as the “skeletal” rsoS/rsoT
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(MacLean & Arnell, 2012) or the attentional dwell-time
paradigm (Duncan et al., 1994), which elicits an AB
with similar duration as the one elicited in the “canoni-
cal” design. ERPs have been recorded in AB experi-
ments (Luck, Vogel, & Shapiro, 1996), and dual rsoS
streams (Chennu, Craston, Wyble, & Bowman, 2008;
Smigasiewicz & Moller, 2011) placed at different visual
locations have been used as well, making the connection
between the psychological and electrophysiological lit-
erature more evident.

Despite their empirical and theoretical connections,
crosstalk between skeletal and typical rsoS/rsoT para-
digms and ERP designs is still patchy. The connections
need to be spelled out in more detail. For example, in
principle, it should be possible to predict behavior in the
canonical rsoS/rsoT from performance or ERPs in the
skeletal design (e.g., McLaughlin, Shore, & Klein, 2001),
or to make equivalent predictions in the opposite direc-
tion. One should be able to predict the impact of dis-
tracters on target identification in the typical rsoS/rsoT
design from ERP data, since they provide an unobtrusive
index of distracter processing (demanding a behavioral
response to a distracter turns it into another target!).

ATTENTION TO THE HIERARCHICAL
LEVELS OF COMPOUND OBJECT

Visual scenes and objects can be perceived at different
hierarchical levels, moving from the most global down
to the narrowest detail. For example, faces have eyes and
noses, and eyes have eyelashes. People can selectively
attend to these hierarchical levels but have difficulty
when trying to apprehend more than one echelon at a
time. This failure to consciously perceive different levels
at the same time has been assessed with hierarchical
stimuli in which a global letter is constructed from
smaller letters (Figure 13.1(A)), also known as compound
letters (Kinchla, 1974, 1977; Navon, 1977). These figures
have the experimental advantage that they equate the
complexity and familiarity of the patterns to be identi-
fied at both levels.

Most observers are usually faster and more accurate in
identifying the global letter than the local forms (Navon,
1977, 2003). Moreover, trying to identify letters at both
levels (divided attention) elicits larger interference for
the local parts than vice versa (Kim, Ivry, & Robertson,
1999; Modigliani, Brenstein, & Govorkov, 2001). In addi-
tion, if the identity of the global and local letters is dif-
ferent in a figure, naming the letter at any level becomes
slower. Incongruent global letters interfere more with
the naming of local letters than in the opposite direction.
All this suggests global precedence, in other words,
global information is processed easier and faster than the
local details. However, subsequent studies have shown
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FIGURE 13.1 (A) A compound figure (a.k.a. Navon pattern). In
this case the letters defined at the two levels are incongruent. (B) Trial
structure in rapid serial object transformation, rsoT (above), and rapid
serial object substitution, rsoS (below). The example is a global/local
transition. Four different SOAs were used (see Figure 13.2).

that global precedence is not universal, depending on
several stimulus factors (Kimchi, 1992). The global prece-
dence effect could be partly a consequence of a competi-
tive advantage for the global level respect to attention.
Attempts to indirectly measure this discrepancy in tim-
ing were first made with traditional compound stimuli,
and tend to support this hypothesis (Filoteo, Friedrich,
& Stricker, 2001; Rinehart, Bradshaw, Moss, Brereton, &
Tonge, 2000; Robertson, 1996). The time needed to shift
attention between different compound letters has been
recently assessed with other approaches.

One relevant phenomenon is same-level priming.
When asked to identify target letters, subjects are faster if
the level at which they were presented is unchanged on
successive trials (Hiibner, 1997; Lamb, London, Pond, &
Whitt, 1998; Lamb & Yund, 1996; Robertson, 1996; Ward,
1982). Since the compound letters change over trials and
target letter identity is unpredictable, this facilitation
could be attentional in nature. These priming effects can
last up to 3 s and seem to be equally strong for both levels
(Kim et al., 1999; Lamb & Yund, 1996; Lamb, Yund, &
Pond, 1999; Robertson, Egly, Lamb, & Kerth, 1993;
Robertson, Lamb, & Knight, 1988). However, a more
detailed chronometry of the attentional effects involved
would be desirable, which has prompted several studies
to look at the AB for compound letters with rsoS designs.

Compound letters have been employed in the canoni-
cal rsoS paradigm (Crewther, Lawson, & Crewther,
2007; Lawson et al., 1998; Lawson, Crewther, Junghans,
Crewther, & Kiely, 2005). In these studies, unusually long
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ABs havebeen reported, lasting from 1.5 to 2 s. Puzzlingly,
there was no advantage for targets at the same level
relative to when they appeared at different levels. Com-
pound letters have also been used in a skeletal version
of rsoS (two targets followed by noise masks; Srivastava,
Kumar, & Srinivasan, 2010). In this case, attentional shifts
were faster when both targets appeared at the same hier-
archical level. In one of these experiments, local/global
and global/local shifts were equivalent in duration, and
in another the local/ global shift was longer. Both of these
findings do not fit with the global dominance hypothesis.
Finally, in an interesting design by Kotchoubey, Wascher,
and Verleger (1997), participants had to identify which of
two target letters was presented at a cued level, but when
a different third letter was found, they had to switch and
identify the targets at the originally uncued level. How-
ever, again responses were slower for the local/global
shifts than the global/local shifts.

Several articles describe electrophysiological corre-
lates of directing attention to different levels within
compound letters. Some have found larger negativity
N2 time window at posterior sites when attention is
directed toward local instead of toward global tar-
gets (Han, Fan, Chen, & Zhuo, 1997; Han, He, Yund,
& Woods, 2001; Heinze & Miinte, 1993; Machinskaya,
Krupskaya, & Kurgansky, 2010). It is not clear if this
effect is related to an increased number of potential
targets (many for local vs. only one for global), a
factor directly related to N2pc amplitude, or to neu-
ral processes more specific to the local level. Some of
these authors have also found a larger P1 waveform
when attending to the local level (Han et al., 2001;
Machinskaya et al., 2010). Interestingly, letter-identity
incongruity between levels enhances the amplitude
of the N2 waveform (Han et al., 1997, 2001). When
the figures were lateralized to one hemifield, larger
N2 amplitudes were found when attending to local
targets in the left hemisphere and in the right hemi-
sphere when attending to global targets (Schatz &
Erlandson, 2003; Volberg & Hiibner, 2004). In contrast,
in the experiment described above, Kotchoubey et al.
(1997) obtained larger- and shorter-latency P1 and N2
components to compound letters when attention was
directed to the global level. Furthermore, local/global
attentional shifts were associated with a longer P600
latency than global/local shifts.

RAPID VISUAL OBJECT
TRANSFORMATION AS A RESEARCH
TOOL

We believe that there are two basic problems with
many of the experiments reviewed in the previous section
that have led to inconsistent results. The first, inherent
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to rsoS, is that each additional stimulus that pops up in
the visual stream must overwrite or destroy the previous
one. This means we are looking at a sequence of differ-
ent objects, which hampers examination of attentional
shifts within the same entity (see Valdés Sosa et al., 2003).
Furthermore, previous research has established that
“new” objects (abruptly emerging within a visual scene)
will capture attention automatically (Yantis & Jonides,
1984). This stimulus-by-stimulus resetting of attentional
priorities also hampers the study of within-object shifts
of attention. The second problem originates with the tra-
ditional definition of compound letters. The local and
global levels are always presented simultaneously. In fact
with traditional stimuli it is impossible to present them
separately. This not only limits the options available for
psychophysical measurements, it also makes it difficult
to unlock the neural responses elicited by the two levels.

To elaborate on this last idea, consider the global and
local figures as two channels selectable by attention.
Therefore, they should be studied following the principles
P1-P6 outlined in a previous section. However in rsoS
designs, several of these principles are impossible or dif-
ficult to uphold (see Table 13.1). Since the local and global
levels are presented at the same time, it is not possible to
obtain distinct ERPs to each type of information. To extract
ERP or functional magnetic resonance imaging (fMRI)
activity selectively associated to different events, we must
be able to independently control the timing of each type of
stimulus (Dale & Buckner, 1997; Serences, 2004; Woldorff,
1993). Also with abrupt presentation of traditional com-
pound letters, it is not possible to task attention at specific
and independent times for each level, which is what is
required to directly time attentional shifts.

Therefore, the effects of attention on neural responses
specifically associated with a single level (in isolation
from the other) have not been studied, as when attended
and unattended ERPs from the same visual location (or
from the same ear) are compared. We can only contrast
the ERPs elicited by the same stimuli after we have tried
to weigh attention toward one—and then the other—
level. This has the unfortunate consequence that any ERP
change is ambiguous, because it could result either from
attention being drawn toward one level, or because it is
being drawn away from the other. The two alternatives
cannot be distinguished in an experiment. In fact, if these
two options produce outcomes of opposite polarity, then
the net effect would be weak or could even cancel.

To solve these problems we have applied rapid
serial object transformation to compound letters (see
Table 13.1). In rsoT, instead of the sequential disap-
pearance of “old” and appearance of “new” objects,
we use successive transformations of a durable visual
entity. This allows the direct timing of attentional shifts
between and within objects without contamination
from attentional resets due to the abrupt creation of
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new objects in the scene. Several studies have shown
that with rsoT, the AB produced by discrimination of
mutations of the same object is smaller than the one
produced for different objects (Kellie & Shapiro, 2004;
Raymond et al., 1992; Valdés Sosa et al., 2003). In our
approach to Navon patterns (Lopez, Torres, & Valdés-
Sosa, 2002), participants were presented with a grid of
patterns shaped like “8” digits (Figure 13.1(B)), each
similar to the seven segment LED numerical displays.
Subsequently, either complete “8” patterns were erased
briefly, unmasking a global letter, or parts within the
individual “8” patterns were eliminated, thus unmask-
ing local letters. Reinstating the original grid served
to limit the availability of the letters, without the need
to introduce a different and new stimulus as a visual
mask (as used in Hiibner, 2000; Navon, 1977).

This allows us to dissociate in time the presentation of
local and global aspects of the same object (Figure 13.1(B)).
One can then unambiguously attract attention to one
of the levels of the object at selected time instants. Note
that the overall grid (despite its mutations) provides a
stable scaffold to which the global and local levels can be
anchored. As we show below, rsoT of compound letters

TABLE 13.1 Comparison Between the Classical Navon Paradigm
and the rsoT Approach Based on the Principles for Experimentation
on Selective Attention Established by Steve Hillyard

Previous work
using Navon
paradigm with rsoS

Our work with

Principle rsoT

P1  Two concurrent
separate channels
(i.e., global and local)

Theoretically yes, Yes
practically no

P2 Attention first to Yes Yes
one and then the
other over time

P3  Equivalentstimuli  Roughly yes (i.e. Can be made
and task difficulty =~ same letters), but more equivalent
big differences but some
persist differences
persist
P4 Random Impossible Possible

presentation: make
which channel
upcoming stimulus
unpredictable

Yes, but not
completely
verifiable

P5  Fast stimulus
pace and large
task difficulty to
avoid spillover of
surplus attention
from attended to
unattended channel

Yes, completely
verifiable

P6  Asynchronous Possible

presentation

Impossible
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permits us to answer new psychophysical questions
(such as the direct timing of attentional shifts within
levels of the same object), on top of unlocking the neu-
ral responses elicited by global and local aspects of the
same figure (see Table 13.1). If the baseline grid of “8s” is
replaced by a visual noise mask, we have a more tradi-
tional rsoS as used in previous work (Figure 13.1(B)), in
which different objects are replaced in the visual stream.

DIRECT TIMING OF BETWEEN-LEVEL
ATTENTIONAL SHIFTS IN COMPOUND
FIGURES

Previous work has suggested that the time to shift
attention from the local to the global level of a compound
figure could be longer than a shift in the other direction.
However, as explained above the direct timing of atten-
tional shifts within the same object cannot be achieved
with conventional compound letters. By uncoupling the
presentation of these levels with rsoT, we can solve this
problem using the same logic developed to directly time
attentional shifts between different locations in visual
space (Posner, 1980), or between different objects at the

(A)

F(9,288)=17.838, p=0.00001
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same or separate locations (Chun & Potter, 1995; Raymond
et al., 1992; Raymond, Shapiro, & Arnell, 1995; Shapiro,
Driver, Ward, & Sorensen, 1997).

In a first experiment using a skeletal version of rsoT
(Lopez et al., 2002), a first target letter (T1) was presented
at one level and, after a varying stimulus onset asyn-
chrony (SOA), another target letter (T2) was presented
either at the same or a different level (Figure 13.1(B)).
Both targets were sandwiched between the baseline grid.
Pilot runs (in 20 independent participants) allowed us
to fix the target durations needed to achieve 85% correct
identification: about 50 ms for global- and about 200 ms
for local-letters, Four types of transitions were presented
(global/global, local/local, local/global, global/local),
each in a separate and precued block (100 trials in a block,
25 per SOA), with their order counterbalanced across
participants. The identity of T1 and T2 letters (either “E”,
“s”,“H”, “U”, or “P”) were randomly selected on each
trial without repetition.

The identification of the second letter (T2) was also
highly accurate for same-level trials for all SOAs down to
200 ms, indicating little interference in identifying two tar-
get letters at the same hierarchical level (Figure 13.2(A)). In
contrast, interference was found for global/local shifts of
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FIGURE 13.2 T2 recognition accuracy (proportion correct) in rsoT and rsoS as a function of transition type and SOA (measured in milliseconds).
Only trials in which T1 was correctly identified were considered. In this and subsequent figures the mean and standard error are plotted. (A) In rsoT,
transition type (F (3, 48) = 12.3, p < 0.01), SOA (F (3, 48) = 32.9, p < 0.01) and their interaction (F (9, 144) = 8.4, p < 0.01) all had significant effects on
T2 identification accuracy. Recognition of T1 did not differ between transition types and SOAs in this design and was highly accurate in all cases
(mean > 85%). (B) In rsoS, transition type (F (3, 48) = 30.9, p < 0.01), SOA (F (3, 48) = 26.8, p < 0.01), and their interaction (F (9, 144) = 19.7, p < 0.01)
all had significant effects on T2 identification accuracy. Recognition of T1 was also accurate across participants (mean > 85%). Source: Panel A was

modified from Lopez et al. (2002) with permission.
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attention at short SOAs (at 200 ms accuracy dropped about
30%), with a slow recovery that reached the accuracy of
same-level trials at about 800 ms. Interestingly, for global/
local shifts the impairment in T2 recognition was equally
severe at 200 ms, but much longer lasting. In this case, the
effects lasted up t01600 ms (Figure 13.2(A)). To summarize:
in typical observers, the interference for T2 was very small
when both transformations occurred at the same level of
the hierarchical figure; it was larger for local/global shifts;
and it was much larger for global/local shifts.

Another group of subjects was tested with the same
stimuli but in an rsoS design created by replacing the
baseline grid of “8s” by visual noise (Figure 13.2(B)). Let-
ter durations were also the same as before. As expected,
T2 identification was highly accurate for same-level tri-
als. However, in contrast with rsoT, global/global shifts
exhibited a slight (about 10%), but significant drop in per-
formance at the shortest SOAs (200 and 400 ms; (F (3, 16)
=14.9, p < 0.01)). The most striking finding was that T2
identification accuracy in different-level trials presented
a pattern divergent from the results from the rsoT design
(Figure 13.1(B)). Here, global/local shifts presented only
a small, albeit significant, drop (about 10%) in accuracy
at the shortest SOA. Surprisingly the local/global shifts
exhibited a very large impairment for T2 recognition.

F(9,81)=1.1912, p=0.31197
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FIGURE 13.3 Accuracy for recognizing T2 (after ignoring T1)
in a rsoT paradigm. All four transition types used are plotted as a
function of SOA. A small decrease in accuracy was observed only at
the smallest SOA, which resulted in significant effect of SOA accuracy
(F (3, 27) = 3.4, p < 0.04). However, neither transition type, nor its
interaction with SOA, were significant.
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Although accuracy was high at the 200 ms SOA possibly
a lag-zero effect (Arnell, Howe, Joanisse, & Klein, 2006),
for longer SOAs T2 recognition was more inaccurate up
to the longest 1600 ms with large drop t 400 ms (falling to
45% accuracy). This is similar to the findings of Srivastava
et al. (2010; experiment 2) who also used rsoS.

Are these interference effects attentional in nature?
Using the criteria developed in the AB literature in
our skeletal rsoT design (Lopez et al., 2002), we asked
participants to ignore T1, while focusing attention
on—and reporting—only T2, target identification was
very accurate (>90%) for all SOAs and all types of
trials (Figure 13.3). A slight (4%) drop in accuracy was
observed only for the smallest delay. Thus low-level
sensory effects (i.e., masking) probably plays a small
role (limited to very short SOAs) in the between-level
interference effects found in the skeletal rsoT (a similar
test for the rsoS task is required).

We believe that our rsoT design allows us to dissect,
control, and measure for the first time the covert shifts of
attention between levels that are triggered by traditional
Navon patterns. Uncovering the local and global let-
ters embedded in the baseline grid at separate moments
allows the direct timing of attentional dwell-times
(Duncan et al., 1994). The advantage for same-level shifts
of attention in rsoT is congruent with the same-level
priming previously reported (Robertson et al.,, 1993),
and establishes that it may emerge as fast as 200 ms after
attention latches onto one echelon. The greater ease for
local/global than for global/local shifts is compatible
with (and may partially explain) global precedence. We
believe that in rsoT the baseline grid provides a scaf-
fold that unambiguously defines the local and global
levels while conserving object continuity. Thus when a
traditional compound letter is observed, attention shifts
within the object, not to another object. In rsoS by con-
trast, no scaffold is available in the noise mask, and object
continuity is destroyed from one letter to the other. This
could help explain why the rsoS data presented here, and
that described in previous studies does not comply with
the global dominance hypothesis. Note that rsoS plot for
local/global shifts resembles the typical AB curves with
lag-one sparing, in other words preserved accuracy at
the shortest T1-T2 SOA (MacLean & Arnell, 2012). The
reason for this effect is not completely clear and requires
further exploration (Dux & Marois, 2009).

SUSTAINED ATTENTION TO THE
LEVELS OF A COMPOUND FIGURE

Although the sparse design of the skeletal rsoS/rsoT
allows direct and detailed timing of attentional shifts, the
large number of distracters in the canonical paradigm
is better tailored for ERP experiments using the Hillyard
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sustained-attention method. In this section we turn to
typical designs, in which participants in each block either
focused attention at one level, or divided attention between
the two levels. Based on a comparison of the results from
the skeletal rsoT and rsoS in the previous section, we
predicted more errors in target identification during the
divided-attention blocks, with evidence for global domi-
nance emerging from the former but not in the latter design.
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FIGURE 13.4 Examples of stimuli in the block experiment. The
first two letters are global (first a target and then a distracter). There
were 20 letters in each block. The third letter shown is a target at the
local level. The upper sequence is rsoT, whereas the lower is rsoS. IC
indicates durations calibrated for each subject to achieve about 85%
accuracy.
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Ten subjects participated in the experiment. Com-
pound letters similar to those described by Lopez et al.
(2002) were used. “E” and “P” were selected as targets
and “S”, “H”, and “U” as distracters. Global and local
letter durations were first titrated for each subject to
achieve 80% identification accuracy. A total of 90 blocks
of 20 letters were presented, each separated from the
next by either the baseline grid (rsoT) or the noise mask
(rsoS). On each block two targets were presented, sepa-
rated from each other by three to six distracters. In a third
of the blocks, targets were presented at only the local
level at which participants were asked to focus atten-
tion. In another third of the trials, the global level was
selected. In the remaining third of the blocks, one local
and one global target were presented, and participants
were asked to divide attention equally between the two
levels. The identity and level of the letters were selected
in a pseudo-random order, and subjects identified the
targets on a keyboard after each block finished. The ISIs
were selected from a uniform distribution from 500 to
800 ms (see Figure 13.4). The variable ISI was necessary
for subsequent ERP recordings. Note that the perceptual
and memory load created by the targets was equivalent
in all blocks.

Figure 13.5 shows mean recognition accuracy as a
function of target level for each type of block in the two
paradigms. Although in both designs there is a signifi-
cant cost for dividing attention (F (1, 9) = 12.5, p < 0.006),
the pattern of effects across blocks differs substantially
between rsoT and rsoS as predicted. This was reflected in
a significant paradigm X level interaction (F (1, 9) = 10.2,
p < 0.01). In rsoT, there is a global advantage for the
focused attention blocks, and the divided attention cost
is more pronounced for the local level. In rsoS, there was
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FIGURE 13.5 Mean error rate as a function of block type in the rsoT and rsoS paradigms. Note the significant dual-task cost (see main text),
which significant in both rsoT (F (1, 9) = 9.54, p < 0.013) and rsoS (F (1, 9) = 13.4, p < 0.0053). Whereas the divided attention cost was equivalent for
both levels in rsoS, it was more pronounced for the local than the global level (#(9) = 3.45, p < 0.007).
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a significant cost for divided attention but no effect due
to level was found. In other words, clear evidence for
global dominance was found in rsoT but not rsoS.

ATTENTIONAL MODULATION OF THE
ERPs ELICITED BY DIFFERENT LEVELS
OF A COMPOUND FIGURE

Next we used the ability of rsoT to unlock the moments
in which global and local letters are presented, in order
to segregate neural responses to each level. A canonical
rsoT block design was used, similar to that employed in
the previous section. Importantly, the intervals between
stimuli were randomly jittered, which allows opti-
mal separation of ERP recordings to each type of letter
(global vs. local). Here we summarize a more extended
report (Iglesisas, Trujillo-Barreto, & Valdes-Sosa, submit-
ted for publication).

The stimuli used were identical to those used in the
previously described experiment. Four blocks of stimuli
were used. In each block, 120 stimuli (60 global and 60
local), were presented in a random order, separated
by baseline period intervals ranging between 600 and
800 ms. Four targets were presented in each block at ran-
domly selected levels. Presentation time for both global
and local stimuli were titrated to about 80% recognition
accuracy in each individual. The stimuli sequence within
each block was randomized. In two of the four blocks,
participants were instructed to attend only to the global
stimuli (Attend-Global blocks) and in the other two
they were instructed to attend only to the local targets
(Attend-Local blocks). Block order was counterbalanced
across the 17 healthy participants.

Electrodes were placed in 58 active derivations refer-
enced to the nose. In addition eye movements were mon-
itored. Electroencephalogram segments of 800 ms were
defined, starting 100 ms before each stimulus. Trials with
artifacts or excessive activity in electro-oculogram were
rejected, and surviving segments for each condition (on
the average about 190 trials) were analyzed separately.
Since the temporal overlap of ERPs in fast paced rsoS/
rsoT designs usually produces unstable prestimulus
baselines, we estimated the average ERPs of each condi-
tion in all individuals with a novel methodology (Trujillo-
Barreto, Iglesias, & Valdes-Sosa, submitted for publication)
dubbed “form-free unmixing for ERPs” (FUN for ERPs),
with the same purpose as the previously described adja-
cent response filter method (ADJAR) (Woldorff, 1993).
FUN for ERPs allows robust and efficient extraction of
overlapped responses during rapid stimulation para-
digms, avoiding “a priori” assumptions about the shape
of the underlying ERPs. A permutation method (Galan,
Biscay, Rodriguez, Pérez-Abalo, & Rodriguez, 1997) with
cluster-mass correction (Maris & QOostenveld, 2007),
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FIGURE 13.6 Grand average responses elicited by global stimuli
at selected electrodes O1 and O2. In each panel the upper graphs
show the response to attended stimuli (red solid line) and unattended
(blue dashed line). The curves below each panel represent the results
of comparing both attended and unattended waveforms by means of
a permutation test. The red horizontal line shows the probability of
p = 0.05 (corrected for multiple comparisons). The red bars (above) and
dots (below) represent latencies where the test was significant after
cluster-mass correction.

was used to estimate the statistical significance of the
ERP amplitude elicited by distracter letters when they
were attended and when they where unattended.

The ERPs elicited by global stimuli were largest
over the occipito-temporal scalp region. As shown in
Figure 13.6, two early negative peaks were clearly evi-
dent in the attended stimuli, with respective latencies of
170 and 275 ms. This early activity was followed by a
positive peak with latency of 485 ms. The amplitude of all
components was attenuated when attention was directed
away from the global level toward the local level. Inter-
estingly, a significant attenuation of both negative peaks
was observed with permutation method that began
about 85 ms after stimulus presentation (see Figure 13.6).

Figure 13.7 exhibits the ERPs elicited by local stimuli
in both attended and unattended conditions. Attended
local letters also evoked ERPs that were also largest over
the occipital-temporal scalp (with two negative peaks,
latencies of 170 and 275 ms, and a positive peak with
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FIGURE 13.7 Grand average responses elicited by local stimuli at
selected electrodes O1 and O2. Conventions the same as in Figure 13.6.

latency of 505 ms). Unattended local letters produced
smaller ERPs than attended ones. The earliest amplitude
difference began at about 175 ms after stimulus onset.
This implies that the effects of attention were evident
about 100 ms later for the global-as compared to the
local-letters in this rsoT experiment.

Note that this is the first report of separate estimates
for different letters in a compound figure. The data show
that attention modulates early negative ERPs located
over the occipital-temporal scalp consistent with early
selection. The faster onset of attentional effects for
global—than for local—letters is consistent with the
global dominance hypothesis, and the correspond-
ing latency difference is of the same magnitude as the
traditionally reported global reaction-time advantage
(Navon, 1977).

APPLICATIONS OF RAPID OBJECT
TRANSFORMATION IN THE STUDY OF
AUTISM

As mentioned before, typical observers are faster
and more accurate in identifying the global-than the
local-letters within traditional compound letters.
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Furthermore, when conflicting information is presented
at the two levels, interference from the global to the local
letters is stronger than in the opposite direction. How-
ever, in autistic viewers, recognition of the local letters
interferes robustly with identification of the global let-
ter (O’Riordan, Plaisted, Driver, & Baron-Cohen, 2001;
Plaisted, Saksida, Alcantara, & Weisblatt, 2003; Rinehart
et al., 2000). There are several studies suggesting that
autistic individuals are actually faster than typical
observers when asked to identify an object embedded in
a larger complex pattern (Jolliffe & Baron-Cohen, 1997;
Shah & Frith, 1983), which is striking given that cogni-
tive deficits (not advantages) are usually associated with
autism (Happé, 1999; Happé & Frith, 2006). Efficient
processing of global figures by autistic participants is
possible nevertheless when local details can be ignored,
a finding that rules out a gross deficiency in their global
perception (Plaisted, Swettenham, & Rees, 1999; Posner,
1980).

Current theories of autism have tried to explain this
phenomenon by proposing an attentional bias toward
local processing (Happé, 1999; Happé & Frith, 2006;
Wang, Mottron, Peng, Berthiaume, & Dawson, 2007).
If this bias exists, it should translate into slower local/
global attentional shifts than found in typical observ-
ers. This comparison has been performed twice with an
adaptation of the skeletal rsoT procedure first described
by Lopez et al. (2002). We first describe our own study,
and then summarize findings from an independent
study (White, O'Reilly, & Frith, 2009).

We examined nine individuals with autism, conform-
ing to DSM-IV criteria for autism and mental retarda-
tion as confirmed by a trained psychiatrist. To control
factors such as educational level, verbal, and nonverbal
abilities, a control subject with mild mental retarda-
tion matched in age (10-26 years), sex (eight male, one
female), and nonverbal IQ (Raven's Colored or Standard
Progressive Matrices), was recruited for each participant
with autism. The autistic and mentally retarded partici-
pants were screened beforehand to check that they could
identify the letters used as stimuli and perform the task.
All of the participants had normal or corrected to normal
vision.

A briefer version of the skeletal rsoT procedure
described above was designed for clinical populations.
Only the 400 ms SOA and accuracy at this interval was
used as a surrogate measure for attentional shift dura-
tion. One block (consisting of 50 trials) of each transition
type was tested and participants were asked to report
both T1 and T2. A comparison of T2 recognition accuracy
in global/local relative to local/global trials is shown in
Figure 13.8(A).

The pattern of performance for the mentally retarded
participants was very similar to the majority of typical
observers. T2 recognition was larger for local/global
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13. SWITCHING ATTENTION BETWEEN THE LOCAL AND GLOBAL LEVELS IN VISUAL OBJECTS
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FIGURE 13.8 Scatter-plot of T2 recognition accuracy in autistic, mentally retarded, and typical observers. The diagonal line represents identi-
cal performance for the two types of trial. (A) Different level trials (global-local and local-global). Here, autistic participants exhibited a better
performance in global/local attentional transitions, as opposed to typical subjects and mentally retarded controls, who performed better in local/
global transitions. (B) Same-level trials (global-global and local-local), where no significant differences were found between groups. Only trials

were T1 was corrected were included in the figures.

shifts of attention than for global/local shifts, hence all of
the mentally retarded and typical viewers fell above the
diagonal in Figure 13.8(A). In contrast, almost all autis-
tic observers presented the opposite pattern with poorer
local/global than global/local attentional shifts (thereby
located under the diagonal in Figure 13.8(A)). Mean T2
recognition accuracy was larger for global/local shifts
(F(1,16)=10.4, p <0.006) in autistic observers. In the men-
tally retarded controls mean scores were more accurate
for local/global shifts (F (1, 16) = 17.3, p < 0.0007). The
shift direction interacted significantly with the diagnostic
group (mentally retarded vs autistic) in a mixed analysis
of variance (F (1, 16) = 27.27, p < 0.0001). T2 recognition
in same-level shifts did not differ significantly between
the autistic and mentally retarded individuals. There-
fore our rsoT method confirms that autistic observers do
have a bias of attention toward the local level (Filoteo
et al.,, 2001; Robertson, 1996) and allows its precise
quantification.

In a study with a much larger sample, White et al.
(2009) examined 49 high-functioning 7-12 year olds with
autism, of which 12 presented macrocephaly. These chil-
dren were compared to 25 typical children with the same
skeletal rsoT (using only the 400 ms SOA) described
above. White et al. (2009) found that children with autism
who also had macrocephaly showed a greater process-
ing cost when switching from local to global, than both
the children with autism without macrocephaly and the
control children. They also found that macrocephaly in
the context of normal development was not associated

with this difficulty. They argued that macrocephaly in
autism could be associated with abnormal neural con-
nectivity. Overall both studies coincide in showing that
in cases of autism, the costs for switching from global
to local are increased with respect to controls. This local
attentional bias could influence the daily lives of these
individuals and be related to the severity of their symp-
toms. In this sense, correlations between various aspects
of visual attention and scores on diagnostic scales have
been described (Billington, Baron-Cohen, & Bor, 2007;
Kawakubo et al., 2007).

CONCLUSIONS

In this chapter we present a novel experimental
approach, rsoT, which allows dissociation of the onset
of global and local target letters with the same com-
pound figure. This allowed direct timing of attentional
shifts within the same visual object. Shifts of attention
to successive targets within the same level were very
fast. Typical participants took longer in shifting atten-
tion from the global to the local level than from the
local to the global level. In contrast to previous work
(reviewed above) with the rsoS paradigm, our results
are consistent with the well-established literature on
global precedence (which suggests more attraction of
attention to the global than to the local level) and same-
level priming. When we exchange in our stimuli the
background /mask pattern that is interspersed between
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CONCLUSIONS

letters from a grid of “8s” for random lines (noise) the
design changes from rsoT (same object undergoing
mutations) into rsoS (objects appear and disappear).
Under these conditions, global/local shifts become
faster and local/global much slower, a pattern inverse
to our rsoT design but similar to previous reports using
this paradigm.

We also show that psychophysically, in rsoT the
global and the local aspects of the same stimulus can
be considered analogous to the two channels created
by spatially separated auditory or visual sources, with
significant costs for divided attention relative to focused
attention. By exploiting the unlocking of global and local
letter onsets in rsoT, we were able to isolate the neural
responses to the two levels. Thus all the principles laid
down by Steve Hillyard for studies of selective atten-
tion (Table 13.1) can be satisfied. We are now using the
same rsoT paradigm for fMRI studies, including a mul-
tivariate pattern analysis study to examine the coding of
global and local letters.

In addition to its contribution to research on basic
mechanisms of visual attention, our rsoT method using
compound letters is potentially useful for studying
attention in neuropsychiatric disorders. In the two stud-
ies of children with autism, we review that the typical
pattern of longer local/global than global/local atten-
tional shifts was reversed. This potentially offers an
explanation for the tendency of autistic participants to
focus on details, and perceive global aspects with diffi-
culty. The method could also be applied to characterize
attention in other syndromes with atypical processing of
compound letters, such as Williams syndrome, Parkin-
son’s disease, Down syndrome, Alzheimer's disease, and
schizophrenia.
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INTRODUCTION

Contour integration refers to the visual process that
groups together local edge elements to form larger
boundaries between surfaces and objects. Based on the
Gestalt principle of good continuation, contour integra-
tion marks an important intermediate step between
lower-level edge detection and higher-level object percep-
tion. The ability to link together spatially separate con-
tours to perceive the boundaries of objects is especially
useful in real-world settings which commonly involve
clutter and occlusion. While much research in this area
has employed single-unit recordings in non-human
primates (Bauer & Heinze, 2002; Gilbert, Ito, Kapadia,
& Westheimer, 2000; Ito & Gilbert, 1999; Kapadia, Ito,
Gilbert, & Westheimer, 1995; Li & Gilbert, 2002; Li, Piech,
& Gilbert, 2006; Li, Piech, & Gilbert, 2008), functional
neuroimaging in humans (Altmann, Bulthoff, & Kourtzi,
2003; Cardin, Friston, & Zeki, 2011; Kourtzi, Tolias,
Altmann, Augath, & Logothetis, 2003; Schira, Fahle,
Donner, Kraft, & Brandt, 2004), and psychophysical
and computational modeling approaches (for a review
see Wagemans et al., 2012), the present chapter focuses
on event-related potential (ERP) signatures of contour
integration.

In neurophysiological studies of contour integra-
tion, the stimuli employed are typically variants of those
created by Field, Hayes, and Hess (1993) (for a review see
Hess & Field, 1999). Within arrays of randomly oriented
line segments, the orientations of a subset of line seg-
ments are arranged to form larger contours (Figure 14.1).
Neural responses elicited by displays containing contours,
referred to here as “contour” stimuli (Figure 14.1(A)), are
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contrasted with neural responses elicited by displays made
up entirely of randomly oriented line segments, referred to
here as “random” stimuli (Figure 14.1(B)). At first glance,
this contrast may seem to violate the so-called “Hillyard
principle” which states that when manipulating atten-
tion or perception, it is best to compare ERPs elicited by
physically identical stimuli (Luck, 2005). The comparison
between ERPs elicited by contour-present stimuli and
contour-absent stimuli, however, is a necessary first step
in assessing purely sensory-driven contour integration
processes. The ERP difference that results from this contrast
can then be compared across various conditions in which
attention and perception are manipulated.

Previous ERP studies of contour integration have con-
sistently reported a large negative amplitude shift (>5pV)
at posterior electrode sites for contour compared to ran-
dom stimuli that begin at ~150ms (post stimulus-onset)
and last until ~300ms (Casco, Campana, Han, & Guzzon,
2009; Machilsen, Novitskiy, Vancleef, & Wagemans, 2011;
Mathes & Fahle, 2007; Mathes, Trenner, & Fahle, 2006).
A recent magnetoencephalography study reported an
analogous contour-specific effect in event-related mag-
netic field strength over the posterior scalp (Tanskanen,
Saarinen, Parkkonen, & Hari, 2008). The contour-specific
ERP component, which we refer to as the “contour inte-
gration negativity” (or “CIN”), has been found to vary in
latency and amplitude depending on the difficulty of the
contour detection task, generally occurring later in time
and at reduced amplitudes for more difficult-to-detect
contours (Machilsen et al., 2011; Mathes et al., 2006).

For tasks that require overt contour discrimination,
the contrast between contour and random stimuli is
likely to include not only sensory-driven effects, but also

Copyright © 2014 Elsevier Inc. All rights reserved.



EXPERIMENT 1: IDENTIFYING THE CIN

(A) Contour Stimulus

(B) Random Stimulus

FIGURE 14.1 Examples of stimuli used in contour integration
experiments. For contour stimuli (A) the orientations of a subset of
line elements are arranged such that a contour is perceived to continue
across neighboring lines based on the Gestalt principle of good con-
tinuation. For random stimuli (B) the same line segments are present
but all are oriented randomly.

postperceptual processes that are only present when the
contours are consciously detected. These postperceptual
processes include the selection of target candidates for
further processing, the comparison of the current con-
tour pattern to a target pattern held in memory, the deci-
sion to respond or not, and the preparation and execution
of a behavioral response. In other words, it is possible
that the CIN reported in previous studies consists of a
combination of multiple subcomponents, parts of which
reflect contour integration per se, and parts of which
reflect selective attention and postperceptual processes
related to the subject’s task. If so, it should be possible to
distinguish which subcomponents of the purported CIN
reflect sensory, perceptual, or postperceptual processes,
and to determine which of these are modifiable by atten-
tion and task demands. The remainder of this chapter
describes a series of five experiments aimed at decom-
posing the CIN via manipulations of stimuli and task,
with the overall goal of improving our understanding
of the neural processes underlying contour integration.

EXPERIMENT 1: IDENTIFYING THE CIN

Methods and Rationale

As a first step, we sought to replicate the basic find-
ing of a negative amplitude deflection over the posterior
scalp at ~150-300 ms for contour vs random stimuli (i.e.,
the CIN), characterize the scalp topography of the CIN,
and test whether its amplitude varies for open vs closed
shapes. In this initial study, we created random stimuli
and three types of contour stimuli each embedded within
a background of randomly oriented line segments: (1) a
single vertical contour that could appear in the left or
right visual field, (2) a large closed square, and (3) a
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FIGURE 14.2 Example stimuli from experiment 1. The four cat-
egories of stimuli consisted of single contours (A, B) appearing at
positions slightly above (as shown) or below the horizontal merid-
ian, closed squares (C) of two different sizes (as shown and one notch
larger), open squares (D) of two varieties (as shown and a mirror image
thereof), and random stimuli (not shown).

large square-like pattern with openings at each corner
(see Figure 14.2). The stimulus sequence was random-
ized and each type of stimulus was 25% probable. For
the random stimuli, each 20x20 grid of line segments
was created by selecting a random orientation, from 0°
to 180° in 15° steps, for the first line segment (e.g., in
the bottom left corner of the grid) and then pseudoran-
domly choosing the orientation of each subsequent line
while keeping track of its neighboring line’s orientation
to prevent accidental collinearity between neighboring
lines. For the contour stimuli, we specified the desired
orientation of line segments at designated positions on
the grid. For all experiments described in this chapter,
the stimuli were created with Presentation software
(Neurobehavioral Systems, Albany, CA) or a combina-
tion of Processing (http:/ /processing.org/) and the Gnu
image manipulation program (http://www.gimp.org/).
Previous studies have created similar stimuli in Matlab
(The Mathworks, Natick, MA) using the grouping ele-
ments rendering toolbox (Demeyer & Machilsen, 2012).
Stimuli were presented in a “pattern-change” man-
ner as opposed to an on—off (luminance change) manner.
In other words, the arrays of line segments were always
visible and ERPs were elicited by line orientation changes
rather than array onsets. During the interstimulus
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N1 Contour-specific
/ negativity

P2

Closed square
Open square
Random

1 1 1
140 ms 180 ms 220 ms

—>
260 ms

FIGURE 14.3 ERPs elicited by closed square, open square, and random stimuli for three posterior electrode sites (A) the negative voltage
deflection for contour stimuli began at ~150ms and persisted until ~300ms, overlapping the N1 and P2 peaks (dotted lines indicate range in top
right panel). Voltage differences (B) formed by the subtraction of ERPs elicited by squares minus random stimuli plotted over the posterior scalp

from 140 to 260ms.

intervals (ISIs), the line segments were always oriented
randomly. The ISI arrays (700-900ms) briefly switched
(for 150ms) to arrays containing contour patterns or to
different random arrays before switching back to an ISI
array. These back-to-back changes of line orientations
created the perception of apparent rotation of the indi-
vidual line elements. The decision to present stimuli in
this manner as opposed to on—off arrays was motivated
by the goal to maximize ERPs specific to contour integra-
tion while minimizing the contribution of low-level edge
detection. Importantly, to control for local orientation
effects, during any particular sequence of stimuli, no two
arrays were identical. The orientations of each random
control stimulus, each ISI-stimulus, and each stimu-
lus in which contour patterns were embedded were all
uniquely generated (thousands of distinct stimuli were
created for each subject).

To maintain consistency with previous studies, sub-
jects were trained to perform an overt contour detection
task. During four separate blocks of trials (counterbal-
anced across subjects, N=10), one of the four types of
stimuli (single line, closed square, open square, or
random) was designated as the target for which subjects
were instructed to press a response key upon detection.
To isolate the CIN, ERPs elicited by contour stimuli were
contrasted with ERPs elicited by random stimuli, exclud-
ing blocks in which the stimulus served as the target.

Results and Discussion

ERPs elicited by closed squares, open squares, and ran-
dom stimuli at three posterior electrode sites are shown

in Figure 14.3(A). In the first 150ms poststimulus, a typi-
cal sequence of visual ERP components (C1, P1, N1) was
evident for all stimuli. Amplitudes of the ERPs elicited
by contour-present stimuli first diverged from those elic-
ited by random stimuli at around the latency of the N1
(~150ms). This negative amplitude shift persisted until
~300ms and was highly similar in timing and general
scalp topography to the previously reported contour-spe-
cific negativity (e.g., Mathes et al., 2006). Note however
that the voltage distribution of the CIN (contour minus
random difference maps; Figure 14.3(B)) varied over time
and appeared to consist of at least two separate topog-
raphies, the first having a central occipital focus and the
second showing bilateral occipital-parietal foci with a
right hemisphere bias. Also, the amplitude of the CIN
was initially greater for closed vs. open squares but this
pattern flipped at subsequent latencies (~220ms), further
suggesting the existence of two separable processes.

To investigate the contralaterality of the CIN, ERPs
elicited by the single vertical contours were compared to
the random stimuli separately for contours appearing in
the left and right hemi fields (Figure 14.4). The CIN was
evident for these stimuli, albeit at slightly delayed laten-
cies (onset ~200ms). The CIN was highly contralateral
with little or no difference in amplitude between con-
tour and random stimuli at ipsilateral scalp sites. Inter-
estingly, the CIN over the right posterior scalp (elicited
by the left hemi field contour) was slightly larger and
more focused than the CIN over the left posterior scalp
(elicited by the right hemi field contour). This result may
suggest a contribution of right hemisphere areas to the
detection of contours in both visual fields.

II. FEATURE AND OBJECT ATTENTION



EXPERIMENT 2: DISTINGUISHING THE CIN FROM THE SELECTION NEGATIVITY

Right contour — random

—— Right contour
Random

Difference maps:
220-280 ms

181

Left contour P

PO8

Left contour — random

FIGURE 14.4 ERPs elicited by single contours presented to the left or right visual field were compared to those elicited by the random stimuli
at left (PO7) and right (PO8) posterior electrode sites. The contour-specific negativity was evident at electrode sites contralateral to the location of
the contour. Dotted lines indicate the time windows shown in the difference maps.

To summarize, this experiment replicated the find-
ing of a large (3-6 uV), long-lasting (~150ms) CIN using
our particular stimuli and presentation sequences. It
also demonstrated the contralateral nature of the CIN
for contours appearing to the left or right of fixation.
The shift in scalp topography over time from a central
occipital to a bilateral occipital-parietal distribution, as
well as the amplitude flip over time for the open and
closed shape stimuli, suggests that more than one visual
process may contribute to the CIN. The next step was to
manipulate the stimuli and the task more systematically
in order to directly assess the subcomponents of the CIN.

EXPERIMENT 2: DISTINGUISHING THE
CIN FROM THE SELECTION NEGATIVITY

Methods and Rationale

The goal of experiment 2 was to distinguish the CIN
from the selection negativity (SN). The SN, originally
reported by Harter and Aine (1984), has been character-
ized as a negative amplitude deflection over the posterior
scalp from ~200 to 400ms elicited by stimuli that contain
attended compared to unattended nonspatial features
such as a particular color or shape (Hillyard & Anllo-Vento,
1998). For example, Anllo-Vento, Luck, and Hillyard (1998)
reported robust SNs for blue checkerboard stimuli when
subjects were attending to blue vs. red in order to detect
infrequent blue target checkerboards (and similarly for red
checkerboards when red was attended). The SN is thought
to reflect the selection of a stimulus for further processing
in order to determine whether it is a target or not (Hillyard
& Anllo-Vento, 1998). Thus, target stimuli and nontarget
stimuli that share features with the target elicit robust SNs
while stimuli that are less similar to the target elicit weaker
or no SNs.

Applying this logic to contour integration, we pre-
sented subjects with four types of contour stimuli that
consisted of 1, 2, 4, or 5 concentric square-shaped con-
tours (Figure 14.5(A)). On separate blocks, either the
1- or 5-contour stimulus was designated as the target.
We expected to observe the largest SNs for the targets
in each block and the next largest SNs for stimuli with
similar numbers of contours, e.g., the 4 contour stimulus
when the target had 5 contours and the 2 contour stimu-
lus when the target had 1 contour. Stimuli that were least
similar to the target were expected to show the smallest
SNs. Because contour integration is thought to be a low-
level sensory-driven process, we expected the CIN to
vary in amplitude according to the number of contours
(larger for more contours) regardless of which stimulus
was the target.

In order to control the overall size of the different con-
tour patterns and to prevent subjects from developing
strategies to attend to specific regions of the array, we
created size-variants of each type of stimulus so that the
location of the inner and outer edges of the contour pat-
terns was balanced across all stimuli. For this experiment,
as well as each subsequent experiment described in this
chapter, we extended the stimulus duration to 300ms in
order to extend the latency of the stimulus-offset response
(the visual ERP elicited by the lines” orientations chang-
ing to the next random ISI-stimulus). ISI duration var-
ied between 600 and 800ms, each type of stimulus was
equiprobable (20%), and the order of target blocks was
counterbalanced across subjects (N=6). All other meth-
odological details were identical to experiment 1.

Results and Discussion

ERPs elicited by each type of stimulus are plotted sep-
arately for blocks in which the 1 contour stimulus was
the target and blocks in which the 5 contour stimulus

II. FEATURE AND OBJECT ATTENTION
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1 2 4 5
Number of contours

Example stimuli (A) from experiment 2. ERPs elicited by each stimulus type are displayed separately for trials in which the

1 contour (B) or 5 contour (C) stimulus was the target. The CIN varied in amplitude according to the number of contours, regardless of the
target. The SN varied in amplitude according to the target. This pattern of results is summarized (D) by plotting difference amplitudes (contour—
random) as a function of number of contours at electrodes Oz and POz for the CIN and SN, respectively.

was the target (Figure 14.5(B) and (C)). The early phase
of the broad negative deflection beginning 160ms post-
stimulus was larger for stimuli containing more contours
regardless of the target. However, after about 240ms,
negative amplitudes varied according to which stimulus
had been designated as the target. Specifically, when the
1 contour stimulus was the target, the 1 contour and 2
contour stimuli produced the most negative ERPs during
this latter phase (Figure 14.5(B)); when the 5 contour stim-
ulus was the target, the 5-contour and 4 contour stimuli
led to the most negative ERPs (Figure 14.5(C)). The overall
pattern of results is summarized in Figure 14.5(D), which

shows that during early time intervals (e.g., 180ms) differ-
ence wave amplitudes (contour minus random) increased
as a function of number-of-contours, whereas at later time
intervals (e.g., 300ms), amplitude varied according to
target similarity.

This pattern of differential amplitude modulation
as a function of number-of-contours vs. behavioral
relevance suggests that the early phase of the poste-
rior negativity may be more closely related to contour
integration (CIN) while the latter phase reflects selec-
tive attention (SN) processes related to target dis-
crimination. Additionally, the scalp topographies of
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EXPERIMENT 3: MODULATION OF CIN AMPLITUDE BY SPATIAL ATTENTION AND TASK RELEVANCE

the two phases of the negativity formed by subtract-
ing the random stimulus ERPs from the contour ERPs
showed a biphasic pattern similar to experiment 1, i.e.,
an early central occipital focus followed by bilateral
occipital—-parietal foci.

In experiments 1 and 2, the contours were always
task-relevant and spatially attended. Next, we aimed to
manipulate spatial attention and task relevance to deter-
mine whether contour integration can occur outside the
focus of attention or in situations in which the contours
are irrelevant to the task.

EXPERIMENT 3: MODULATION OF CIN
AMPLITUDE BY SPATIAL ATTENTION
AND TASK RELEVANCE

Methods and Rationale

In experiment 3, we manipulated spatial attention
and task relevance in a 2x2 design. In order to assess
the effects of spatial attention on contour integration,
we split the display into two separate arrays of line seg-
ments, each consisting of 10x10 elements, and posi-
tioned the arrays to the left and right of fixation (Figure
14.6(A)). During separate blocks of trials, subjects were
instructed to attend to either the left or right array and
ignore the other array in order to discriminate infrequent
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FIGURE 14.6
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target shapes (diamonds: 10% probability) from more
frequent standard shapes (squares: 40% probability) and
nonshape stimuli (random: 50% probability). The shapes
were equally likely to appear in either the left or right
array. To assess the effects of task relevance, we overlaid
each array with a large red cross and on half of the trials,
instead of discriminating shapes, subjects performed a
target detection task on the red cross while ignoring the
lines segments. On each trial, in synchrony with the line
orientation changes, one of the arms of each red cross
was slightly reduced in length. Occasionally (10% of tri-
als distributed across the three stimulus types), a cross
arm was reduced to a shorter length, and subjects were
instructed to press a response key when they detected
these larger, infrequent, cross-arm reductions. Thus, con-
tour stimuli could either be spatially attended and task
relevant, spatially attended but task irrelevant, spatially
unattended but task relevant, or spatially unattended
and task irrelevant.

In all four conditions, the stimulus sequence was
randomized and stimulus probabilities were identical.
Trials including target stimuli were excluded from fur-
ther analysis. The order in which subjects performed
the two tasks (detect diamonds/detect red-cross arm
reductions) as well as instructions to attend left or right
were counterbalanced across subjects (N=16). All other
parameters, including stimulus timing, were identical to
experiment 2.

\ N\ N—/

(C) Contours task-irrelevant:

. Contour-specific

2w i~ negativity

PO7/PO8

600 ms

—— Attended
Unattended
Random

Example stimulus (A) from experiment 3. Subjects attended either the left or right array in order to detect diamond-shaped

contours (task relevant condition) or reductions in length of the red cross-arms (task irrelevant condition). ERPs (B, C) elicited by square-shaped
contours (red & blue) and random stimuli (black) were collapsed over electrode locations contralateral to the contours. The contour-specific nega-
tivity was evident for spatially attended contours (red) regardless of task-relevance. Spatially unattended contours (blue) did not elicit significant

contour-specific negativities.
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The key comparisons were between ERPs recorded at
scalp locations contralateral to the square-shaped con-
tours for trials in which spatial attention was present
(i.e., focused on the side in which a contour appeared)
vs. absent (focused on the opposite side). This same
comparison was made for blocks in which the contours
were task relevant (subjects responded to diamond tar-
gets) vs irrelevant (subjects responded to red cross arm
reductions).

Results and Discussion

ERPs recorded at electrodes contralateral to the con-
tours were collapsed across the left/right visual fields,
and analyzed according to whether the contours were spa-
tially attended or task relevant. As expected, stimuli con-
taining spatially attended contours elicited enhanced P1
amplitudes compared to ERPs elicited by the same stimuli
when unattended. Additionally, spatially attended, task-
relevant contours produced robust CIN/SN components
(200-320 ms) compared to random stimuli (Figure 14.6(B)).
A reduced yet statistically significant negativity was evi-
dent between 200 and 300ms when the eliciting contour
stimuli were spatially attended but task irrelevant (Figure
14.6(C)). Spatially unattended yet task-relevant contours,
on the other hand, produced a small but insignificant neg-
ativity between 260 and 300ms compared to the random
stimuli. ERPs elicited by spatially unattended and task-
irrelevant contours did not differ from those elicited by
random stimuli.

Based on these results, contour integration appears
to require spatial attention given that the CIN and SN
components were present for spatially attended con-
tours and absent for spatially unattended contours. In
addition, the amplitudes of these posterior negativities
were strongly modulated according to task-relevance
in the spatially attended condition. A smaller, but still
significant negative amplitude shift was evident when
the contours were spatially attended but task-irrelevant,
suggesting that as long as spatial attention is present
contour integration may proceed even if the contours are
irrelevant to the task.

This latter finding implies that provided the appropri-
ate setting, i.e., the contours fall within the spotlight of
spatial attention, contour integration can occur automat-
ically without any additional top-down amplification
or task-based selection processes. To directly test this,
it was necessary to ensure that no other processes were
contributing to this contour-specific negativity. Notably,
in all of the experiments discussed so far, the contours
were consciously perceived. In the next experiment, we
sought to intentionally hide the contours from subject's
conscious awareness via attentional distraction in order
to directly assess whether contour integration can pro-
ceed automatically.

14. CONTOUR INTEGRATION: SENSORY, PERCEPTUAL, AND ATTENTION-BASED ERP COMPONENTS

EXPERIMENT 4: CONTOUR
INTEGRATION WITHOUT CONSCIOUS
PERCEPTION

Methods and Rationale

To manipulate and measure conscious perception of
the contours, we employed an inattentional blindness
paradigm, similar to those used by Mack and Rock (1998)
and Simons and Chabris (1999). In this type of paradigm,
subjects are initially uninformed about a critical stimulus
(e.g., a man in a gorilla costume, or in this case a large
square) that appears unexpectedly while they perform a
distractor task. After being exposed to the critical stim-
ulus in condition 1, subjects are queried as to whether
they noticed it. This questioning then acts as a cue such
that when subjects are exposed to the same stimulus in
condition 2, even while still performing the distractor
task, they almost always perceive it. Finally, in condition
3, subjects are instructed to ignore the distractor stimuli
and explicitly detect the critical stimulus.

To adapt the inattentional blindness paradigm to an
ERP experiment on contour integration, the line seg-
ments were presented in the center of the display and
were surrounded by a red ring of discs (Figure 14.7(A)).
Each time the line segments changed orientation, the
surrounding ring rotated clockwise or counterclockwise.
The goal was to have subjects diffuse their attention
broadly to the surrounding ring of discs in order to com-
plete a difficult target detection task (occasionally one of
the discs would dim slightly), and thereby create a situ-
ation in which subjects might be inattentionally blind to
the square-shaped contours within the task-irrelevant
array of line segments.

The key to this version of the inattention paradigm is
the subtle difference between condition 1 and condition
2. In both cases, subjects performed the same distractor
task on the surrounding ring of discs, i.e., the contours
were task-irrelevant in both conditions. The only differ-
ence was that subjects who did not notice the contours
in condition 1 noticed them in condition 2, due to the
intervening questionnaire. Condition 3, in which the
task switched to overt contour detection served as a
control and was essentially identical to the tasks used in
experiments 1 and 2. Thus, this experiment allowed us
to compare ERPs elicited by contour vs random stimuli
under three conditions in which the contours were: (1)
not perceived, (2) perceived but task-irrelevant, and (3)
perceived and task-relevant.

Full details of the methods and results of this experi-
ment have been published elsewhere (Pitts, Martinez, &
Hillyard, 2012). Briefly, for each of the three conditions,
240 square-shaped contours were presented (40%) along
with 300 random stimuli (50%) and 60 diamond-shaped
contours (10%). The diamond stimuli served as the targets
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FIGURE 14.7 Example stimuli (A) from experiment 4. ERPs (red =square; black=random) and difference maps (square minus random) for
subjects who failed to notice the contours in condition 1 (B-D). The CIN was evident in all conditions, even when subjects were not consciously
aware of the contours (B). The CIN was followed by a subsequent negativity (VAN) whenever subjects noticed the contours (C and D). These two
components were followed by the SN and a series of P3 components only when the contours were task-relevant (D).
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during the contour detection task in the third condition.
Following both the first and second conditions, subjects
were queried as to whether they noticed any patterns
within the array of line segments and asked to describe
what they perceived. Regardless of their response to this
initial question, they were shown six types of contour
patterns: the square, the diamond, and four foil patterns
(that never appeared during the experiment) and were
asked to rate their confidence in having seen these pat-
terns during the previous round. Based on a combination
of responses to these two questions (excluding a few sub-
jects who fell for the foils), 53% of subjects (20 out of 38)
failed to perceive the square-shaped contours in condi-
tion 1 even after having been exposed to them 240 times.
All subjects reported perceiving the contour patterns in
condition 2, suggesting that the intervening questions
had successfully cued subjects to notice the contours.

Results and Discussion

For each condition, we compared ERPs elicited by the
square contour stimuli and the random stimuli. Figure
14.7(B)—(D) shows ERPs and difference topographies for
each condition separately. Note that only data from sub-
jects who were inattentionally blind to the contours in
condition 1 are plotted here (for the full set of results,
see Pitts et al., 2012). During condition 1, even when
subjects did not consciously perceive the contour pat-
terns, we observed a significant CIN component over the
central occipital scalp from ~220 to 260ms. When these
same subjects later noticed the contours in condition 2,
the CIN was followed by a bilateral occipital-parietal
negativity from ~300 to 340ms. This second negativ-
ity resembles a component which has previously been
linked with conscious perception (see discussion below)
and is often referred to as the visual awareness negativ-
ity (VAN) (Railo, Koivisto, & Revonsuo, 2011). When the
task was altered in condition 3 and the contours became
task-relevant, these two posterior negativities (CIN
& VAN) shifted to earlier latencies (~180-220ms and
~220-260ms, respectively) and were followed by an SN
component at ~260-300ms as well as subsequent P3-like
components (~340-380; ~380-420).

This pattern of results, along with the findings from
experiment 3, suggests that contour integration can
occur automatically and nonconsciously as long as the
contours are spatially attended. This process of contour
integration is indexed by a central-occipital negativity,
designated as the CIN component, that begins anywhere
between ~150 and ~250ms following stimulus onset,
depending on the specific task demands. In addition to
helping us further characterize the temporal flexibility
of the CIN, this experiment suggested a third subcom-
ponent of the large-amplitude, long-duration, posterior
negativity observed in our previous experiments. This
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third subcomponent was temporally situated between
the CIN and the SN in condition 3 (contours perceived
and task relevant), it appeared after the CIN in condi-
tion 2 (contours perceived but task irrelevant), and it was
absent in condition 1 (contours not perceived). Hence,
this intermediate negativity appeared whenever subjects
consciously perceived the contours and was distinguish-
able from the sensory-based CIN and task-based SN
components. Our working hypothesis is that this third
subcomponent may index the establishment of the per-
cept itself, thus we refer to this component as the VAN.

Previous studies that have manipulated visual aware-
ness using different methods, such as backward mask-
ing and the attentional blink, reported a similar bilateral
occipital-parietal negativity at around 200-300ms
(VAN) that distinguishes aware from unaware condi-
tions (Koivisto, Revonsuo, & Lehtonen, 2006; Sergent,
Baillet, & Dehaene, 2005; for a review see Railo et al.,
2011). An alternative explanation is that the apparent
VAN observed these experiments, as well as in condi-
tion 2 of this experiment, is actually a small, temporally
variable SN. For example, in condition 2 subjects may
have shifted their attention to the contours immediately
after evaluating the distractor ring for the presence of a
target. These attentional shifts may have been marked
by SN, but because of intertrial and intersubject timing
variability in searching the distractor ring, the average
SN would appear smaller in amplitude and broader in
duration compared to condition 3, in which the primary
task was contour detection. Nonetheless, in agreement
with the VAN interpretation, we observed a frontally
distributed selection positivity (SP) that appeared only
in condition 3 (contours perceived and task relevant)
and not in condition 2 (perceived but task irrelevant).
The SP typically precedes the SN by ~20-50ms and is
thought to index similar selective attention processes as
the SN (Hillyard & Anllo-Vento, 1998). If the putative
VAN in condition 2 is actually an SN, we would expect
to see an SP here as well, but instead there were no signs
of an SP in condition 2. While the possible identification
of an ERP component that indexes conscious perception
is intriguing, more work is necessary to fully evaluate
whether this midlatency occipital-parietal negativity is
really an index of visual awareness that is distinguish-
able from attention and task-based components such as
the SN (e.g., see Verleger, 2010).

EXPERIMENT 5: MODULATION OF CIN
LATENCY BY TASK RELEVANCE

Methods and Rationale

To further explore how the latency of the CIN varies
according to the task, we conducted a follow-up study
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GENERAL DISCUSSION

to experiment 4 using the same red-ring distractor task
but varied the stimuli to include 1, 3, or 5 contours.
Each contour stimulus along with a random stimulus
was equiprobable (22.5%). A stimulus containing 2 con-
tours (10% probable) served as the target for the contour
detection task. Dim red circle targets appeared in 10% of
trials distributed across the stimulus types, and all target
trials were excluded from analysis. In this experiment,
subjects were informed of the presence of contours at
the beginning of the experiment, and the tasks (contour
detection vs. dim red circle detection) were counterbal-
anced across subjects (N=19). All other parameters were
identical to experiment 4.

Results and Discussion

As in experiment 4, we observed a dramatic latency
shift of the CIN according to task relevance (Figure 14.8).
Specifically, the onset latency of the CIN was ~140ms
when the contours were task-relevant and ~210ms when
the same contours were task-irrelevant. This negative
amplitude shift for contour-present vs. contour-absent
stimuli does not appear to be a modulation of the N1
or P2, as it can overlap either peak depending on the
task while retaining a consistent scalp topography, i.e.,
a central-occipital focus. These findings suggest that
automatic processes such as contour integration do not
follow a rigid time course but, instead, maintain a high
degree of temporal flexibility. This