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Like its first five editions, this book is an interdisciplinary-oriented, research-based
HR tex1. Perhaps the most significant change in the current edition is the addition of a new
coauthor, Herman Aguinis. Herman brings considerable content and methodological
expertise, and this edition of the text reflects those strengths. As in the past, our subject
matter is personnel psychology—the application of psychological research and theory to
APPENDIX A —Scientific and Legsal Guidelines on Employee Selection ; human resource management (HRM) in organizations. As an applied area of psychology,

Procedures— Checklists for Compliance 480 personnel psychology seeks to make organizations more effcctive and more satisfying as

Scientific Guidelines— Summary Checklist 480 places to work.
Sources of Validity Evidence 481 Personnel psychology represents the overlap between psychology and HRM. It is

Generalizing Validity Fvidence 483 a subfield within HRM, excluding, for example, such topics as labor law, compensation and
Fairness and Bias 484 benefits, safety, and industrial relations. Personnel psychology is also a subfield within
Operational Considerations 484 : industrial and organizational (1/O) psychology—the study of the behavior of men and
Legal Guidelines on Employee Selection Procedures 488 E women in work settings. Today. with the tremendous growth of I/O psychology in many
1. Adverse Impact 488 . directions, HRM is appropriately considered only one of many areas to which I/O psychol-
2. Validation 489 : ogists have turned their attention.
3. Criterion-Related Validity 490 ; As in the first five editions, we have included material of a decidedly theoretical,
4. Content Validity 492 1 statistical, or psychometric nature. No doubt some readers will criticize the book on these
g 5{;’,;';:”;‘?;:£ng&“0:93 103 grounds and charge that “things just aren’t done that way in the real world.” Perhaps not, for
7. Applicati 493 * we agree that some of the ideas in the book are used by very few organizations. However,
pplication .

many topics in earlier editions that may have seemed “far out” are now considered “main-
stream” —for example, validity generalization, statistical power analysis, and situational
interviews. The book is designed to be forward-looking and progressive, and, even though
some of the material is presented in a conventional manner, with a dose of statistical, psy-

APPENDIX B— An Overview of Correlation and Linear
Regression 495

¢ Concept of Correlation 495 chometric, or psychological theory thrown in, we believe that in the last analysis nothing is
The Concept of Regression 496 more practical.
Making Predictions Based on Multiple Predictors 499 In writing this book, we make two assumptions about our readers: (1) They are famil-

iar with the general problems of HRM or I/O psychology, and (2) they have some

Predictive Accuracy of Multiple Regression 502
i P & ’ background in fundamental statistics—at least enough to understand statistical proce-

APPENDIX C—Decision Trees for Statistical Methods 504 dures on a conceptual level, and preferably enough to compute and interpret tests of
References 507 statistical significance.'As in carlicr editions, our goz.lls are (1) to challenge the field to

Subject Index 576 advance rather than simply to document past practice, (2) to present a model toward

which professionals should aim, and (3) to present scientific procedurc and fundamental

Name Index 584 K . . . .
* theory so that the serious student can develop a solid foundation on which to build

a broad base of knowledge.

Our overall objective is to intcgrate psychological theory with tools and methods that will
enable the student or professional to translate theory into practice effectively. We are well
aware that in the complex and dynamic environment in which we live and work, scientific and
technological advances are occurring faster than ever before. Hence, education must be a life-
long effort if one is to avoid what Armer (1970) calls the ~“Paul Principle™: Over time, people
become uneducated and therefore incompetent to perform at a level at which they once

xvii
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performed adequately. If the book projects this one message, then the HR profession
will be enriched immeasurably.

The response to the first five editions of this book in psychology departments and
in business and professional schools has been particularly gratifying. However, new
ideas and research findings in all the areas covered by the book made a sixth edition
necessary in order to reflect the state of the art in personnel psychology. We have tried
to do just that, as reflected in the fact that more than 500 of the references in this sixth
edition are new! Year by year. the field continues to advance rapidly. Here is sample of
what is new in the sixth edition:

* Atageneral level, we have interwoven four themes throughout the book: technology,
strategy, globalization, and social responsibility. As in earlier editions, each chapter
includes updated discussion questions to help students reflect on what they have read.

¢ Chapter 1 provides extensive treatment of the impact of globalization. technology. and
demographic changes on markets, jobs, people, the structure of organizations, and the very
nature of work itself.

* We have updated Chapter 2, on legal issues in HRM, extensively, based on new
developments in case law in the areas of age and national origin discrimination, disabilities,
family and medical leave, leave for military service, testing, sexual harassment, *English
only” rules, and preferential selection. In all instances, we offer preventive actions and
practical tips.

¢ Chapter 3 retains its emphasis on utility or decision theory as a way of thinking, along with
aview of organizations as open systems. We then present a model of the employment
process as a network of sequential, interdependent decisions that serves as a roadmap for
the remainder of the book.

e Chapter 4 has a more detailed discussion of criteria as multidimensional and dynamic,
including the topics of typical versus maximum performance, counterproductive behaviors,
and contextual-versus-task performance. There is a discussion of how various conceptual-
izations of criteria affect resulting validity coefficients.

¢ The emphasis in Chapter S has changed from the previous performance-appraisal to
a broader performance-management approach. Although there is an extension and
thorough update of such topics as sources of performance information, agreement across
sources. and rating biases. there is much new material, including a discussion of the
interpersonal/social-interaction dimensions of performance management, acceptance of
feedback. and perceptions of (un)fairness, as well as the consequences of such perceptions.
There is also a new section on the assessment of team performance.

* Chapter 6 has a more detailed discussion of modern measurement theories, including
generalizability and item response. Also, there is a discussion of the various sources of
error considered by each reliability estimate and the relative appropriateness of various
measurement-error corrections. In addition, there are new sections on the steps involved
in the development of new measurement instruments.

* Chapter 7 includes new material regarding the effects of range restriction on the validity
coefficient, as well as validity generalization and cross-validation, and the implications of
recent findings in these areas for HR research and practice. Also, there is a new section on
how to gather validity evidence when local validation studies are not feasible. as well as
various strategies available for content validation.

* Chapter 8 provides a more in-depth treatment of differential prediction. We offer
specific suggestions to improve the accuracy of the differential prediction test. and we
link explicitly the discussion of differential validity and differential prediction to adverse

Preface @‘

impact. We offer suggestions on how to minimize adverse impact, including various forms of
test-score banding, which we discuss from legal. technical, and societal points of view. We
also discuss the concept of fairness from both interpersonal and public policy points of view.
Chapter 9 includes extensive discussion of changes in the organization of work and their
implications for job analysis. We present eight choices that confront job analysts, plus

new methods for establishing minimum qualifications, collecting work-related information
(including Internet-based methods), incorporating personality dimensions into job analysis,
conducting strategic or future-oriented job analysis, and using competency modeling,

The chapter concludes with a discussion of the newest approach to occupational
information—the O*Net.

Chapter 10 focuses on strategic workforce planning, There is considerable new material

on business strategy, alternative approaches to strategic planning, and the relationship
between strategic business and workforce plans. In addition to our traditionat discussion
of methods to forecast workforce supply and demand, we include new sections on
management succession plans and CEO succession.

We discuss the revolutionary impact of the Web on the recruitment practices of employers
and job seekers in Chapter 11. We also discuss research-based findings on the effects on
recruitment of organizational image. characteristics of recruiters, sources. and downsizing.
New sections consider the impact of hiring-management systems and intelligent software
that processes résumés, plus the process of job searching from the applicant’s perspective.
Chapter 12 discusses the extent of response distortion in application blanks and

biodata and how to minimize it; there is also more detail on differences between overt and
personality-based honesty tests and an entirely new section on computer-based screening,
including virtual reality screening. We have revised our treatment of employment inter-
views substantially, including social/interpersonal factors, individual differences, the effects
of structure. and the use of alternative media.

Chapter 13 emphasizes that the utility of a selection system includes more than the validity
coefficient. It discusses recent technical refinements in the computation of utility estimates
and includes a new section on managers’ perceptions of utility analysis and how such
information affects their decisions regarding the implementation of new selection systems.
Finally, the chapter includes an entirely new section on multiattribute utility analysis as

a means to incorporate stakeholder input in estimating the usefulness of a selection system.
Chapter 14 discusses the trade-offs involved in using general cognitive ability tests as

a primary tool in selection. It also examines the impact of faking on validity and decision
making. There is an entirely new section on situational-judgment tests, along with new
information on validity and adverse impact considerations resulting from various
combinations of selection procedures.

Chapter 15.0n training design, has been revised substantially. It begins with a discussion
of key challenges that modern organizations face and their impact on training design and
learning systems. We retain our emphasis on the fundamental principles of sound training
design and on the need to define carefully what is to be learned through careful needs
analysis, the specification of training objectives, and the creation of an optimal environ-
ment for learning. We also include new material on self-regulation and adaptive guidance
to enhance transfer.

Chapter 16 focuses on implementation and the measurement of training outcomes. It
includes new sections on computer-based training and criteria. It also incorporates the latest
measurement model that attempts to overcome the deficiencies of Kirkpatrick’s (1994)
tour-level model. Original material addresses the issue of influencing managerial decisions
with program-evaluation data, although we retain our strong emphasis on experimenta) and
quasi-experimental designs as bases for inferences about training outcomes.
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CHAPTER

¢ Chapter 17 is entirely new. focusing on international dimensions of applied psychology.
After considering the concept of culture, we emphasize five main areas: identification
of potential for international management, selection for international assignments, cross-
cultural training and development, performance management, and repatriation. We also
address the special issues involved when psychological measurement instruments are
transported across cultures.

¢ Chapter 18 includes updates of each of five codes of ethics that have been revised recently.
There is a new section on corporate ethics programs, along with a discussion of the effects
of individual differences variables on ethical behavior. New sections address ethical issues
to consider at each stage of the organizational-research process, beginning with research
planning and ending with reporting results. Finally, we discuss the role of a researcher’s
values in conducting and reporting organizational research.

. . At a Glance

We would be remiss if we did not acknowledge the moral support and encourage-
ment of our families throughout the project. Thetr love and devotion make good times
better and bad times a little easter to take.

Organizations are all around us—businesses, hospitals, political parties,
government and nongovernment organizations, social clubs, churches, Boy and
Girl Scouts, and Little Leagues, just to name a few. Each organization has its
own particular set of objectives, and, in order to function effectively, each
organization must subdivide its overall task into various jobs. Jobs differ in their
requirements. Likewise, people differ in aptitudes, abilities, and interests, and
along many other dimensions. Faced with such variability in people and jobs,
programs for the efficient use of human resources are essential.

As we move further into the Information Age, job security (the belief
that one will retain employment with the same organization until retirement)
: has become less important to workers than employment security (having
4 the kinds of skills that employers in the labor market are willing to pay for).
Hence, workplace training and development activities will be top priorities
for organizations and their people. Demographic changes in society will make
recruitment and staffing key considerations for many organizations. Cultural
diversity at work will be a major theme as the composition of the workforce
changes.

Guided by the fundamental assumption that in a free society every individual
has a basic and inalienable right to compete for any job for which he or she is
qualified, we turn to a consideration of how applied psychology can contribute
to a wiser, more humane use of our human resources, If present technological,
social, and economic indicators predict future concerns, applied psychology will
play an increasingly significant role in the world of work in the twenty-first
century.

Wayne Cascio and Herman Aguinis
Denver, Colorado

THE PERVASIVENESS OF ORGANIZATIONS

Throughout the course of our lives. each of us is deeply touched by organizations of
one form or another. In the normal course of events, a child will be exposed to a school
organization, a church or religious organization, and perhaps a Little League or a Boy
or Gitl Scout organization, as well as the social organization of the local community.
After leaving the school organization, the young person may choose to join a military,
business, or government organization, and as his or her career unfolds, the person

1
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probably will move across several different organizations. The point is simply that our
everyday lives are inseparably intertwined with organizational memberships of one
form or another.

What common characteristics unite these various activities under the collective label
“organization”? The question is not an easy one to answer. Many different definitions
of organization have been suggested, and each definition reflects the background and
theoretical point of view of its author with respect to what is relevant and/or important.
Yet certain fundamental elements recur in these definitions.

In general, an organization is a collection of people working together in a division
of labor to achieve a common purpose (Schermerhorn, Hunt, & Osborn, 2004). Another
useful concept views an organization as a system of inputs, throughputs, and outputs.
Inputs (raw materials) are imported from the outside environment, transformed or
modified (e.g., every day tons of steel are molded into automobile bodies), and finally
exported or sold back into the environment as outputs (finished products). Although
there are many inputs to organizations (energy, raw materials, information, etc.), people
are the basic ingredients of all organizations, and social relationships are the cohesive
bonds that tie them together (see Figure 1-1).

This book is about people as members and resources of organizations and about
what applied psychology can contribute toward helping organizations make the wisest,
most humane use of human resources. Personnel psychology, a subfield of applied
psychology, is concerned with individual differences in behavior and job performance and
with methods for measuring and predicting such differences. In the following sections, we
will consider some of the sources of these differences.

Differences in Jobs

In examining the world of work, one is immediately awed by the vast array of goods and
services that have been and are being produced as a result of organized effort. This great
variety ranges from the manufacture of tangible products —such as food, automobiles,

Raw Materials Energy

Inputs to
Organizations

Information Capital

People
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plastics, paper, textiles, and glassware —to the provision of less tangible services—such
as legal counsel, health care. police and fire protection, and education. Thousands of
jobs are part of our work-a-day world, and the variety of task and human requirements
necessary to carry out this work is staggering. Faced with such variability in jobs and
their requirements on the one hand, and with people and their individual patterns of
values, aspirations, interests, and abilities on the other, programs for the efficient use of
human resources are essential.

Differences in Performance

People represent substantial investments by firms— as is immediately evident when
one stops to consider the costs of recruiting, selecting, placing, and training as many
people as there are organizational roles to fill. But psychology’s first law is that peo-
ple are different. People differ in size, weight, and other physical dimensions, as well
as in aptitudes, abilities, personality, interests, and a myriad of other psychological
dimensions. People also differ greatly in the extent to which they are willing and
able to commit their energies and resources to the attainment of organizational
objectives.

If we observe a group of individuals doing the same kind of work, it will soon be
evident that some are more effective workers than others. For example, if we
observe a group of carpenters building cabinets, we will notice that some work
faster than others, make fewer mistakes than others, and seem to enjoy their work
more than others. These observations pose a question of psychological interest:
Why? That is, what “people differences” cause these “work differences”? Perhaps
these variations in effectiveness are due to differences in abilities. Some of the
carpenters may be stronger, have keener eyesight, and have more finely developed
motor coordination than others. Perhaps another reason for the observed differ-
ences in behavior is motivation. At any given point in time, the strength of forces
impelling an individual to put forth effort on a given task, or to reach a certain goal,
may vary drastically. In other words, differences in individual performance on any
task, or on any job, could be due to differences in ability, or to differences in
motivation, or to both. This has clear implications for the optimal use of individual
talents in our society.

A Utopian Ideal

In an idealized existence, our goal would be to assess each individual’s
aptitudes, abilities, personality, and interests; to profile these characteristics; and
then to place all individuals in jobs perfectly suited to them and to society. Each
individual would make the best and wisest possible use of his or her talents, while
in the aggregate, society would be making maximal use of its most precious
resource.

Alas, this ideal falls far short in practice. The many, and often gross, mismatches
between individual capabilities and organizational roles are glaringly obvious even to the
most casual observer —history Ph.D.s are driving taxicabs for lack of professional work,
and young people full of enthusiasm, drive, and intelligence are placed in monotonous,
routine, dead-end jobs.
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Point of View

In any presentation of issues, it is useful to make explicit underlying assumptions. The
following assumptions have influenced the presentation of this book:

1. In a free society, every individual, regardless of race, age, gender, disability, religion, national
origin, or other characteristics, has a fundamental and inalienable right to compete for any
job for which he or she is qualified.

2. Society can and should do a better job of making the wisest and most humane use of its
human resources.

3. Individuals working in the field of human resources and managers responsible for making
employment decisions must be as technically competent and well informed as possible,
since their decisions will materially affect the course of individual livelihoods and lives.
Personnel psychology holds considerable potential for improving the caliber of human
resource management in organizations. Several recent developments have combined to
stimulate this growing awareness. After first describing what personnel psychology is, we
will consider the nature of some of these developments.

PERSONNEL PSYCHOLOGY IN PERSPECTIVE

People have always been subjects of inquiry by psychologists, and the behavior of
people at work has been the particular subject matter of industrial and organizational
(I/0) psychology. Yet sciences and subdisciplines within sciences are distinguished not
so much by the subject matter they study as by the questions they ask. Thus, both the
social psychologist and the engineering psychologist are concerned with studying
people. The engineering psychologist is concerned with the human aspects of the
design of tools, machines, work spaces, information systems, and aspects of the work
environment. The social psychologist studies power and influence, attitude change,
communication in groups, and individual and group social behavior.

Personnel psychology is a subfield within I/O psychology. [t is an applied discipline
that focuses on individual differences in behavior and job performance and on methods
of measuring and predicting such differences. Some of the major areas of interest to
personnel psychologists include job analysis and job evaluation; recruitment, screening,
and selection; training and development; and performance management.

Personnel psychology also represents the overlap between psychology and
human resource management (HRM). HRM is concerned with the management of
staffing, retention, development, adjustment, and change in order to achieve both
individual and organizational objectives (Cascio, 2003¢), As a subfield of HRM,
personnel psychology excludes, for example, such topics as labor and compensation
law, organization theory, industrial medicine, collective bargaining, and employee
benefits. Psychologists have already made substantial contributions to the field of
HRM; in fact, most of the empirical knowledge available in such areas as motivation,
leadership, and staffing is due to their work. Over the past decade, dramatic changes
in markets, technology, organizational designs, and the respective roles of managers
and workers have inspired renewed emphasis on and interest in personnel psychology
(Cascio, 1993, 2003a). The following sections consider each of these in more detail.
Figure 1-2 illustrates them graphically.

!
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The Changing Nature of Product and Service Markets

Globalization, a defining characteristic of economic life in the twenty-first century,
refers to commerce without borders, along with the interdependence of busu'less
operations in different locations. Indeed, in a world where the transter of capital,

. goods, and increasingly labor occurs almost seamlessly, globalization is bringing

tremendous changes, both positive and negative, for billions of people around the
world. From just-in-time inventories to nanosecound technologies, the pace of change
is accelerating as a 24/7 culture pervades society. Product and service markets have
truly become globalized. S
Consider just one example. A decade ago writing computer code and maintaining
software applications were considered complex and secure ways for aspiring
Americans to make a living. Now they are considered “rote work,” and companies such
as Microsoft and Netscape Communications have these tasks done everywhere from
Ireland to India. As soon as work can be made routine— whether it’s reading X-rays or
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creating blueprints—the job can potentially be outsourced (Madigan, 2003). This is
a structural change that promises to have far-reaching consequences, beneficial for the
global economy. but promising more frequent career changes for U.S. workers.

Against this backdrop, growing ethnic and regional tensions, coupled with the
ever-present threat of terrorism, increase the chances of further geopolitical conflict.
Nevertheless, economic interdependence among the world’s countries will continue.
Global corporations will continue to be created through mergers and acquisitions of
unparalleled scope. These megacorporations will achieve immense economies of scale
and compete for goods, capital, and labor on a global basis. As a result, prices will drop,
and consumers will have more options than ever (Patel, 2002).

The results of accelerated global competition have been almost beyond
comprehension —free political debate throughout the former Soviet empire, democra-
tic reforms in Central and South America. the integration of the European community,
the North American Free Trade Agreement, and an explosion of free market entrepre-
neurship in southern China. In short, the free markets and free labor markets that the
United States has enjoyed throughout its history have now become a global passion.

However, it takes more than trade agreements, technology, capital investment, and
infrastructure to deliver world-class products and services. It also takes the skills,
ingenuity, and creativity of a competent, well-trained workforce. Workers with the
most advanced skills create higher-value products and services and reap the biggest
rewards. Attracting, developing, and retaining talent in a culture that supports and
nurtures ongoing learning is a continuing challenge for all organizations. Human
resource professionals are at the epicenter of that effort.

Impact on Jobs and the Payckological Contract
The job churning that characterized the labor market in the 1990s has not let up. If any-
thing, its pace has accelerated (Cascio, 2002, 2003b). Both white- and blue-collar jobs
aren’t being lost temporarily because of a recession; rather, they are being wiped out
permanently as a result of new technology, improved machinery, and new ways of
organizing work (Ansberry, 2003a; Schwartz, 2003). These changes have had, and will
continue to have, dramatic effects on organizations and their people.

Corporate downsizing has become entrenched in American culture since the
1980s, but it was not always so. It was not until the final 20 years of the twentieth
century that such downsizing and the loss of the perceived “psychological contract” of
lifelong employment with a single employer in the public and private sectors of the
economy came to characterize many corporate cultures and the American workforce
(Cascio, 1993). The psychological contract refers to an unwritten agreement in which
the employee and employer develop expectations about their mutual relationship
(Hui, Lee, & Rousseau, 2004; Rousseau, 1995). For example, absent just cause, the
employee expects not to be terminated involuntarily, and the employer expects the
employee to perform to the best of his or her ability.

Stability and predictability characterized the old psychological contract. In the
1970s, for example, workers held an average of 3-4 jobs during their working lives.
Change and uncertainty, however, are hallmarks of the new psychological contract.
Soon workers will hold 7-10 jobs during their working lives. Job-hopping no longer
holds the same stigma as it once did. Indeed. the massive downsizing of employees has
made job mobility the norm, rather than the exception. This has led workers operating
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under the new psychological contract to expect more temporary employment
relationships. Paternalism on the part of companies has given way to self-reliance on
the part of employees, and also to a decrease in satisfaction, commitment, intentions
to stay, and perceptions of an organization’s trustworthiness, honesty, and caring
about its employees (Lester, Kickul, Bergmann, & De Meuse, 2003). Indeed, our views
of hard work. loyalty, and managing as a career will probably never be the same.

Effects of Technology on Organizations and People

Millions of workers use networked computers every day, along with other products of
the digital age—cellular phones, personal digital assistants, and e-mail. Anything digital
is borderless. and, therefore, distance means nothing if you have a digital infrastructure
(Grove,2003). The digital revolution is breaking down departmental barriers, enhancing
the sharing of vast amounts of information, creating “virtual offices” for workers on the
g0, collapsing product-development cycles, and changing the ways that organizations
service customers and relate to their suppliers and to their employees (“Hand-Helds’
New Frontier,” 2003). To succeed and prosper in a world where nothing is constant
except the increasingly rapid pace of change, companies need motivated, technically
literate workers who are willing to train continually.

There is also a dark side to new technology, as workers may be bombarded with
mass junk e-mail (spam). company computer networks may be attacked by hackers
who can wreak havoc on the ability of an organization to function, and employees’
privacy may be compromised. One study estimated that an avalanche of spam may be
costing companies as much as $874 a year per worker (Baker, 2003). Like other new
developments, there are negatives as well as positives associated with new technology,
and they need to be acknowledged.

A caveat is in order here, however. It relates to the common assumption that since
production and service processes have become more sophisticated, high technology
can substitute for skill in managing a workforce. Beware of such a “logic trap.” On the
contrary, high technology actually makes the workforce even more important for
success, as Pfeffer (1994) has noted: “This is because more skill may be necessary to
operate the more sophisticated and advanced equipment. and with a higher level of
investment per employee, interruptions in the process are increasingly expensive. This
means that the ability to effectively operate, maintain, and repair equipment —tasks all
done by first-line employees—become even more critical” (p. 8). [deally, therefore,
technology will help workers make decisions in organizations that encourage them to
do so (Ansberry, 2003b). However, organizations of the future will look very different
from organizations of the past, as the next section illustrates.

Changes in the Structure and Design of Organizations

Many factors are driving change, but none is more important than the rise of Internet
technologies. Like the steam engine or the assembly line. the Web has already become an
advance with revolutionary consequences, most of which we have only begun to feel. The
Web gives everyone in the organization, from the lowliest clerk to the chairman of the
board, the ability to access a mind-boggling array of information—instantaneously from
anywhere. Instead of seeping out over months or years, ideas can be zapped around the
globe in the blink of an eye. That means that twenty-first-century organizations must
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adapt to management via the Web. They must be predicated on constant change, not
stability; organized around networks, not rigid hierarchies; built on shifting partnerships
and alliances, not self-sufficiency; and constructed on technological advantages,
not bricks and mortar (Cascio. 2003a). Twenty-first-century organizations are global in
orientation, and all about speed. They are characterized by terms such as “virtual,”
“boundaryless,” and “flexible,” with no guarantees to workers or managers.

This approach to organizing is no short-term fad. The fact is that organizations are
becoming leaner and leaner, with better and better trained “multispecialists” —those
who have in-depth knowledge about a number of ditferent aspects of the business.
Eschewing narrow specialists or broad generalists, organizations of the future will
come to rely on cross-trained multispecialists in order to get things done. One such
group whose role is changing dramatically is that of managers.

The Changing Role of the Manager

In the traditional hierarchy that once made up most bureaucratic organizations, rules
were simple. Managers ruled by command from the top (essentially one-way commu-
nication), used rigid controls to ensure that fragmented tasks (grouped into clearly
defined jobs) could be coordinated effectively, and partitioned information into neat
compartments—departments, units, functions. Information was (and is) power, and, at
least in some cases, managers clung to power by hoarding information. This approach
to organizing—that is, 3-C logic—was geared to achieve three objectives: stability,
predictability, and efficiency.

In today’s reengineered, hyper-competitive work environment, the autocratic,
top-down command-and-control approach is out of step with the competitive realities
that many organizations face. To survive, organizations have to be able to respond
quickly to shifting market conditions. In this kind of an environment. a key task for all
managers, especially top managers, is to articulate a vision of what their organizations
stand for, what they are trying to accomplish, and how they compete for business in
the marketplace. Managers need to be able to explain and communicate how their
organizations create value. The next step is to translate that value-creation story into
everything that is done, including the implications for employee knowledge and
behavior, and to use it as a benchmark to assess progress over time.

A large and growing number of organizations now recognize that they need to
emphasize workplace democracy in order to achieve the vision. This involves breaking
down barriers, sharing information, using a collaborative approach to problem solving,
and orienting employees toward continuous learning and improvement. For many
managers, these kinds of skills simply weren’t needed in organizations designed and
structured under 3-C logic.

Does this imply that we are moving toward a universal model of organizational
and leadership effectiveness? Hardly. Contingency theories of leadership such as path-
goal theory (House & Mitchell, 1974), normative decision theory (Vroom & Yetton,
1973). and LPC contingency theory (Fiedler, 1967) suggest that an autocratic style is
appropriate in some situations. In recent years. many organizations (e.g., Eaton
Corporation, Levi Strauss & Co.) have instituted formal information-sharing and
workplace education programs that reduce or ¢liminate a key condition that makes
autocratic leadership appropriate —workers who Jack the information or knowledge
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needed to make meaningful suggestions or decisions. More often, today's networked,
interdependent, culturally diverse organizations require transformational leadership
(Avolio, Sosik, Jung, & Berson, 2003; Bass, 1985, 1998). Leaders who are to transform
followers to bring out their creativity, imagination, and best efforts require well-
developed interpersonal skills, founded on an understanding of human behavior in
organizations. Such strategic leadership is particularly effective under unstable or
uncertain conditions (Waldman, Ramirez, House, & Puranam, 2001). I/O psychologists
are well positioned to help managers develop those kinds of skills.

In addition, although by no means universal, much of the work that results in a
product, service, or decision is now done in teams —intact, identifiable social systems (even
if small or temporary) whose members have the authority to manage their own task and
interpersonal processes as they carry out their work. Such teams go by a variety of names—
autonomous work groups, process teams, self-managing work teams (see Figure 1-3). All
of this implies a radical reorientation from the traditional view of a manager’s work.
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In this kind of an environment, workers are acting more like managers, and managers
more like workers. The managerial roles of “controllers,” “planners,” and “inspectors” are
being replaced by “coaches,” “facilitators.” and “mentors™ (Patel, 2002; Wellins. Byham, &
Wilson, 1991). This doesn’t just happen—it requires good interpersonal skills, continuous
learning. and an organizational culture that supports and encourages both.

Flattened hierarchies also mean that there are fewer managers in the first place.
The empowered worker will be a defining feature of such organizations.

The Empowered Worker — No Passing Fad

It should be clear by now that we are in the midst of a revolution —a revolution at work.
Change isn’t coming only from large, high-profile companies doing high-technology
work. It has also permeated unglamorous, low-tech work. As an example, consider
Toronto-based Cadet Uniform Services, which outfits the employees of some of North
America’s leading corporations (Cintas, 2003; Henkoff, 1994; Siehl & Hessell, 1999).

Twenty-first-century organizations, both large and small, differ dramatically in
structure, design, and demographics from those of even a decade ago. Demographically.
they are far more diverse. They comprise more women at all levels; more multiethnic,
multicultural workers; more older workers; more workers with disabilities; robots; and
contingent workers. Paternalism is out; self-reliance is in. There is constant pressure to
do more with less and a steady emphasis on empowerment, cross-training, personal
flexibility, self-managed work teams, and continuous iearning. Workers today have to
be able to adapt to changing circumstances and to be prepared for multiple careers. /O
psychologists are helping to educate prospective, current, and former workers to these
new realities. In the future, they will be expected to do much more, as we shall see, but
first let’s consider some organizational responses to these new realities.

Implications for Organizations and Their People

What do these trends imply for the ways that organizations will compete for business?
In a world where virtually every factor that affects the production of goods or the
delivery of services— capital, equipment, technology, and information —is available to
every player in the global economy, the one factor that doesn’t routinely move across
national borders is a nation’s workforce. Today the quality of a nation’s workforce is
a crucial determinant of its ability to compete and win in world markets.

Human resources can be sources of sustained competitive advantage as long as
they meet three basic requirements: (1) They add positive economic benefits to the
process of producing goods or delivering services; (2) the skills of the workforce are
distinguishable from those of competitors (e.g.. through education and workplace
learning): and (3) such skills are not easily duplicated (Barney, 1991). A human
resource system (the set of interrelated processes designed to attract, develop, and
maintain human resources) can either enhance or destroy this potential competitive
advantage (Lado & Wilson. 1994).

Perhaps a quote attributed to Albert Einstein, the famous physicist, best captures
the position of this book. After the first atomic reaction in 1942, Einstein remarked:
“Everything has changed, except our way of thinking” (Werkplace, 1993, p. 2). As 1O
psychology in general, and personnel psychology in particular, moves forward into the
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HRM in Action — Cadet Uniform Services, Now Part of
Cintas Corporation

Cadet doesn’t just hire people to drive
trucks, deliver clean uniforms, and pick
up dirty ones. Rather, its concept of
“customer service representatives” (CSRs)
extends much further. They are mini-
entrepreneurs who design their own
routes, manage their own accounts, and, to
a large extent, determine the size of their
paychecks.

Cadet ties compensation almost entirely
to measures of customer satisfaction. Lose a
customer on your watch and your salary
sinks. CSR pay is nearly twice the industry
average. In practice, Cadet rarely loses a
customer; its annual defection rate is less
than 1 percent. Employees don’t leave
either; turnover is a low 7 percent.To a large
extent, this is because Cadet spends consid-
erable time and effort on selecting employ-
ees—those who take pride in their work and
are exceedingly neat and outgoing. In all, 46
different ethnic groups are represented at
Cadet.

In 1995, Cadet was acquired by a like-
minded company, Cintas, of Cincinnati,
Ohio. It is the largest uniform supplier in
North America, with more than 500,000
clients. More than 5 million people wear
Cintas clothing each day. As of 2003,
Fortune magazine named Cintas as one of
“America’s Most Admired Companies” for
the third year in a row. Said CEO Bob
Kohlhepp, *[That’s] a real tribute to our
partner-employees. We have a unique
culture that respects the individual, focuses
on the customer, and encourages a spirit of
teamwork and cooperation. It’s the basis of
our success year after year, the reason why
people want to work at Cintas, and why
companies want to do business with us.”

How has Cintas done? Sales have
increased for 34 consecutive years, at a com-
pound rate of 24 percent, and profit at a rate
of 31 percent. In a gesture that reflects its
strong culture, Cintas shared $20.1 million
with its employee-partners in 2003.

twenty-first century, our greatest challenge will be to change the way we think about
organizations and their people. The remainder of this book will help you do that.
Trends such as these have intensified the demand for comprehensive training
policies that focus training efforts on organizational needs five years out or on
employees’ aspirations. Job security (the belief that one will retain employment with
the same organization until retirement) has become less important to workers than
employment security (having the kinds of skills that employers in the labor market
are willing to pay for). Demographic changes in society are making recruitment and
staffing top priorities for many organizations. Cultural diversity at work is a major
theme as the composition of the workforce changes. Consider, for example, that
more than half of the U.S. workforce now consists of racial and ethnic minorities,
immigrants, and women. White, native-born males. though still dominant. are them-
selves a statistical minority. The so-called mainstream is now almost as diverse as the
society at large. According to the U.S. Census Bureau, 1 in 10 people in the United
States is foreign-born, representing the highest rate in more than 50 years. In short,
a diverse workforce is not something a company ought to have; it's something all

companies do have or soon will have.
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In addition to demographic changes, we are witnessing sweeping changes in the
nature of work and its impact on workers and society. The following potential prob-
lems could surface (Colvin, 2003; Howard, 1995; Schwartz, 2003):

» [Insecurity —ongoing employment downsizing; “offshoring” of skilled jobs in services, such
as financial analysis, software design. and tax preparation.

e Uncertainty—constant change, multiple reporting relationships, inability to forecast the
future,

* Stress—competing demands. long work hours, exhaustion, tack of separation between work
and nonwork activities, global competition.

* Social friction—two-ticred society, sharp differences in opportunities based on ability,
insufficient work for the low-skilled.

On the other hand, work could provide the following compensations:

e Challenge—endless opportunities for stretching, growing, developing skills, keeping
interested.

¢ Creativity—opportunities to generate novel solutions to emerging problems,
self-expression.

» Flexibility —individualized careers and person-organization contracts, personal time and
space arrangements, multiple careers.

¢ Control—empowerment, responsibility for making decisions and directing one’s life.

» [Interrelatedness—global communication and “virtual connectedness,” group and team col-
laboration, end of isolation.

The future world of work will not be a place for the timid, the insecure, or the
low-skilled. For those who thrive on challenge, responsibility, and risk-taking, secu-
rity will come from seizing opportunities to adapt and to develop new competencies
(Hall & Mirvis, 1995). The need for competent HR professionals with broad training
in a variety of areas has never been greater.

PLAN OF THE BOOK

In Chapter 2, we will explore a pivotal issue in human resource management today:
legal requirements for fair employment practice. In particular, we will emphasize the
constitutional basis for civil rights legislation and the judicial interpretation of Title
VII of the 1964 Civil Rights Act. The remainder of the book will focus in greater
depth on some of the major issues in contemporary personnel psychology. Each
chapter will outline the nature of the topic under consideration, survey past practice
and research findings, describe present issues and procedures, and, where relevant,
indicate futuse trends and new directions for research.

The goal of Chapters 3 through 5 is to provide the reader with a strategy for view-
ing the employment decision process and an appreciation of the problems associated
with assessing its outcomes. Chapter 3 presents an integrative model in which the major
areas of personnel psychology are seen as a network of sequential, interdependent
decisions. The model will then provide a structure for the rest of the book, as well as a
conceptual framework from which to view the complex process of matching individuals
and jobs.
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In Chapter 4, we will focus on one of the most persistent and critical problems in
the field of personnel psychology. that of developing and applying adequate perfor-
mance criteria. A thorough understanding and appreciation of the criterion problem is
essential, for it is relevant to all other areas of human resource management, especially
to performance management.

In Chapter 5, we will examine current methods, issues, and problems associated
with the performance-management process, of which performance appraisal is a key
component. The objective of performance management is to improve performance at
the level of the individual or team every day.

The first part of the book presents fundamental concepts in applied measure-
ment that underlie al employment decisions. Chapters 6 and 7 represent the core of
personnel psychology - measurement and validation of individual differences. After
comparing and contrasting physical and psychological measurement, we will con-
sider the requirements of good measurement (reliability and validity) and the prac-
tical interpretation and evaluation of measurement procedures. As a capstone to
this part of the text, Chapter 8 is devoted entirely to a consideration of the issue of
fairness in employment decisions. Taken together, Chapters 2 through 8 provide
a sound basis for a fuller appreciation of the topics covered in the remainder of
the book.

In order to provide a job-relevant basis for employment decisions, information on
jobs, work, and workforce planning is essential. This is the purpose of Chapters 9 and
10. In Chapter 9, we will examine job analysis (the study of the work to be done, the
skills needed, and the training required of the individual jobholder). It is the touch-
stone for all employment decisions. In Chapter 10, we will consider the emerging area
of workforce planning. The goal of a workforce planning system is to anticipate future
staffing requirements of an organization and, based on an inventory of present
employees, to establish action programs (e.g., in recruitment, training, and career path
planning) to prepare individuals for future jobs. The emphasis of the chapter will be on
tying current workforce planning theory to practice.

Chapters [1 through 14 are is concerned with staffing —specifically, recruitment and
selection. In Chapter 11, we consider the theoretical and practical aspects of recruitment,
emphasizing both traditional and Web-based strategies. Chapter 12 focuses on initial
screening, particularly on nontest techniques such as employment interviews. Chapters
13 and 14 present current theory and practice with respect to the staffing process, non-
managerial as well as managerial.

Chapters 15 and 16 focus on the design, implementation, and evaluation of
training and development activities for individuals and teams, colocated as well as
virtual. These topics have drawn special attention in HRM, especially in light of the
need to develop skills continually in a dynarmic business environment. We consider
these issues with the conviction that a considerable reservoir of human potential for
productivity improvement, among managers as well as nonmanagers, remains to be
tapped.

The last part of the book comprises Chapters 17 and 18. Chapter 17, “International
Dimensions of Applied Psychology.” is a new chapter. Globalization implies more, not
less, contact with cultures other than one’s own. Personnel psychology has much to con-
tribute, from identifying international management potential early on, to selecting, train-
ing, developing, and managing the careers of expatriates.
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Finally, Chapter 18 addresses a variety of ethical issues in human resource
management. Corporate scandals, including those associated with Enron, Andersen
Worldwide, Worldcom, and Tyco. just to name a few, have called public attention to
the crisis in ethics at all levels of organizations (Byrne. 2002; Joseph & Esen, 2003).
While there are no easy answers to many ethical questions, public discussion of them
is essential if genuine progress is to be made. Moreover. HR departments are primary
resources for ethical policies. Now that we have considered the “big picture,” let us
begin our treatment by examining the legal environment within which employment
decisions are made.

Discussion Questions

l. Why is employment security more important to most workers than job security?

2. How have globalized product and service markets affected organizations and workers?

3. Discuss some of the changes that have occurred in the perceptions that workers and
organizations have about each other in light of the massive downsizing that has taken place
during the past decade.

4. How does information technology change the roles of managers and workers?

5. Describe some potential problems and opportunities presented by the changing nature of
Wwork,
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The Law and an Resource

Manag ent

At a Glance

Comprehensive employment-related legislation. combined with increased moti-
vation on the part of individuals to rectify unfair employment practices, makes the
legal aspects of employment one of the most dominant issues in HRM today. Alt
three branches of the federal government have been actively involved in ongoing
efforts to guarantee equal employment opportunity as a fundamental individual
right, regardless of race. color, age, gender, religion, national origin, or disability.

All aspects of the employment relationship, including initial screening, recruit-
ment, selection, placement, compensation, training, promotion, and performance
management, have been addressed by legislative and executive pronouncements
and by legal interpretations from the courts. With growing regularity, /O
psychologists and HR professionals are being called on to work with attorneys, the
courts, and federal regulatory agencies. It is imperative, therefore, to understand
thoroughly the rights as well as obligations of individuals and employers under the
law, and to ensure that these are translated into everyday practice in accordance
with legal guidelines promuigated by federal regulatory agencies. Affirmative
action as a matter of public policy has become a fact of modern organizational life.
Toignore it is to risk serious economic, human. and social costs.

Every public opinion poll based on representative national samples drawn between
1950 and the present shows that a majority of Americans—black, brown, and white —
support equal employment opportunity (EEQ) and reject differential treatment based
on race, regardless of its alleged purposes or results. There is agreement about the ends to
be achieved. but there is disagreement about the means to be used ( Von Drehle, 2003).
EEO has been, and is still, an emotionally charged issue. Congress has provided sound
legal bases for effecting changes in EEO through sweeping civil rights legislation.
Subsequently, thousands of dissatisfied groups and individuals have won substantial
redress on many issues by availing themselves of their legal rights. The combination of
the motivation to rectify perceived inequities and an easily available legal framework
for doing so has made the legal aspects of the employment relationship a dominant
issue in HRM today.

It is imperative, therefore. that I/O psychologists and HR professionals understand
the rights and obligations of individuals and employers in this most delicate area. They
must be able to work with attorneys (and vice versa), for neither can succeed alone.
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Each group has a great deal to contribute in order to identify vulnerable employment
policies and practices, to make required adjustments in them. and thus to minimize the
likelihood of time-consuming and expensive litigation. Let us begin. therefore. with an
overview of the legal system. legal terminology. important laws and court decisions,
and underlying legal and scientific issues.

THE LEGAL SYSTEM

Above the complicated network of local. state, and federal laws, the United States
Constitution stands as the supreme law of the land. Certain powers and limitations are
prescribed to the federal government by the Constitution: those powers not given to
the federal government are considered to be reserved for the states. The states, in turn,
have their own constitutions that are subject to, and must remain consistent with, the
U.S. Constitution.

While certain activities are regulated exclusively by the federal government (e.g..
interstate commerce), other areas are subject to concurrent regulation by federal and
state governmeants (e.g., equal employment opportunity). It should be emphasized.
however. that in the event of a conflict between a state law and the U.S. Constitution
(or the laws enacted by Congress in accordance with it), the federal requirements take
precedence. Thus, any state or local law that violates the Constitution or federal law is.
in effect, unconstitutional. Therefore, it is no defense to argue that one is acting accord- E d .
ing to such a state or local law. United Statas

The legislative branch of government (Congress) enacts laws, called statutes, Supreme Court
which are considered primary authority. Court decisions and the decisions and guide-
lines of regulatory agencies are not laws. but interpretations of laws for given situations ;
in which the law is not specific. Nevertheless, these interpretations form a complex fab-
ric of legal opinion and precedent that must be given great deference by the public. 3

Let us consider the judicial system, one of the three main branches of government

(along with the executive and legislative branches). more closely. The judicial power A state supreme court. State supreme court de§l§10n5 may be rev1eweq b.y'the uUs.
of the United States is vested “in one Supreme Court and in such inferior courts as ; Supreme Court where a question of federal law is mvolvef:l or where lhe)udlc.lal power
Congress may from time to time ordain and establish” according to Article III of the ! of the United States extend§ as d(laflr}ed by the U.S. Constitution. In all other instances,
Constitution. The system of “inferior” (i.e.. lower) courts includes the U.S. District the state supreme court decision 1s.fmal. ‘
Courts, the federal trial courts in each state. These courts hear cases that fall under Equal employment opportunity complaints may take any one of several alter-
federal jurisdiction, usually either cases between citizens of different states or cases ‘ native routes (see Figure 2-2). By far the 31mple§t and least costly alternative is to
relevant to the Constitution or federal law. : arrive at an informal. out-of-court settlement with the employér. Often. however.
Decisions of these lower federal courts may be appealed to 1 of 12 U.S. Courts of the employer does not have. an establish‘ed mechanism for dealing with §uch Prob-
Appeals. corresponding to the geographical region or “circuit™ in which the case arose ’ lems. Or, if such a mechanism does exist, employees or th“ complainants are
(see Figure 2-1). In turn, these courts’ decisions may be appealed to the U.S. Supreme unaware of it or are not encouraged tg use it. So the complgmant must choose more
Court—not as a matter of right, but only when the Supreme Court feels that the case formal legal means. such as con.[actmg state and local fair emp!oyment practice
warrants a decision at the highest level. Generally the Supreme Court will grant commissions (where they exist). 'federal' regulatory agencies (e:g‘, Equal
certiorari (review) when two or more circuit courts have reached different conclusions Employment Opportunity Commlss.lon‘. Oftice of Fedf:ra] Contract C ompha.nce
on the same point of law or when a major question of constitutional interpretation is Programs), or the federal and state ¢slr1ct_ gour'ts. At this stage. howevex:. so?unons
involved. If the Supreme Court denies a petition for a writ of certiorari, then the lower become time-consuming and expensive. Litigation is a luxu{'y that few‘uan afford.
court’s decision is binding. Perhaps the wisest course of action an employer can take is to establish a sound
The state court structure parallels the federal court structure, with state district internal complaint system to deal with problems betore they escalate to formal legal

courts on the lowest level, followed by state appellate (review) courts. and finally by a proceedings.
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From Seberhagen.L. W., McCollum, M. D & Churchill, C. D., Legal Aspects of
Personnel Selection in the Pubfic Service, International Personnel Management
Assceratton, 1972. Reprinted with pernussion.

UNFAIR DISCRIMINATION: WHAT 1S IT?

No law has ever attempted to define precisely the term discrimination. However,
in the employment context, it can be viewed broadly as the giving of an unfair
advantage (or disadvantage) to the members of a particular group in comparison
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to the members of other groups. The disadvantage usually results in a denial or
restriction of employment opportunities or in an inequality in the terms or benefits of
employment.

It is important to note that whenever there are more candidates than available
positions, it is necessary to select some candidates in preference to others. Selection
implies exclusion. As long as the exclusion is based on what can be demonstrated to
be job-related criteria. however. that kind of discrimination is entirely proper. It is
only when candidates are excluded on a prohibited basis not related to the job (e.g.,
age, race. gender, disability) that unlawful and unfair discrimination exists. Despite
federal and state laws on these issues. they represent the basis of an enormous vol-
ume of court cases. indicating that stereotypes and prejudices do not die quickly or
casily. Discrimination is a subtle and complex phenomenon that may assume two
broad forms:

1. Unequal (divparate) treatment is based on an intention to discriminate.
including the intention to reraliate against a person who opposes discrimination,
who has brought charges. or who has participated in an investigation or hearing.
There are three major subtheories of discrimination within the disparate treatment
theory:

—

. Cases that rely on direct evidence of the intention to discriminate. Such cases are proven

with direct evidence of

s Pure bias based on an open expression of hatred, disrespect, or inequality. knowingly
directed against members of a particular group.

» Blanket exclusionary policies— for example. deliberate exclusion of an individual whose
disability (e.g.. an impairment of her ability to walk) has nothing to do with the require-
ments of the job she is applying for (financial analyst).

2. Cases that are proved through circumstantial evidence of the intention to discriminate (see
Schwager v. Sun Oil Co. of Pa., p. 40). including those that rely on statistical evidence as a
method of circumstantially proving the intention to discriminate systematically against
classes of individuals.

3. Mixed-motive cases (a hybrid theory) that otten rely on both direct evidence of the inten-

tion to discriminate on some impermissible basis (e.g.. sex, race, disability) and proof that

the employer’s stated legitimate basis for its employment decision is actually just a pretext
for illegal discrimination.

2. Adverse impact (unintentional) discrimination  occurs when identical stan-
dards or procedures are applied to everyone, despite the fact that they lead to a sub-
stantial difference in employment outcomes (e.g.. selection, promotion. layoffs) for
the members of a particular group and they are unrelated to success on a job. For
example:

* Use of a minimum height requirement of 5° 8" for police cadeis. That requirement would
have an adverse impact on Asians, Hispanics, and women. The policy is neutral on its face.
but has an adverse impact. To use it. an employer would need to show that applicants must
meet the height requirement in order to be able to perform the job.

These two forms of illegal discrimination are illustrated graphically in Figure 2-3.
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ILLEGAL DISCRIMINATION

.

Unequal Treatment Adverse impact

: :

Unintentional Discrimination:

Intentional Discrimination: Same standards, different
Retaliation consequences for

different groups

LEGAL FRAMEWORK FOR CIVIL RIGHTS REQUIREMENTS

Employers in the public and private sectors, employment agencies, unions', and joint
labor-management committees controlling apprentice programs are subject to the
various nondiscrimination laws. Government contractors and subcontractors are
subject to executive orders. Many business organizations are employers as ».vel.I as
government contractors and, therefore, are directly subject both to nondiscrimina-
tion laws and to executive orders. While it is beyond the scope of this chapter to
analyze all the legal requirements pertaining to EEO, HR professionals should at
least understand the major legal principles as articulated in the following laws of

broad scope:

s The US. Constitution— Thirteenth and Fourteenth Amendments

e The Civil Rights Acts of 1866 and (371

¢ The Equal Pay Act of 1963

o The Civil Rights Act of 1964 (as amended by the Equal Employment Opportunity Act
of 1972)

» The Age Discrimination in Employment Act of 1967 (as amended in {986)

« The Immigration Reform and Control Act of 1986

¢ The Americans with Disabilities Act of 1990

o The Civil Rights Act of 1991

o The Family and Medical Leave Act of 1993

In addition, there are laws of limited application:

o Executive Orders 11246, 11375, and 11478
» The Rehabilitation Act of 1973
» The Uniformed Services Employment and Reemployment Rights Act of 1994

w—‘
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THE U.S. CONSTITUTION — THIRTEENTH AND FOURTEENTH
AMENDMENTS

The Thirteenth Amendment prohibits slavery and involuntary servitude. Any form of
discrimination may be considered an incident of slavery or involuntary servitude, and
thus liable to legal action under this Amendment. The Fourteenth Amendment guar-
antees equal protection of the taw for all citizens. Both the Thirteenth and Fourteenth
Amendments granted to Congress the constitutional power to enact legislation to
enforce their provisions. It is from this source of constitutional power that all subse-
quent civil rights legislation originates.

THE CIVIL RIGHTS ACTS OF 1866 AND 1871

These taws were enacted based on the provisions of the Thirteenth and Fourteenth
Amendments. The Civil Rights Act of 1866 grants all citizens the right to make and
enforce contracts for employment, and the Civil Rights Act of 1871 grants all citizens
the right to sue in federal court if they feel they have been deprived of any rights or
privileges guaranteed by the Constitution and laws. Until the late twentieth century,
both of these laws were viewed narrowly as tools for Reconstruction era racial prob-
lems. This is no longer so. In Johnson v. Railway Express Agency (1975). the Supreme
Court held that while Section 1981 of the Civil Rights Act of 1866 on its tace relates
primarily to racial discrimination in the making and enforcement of contracts, it also
provides a federal remedy against discrimination in private employment on the basis
of race. It is a powerful remedy. The Civil Rights Act of 1991 amended the Civil
Rights Act of 1866 so that workers are protected from intentional discrimination in
all aspects of employment, not just hiring and promotion. Thus, racial harassment is
covered by this civil rights law. The Civil Rights Act of 1866 allows for jury trials and
for compensatory and punitive damages' for victims of intentional racial and ethnic
discrimination, and it covers both large and small employers, even those with fewer
than 15 employees.

The 1866 law also has been used recently to broaden the definition of racial
discrimination originally applied to African Americans. In a unanimous decision, the
Supreme Court ruled in 1987 that race was equated with ethnicity during the legisia-
tive debate after the Civil War. and, therefore, Arabs, Jews, and other ethnic groups
thought of as “white” are nol barred from suing under the 1866 law. The Court held
that Congress intended to proteclt identifiable classes of persons who are subjected
to intentional discrimination solely because of their ancestry or ethnic characteris-
tics. Under the law, therefore, race involves more than just skin pigment (“Civil
Rights,” 1987).

‘Punitive damages are awarded in civil cases to punish or deter a defendant’s conduct. They are separate
from eompensatory damages, which are intended o reimburse a plaintiff for injuries or harm,
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EQUAL PAY FOR EQUAL WORK REGARDLESS OF SEX

Equal Pay Act of 1963

This Act was passed as an amendment to the Fair Labor Standards Act (FLSA) of
1938. For those employers already subject to the FLSA, the Equal Pay Act specifically
prohibits sex discrimination in the payment of wages, except

where such payment is made pursuant to (i) a seniority system: (ii) a merit sys-
tem; (iii) a system which measures earnings by quantity or quality of produc-
tion, or (iv) a differential based on any other factor other than sex: Provided,
that an employer who is paying a wage rate ditferential in violation of this sub-
section shall not, in order to comply with the provisions of this subsection,
reduce the wage rate of any employee.

The Equal Pay Act, the first in the series of federal civil rights laws passed during
the 1960s, is administered by the Equal Employment Opportunity Commission
(EEOC). Wages withheld in violation of its provisions are viewed as unpaid minimum
wages or unpaid overtime compensation under the FLSA. Between 1992 and 2002. the
EEOC received about 1,200 equal-pay complaints per year, and, in 2002, it won $10.3
million for aggrieved individuals, excluding monetary benefits obtained through litiga-
tion (EEOC, 2003). For individual companies, the price can be quite high, since, as the
lines of the law (quoted above) indicate, in correcting any inequity under the Act, a
company must ordinarily raise the lower rate. For example, Texaco agreed to pay a
record $3.1 million to female employees who consistently had been paid less than their
male counterparts. That amount included $2.2 million in back pay and interest and
$900,000 in salary increases (Bland, 1999).

Equal Pay for Jobs of Comparable Worth

When women dominate an occupational field (such as nursing or secretarial work), the
rate of pay for jobs in that field tends to be lower than the pay that men receive when
they are the dominant incumbents (e.g., construction, skilled trades). [s the market
biased against jobs held mostly by women? Should jobs dominated by women and jobs
dominated by men be paid equally if they are of “comparable™ worth to an employer?
Answering the latter question involves the knotty problem of how to make valid and
accurate comparisons of the relative worth of unlike jobs. The key difference between
the Equal Pay Act and the comparable worth standard is this: The Equal Pay Act
requires equal pay for men and women who do work that is substantially equal.
Comparable worth would require equal pay for work of equal value to an employer
(e.g., librarian and electrician).

The crux of the issue is this: Are women underpaid for their work, or do they
merely hold those jobs that are worth relatively less? Existing federal laws do not sup-
port the comparable-worth standard. However, several states have enacted laws that
require a comparable worth standard for state and local government employees, and
Canada’s Ontario province has extended such legislation to the private sector
(Milkovich & Newman, 20053).

S,
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The ultimate resolution of the comparable-worth controversy remains to be seen, but
there is an inescapable irony to the whole episode: The Equal Pay Act was passed for the
express purpose of eliminating gender as a basis for the payment of wages. Comparable
worth, by its very nature, requires that some jobs be labeled *male” and others “female.”
In so doing, it makes gender the fundamental consideration in the payment of wages.

Is it possible that the goals of comparable worth can be accomplished through
normal labor-market processes? Consider that in recent years there have been two
significant achievements for women: (1) They have made dramatic inroads in jobs tra-
ditionally held by men: and (2) as women deserted such low-paying jobs as secretary
and nurse, the demand for those jobs held steady or increased, and the pay rates
climbed. These are healthy trends that are likely to continue as long as aggressive
enforcement of Title VII, intended to ensure equal job opportunities for women, is
combined with vigorous enforcement of the Equal Pay Act. The appropriate response
is to remove the barriers, not to abolish supply and demand.

EQUAL EMPLOYMENT OPPORTUNITY

The Civil Rights Act of 1964

The Civil Rights Act of 1964 is divided into several sections or titles, each dealing with
a particular facet of discrimination (e.g., voting rights, public accommodations, public
education). For our purposes, Title VII is particularly relevant.

Title VII (as amended by the Equal Employment Opportunity Act of 1972) has
been the principal body of federal legislation in the area of fair employment. Through
Title VII, the Equal Employment Opportunity Commission (EEOC) was established
to ensure compliance with Title VII by employers, employment agencies, and labor
organizations. We will consider the organization and operation of the EEOC in greater
detail in a later section.

Nondiscrimination on the Basis of Race, Color, Religion, Sex, or
National Origin

Employers are bound by the provisions of Section 703(a) of Title VII as amended,
which states:

It shall be an unlawful employment practice for an employer—(1) to fail or to
refuse to hire or to discharge any individual or otherwise to discriminate against
any individual with respect to his compensation, terms, conditions, or privileges of
employment, because of such individual's race, color, religion. sex, or national ori-
gin; or (2) to limit. segregate, or classify his employees or applicants for employ-
ment in any way which would deprive or tend to deprive any individual of
employment opportunities or otherwise adversely affect his status as an
employee, because of such individual’s race, color. religion, sex, or national origin.

Note that race and color are not synonymous. Under federal law discriminating
against people because of the shade of their skin—so-called intrarace or appearance




Applied Psychology in Human Resource Management

discrimination—is distinct from, but just as illegal as, racial discrimination. For example,
whites can be guilty of color discrimination. but not racial discrimination, if they favor
hiring light-skinned over dark-skinned blacks. This issue is growing in importance as the
sheer number of racial blends increases (Valbrun, 2003).

Apprenticeship Programs, Retaliation, and Employment Advertising
Section 703(b) of Title VII states:

It shall be an unlawful employment practice for any employer, labor organiza-
tion, or joint labor-management committee controlling apprenticeship or
other training or retraining, including on-the-job training programs, to dis-
criminate against any individual because of his race, color, religion, sex, or
national origin in admission to, or employment in, any program established to
provide apprenticeship or other training.

A further provision of Title VII, Section 704(a), prohibits discrimination against an
employee or applicant because he or she has opposed an unlawful employment prac-
tice or made a charge, testified, assisted, or participated in a Title VI investigation, pro-
ceeding, or hearing. Finally, Section 704(b) prohibits notices or advertisements relating
to employment from indicating any preference, limitation, specification, or discrimina-
tion on any of the prohibited factors unless it is in relation to a bona fide occupational
qualification (see p. xxx).

Prior to 1972, Title VII was primarily aimed at private employers with 25 or
more employees, labor organizations with 25 or more members, and private employ-
ment agencies. In 1973, the Equat Employment Opportunity Act expanded this cov-
erage to public and private employers (including state and local governments and
public and private educational institutions) with 15 or more employees, labor orga-
nizations with 15 or more members, and both public and private employment agen-
cies. These amendments provide broad coverage under Title VII, with the following
exceptions: (1) private clubs, (2) places of employment connected with an Indian
reservation, and (3) religious organizations (which are allowed to discriminate
because of religion) [Title VII, Sections 701(a), 702, and 703(i)]. The U.S. Office of
Personnel Management and the Merit Systems Protection Board, rather than the
EEOC, monitor nondiscrimination and affirmative action programs of the federal
government. Affirmative action involves a proactive examination of whether equal-
ity of opportunity exists. If it does not. a plan is implemented for taking concrete
measures to eliminate the barriers and to establish true equality (Crosby, Iyer,
Clayton, & Downing, 2003).

Suspension of Government Contracts and Back-Pay Awards

Two other provisions of the 1972 law are noteworthy. First, denial, termination, or
suspension of government contracts is proscribed (without a special hearing) if an
employer has and is following an affirmative action plan accepted by the federal
government for the same facility within the past |2 months. Second. back-pay awards
in Title VII cases are limited to two years prior to the filing of a charge. Thus, if a woman

-
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filed a Title VII charge in 1999, but the matter continued through investigation, concil-
iation, trial, and appeal until 2003, she might be entitled to as much as six years of back
pay, from 1997 (two years prior to the filing of her charge) to 2003 (assuming the
matter was resotved in her favor).

In addition to its basic objective of protecting various minority groups against
discrimination in employment, Title VII extends the prohibition against sex discrim-
ination to all aspects of the employment relationship. It was widely known.
however, that this provision was inserted in the bili at the last minute in a vain
attempt to make the bill appear ludicrous and thus to defeat it. The volume of sex-
discrimination complaints filed with the EEOC and the court decisions dealing with
this aspect of discrimination have served subsequently to underscore the impor-
tance of this provision.

Several specific exemptions to the provisions of Title VII were written into the law
itself. Among these are the following.

Bona Fide Occupational Qualifications (BFOQs)

Classification or discrimination in employment according to race, religion, sex, or
national origin is permissible when such qualification is a bona fide occupational
qualification “reasonably necessary to the operation of that particular business or
enterprise.” The burden of proof rests with the employer to demonstrate this, and, as
we shall see, the courts interpret BFOQs quite narrowly. Preferences of the employer,
coworkers, or clients are irrelevant.

Seniority Systems

Bona fide seniority or merit systems and incentive pay systems are lawful “provided
that such differences are not the result of an intention to discriminate.”

Pre-Employment Inquiries

Such inquiries— for example, regarding sex and race —are permissible as long as they
are not used as bases for discrimination. In addition, certain inquiries are necessary to
meet the reporting requirements of the federal regulatory agencies and to ensure com-
pliance with the law.

Testing

An employer may give or act on any professionally developed ability test, provided the
test is not used as a vehicle to discriminate on the basis of race, color, religion, sex, or
national origin. We will examine this issue in greater detail in a later section.

Preferential Treatment

It is unlawful to interpret Title VII as requiring the granting of preferential treatment
to individuals or groups because of their race, color. religion, sex, or national origin
on account of existing imbalances. Such imbalances may exist with respect to differ-
ences between the total number or percentage of similar persons employed by an
employer, or admitted to or employed in any training or apprenticeship program,
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and the total number or percentage of such persons in any geographical area or n
the available workforce in any geographical area (see Wards Cove Packing v.

Antonio, 1989).

Veterans’ Preference Rights

These are not repealed or modified in any way by Title VIl In a 1979 ruling (Personr.zel
Administrator of Massachusetts v. Feeney. 1979), the Supreme Court held that V&-’l’%lle
veterans' preference rights do have an adverse impact on women’s job opportunities,
this is not caused by an intent to discriminate against women. Both male and female
veterans receive the same preferential treatment, and male nonveterans are al the
same disadvantage as female nonveterans.

National Security
When it is deemed necessary to protect the national security. discrimination (e.g..
against members of the Communist Party) is permitted under TiAtIe VIL

These exemptions are summarized in Figure 2-4. Initially it appeared lhaF these
exemptions would significantly blunt the overall impact of the law. However. it soon
became clear that they would be interpreted very narrowly both by the EEOC and by
the courts.

Bona Fide Occupational
Qualifications

Seniority Systems

Pre-employment Inquiries

Testing

Veterans’ Preference Rights

National Security FEGURE 4 Thcstxexem :
tions to !
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AGE DISCRIMINATION IN EMPLOYMENT ACT OF 1967

Just as Title VII prohibits discrimination in employment on the basis of race, color,
sex. religion, or national origin, employers are mandated by the Age Discrimination
in Employment Act (ADEA) to provide equal employment opportunity on the
basis of age. As amended in 1986, the ADEA specifically proscribes discrimination
on the basis of age for employees age 40) and over unless the employer can demon-
strate that age is a BFOQ for the job in question. In a 1985 ruling involving the
forced retirement of Western Airlines tlight engineers at age 60. the Supreme Court
established a tough legal test that employers must meet to establish age as a BFOQ.
Specifically. an employer must show that a particular age is “reasonably necessary to
the normal operations of the particular business™ and that “all or nearly all employ-
ees above an age lack the qualifications.” Failing that. an employer must show that it
is *highly impractical™ to test each employee to ensure that after a certain age each
individual remains qualified (Wermiel. 1985, p. 2). This law is administered by the
EEOC: in 2002, individuals filed almost 20,000 age-based complaints with the
agency (EEOC. 2003).

A key objective of this law is to prevent financially troubled companies from sin-
gling out older employees when there are cutbacks. However, the EEOC has ruled that
when there are cutbacks, older employees can waive their rights to sue under this law
(e.g..in return for sweetened benefits for early retirement). Under the Older Workers
Benefit Protection Act, which took effect in 1990. employees have 45 days to consider
such waivers and 7 days after signing to revoke them.

Increasingly. older workers are being asked to sign such waivers in exchange for
enhanced retirement benefits (Grossman. 2003). For example, at AT&T
Communications, Inc., employees who signed waivers received severance pay equal to
5 percent of current pay times the number of years of service. For those without
waivers, the company offered a multiplier of 3 percent.

THE IMMIGRATION REFORM AND CONTROL ACT OF 1986

This law applies to every employer in the United States—no matter how smail— as
well as to every employee —whether full-time. part-time, temporary, or seasonal. The
Act makes the enforcement of national immigration policy the job of every employer.
It requires (1) that employers not hire or continue to employ aliens who are not legally
authorized to work in the United States; and (2) that within three days of the hire date
employers verify the identity and work authorization of every new employee. and then
sign (under penalty of perjury) a form 1-9, attesting that the employee is lawfully eligi-
ble to work in the United States. Each year the Immigration and Naturalization
Service audits more than 60,000 1-9 forms (Nachman & Debiak, 2002).

Under this law, employers may not discriminate on the basis of national origin, but
when two applicants are equally qualified. an employer may choose a U.S. citizen over
an alien. The law also provides “amnesty rights” for illegal aliens who can show that
they resided continuously in the United States trom January 1982 to November 6. 1986
(the date of the law’s enactment). This portion of the law granted legal status to about
1.7 million aliens who had been living in the country illegally (~Study Hints.” 1988).
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Penalties for noncompliance are severe. For example, failure to comply with the
verification rules can result in fines ranging from $100 to $1,000 for each employee
whose identity and work authorization have not been verified. The law also provides
for criminal sanctions for employers who engage in a pattern of violations.

THE AMERICANS WITH DISABILITIES ACT (ADA) OF 1990

Passed to protect the estimated 54 million Americans with disabilities, 70 percent of
whom are unemployed, the ADA applies to all employers with 15 or more employees
(Wells, 2001a). Persons with disabilities are protected from discrimination in employ-
ment, transportation, and public accommaodation.

As a general rule, the ADA prohibits an employer from discriminating against
a “qualified individual with a disability.” A “qualified individual” is one who is able to
perform the “essential” (i.e.. primary) functions of a job with or without accommoda-
tion. A “disability” is a physical or mental impairment that substantially limits one or
more major life activities, such as walking, talking, seeing, hearing, or learning.
According to the EEQC’s ADA compliance manual (2000), persons are protected if
they currently have an impairment, if they have a record of such an impairment, or if
the employer thinks they have an impairment (e.g., a person with diabetes under con-
trol). Rehabilitated drug and alcohol abusers are protected, but current drug abusers
may be fired. The alcoholic, in contrast, is covered and must be reasonably accommo-
dated by being given a firm choice to rehabilitate himself or herself or face career-
threatening consequences. The law also protects persons who have tested positive for
the AIDS virus (ADA, 1990). Here are five major implications for employers (Janove,
2003; Willman, 2003; Wymer, 1999):

1. Any factory, office, retail store, bank, hotel, or other building open to the public must be
made accessible to those with physical disabilities (e.g., by installing ramps, elevators, tele-
phones with amplifiers). “Expensive” is no excuse unless such modifications might lead an
employer to suffer an “undue hardship.”

2. Employers must make “reasonable accommodations™ for job applicants or employees with
disabilities (e.g., by restructuring job and training programs, modifying work schedules, or
purchasing new equipment that is “user friendly” to blind or deaf people). Qualified job
applicants (i.e., individuals with disabilities who can perform the essential functions of a job
with or without reasonable accommodation) must be considered for employment. Practices
such as the following may facilitate the process (Cascio. 1993e):

¢ Obtaining expressions of commitment by top management to accommodate workers with
disabilities

* Assigning a specialist within the EEO/Affirmative Action section to focus on “equal
access” for persons with disabilities

e Centralizing recruiting, intake, and monitoring of hiring decisions

* Identifying jobs or task assignments where a specific disability is not a bar to employment

¢ Developing an orientation process for workers with disabilities, supervisors, and coworkers

* Publicizing successful accommodation experiences within the organization and among
outside organizations

* Providing in-service training to all employees and managers about the firm’s “equal
access” policy and how to distinguish “essential” from “marginal” job functions
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* Conducting outreach recruitment to organizations that can refer job applicants with dis-
abilities '
* Reevaluating accommodations on a regular basis

3. Pre-employment physicals are permissible only if all employees are subject to them, and
they cannot be given until after a conditional offer of employment is made. That is. the
e»mploymenl offer is conditioned on passing the physical examination. Prior to the condi-
nanal offer of employment, employers are not permitted to ask about past workers® com-
pensation claims or about a candidate’s history of illegal drug use. However, even at the
pre-offer stage. if an employer describes essential job functions, he or she can ask whether
the applicant can perform the job in question. Here is an example of the difference
between these two types of inquiries; “Do you have any back problems?” clearly violates
the ADA because it is not job-specific. However, the employer could state the following:
“This job involves lifting equipment weighing up to 50 pounds at least once every hour of
an eight-hour shift. Can you do that?”

4. Medical information on empioyees must he kept separate from other personal or work-
related information about them.

5. Drug-testing rules remain intact. An employer can still prohibit the use of alcohol and ille-
gal drugs at the workplace and can continue to give alcohol and drug tests.

Enforcement
The EEQC, the Department of Justice, and the Department of Transportation all have
a hand in enforcing the ADA (Wells, 2001a). In cases of intentional discrimination, the
Supreme Court has ruled that individuals with disabilities may be awarded both com-
pensatory and punitive damages up to $300,000 if it can be shown that an employer
engaged in discriminatory practices “with malice or with reckless indifference”
(Kolstad v. American Dental Association. 1999).

The Civil Rights Act of 1991

This'Act overturned six Supreme Court decisions issued in 1989. Here are some key
provisions that are likely 1o have the greatest impact in the context of employment.

Monetary Damages and Jury Trials
A major effect of this Act is to expand the remedies in discrimination cases. Individuals
yvho feel they are the victims of intentional discrimination based on race, gender (includ-
ing sexual harassment), religion. or disability can ask for compensatory damages for
pain and suffering, as well as for punitive damages. and they may demand a jury trial. In
the past, only plaintiffs in age discrimination cases had the right to demand a jury.

Compensatory and punitive damages are available only from nonpubiic émploy-
ers (public employers are still subject to compensatory damages up to $300,000) and
not for adverse impact (unintentional discrimination) cases. Moreover, they may not
be awarded in an ADA case when an employer has engaged in good-faith efforts to
provide a reasonable accommodation. The total amount of damages that can be
awarded depends on the size of the employer’s workforce.

As we noted earlier, victims of intentional discrimination by race or national origin
may sue under the Civil Rights Act of 1866, in which case there are no limits to compen-
satory and punitive damages, Note also that since intentional discrimination by reason of
disability is a basis for compensatory and punitive damages (unless the cmpl(;yer makes
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a good-faith effort to provide reasonable accommodation), the 1991 Civil Rights Act
provides the sanctions for violations of the Americans with Disabilities Act of 1990.

Adverse Impact (Unintentional Discrimination) Cades
The Act clarifies each party’s obligations in such cases. As we noted earlier, when an
adverse impact charge is made, the plaintiff must identify a specific employment prac-
tice as the cause of discrimination. If the plaintiff is successful in demonstrating
adverse impact, the burden of producing evidence shifts to the employer. who must
prove that the challenged practice is “job-related for the position in question and con-
sistent with business necessity.”

Protection in Foreign Countries
Protection from discrimination in employment, under Title VII of the 1964 Civil Rights
Act and the ADA is extended to U.S. citizens employed in a foreign facility owned or
controlled by a US. company. However, the employer does not have to comply with
U.S. discrimination law if to do so would violate the law of the foreign country.

Number of Employees Maximum Combined
D

Per Complaint

15to 100 $50.000

101 to 200 $100.000

201 to 500 $200.000

More than 500 $300,000
Racial Harasoment

As we noted earlier, the Act amended the Civil Rights Act of 1866 so that workers are
protected from intentional discrimination in all aspects of employment, not just hiring
and promotion.

Challenges to Convent Decrees
Once a court order or consent decree is entered to resolve a lawsuit, nonparties to the
original suit cannot challenge such enforcement actions.

Mixed-Motive Cases

In a mixed-motive case. an employment decision was based on a combination of job-
related factors, as well as unlawful factors such as race, gender, religion, or disability.
Under the Civil Rights Act of 1991, an employer is guilty of discrimination if it can be
shown that a prohibited consideration was a motivating factor in a decision, even though
other factors that are lawful also were used. However, if the employer can show that the
same decision would have been reached even without the unlawful considerations, the
court may not assess damages or require hiring. reinstatement, or promotion.

Senwority Syatemas
The Act provides that a seniority system thal intentionally discriminates against the
members of a protected group can be challenged (within 180 days of any of three

!

CHAPTER 2 The Law and Human Resource Management

points: (1) when the system is adopted, (2) when an individual becomes subject to the
system, or (3) when a person is injured by the system.

Race Norming and Affirmative Action
The Act makes it unlawful “to adjust the scores of, use different cutoff scores for, or
otherwise alter the results of employment-related tests on the basis of race, color, reli-
gion, sex, or national origin.” Prior to the passage of this Act, within-group percentile
scoring (so-called race norming) had been used extensively to adjust minority candi-
dates’ test scores to make them more comparable to those of nonminority candidates.
When race norming was used, each individual’s percentile score on a selection test was
computed relative only to others in his or her race/ethnic group, and not relative to the
scores of all examinees who took the test. However, a merged list of percentile scores
(high to low) was presented to those responsible for hiring decisions. )

Despite these prohibitions, another section of the Act states: “Nothing in the
amendments made by this title shall be construed to affect court-ordered remedies,
affirmative action, or conciliation agreements that are in accordance with the law.”
Although it could be argued that the Act would permit an employer to make test-score
adjustments where a court-ordered affirmative action plan is in place or where a court
approves a conciliation agreement, to date the courts have not interpreted it so broadly
(Chicago Firefighters Local 2 v. City of Chicago, 2001).

Extenswon to U.S. Senate and Appointed Officials
The Act extends protection from discrimination on the basis of race, color, religion,
gender, national origin, age, and disability to employees of the U.S. Senate, political
appointees of the President, and staff members employed by elected officials at the
state level. Employees of the U.S. House of Representatives are covered by a House
resolution adopted in 1988.

The Family and Medical Leave Act (FMLA) of 1993

The FMLA covers all private-sector employers with 50 or more employees, including
part-timers, who work 1,250 hours over a 12-month period (an average of 25 hours per
week). The law gives workers up to 12 weeks of unpaid leave each year for birth, adop-
tion, or foster care of a child within a year of the child’s arrival; care for a spouse, parent,
or child with a serious health condition; or the employee’s own serious health condition
if it prevents him or her from working. Employers can require workers to provide med-
ical certification of such serious illnesses and can require a second medical opinion.
Employers also can exempt from the FMLA key salaried employees who are among
their highest paid 10 percent. However, employers must maintain health insurance ben-
efits for leave takers and give them their previous jobs (or comparable positions) when
their leaves are over (Davis, 2003). Enforcement provisions of the FMLA are adminis-
tered by the U.S. Department of Labor. The overall impact of this law was softened con-
siderably by the exemption of some of its fiercest opponents—companies with fewer
than 50 employees, or 95 percent of all businesses.

In its first 10 years of existence, the law has generally worked well, although legisla-
tion has been introduced to expand its scope and to allow compensatory time off instead
of overtime pay for hours over 40 in a week. Many employers already offer more than
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the law requires. Fully 63 percent in one survey said they provide more flexibility for
employees, and 57 percent said they offer job-protected leave for absences that are not
covered under the law. Examples are paid leave, leave for parent-teacher conferences.
and leave for employees with fewer than 12 months of service (Clark, 2003).

This completes the discussion of “absolute prohibitions” against discrimination. The
following sections discuss nondiscrimination as a basis for eligibility for federal funds.

Executive Orders 11246, 11375, and 11478

Presidential executive orders in the realm of employment and discrimination are
aimed specifically at federal agencies, contractors, and subcontractors. They have the
force of law even though they are issued unilaterally by the President without congres-
sional approval, and they can be altered unilaterally as well. The requirements of these
orders are parallel to those of Title VII.

In 1965. President Johnson issued Executive Order 11246, prohibiting discrimination
on the basis of race, color, religion, or national origin as a condition of employment by
federal agencies, contractors, and subcontractors with contracts of $10,000 or more.
Those covered are required to establish and maintain an affirmative action plan in every
facility of 50 or more people. Such plans are to include employment, upgrading, demo-
tion, transfer, recruitment or recruitment advertising, layoff or termination, pay rates, and
selection for training. As of 2002, however, contractors are permitted to establish an affir-
mative action plan based on a business function or line of business (commonly referred
to as a functional affirmative action plan). Doing so links affirmative action goals and
accomplishments to the unit that is responsible for achieving them, rather than to a
geographic location. Contractors must obtain the agreement and approval of the Office
of Federal Contract Compliance Programs prior 1o making this change (Anguish, 2002).

In 1967, Executive Order 11375 was issued, prohibiting discrimination in employ-
ment based on sex. Executive Order 11478, issued by President Nixon in 1969, went
even further, for it prohibited discrimination in employment based on all of the
previous factors, plus political affiliation, marital status, and physical disability.

Enforcement of Executive Orders
Executive Order 11246 provides considerable enforcement power. It is administered
by the Department of Labor through its Office of Federal Contract Compliance
Programs (OFCCP). Upon a finding by the OFCCP of noncompliance with the order,
the Department of Justice may be advised to institute criminal proceedings, and the
secretary of labor may cancel or suspend current contracts, as well as the right to bid on
future contracts. Needless to say, noncompliance can be very expensive.

The Rehabilitation Act of 1973

This Act requires federal contractors (those receiving more than $2,500 in federal con-
tracts annually) and subcontractors actively to recruit qualified individuals with dis-
abilities and to use their talents to the fullest extent possible. The legal requirements
are similar to those of the Americans with Disabilities Act.

The purpose of this act is to eliminate systeric discrimination—i.e., any business prac-
tice that results in the denial of equal employment opportunity. Hence, the Act empha-
sizes “screening in” applicants, not screening them out. It is enforced by the OFCCP.

i
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Uniformed Services Employment and Reemployment Rights Act
(USERRA) of 1994

Regardless of its size, an employer may not deny a person initial employment, reemploy-
ment, promotion, or benefits based on that person’s membership or potential member-
ship in the uniformed services. USERRA requires both public and private employers
promptly to reemploy individuals returning from uniformed service (e.g.. National Guard
or activated reservists) in the position they would have occupied and with the seniority
rights they would have enjoyed had they never left. Employers are also required to
maintain health benefits for employees while they are away, but they are not required to
make up the often significant difference between military and civilian pay (Garcia, 2003).
To be protected, the employee must provide advance notice. Employers need not always
rehire a returning service member (e.g., if the employee received a dishonorable discharge
or if changed circumstances at the workplace, such as bankruptey or layoffs, make reem-
ployment impossible or unreasonable), but the burden of proof will almost always be on
the employer. If a court finds that there has been a “willful” violation of USERRA, it may
order double damages based on back pay or benefits. This law is administered by the
Veterans Employment and Training Service of the U.S. Department of Labor.

ENFORCEMENT OF THE LAWS —REGULATORY AGENCIES

State Fair Employment Practices Commissions

Most states have nondiscrimination laws that include provisions expressing the public
policy of the state, the persons to whom the law applies, and the prescribed activities of
various administrative bodies. Moreover, the provisions specify unfair employment
practices, procedures, and enforcement powers. Many states vest statutory enforce-
ment powers in a state fair employment practices commission. Nationwide, there are
about 100 such state and local agencies.

Equal Employment Opportunity Commission (EEOC)

The EEOC is an independent regulatory agency whose five commissioners (one of
whom is the chair) are appointed by the President and confirmed by the Senate for
terms of five years. No more than three of the commissioners may be from the same
political party. Like the OFCCP, the EEOC sets policy and in individual cases deter-
mines whether there is “reasonable cause” to believe that unlawful discrimination has
occurred. It should be noted, however, that the courts give no legal standing to EEOC
rulings on whether or not “reasonable cause” exists; each Title V1I case constitutes a
new proceeding.

The EEOC is the major regulatory agency charged with enforcing federal civil
rights laws, but its 50 field offices, 24 district offices, and 2.800 employees are
rapidly becoming overwhelmed with cases. In 2003, for example, individuals filed
81.293 complaints with the agency. The average filing is resolved within six months,
but about 40,000 cases remain unresolved { Abelson, 2001). Race, sex, disability, and
age discrimination claims are most common, but claims of retaliation by employers
against workers who have complained have nearly tripled in the last decade, to
almost 23,000 in 2002. In 2002. the EEOC won more than $250 million for
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aggrieved parties, not including monetary benefits obtained through litigation
(EEOC. 2003).

The Complaint Process
Complaints filed with the EEOC first are deferred to a state or local fair employment
practices commission if there is one with statutory enforcement power. After 60 days,
EEOC can begin its own investigation of the charges, whether or not the state agency
takes action. Of course, the state or local agency may immediately re-defer to the
EEOC.

In order to reduce its backlog of complaints, the EEOC prioritizes cases and tosses
out about 20 percent as having little merit (Abelson, 2001). Throughout the complaint
process, the Commission encourages the parties to settle and to consider alternative
resolution of disputes. This is consistent with the Commission’s three-step approach:
investigation, conciliation, and litigation. If conciliation efforts tail, court action can be
taken. If the defendant is a private employer, the case is taken to the appropriate fed-
eral district court; if the defendant is a public employer, the case is referred to the
Department of Justice.

In addition to processing complaints. the EEOC is responsible for issuing written
regulations governing compliance with Title VII. Among those already issued are
guidelines on discrimination because of pregnancy, sex, religion, and national origin;
guidelines on employee selection procedures (in concert with three other federal
agencies—see Appendix A); guidelines on affirmative action programs; and a policy
statement on pre-employment inquiries. These guidelines are not laws, although the
Supreme Court (in Albemarle Paper Co. v. Moody, 1975) has indicated that they are
entitled to “great deference.” While the purposes of the guidelines are more legal
than scientific, violations of the guidelines will incur EEOC sanctions and possible
court action,

The EEOC has one other major function: information gathering. Each organiza-
tion with 100 or more employees must file annually with the EEOC an EEO-1 form,
detailing the number of women and members of four different minority groups 1
employed in nine different job categories from laborers to managers and officials. The 5
specific minority groups tracked are Atrican Americans; Americans of Cuban, Spanish,
Puerto Rican, or Mexican origin; Orientals; and Native Americans (which in Alaska
includes Eskimos and Aleuts). Through computerized analysis of EEO-1 forms, the !
EEOQOC is better able to uncover broad patterns of discrimination and to attack them
through class-action suits.

Office of Federal Contract Compliance Programs (OFCCP)

The OFCCP, an agency of the U.S. Department of Labor, has all enforcement as well as i
administrative and policy-making authority for the entire contract compliance pro-

gram under Executive Order 11246. That Order affects more than 26 million employ-

ees and 200,000 employers. “Contract compliance” means that in addition to meeting

the quality, timeliness, and other requirements of federal contract work, contractors

and subcontractors must satisfy EEO and affirmative action requirements covering all

aspects of employment, including recruitment, hiring, training, pay, seniority, promo-

tion, and even benetits (U.S. Department of Labor, 2002).
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Goalr and Timetables
Whenever job categories include fewer women or minorities “than would reasonably
be expected by their availability.” the contractor must establish goals and timetables
(subject to OFCCP review) for increasing their representation. Goals are distinguish-
able from quotas in that quotas are inflexible; goals, on the other hand, are flexible
objectives that can be met in a realistic amount of time. In determining representation
rates, eight criteria are suggested by the OFCCP, including the population of women
and minorities in the labor area surrounding the facility, the general availability of
women and minorities having the requisite skills in the immediate labor area or in an
area in which the contractor can reasonably recruit, and the degree of training the
contractor is reasonably able to undertake as a means of making all job classes avail-
able to women and minorities. The U.S. Department of Labor now collects data on
four of these criteria for 385 standard metropolitan statistical areas throughout the
United States.

How has the agency done? Typically OFCCP conducts 3.500 to 5.000 compliance
reviews each year and recovers $30 to $40 million in back pay and other costs. The
number of companies debarred varies each year, from none to about 8 (Crosby et al,,
2003 U.S. Department of Labor, 2002).

JUDICIAL INTERPRETATION — GENERAL PRINCIPLES

While the legislative and executive branches may write the law and provide for its
enforcement, it is the responsibility of the judicial branch to interpret the law and to
determine how it will be enforced. Since judicial interpretation is fundamentally a mat-
ter of legal judgment, this area is constantly changing. Of necessity, laws must be writ-
ten in general rather than specific form, and, therefore, they cannot possibly cover the
contingencies of each particular case. Moreover, in any large body of law, conflicts and
inconsistencies will exist as a matter of course. Finally, changes in public opinions and
attitudes and new scientific findings must be considered along with the letter of the law
if justice is to be served.

Legal interpretations define what is called case law, which serves as a precedent to
guide. but not completely to determine, future legal decisions. A considerable body of
case law pertinent to employment relationships has developed. The intent of this sec-
tion is not to document thoroughly all of it, but merely to highlight some significant
developments in certain areas.

Testing

The 1964 Civil Rights Act clearly sanctions the use of “professionally developed” abil-
ity tests. but it took several landmark Supreme Court cases to spell out the proper role
and use of tests. The first of these was Griggs v. Duke Power Company. decided in
March 1971 in tavor of Griggs. [t established several important general principles in
employment discrimination cases:

L. African Americans hired before a high school diploma requirement was instituted are entitled
to the same promotional opportunities as whites hired at the same time. Congress did not
intend by Title V11, however, to guarantee a job to every person regardless of qualifications, In
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short. the Act does not command that any person be hired simply because he was formerly the
subject of discrimination or because he is a member of a minority group. Discriminatory pref-
erence for any group, minority or majority, is precisely and only what Congress has proscribed
(p. 425).

. The employer bears the burden of proof that any given requirement for employment is
related 10 job performance.

. “Professionally developed™ tests (as defined in the Civil Rights Act of 1964) must be job-
related.

~N
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4. The law prohibits not only open and deliberate discrimination, but also practices that are
fair in form but discriminatory in operation.

5. It is not necessary for the plaintiff to prove that the discrimination was intentional: intent is
irrelevant. If the standards result in discrimination, they are unlawful.

6. Job-related tests and other measuring procedures are legal and useful.

What Congress has forbidden is giving these devices and mechanisms controlling
force unless they are demonstrably a reasonable measure of job performance. . . What
Congress has commanded is that any tests used must measure the person for the job
and not the person in the abstract (p. 428).

Subsequently, in Albemarle Paper Co. v. Moody (1975), the Supreme Court speci-
fied in much greater detail what “job relevance™ means. In validating several tests to
determine if they predicted success on the job, Albemarle focused almost exclusively
on job groups near the top of the various lines of progression, while the same tests
were being used to screen entry-level applicants. Such use of tests is prohibited.

Albemarle had not conducted any job analyses to demonstrate empirically that the
knowledge, skills, and abilities among jobs and job families were similar. Yet tests that
had been validated for only several jobs were being used as selection devices for all
jobs. Such use of tests was ruled unlawful. Furthermore, in conducting the validation
study, Albemarle’s supervisors were instructed to compare each of their employees to
every other employee and to rate one of each pair “better.” Better in terms of what?
The Court found such job performance measures deficient, since there is no way of
knowing precisely what criteria of job performance the supervisors were considering.

Finally, Albemarle’s validation study dealt only with job-experienced white work-
ers, but the tests themselves were given to new job applicants, who were younger,
largely inexperienced. and in many cases nonwhite.

Thus, the job relatedness of Albemarle’s testing program had not been demon-
strated adequately. However. the Supreme Court ruled in Washington v. Davis (1976)
that a test that validly predicts police-recruit training performance, regardless of its abil-
ity to predict later job performance, is sufficiently job related to justify its continued use,
despite the fact that four times as many African Americans as whites failed the test.

Overall, in Griggs, Moody, and Davis, the Supreme Court has specified in much
greater detail the appropriate standards of job relevance: adequate job analysis; rele-
vant, reliable, and unbiased job performance measures; and evidence that the tests
used forecast job performance equally well for minorities and nonminorities.

To this point, we have assumed that any tests used are job-related. But suppose that
a written test used as the first hurdle in a selection program is not job-related and that it
produces an adverse impact against African Americans? Adverse impact refers to a sub-
stantially different rate of selection in hiring, promotion, or other employment decisions

%
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that works to the disadvantage of members of a race, sex, or ethnic group. Suppose further
that among those who pass the test, proportionately more African Americans than
whites are hired, so that the “bottom line” of hires indicates no adverse impact. This
thorny issue faced the Supreme Court in Connecticut v. Teal (1982).

The Court ruled that Title VII provides rights to individuals, not to groups. Thus, it
is no defense to discriminate unfairly against certain individuals (e.g., African-
American applicants) and then to *make up” for such treatment by treating other
members of the same group favorably (that is, African Americans who passed the test).
In other words, it is no defense to argue that the bottom line indicates no adverse
impact if intermediate steps in the hiring or promotion process do produce adverse
impact and are not job-related.

Decades of research have established that when a job requires cognitive ability. as
virtually all jobs do, and tests are used to measures it, employers should expect to
observe statistically significant differences in average test scores across racial/ethnic
subgroups on standardized measures of knowledge, skill, ability, and achievement
(Sackett, Schmitt, Ellingson, & Kabin, 2001). Alternatives to traditional tests tend to
produce equivalent subgroup differences when the alternatives measure job-relevant
constructs that require cognitive ability. What can be done? Begin by identifying
clearly the kind of performance one is hoping to predict, and then measure the full
range of performance goals and organizational interests, each weighted according to its
relevance to the job in question (DeCorte, 1999), That domain may include abilities, as
well as personality characteristics, measures of motivation, and documented experi-
ence (Sackett et al., 2001). Chapter 8 provides a more detailed discussion of the reme-
dies available. The end result may well be a reduction in subgroup differences.

Personal History

Frequently, qualification requirements involve personal background information or
employment history, which may include minimum education or experience require-
ments, past wage garnishments, or previous arrest and conviction records. If such
requirements have the effect of denying or restricting equal employment opportunity,
they may violate Title VII.

This is not to imply that education or experience requirements should not be used.
On the contrary, a review of 83 court cases indicated that educational requirements are
most likely to be upheld when (1) a highly technical job, one that involves risk to the
safety of the public, or one that requires advanced knowledge is at issue; (2) adverse
impact cannot be established; and (3) evidence of criterion-related validity or an effec-
tive atfirmative action program is offered as a defense (Meritt-Haston & Wexley, 1983).

Similar findings were reported in a review of 45 cases dealing with experience
requirements (Arvey & McGowen, 1982). That is, experience requirements typically are
upheld for jobs when there are greater economic and human risks involved with failure
to perform adequately (e.g.. airline pilots) or for higher-level jobs that are more com-
plex. They typically are not upheld when they perpetuate a racial imbalance or past dis-
crimination or when they are applied differently to different groups. Courts also tend to
Teview experience requirements carefully for evidence of business necessity.

Arrest records, by their very nature, are not valid bases for screening candidates
because in our society a person who is arrested is presumed innocent until proven guilty.
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It might, therefore, appear that conviction records are always permissible bases for
applicant screening. In fact, conviction records may not be used in evaluating applicants
unless the conviction is directly related to the work to be performed—for example,
when a person convicied of embezziement applies for a job as a bank teller (cf. Hyland
v. Fukada, 1978). Note that juvenile records are not available for pre-employment
screening, and once a person turns 18, the record is expunged (Niam, 1999). Despite
such constraints, remember that personal history items are not unlawfully discrimina-
tory per se, but their use in each instance requires that job relevance be demonstrated.

Sex Discrimination

Judicial interpretation of Title VII clearly indicates that in the United States both sexes
must be given equal opportunity to compete for jobs unless it can be demonstrated that
sex is a bona fide occupational qualification for the job (e.g.. actor, actress). Hlegal sex
discrimination may manifest itself in several different ways. Consider pregnancy, for
example. EEOC’s interpretive guidelines for the Pregnancy Discrimination Act state:

A written or unwritten employment policy or practice which excludes from
employment applicants or employees because of pregnancy. childbirth, or
related medical conditions is in prima facie violation of title VII. (2002, p. 185)

Under the law, an employer is never required to give pregnant employees special
treatment. If an organization provides no disability benefits or sick leave to other
employees, it is not required to provide them to pregnant employees (Trotter, Zacur, &
Greenwood, 1982).

Many of the issues raised in court cases, as well as in complaints to the EEOC
itself, were incorporated into the amended Guidelines on Discrimination Because of
Sex, revised by the EEOC in 1999. The guidelines state that “the bona fide occupa-
tional exception as to sex should be interpreted narrowly.” Assumptions about com-
parative employment characteristics of women in general (e.g., that turnover rates are
higher among women than men); sex role stereotypes; and preferences of employers,
clients, or customers do not warrant such an exception. Likewise, the courts have disal-
lowed unvalidated physical requirements—minimum height and weight, lifting
strength, or maximum hours that may be worked.

Sexual harassment is a form of illegal sex discrimination prohibited by Title VII.
According to the EEOC’s guidelines on sexual harassment in the workplace (1999),
the term refers to unwelcome sexual advances, requests for sexual favors. and other
verbal or physical conduct when submission to the conduct is either explicitly or
implicitly a term or condition of an individual’s employment; when such submission is
used as the basis for employment decisions affecting that individual; or when such con-
duct creates an intimidating, hostile, or offensive working environment. While many
behaviors may constitute sexual harassment, there are two main types:

1. Quid pro quo (you give me this: ['ll give you that)
2. Hostile work environment (an intimidating. hostile, or offensive atmosphere)

Quid pro quo harassment exists when the harassment is a condition of employment.
Hostile environment harassment was defined by the Supreme Court in its 1986 ruling in
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Meritor Savings Bank v. Vinson. Vinson’s boss had abused her verbally, as well as sexually.
However, since Vinson was making good career progress, the U.S. District Court ruled that
the relationship was a voluntary one having nothing to do with her continued employment
or advancement. The Supreme Court disagreed. ruling that whether the relationship was
“voluntary”is irrelevant. The key question is whether the sexual advances from the super-
visor are “unwelcome.” If so, and if they are sufficiently severe or pervasive to be abusive,
then they are illegal. This case was groundbreaking because it expanded the definition of
harassment to include verbal or physical conduct that creates an intimidating, hostile, or
offensive work environment or interferes with an employee’s job performance.

In a 1993 case, Harris v. Forklift Systems, Inc., the Supreme Court ruled that piain-
tiffs in such suits need not show psychological injury to prevail. While a victim’s emo-
tional state may be relevant. she or he need not prove extreme distress. In considering
whether illegal harassment has occurred, juries must consider factors such as the fre-
quency and severity of the harassment, whether it is physically threatening or humilat-
ing, and whether it interferes with an employee’s work performance (Barrett, 1993).

The U.S. Supreme Court has gone even further. In two key rulings in 1998.
Burlington Industries, Inc. v. Ellerth and Faragher v. City of Boca Raton, the Court held
that an employer always is potentially liable for a supervisor’s sexual misconduct toward
an employee, even if the employer knew nothing about that supervisor’s conduct.
However, in some cases, an employer can defend itself by showing that it took reason-
able steps to prevent harassment on the job.

As we noted earlier, the Civil Rights Act of 1991 permits victims of sexual harass-
ment—who previously could be awarded only missed wages—to collect a wide range
of punitive damages from employers who mishandled a complaint.

Preventive Actions by FEmployers
What can an employer do to escape liability for the sexually harassing acts of its man-
agers or workers? An effective policy should include the following features:

¢ A statement from the chief executive officer that states firmly that sexual harassment will
not be tolerated

* A workable definition of sexual harassment that is publicized via staff meetings, bulletin
boards, handbooks, and new-employee orientation programs

¢ An established complaint procedure to provide a vehicle for employees to report claims of
harassment to their supervisors or to a neutral third party, such as the HR department

¢ A clear statement of sanctions for violators and protection for those who make charges

* A prompt. confidential investigation of every claim of harassment, no matter how trivial
[Recognize, however, that investigators’ knowledge of a prior history of a dissolved work-
place romance is likely to affect their responses to an ensuing sexual harassment complaint
(Pierce, Aguinis, & Adams, 2000). Given this potential bias, consider developing an inte-
grated policy that addresses both workplace romance and sexual harassment in the same
document or training materials (Pierce & Aguinis, 2001).]

* Preservation of all investigative information. with records of all such complaints kept in a
central location

¢ Training of all managers and supervisors to recognize and respond to complaints, giving them
written materials outlining their responsibilities and obligations when a complaint is made

e Follow-up to determine if harassment has stopped (Casellas & Hill, 1998: Proskauer Rose
LLP.2002)
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Age Discrimination

To discriminate fairly against employees over 40 years old, an employer must be able to
demonstrate a “business necessity” for doing so. That is, the employer must be able to
show that age is a factor directly related to the safe and efficient operation of its business.
It was not always so. When the ADEA was enacted in 1967, 45 percent of the job
announcements included a maximum age listing, saying that people between the ages of
30 and 35 need not apply (McCann, in Grossman, 2003, p. 42). Today. age discrimination is
usually more subtle, but it still happens. In a recent survey by ExecuNet.com, a whopping
84 percent of executives and recruiters surveyed said it starts about age 50 (Fisher, 2002).
To establish a prima facie case (i.e., a body of facts presumed to be true until
proven otherwise) of age discrimination, an aggrieved individual must show that

1. He or she is within the protected age group (over 40 years of age).
2. He or she is doing satisfactory work.

3. He or she was discharged despite satisfactory work performance.
4

. The position was filled by a person younger than the person replaced (Schwager v. Sun Oil
Co. of Pa.,1979).

If a case gets to a jury, aggrieved employees have a 78 percent success rate in both
state and local jury trials, In federal district courts, the median age discrimination ver-
dict is almost $300.000, tops for all types of discrimination (Grossman, 2003). Some
employers settle out of court, as the following case illustrates.

As Woolworth's stores (later known as Foot Locker) fell behind the competition in
the late 1990s, a new executive team came in to save the once-proud chain. In a major
housecleaning, store managers were assigned the dirty work. According to one of them,
“We were told to cut the old-time employees who had been with us for years, who had
been making more than the minimum wage, with medical and retirement plans. These
people were told that their jobs were being eliminated. Then I had to go out and hire
part-time hourly workers at a little more than half the salary” (Russell, in Grossman,
2003, p. 44). Soon that same manager was fired and joined a class-action lawsuit filed by
the EEOC against Foot Locker. Said an EEOC attorney, “The managers who came in
had the mandate to change the workforce. They did it with name-calling, egregious
changes in schedules, and changing job assignments, aimed at harassment, hoping peo-
ple would resign” (LeMoal-Gray, in Grossman, 2003, p. 44). In October 2002, Foot
Locker entered into a consent decree with the EEOC, agreeing to pay a total of $3.5
million to members of the class. Thus, age serves as one more factor on which an organi-
zation’s nondiscrimination is judged —not by intent, but rather by results.

“English Only” Rules— National Origin Discrimination?

Rules that require employees to speak only English in the workplace have come under
fire in recent years. Employees who speak a language other than English claim that
such rules are not related to the ability to do a job and have a harsh impact on them
because of their national origin.

In one such case, an employer applied an “English only” rule while employees
were on the premises of the company. Non-Spanish-speaking employees complained
that they were being talked about by the plaintiff and others who spoke Spanish. The
Eleventh Circuit Court of Appeals ruled in favor of the employer. The court noted that
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the rule in this case was job-related in that supervisors and other employees who spoke
only English had a need to know what was being said in the workplace (Digh, .199.8).

Under other circumstances, safety issues arise when medical workers or firefight-
ers do not understand or cannot make themselves understood (Prengaman, 2003).
Conversely. many employers would be delighted to have a worker who can speak the
language of a non-English-speaking customer. o

Employers should be careful when instituting an “English only™ rule.‘W.hxl.e it is
not necessarily illegal to make fluency in English a job requirement or to discipline an
employee for violating an “English only” rule, an employer must be able. to shovy thf:re
is a legitimate business need for it. Otherwise. the employer may be subject to discrim-
ination complaints on the basis of national origin.

Seniority

Seniority is a term that connotes length of employment. A seniority system 1s a
scheme that, alone or in tandem with “non-seniority” criteria. allots to employees ever-
improving employment rights and benefits as their relative lengths of pertinent
employment increase (California Brewers Association v. Bryant, 1982).

Various features of seniority systems have been challenged in the courls for
many years (Gordon & Johnson. 1982). However, one of the rgost nettlesome issues
is the impact of established seniority systems on programs designed to ensure equal
employment opportunity. Employers often work hard to hire and.prc?rr.lote members
of protected groups. If layoffs become necessary. however, those individuals may t.ae
lost because of their low seniority. As a result, the employer takes a step backwarq in
terms of workforce diversity. What is the employer to do when seniority conflicts
with EEO?

The courts have been quite clear in their rulings on this issue. In two la.ndmark
decisions, Firefighters Local Union No. 1784 v. Stotts (1984) (decided under Title V_lI)
and Wygant v. Jackson Board of Education (1986) (decided under the equal protection
clause of the Fourteenth Amendment), the Supreme Court ruled that an employer may
not protect the jobs of recently hired African-American employees at the expense of
whites who have more seniority (Greenhouse, 1984). )

Voluntary modifications of seniority policies for affirmative action purposes
remain proper, but where a collective bargaining agreement exists, the copsenl of the
union is required. Moreover, in the unionized setting. courts have madej 1t.clear that
the union must be a party to any decree that modifies a bona fide seniority system
(Britt, 1984).

Preferential Selection
An unfortunate side effect of affirmative action programs designed to help minor.it.ies
and women is that they may. in so doing. place qualified white males at a‘competmve
disadvantage. However, social policy as embodied in Title VIl emphasizes that so-
calied reverse discrimination (discrimination against whites and in favor of‘members
of protected groups) is just as unacceptable as is discrimination by whites against mem-
bers of protected groups (McDonald v. Santa Fe Transportation Co., 1976). A
This is the riddle that has perplexed courts and the public since the dawn of aff}rA
mative action 40 years ago: How do you make things fair for oppressed groups while
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continuing to treat people as equal individuals (Von Drehle, 2003)? Court cases,
together with the Civil Rights Act of 1991, have clarified a number of issues in this area:

L. Courts may order, and employers voluntarily may establish, affirmative action plans. includ-
ing goals and timetables. to address problems of underutilization of women and minorities.
Court-approved affirmative action settlements may not be reopened by individuals who
were not parties to the original suit.

2. The plans need not be directed solely to identified victims of discrimination. but may
include general classwide relief.

3. While the courts will almost never approve a plan that would result in whites losing their
jobs through layoffs. they may sanction plans that impose limited burdens on whites in hir-
ing and promotions (i.e., plans that postpone them).

What about numerically based preferential programs? The U.S. Supreme Court
issued two landmark rulings in 2003 that clarified this issue. Both cases represented
challenges to admissions policies at the University of Michigan, one involving under-
graduate admissions (Gratz v. Bollinger,2003) and one involving law school admissions
(Grutter v. Bollinger, 2003). The undergraduate admissions policy was struck down
because it was too mechanistic. It awarded 20 points of the 150 needed for admission
(and 8 points more than is earned for a perfect SAT score) to any member of an offi-
cially recognized minority group. Such a disguised quota system denied other applicants
the equal protection of the law guaranteed by the Fourteenth Amendment to the US.
Constitution, and, thus. it was ruled illegal.

However, the Court also was mindful of arguments from leading businesses, educa-
tional institutions, and former military officials that a culturally diverse, well-educated
workforce is vital to the competitiveness of the U.S. economy and that an integrated
officer corps produced by diverse military academies and ROTC programs is vital to
national security. The Court upheld the law school’s approach to enrolling a “critical
mass” of African Americans, Latinos, and Native Americans, under which the school
considers each applicant individually and sets no explicit quota. To be consistent with
the constitutional guarantee of equal treatment for all under the law, race-conscious
admissions must be limited in time. Thus, the Court noted, “We expect that 25 years
from now the use of racial preferences will no longer be necessary.”

The Court emphasized that diversity is a “compelling state interest,” but that uni-
versities may not use quotas for members of racial or ethnic groups or put them on sep-
arate admissions tracks. The law school’s admissions policy satisfied these principles by
ensuring that applicants are evaluated individually. Under that approach. the Court
noted. a nonminority student with a particularly interesting contribution to make to
the law school’s academic climate may sometimes be preferred over a minority student
with better grades and test scores.

The net effect of the two rulings is to permit public and private universities to con-
tinue to use race as a “plus factor” in evaluating potential students—provided they
take sufficient care to evaluate individually each applicant’s ability to contribute to a
diverse student body (“Court Preserves,” 2003; Lane, 2003). The Court made clear that
its rationale for considering race was not to compensate for past discrimination, but to
obtain educational benefits from a diverse student body. Corporate hiring policies also
will have to reflect the Court’s double message: Diversity efforts are acceptable, but
quotas aren't {Kronholz, Tomsho. & Forelle, 2003).

CHAPTER 2 The Law and Human Resource Management

In Part 1, we have examined the legal and social environments within which organi-
zations and individuals function. In order for both to function effectively, however, com-
petent HRM is essential. In the next chapter, therefore. we shall present fundamental
tools (systems analysis and decision theory) that will enable the HR professional to
develop a conceptual framework for viewing employment decisions and methods for
assessing the outcomes of such decisions.

Discussion Questions

1. Discuss three features of the 1991 Civil Rights Act that you consider most important. What
impact do these features have on organizations?

2. Prepare a brief outline for the senior management of your company that illustrates the
requirements and expected impact of the Family and Medical Leave Act.

3. What specific steps would you recommend to a firm in order to ensure fair treatment of per-
sons with disabilities?

4. Prepare a brief outline of an organizational policy on sexual harassment. Be sure to include
grievance, counseling, and enforcement procedures.

5. What guidance would you give to an employer who asks about rights and responsibilities in
administering a testing program?
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At a Glance

Organizations and individuals frequently are confronted with alternative
courses of action. and decisions are made when one alternative is chosen in pref-
erence to others. Since different cost consequences frequently are associated
with various alternatives, principles are needed that will assist decision makers
in choosing the most beneficial or most profitable alternatives. Utility theory, by
forcing the decision maker to consider the costs, consequences, and anticipated
payoffs of all available courses of action, provides such a vehicle.

Since the anticipated consequences of decisions must be viewed in terms of
their implications for the organization as a whole, an integrative framework is
needed that will afford a broad, macro-perspective. Open systems theory is one
such approach. Organizations are open systems, importing inputs (energy and
information) from the environment, transforming inputs into outputs of goods
and services, and finally exporting these back into the environment, which then
provides feedback on the overall process. The topical areas of personnel psy-
chology also can be cast into an open systems model. Thus, job analysis and
evaluation, workforce planning, recruitment, initial screening, selection, train-
ing, performance management, and organizational exit are seen as a network of
sequential, interdependent decisions, with feedback loops interconnecting all
phases in the process. The costs, consequences, and anticipated payoffs of alter-
native decision strategies can then be assessed in terms of their systemwide
ramifications.

UTILITY THEORY — A WAY OF THINKING

Decisions, decisions—which applicants should be hired, who should be promoted, how
much money should be allocated to research and development? Any time a person or an
organization is confronied with alternative courses of action, there is a decision problem.
For managers and HR professionals, such problems occur daily in their work. Decisions
to hire. not to hire, or to place on a waiting list are characteristic outcomes of the employ-
ment process, but how does one arrive at sound decisions that will ultimately spell suc-
cess for the individual or organization affected? Principles are needed that will assist
managers and individuals in making the most profitable or most beneficial choices
among products, investments, jobs, curricula, etc. The aim in this chapter is not to present
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a detailed, mathematically sophisticated exposition of decision or utility theory
(cf. Boudreau, 1991: Cabrera & Raju, 2001; Cascio, 2000a; Cronbach & Gleser, 1965),
but merely to arouse and to sensitize the reader to a provocative way of thinking,

Utility theory is engaging, for it insists that costs and expected consequences of
decisions always be taken into account (Boudrean & Ramstad, 2003). It stimulates the
decision maker to formulate what he or she is after, as well as to anticipate the expected
consequences of alternative courses of action. The ultimate goal is to enhance decisions,
and the best way to do that is to identify the linkages between employment practices
and the ability to achieve the strategic objectives of an organization. For example, the
management of a professional football team must make a number of personnel deci-
sions each year in the annual draft of the top college players. Size and speed are two
common selection criteria; present ability and future potential are two others. In all
cases, the decision maker must state clearly his or her overall objectives prior to actually
making the decision, and then he or she must attempt to anticipate the expected conse-
quences of alternative choices in terms of the strategic objectives of the organization.

It should serve as some comfort to know that all employment decision
processes can be characterized identically (Cronbach & Gleser, 1965). In the
first place, there is an individual about whom a decision is required. Based on cer-
tain information about the individual (e.g., aptitude or diagnostic test results), the
decision maker may elect to pursue various alternative courses of action. Let us
consider a simple example. After an individual is hired for a certain job with an
electronics firm, he or she may be assigned to one of three training classes. Class A
is for fast learners who already have some familiarity with electronics. Those
assigned to class B are slower learners who also possess a basic grasp of the subject
matter. Class C individuals are those whose skills are either nonexistent (e.g., the
hard-core unemployed) or so rusty as to require some remedial work before enter-
ing class B training.

The firm administers an aptitude test to each individual and then processes this
diagnostic information according to some strategy or rule for arriving at decisions. For
example, assuming a maximum score of 100 points on the aptitude test, the decision
maker may choose the following strategy:

Test Score A

30-100 Class A
70-89 Class B
Below 70 Class C

In any given situation, some strategies are better than others. Strategies are
better (or worse) when evaluated against possible outcomes or consequences of
decisions (payoffs). Although sometimes it is extremely difficult to assign values to
outcomes, this is less of a problem in business settings, since many outcomes can be
expressed in economic (dollar) terms. Once this is accomplished, it becomes possi-
ble to compare particular decisions or general strategies, as Cronbach and Gleser
(1965) noted:

The unique feature of decision theory or utility theory is that it specifies eval-
uations by means of a payoff matrix or by conversion of the criterion to utility
units. The values are thus plainly revealed and open to criticism. This is an
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asset rather than a defect of this system, as compared with systems where
value judgments are embedded and often pass unrecognized. (p. 121)

[n the previous example, individuals were assigned to training classes according to
ability and experience. Alternatively, however, all individuals could have been assigned
to a single training class regardless of ability or experience. Before choosing one of
these strategies, let us compare them in terms of some possible outcomes.

If the trainees are assigned to different classes based on learning speed, the overall
cost of the training program will be higher because additional staff and facilities are
required to conduct the different classes. In all likelihood, however, this increased cost
may be offset by the percentage of successful training graduates. For strategy 1 (differ-
ential assignment). therefore, assume a $50,000 total training cost and a 75 percent suc-
cess rate among trainees. Alternatively, the overall cost of strategy II (single training
class) would be lower, but the percentage of successful graduates may also be
lower. For strategy 11, therefore, assume that the total training cost is $40,000 and that
50 percent of the trainees successfully complete the training program. Payoffs from the
two strategies may now be compared:

Total Training Cost  Percentage of Successful Grads
Strategy 1~ Differential assignment $50,000 75%
Strategy [ —Single training $40,000 50%
Program Strategy II—Total payoff + $10,000 -25%

At first glance, strategy 1I may appear cost-effective. Yet, in addition to produc-
ing 25 percent fewer graduates, this approach has hidden costs. In attempting to
train all new hires at the same rate, the faster-than-average learners will be penal-
ized because the training is not challenging enough for them, while the slower-
than-average learners will be penalized in trying to keep up with what they perceive
to be a demanding pace. The organization itself also may suffer in that the fast learn-
ers may quit (thereby increasing recruitment and selection costs). regarding the lack
of challenge in training as symptomatic of the lack of challenge in full-time jobs with
the organization.

In summary, utility theory provides a framework for making decisions by forc-
ing the decision maker to define clearly his or her goal, to enumerate the expected
consequences or possible outcomes of the decision. and to attach differing
utilities or values to each. Such an approach has merit, since resulting decisions are
likely to rest on a foundation of sound reasoning and conscious forethought. As we
shall see in Chapters 9 through 16, utility theory is an extremely useful tool for the
I/0 psychologist or HR professional. Another useful tool, one that forces the deci-
sion maker to think in terms of multiple causes and multiple effects, is systems
analysis.

Organizations as Systems

In recent years, much attention has been devoted to the concept of “systems”
and the use of “systems thinking” to frame and solve complex scientific and techno-
logical problems. The approach is particularly relevant to the social sciences, and it
also Provides an integrative framework for organization theory and management
practice.

i
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What is a system? One view holds that a system is a collection of interrelated parts,
unified by design and created to attain one or more objectives. The objective is to be
aware of the variables involved in executing managerial functions so that decisions will be
made in light of the overall effect on the organization and its objectives. These decisions
must consider not only the organization itself. but aiso the larger systems (e.g., industry,
environment) in which the organization operates (Whitten, Bentley, & Dittman, 2004).
Classical management theories viewed organizations as closed or self-contained systems
whose problems could be divided into their component parts and solved. The closed sys-
tem approach concentrated primarily on the internal operation of the organization
(i.c.. within its own boundary) and tended to ignore the outside environment.

This approach was criticized on several grounds. In concentrating solely on condi-
tions inside the firm, management became sluggish in its response to the demands of
the marketplace. An example of this is IBM. As it moved into the 1990s, the company
underestimated the popularity of personal computers and workstations. It assumed
that businesses would prefer mainframe computers and that domestic and foreign-
made “clones” of the IBM PC would not capture much market share. Such a miscalcu-
lation led to disastrous results for the company. as it shed assets and over 100,000
employees. Fortunately the company was able to turn itself around and survive (Garr,
2000). Obviously the closed system approach does not describe organizational reality.
In contrast. a systemic perspective requires managers to integrate inputs from multiple
perspectives and environments and to coordinate the various components.

The modern view of organizations, therefore, is that of open systems in continual
interaction with multiple, dynamic environments, providing for a continuous import of
inputs (in the form of people, capital, raw material. and information) and a transformation
of these into outputs, which are then exported back into these various environments to be
consumed by clients or customers (see Figure 3-1). Subsequently, the environments (eco-
nomic, legal, social, and political) provide feedback on the overall process (Schein. 1980).

Senge (1990) has described the process well:

Systems thinking is a discipline for seeing wholes. [t is a framework for seeing
interrelationships rather than things, for seeing patterns of change rather than
“snapshots.” It is a set of general principles—distilled over the course of
the twentieth century. spanning fields as diverse as the physical and social
sciences. engineering, and management. It is also a specific set of tools and
techniques . . . during the last thirty years these tools have been applied to
understand a wide range of corporate, urban. regional, economic, political,
ecological, and even physiological systems. And systems thinking is a sensibil-
ity for the subtle interconnectedness that gives living systems their unique
character. (pp. 68-69)

The hierarchy of systems should be emphasized as well. A system comprises sub-
systems of a lower order and is also part of a supersystem. However. what constitutes a
system or a subsystem is purely relative and largely depends on the level of abstraction
or complexity on which one is focusing the analysis. As members of organizations, peo-
ple are organized into groups, groups are organized into departments, departments are
organized into divisions, divisions are organized into companies, and companies are
part of an industry and an economy. There seems to be a need for this inclusive, almost
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concentric mode of organizing subsystems into larger systems and supersystems in
order to coordinate activities and processes. It provides the macro-view from which to
visualize events or actions in one system and their effects on other related systems or
on the organization as a whole (Katz & Kahn, 1978).

In summary, systems theory has taken us to the edge of a new awareness—that
everything is one big system with infinite, interconnected, interdependent subsystems.
What we are now discovering is that managers need to understand systems theory, but
they should resist the rational mind’s instinctive desire to use it to predict and control
organizational events. Organizational reality will not conform to any logical, systemic
thought pattern (Jones, 2001; Senge, 1999). Having said that. it is important 10 empha-
size the implications that systems thinking has for organizational practice —specifically,
the importance of the following:

¢ The ability to scan and sense changes in the outside environment,
* The ability to bridge and manage critical boundaries and areas of interdependence, and
¢ The ability to develop appropriate strategic responses.

Much of the widespread interest in corporate strategy is a product of the realiza-
tion that organizations must be sensitive to what is occurring in the world beyond
(Jones, 2001).

A SYSTEMS VIEW OF THE EMPLOYMENT PROCESS

In order to appreciate more fully the relevance of applied psychology to organizational
effectiveness. it is useful to view the employment process as a network or system of
sequential, interdependent decisions (Bass & Barrett. 1981: Cronbach & Gleser, 1965).
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Each decision is an attempt to discover what should be done with one or more
individuals, and these decisions typically form a long chain. Sometimes the decision is
whom to hire and whom to reject, or whom to train and whom not to train, or for which
job a new hire is best suited. While the decision to reject a job applicant is usually con-
sidered final, the decision to accept an individual is really a decision to investigate him
or her further. The strategy is. therefore, sequential, since information gathered at one
point in the overall procedure determines what, if any, information will be gathered
next. This open-system, decision-theoretic model is shown graphically in Figure 3.2.

Although each link in the model will be described more fully in later sections. it is
important to point out two general features: (1) Different recruitment, selection, and
training strategies are used for different jobs; and (2) the various phases in the process
are highly interdependent, as the feedback loops indicate. Consider one such feedback
loop—from performance management to job analysis. Suppose both supervisors and
job incumbents determine that the task and personal requirements of a particular job
have changed considerably from those originally determined in job analysis. Obviously
the original job analysis must be updated to reflect the newer requirements, but this
may also affect the wage paid on that job. In addition, workforce planning strategies
may have to be modified in order to ensure a continuous flow of qualified persons for
the changed job. different recruiting strategies may be called for in order to attract new
candidates for the job, new kinds of information may be needed in order to select or
promote qualified individuals. and, finally, the content of training programs for the job
may have to be altered. In short, changes in one part of the system have a “reverberat-
ing” effect on all other parts of the system. Now let us examine each link in the model
in greater detail.

Job Analysis and Job Evaluation

Job analysis is the fundamental building block on which all later decisions in the
employment process must rest. The process of matching the individual and the job
typically begins with a detailed specification by the organization of the work to be per-
formed. the skills needed, and the training required by the individual jobholder in
order to perform the job satisfactorily.'

Job analysis supports many organizational activities, but one of the most basic is
job evaluation. Organizations must make value judgments on the relative importance
or worth of each job to the organization as a whole—that is, in terms of dollars and
cents. Divisional managers are paid higher salaries than secretaries. Why is this? We
may begin to answer this question by enumerating certain factors or dimensions along
which the jobs difter. Responsibility for other employees is one differentiating charac-
teristic, for example; responsibility for equipment or company resources is another.

No doubt the reader can think of many other dimensions along which the two jobs
differ. When these differences are compounded across all jobs in the organization. the
job evaluation process becomes a rather formidable task requiring detailed methods
and replicable procedures that can be applied to all jobs. Alternative methods of job

One question that has taken on added significance, especially with the increase in mechanization (the
replacement of a human skill by a machine) and in automation (not only replacement of a human skill by a
machine, but also automatic control and integration of a process), is whether. in fact, people should be in
the system at all (Attewell & Rule. 1984).
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evaluation are currently available, but whichever method is adopted must be accept-
able, as well as understandable. to employees, boards of directors, and other concerned
groups.

Theoretically. both job analysis and job evaluation are performed independently
of the particular individuals who currently happen to be performing the jobs. In the-
ory at least. jobs and wages remain the same even though people come and go.
Later on we will see that this is a rather naive assumption. but, for the present, such

FIGURE3-2 An open-system, decision:theoretic view of the cmployment process
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Workforce planning (WP) is concerned with anticipating future staffing requirements
and formulating action plans to ensure that enough qualified individuals are available
For which B to meet specific staffing needs at some future time. In order to do WP adequately, how-

ever. four conditions must be mel. First, the organization must devise an inventory of

I t 1 : available knowledge, abilities, skills, and experiences of present employees. Second,

Strategy 1 I Strategy 2 Strategy 3 ; forecasts of the internal and external human resource supply and demand must be
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Job B Job C undertaken. This requires a thorough understanding of the strategic business plans
] (Dyer & Holder. 1988); hence. human resource professionals must become full part-
ners with those responsible for strategic business planning. Third. on the basis of infor-
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screaning mation derived from the talent inventory and human resource supply and demand
forecasts, various action plans and programs can be formulated in order to meet

predicted staffing needs; such programs may include career-path planning, training,
transfers, promotions, or recruitment. Finally, control and evaluation procedures are

Selection | ——>- necessary in order to provide feedback on the adequacy of the WP effort. Adequate

and accurate WP is essential if organizations are to cope effectively with the radical
economic, demographic, and technological changes that are occurring in the twenty-
first century. By examining the systemwide ramifications of all human resource activi-
ties. we can plan effectively. lending both direction and scope to subsequent phases in
the employment process.
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NO A ble? TS Equipped with the information derived from job analysis. job evaluation, and work-
\_) force planning. we can proceed to the next phase in the process —attracting potentially
acceptable candidates to apply for the various jobs. The recruitment machinery is typi-
Training -~ cally set into motion by the receipt by the HR office of a statfing requisition from a
particular department. Questions such as the following often arise in recruitment: How

Job A JobB JobC - and where should we recruit? What media or other information sources should we
use? Assuming the recruiting will not be done in person, what type and how much
information should we include in our advertisements? How much money should we

Performance € > spend in order to attract qualified or qualifiable applicants?
management ‘ Two basic decisions that the organization must make at this point involve the cost
| of recruiting and the selection ratio (Landy & Conte. 2004: Riggio. 2003). For example,
Reject Organizational < — 1 the cost of recruiting a design engineer is likely to be high and may involve a nation-
et : wide effort. Furthermore, the demanding qualifications and skills required for the job

imply that there will be few qualified applicants. [n other words, the selection ratio (the
number hired relative to the number that apply) will be high or unfavorable from the
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organization's point of view. On the other hand, a job involving small-parts assembly
probably can be performed by the majority of workers. Therefore, a narrower search
effort is required to attract applicants; perhaps an ad in the local newspaper will do.
Given a relatively loose labor market, the probabilities are high that many potentially
qualified applicants will be available. That is, because the selection ratio will be low or
tavorable, the organization can afford to be more selective.

Recruitment is of pivotal importance in the overall selection-placement process.
The impression left on an applicant by company representatives or by media and
Internet advertisements can significantly influence the future courses of action both of
the applicant and of the organization (Rynes & Cable, 2003). For example, Cisco’s suc-
cessful approach to attracting technical talent included low-key recruitment efforts at
home and garden shows, micro-brewery festivals, and bookstores —precisely the places
that focus groups suggested were most likely to yield desirable prospects.

Initial Screening

Given relatively tavorable selection ratios and acceptable recruiting costs, the resulting
applications are then subjected to an initial screening process that is more or less inten-
sive depending on the screening policy or strategy adopted by the organization.

As an illustration, let us consider two extreme strategies for the small-parts assem-
bly job and the design engineer’s job described earlier. Strategy I requires the setting of
minimally acceptable standards. For example, no educational requirements may be set
for the small-parts assembly job; only a minimum passing score on a validated aptitude
test of finger dexterity is necessary. Strategy I is acceptable in cases where an individ-
ual need not have developed or perfected a particular skill at the time of hiring
because the skill is expected to develop with training and practice. Such a policy may
also be viewed as eminently fair by persons with disabilities (e.g., the blind worker who
can probably perform small-parts assembly quickly and accurately as a result of his or
her finely developed sense of touch) and by minority and other disadvantaged groups.

Strategy II, on the other hand, may require the setting of very demanding qualifi-
cations initially, since it is relatively more expensive to pass an applicant along to the
next phase. The design engineer’s job, for example, may require an advanced engineer-
ing degree plus several years’ experience, as well as demonstrated research compe-
tence. The job demands a relatively intense initial-screening process.

Because each stage in the employment process involves a cost to the organization and
because the investment becomes larger and larger with each successive stage. it is impor-
tant to consider the likely consequence of decision errors at each stage. Decision errors
may be of two types: erroneous acceptances and erroneous rejections. An erroneous
acceptance is an individual who is passed on from a preceding stage but who fails at the
following stage. An erroneous rejection, on the other hand, is an individual who is rejected
at one stage, but who can succeed at the following stage if allowed to continue.

Different costs are attached to each of these errors, but the costs of an erroneous
acceptance are immediately apparent. If the organization has invested $20.000 in an
applicant who subsequently fails, that $20,000 is also gone. The costs of erroneous
rejections are much less obvious and. in many cases, are not regarded as “costly” at all
to the employing organization —unless the rejected applicants go to work for competi-
tors and become smashing successes for them!
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Selection

This is the central phase in the process of matching individual and job. During this
phase, information is collected judgmentally (e.g., by interviews), mechanically (e.g., by
written tests), or in both ways. Scorable application blanks, written or performance
tests, interviews, personality inventories, and background and reference checks are sey-
eral examples of useful data-gathering techniques. These data, however collected, must
then be combined judgmentally, mechanically. or via some mixture of both methods.
The resulting combination is the basis for hiring, rejecting, or placing on a waiting list
every applicant who reaches the selection phase. During the selection phase, the deci-
sion maker must be guided in his or her choice of information sources and the method
of combining data by considerations of utility and cost. For example, the interviewers’
salaries, the time lost from production or supervision, and, finally, the very low predic-
tive ability of the informal interview make it a rather expensive selection device. Tests,
physical examinations, and credit and background investigations also are expensive,
and it is imperative that decision makers weigh the costs of such instruments and pro-
cedures against their potential utility.

We will point out the key considerations in determining utility in Chapter 13, but it
is important at this point to stress that there is not a systematic or a one-to-one rela-
tionship between the cost of a selection procedure and its subsequent utility. That is, it
is not universally true that if a selection procedure costs more, it is a more accurate pre-
dictor of later job performance. Many well-intentioned operating managers commonly
are misled by this assumption. Procedures add genuine utility to the employment
process to the extent that they enable an organization to improve its current hit rate in
predicting success (at an acceptable cost), however success happens to be defined in
that organization. Hence, the organization must assess its present success rate, the
favorableness of the selection ratio for the jobs under consideration, the predictive
ability of proposed selection procedures, and the cost of adding additional predictive
information; then it must weigh the alternatives and make a decision.

Applicants who are selected are now company employees who will begin drawing
paychecks. After orienting the new employees and exposing them to company policies
and procedures, the organization faces another critical decision. On which jobs should
these employees be placed? In many, if not most, instances, individuals are hired to fill
specific jobs (so-called one-shot, selection-testing programs). In a few cases, such as
the military or some very large organizations, the decision to hire is made first,and the
placement decision follows at a later time. Since the latter situations are relatively
rare, however, we will assume that new employees move directly from orientation to
training for a specific job or assignment.

Training and Development

HR professionals can increase significantly the effectiveness of the workers and man-
agers of an organization by employing a wide range of training and development tech-
niques. Payoffs will be significant, however, only when training techniques are chosen
so as to match accurately individual and organizational needs (Goldstein & Ford,
2001: Kraiger, 2003). Most individuals have a need to feel competent (Deci. 1972;
Lawler, 1969: White, 1959) —that is, to make use of their valued abilities, to realize
their capabilities and potential. In fact, competency models often drive training
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curricula. A competency is a cluster of interrelated knowledge, abilities, skills,
attitudes, or personal characteristics that are presumed to be important for successful
performance on a job (Noe, 2002). Training programs designed to modity or to
develop competencies range from basic skill training and development for individu-
als, to team training, supervisory training, executive development programs. and cross-
cultural training for employees who will work in other countries.

Personnel selection and placement strategies relate closely to training and devel-
opment strategies. Trade-offs are likely. For example, if the organization selects indi-
viduals with minimal qualifications and skil! development, then the onus of developing
qualified, capable, competent employees shifts squarely onto the shoulders of the
training department. On the other hand. if the organization selects only those individ-
uals who already possess the necessary abilities and skills required to perform their
jobs, then the burden of further skill development is minimal during the training phase.
Given a choice between selection and training, however, the best strategy is to choose
selection. If high-caliber employees are selected, these individuals will be able to learn
more and to learn faster from subsequent training programs than will lower-caliber
employees.

Earlier we noted that training objectives need to be matched accurately with indi-
vidual and job requirements. In the case of lower-level jobs, training objectives can be
specified rather rigidly and defined carefully. The situation changes markedly, however,
when training programs must be designed for jobs that permit considerable individual
initiative and freedom (e.g., selling, research and development, equipment design) or
jobs that require incumbents to meet and deal effectively with a variety of types and
modes of information, situations, or unforeseen developments (e.g., as managers, detec-
tives, test pilots, astronauts). The emphasis in these jobs is on developing a broad range
of skills and competencies in several areas in order to cope effectively with erratic job
demands. Because training programs for these jobs are expensive and lengthy, initial
qualifications and selection criteria are likely to be especially demanding.

Performance Management

In selecting and training an individual for a specific job, an organization is essentially
taking a risk in the face of uncertainty. Although most of us like to pride ourselves on
being logical and rational decision makers, the fact is that we are often quite fallible.
Equipped with incomplete, partial information about present or past behavior, we
attempt to predict future job behavior. Unfortunately, it is only after employees have
been performing their jobs for a reasonable length of time that we can evaluate their
performance and our predictions.

In observing, evaluating, and documenting on-the-job behavior and providing
timely feedback about it to individuals or teams, we are evaluating the degree of suc-
cess of the individual or team in reaching organizational objectives. While success in
some jobs can be assessed partially by objective indices (e.g., dollar volume of sales,
amount of scrap and reworks), in most cases, judgments about performance play a sig-
nificant role.

Promotions, compensation decisions, transfers, disciplinary actions—in short, indi-
viduals® livelihoods—are extraordinarily dependent on performance management.
Performance management. however, is not the same as performance appraisal. The latter
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is typically done once or twice a year to identify and discuss the job-relevant strengths
and weaknesses of individuals or teams. The objective of performance management, on
the other hand. is to focus on improving performance at the level of the individual or
team every day. This requires a willingness and a commitment on the part of managers to
provide timely feedback about performance while constantly focusing attention on the
ultimate objective (e.g., world-class customer service).

To be sure, performance appraisals are of signal importance to the ultimate success
and survival of a reward system based on merit. It is, therefore, ethically and morally
imperative that each individual get a fair shake. If supervisory ratings are used to eval-
uate employee performance and if the rating instruments themselves are poorly
designed, are prone to bias and error, or focus on elements irrelevant or unimportant
to effective job performance, or if the raters themselves are uncooperative or
untrained. then our ideal of fairness will never be realized. Fortunately these problems
can be minimized through careful attention to the development and implementation of
appraisal systems and to the thorough training of those who will use them. We will have
more to say about these issues in our treatment of performance management in
Chapter 5, but, for the present, note the important feedback loops to and from perfor-
mance management in Figure 3-2. All prior phases in the employment process affect
and are affected by the performance-management process. For example, if individuals
or teams lack important. job-related competencies—e.g., skill in troubleshooting prob-
lems—then job analyses may have to be revised, along with recruitment, selection, and
training strategies. This is the essence of open-systems thinking.

Organizational Exit

Eventually everyone who joins an organization must leave it. For some, the process is
involuntary, as in the case of a termination for cause or a forced layoff. The timing of
these events is at the discretion of the organization. For others, the process is voluntary,
as in the case of a retirement after many years of service or a voluntary buyout in the
context of employment downsizing. In these situations, the employee typically has con-
trol over the timing of his or her departure.

The topic of organizational exit may be addressed in terms of processes or out-
comes at the level of the individual or organization. Consider involuntary terminations,
for example. Psychological processes at the level of the individual include anticipatory
job loss; shock, relief, and relaxation: concerted effort; vacillation, self-doubt, and
anger: and resignation and withdrawal. Organizational processes relevant to involun-
tary termination are communication, participation, control, planning. and support
(Coleman, 2001; Collarelli & Beehr, 1993). At the level of the individual, involuntary
job loss tends to be associated with depression, hostility, anxiety, and loss of self-
esteem.

A key outcome at the level of the organization is the reactions of survivors to lay-
offs. They experience stress in response to uncertainty about their ability to do much
about the situation and uncertainty over performance and reward outcomes (Buono,
2003). At the level of society, massive layoffs may contribute to high levels of cynicism
within a nation’s workforce. Layoffs signal a lack of commitment from employers. As a
result, employees are less likely to trust them, they are less likely to commit fully to
their organizations, and they work to maximize their own outcomes (Cascio, 2002a).
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Retirement is also a form of organizational exit, but it is likely to have far fewer
adverse effects than layoffs or firings, especially when the process is truly voluntary,
individuals perceive the financial terms to be fair, and individuals control the timing of
their departures. Each of these processes includes personal control, and personal con-
trol, due process, and procedural justice are key variables that influence reactions to
organizational exit (Clarke, 2003; Colquitt. Conlon, Wesson, Porter. & Ng, 2001).

As shown in Figure 3-2, organizational exit influences, and is influenced by, prior
phases in the employment process. For example, large-scale layoffs may affect the con-
tent, design, and pay of remaining jobs; the recruitment, selection, and training of new
employees with strategically relevant skills; and changes in performance management
processes to reflect work reorganization and new skill requirements.

In writing this book, we have attempted to frame our ultimate objectives realisti-
cally, for it would be foolish to pretend that a single volume holds the final solution to
any of these nagging employment problems. Solutions are found in concerned peo-
ple —those who apply what books can only preach. Nevertheless, by urging you to con-
sider both costs and anticipated consequences in making decisions, we hope that you
will feel challenged to make better decisions and thereby to improve considerably the
caliber of human resource management practice. Nowhere is systems thinking more
relevant than in the HRM system of organizations. As we noted earlier. the very con-
cept of a system implies a design to attain one or more objectives. This involves a con-
sideration of desired outcomes. In our next three chapters, we will consider the special
problems associated with developing reliable success criteria—that is, outcomes of the
HRM process.

Discussion Questions

1. How is utility theory useful as a framework for making decisions? Why must considerations
of utility always be tied to the overall strategy of an organization?

2. Describe three examples of open systems. Can you think of a closed system? Why are orga-
nizations open systems?

3. Why is it useful to view the employment process as a network of sequential, interdependent
decisions?

4. What is the difference between an erroneous acceptance and an erroneous rejection?
Describe situations where one or the other is more serious.

5. Suppose you had to choose between ~making” competent employees through training and
“buying” them through selection. Which would you choose? Why?

CHAPTER

At a Glance

Adequate and accurate criterion measurement is a fundamental problem in
HRM. Criteria are operational statements of goals or desired outcomes.
Although qriteria are sometimes used for predictive purposes and sometimes
for .evaluanvc purposes, in both cases they represent that which is important or
desirable.

Before we can study human performance and understand it better, we must
confront the fact that criteria are multidimensional and dynamic. Also, we must
address t.he challenge of potential unreliability of performance, perfor;nancc
Qbser‘vanon, and the various situational factors that affect performance. In addi-
tion, in ;valuating operational criteria, we must minimize the impact of certain
contan}mants such as biasing factors in ratings. Finally, we must be sure that
operational criterion measures are relevant, reliable, sensitive. and practical.

In general, applied psychologists are guided by two principal objectives: (1) to
demonstrate the utility of their procedures and programs and (2) to enhance their
un.derstfmd.ing of the determinants of job success. [n attempting to achieve these
twin c?b]ectlves, sometimes composite criteria are used and sometimes multiple
criteria are used. Although there has been an enduring controversy over the
relative merits of each approach, the two positions have been shown to differ in
terms of' underlying assumptions and ultimate goals. Thus, one or both may be
appropriate in a given set of circumstances. In a concluding section of this chapter
several promising research designs are presented that should prove useful in ‘
resolving the criterion dilemma and thus in advancing the field.

The development of criteria that are adequate and appropriate is at once a stumbling
blolck gnd a challenge to the HR specialist. Behavioral scientists have bemoaned the
“criterion problem™ through the years. The term refers to the ditficuities involved in
the process of conceptualizing and measuring performance constructs that are multidi-
mensional, dynamic, and appropriate for different purposes (Austin & Villanova
}992). Yet the effectiveness and future progress of knowledge with respect to most HR’
interventions depend fundamentally on our ability to resolve this baffling question.
Th.6 challenge is to develop theories, concepts, and measurements that will achieve
the twin objectives of enhancing the utility of available procedures and programs and
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deepening our understanding of the psychological and behavioral processes involved
in job performance. Ultimately we must strive to develop a comprehensive theory of
the behavior of men and women at work (Viswesvaran & Ones, 2000).

In the early days of applied psychology. according to Jenkins (1946), most
psychologists tended to accept the tacit assumption that criteria were either given of
God or just to be found lying about. It is regrettable that even today we often resort
to the most readily available or most expedient criteria when, with a little more
effort and thought, we could probably develop better ones. Nevertheless. progress
has been made as the field has come to recognize that criterion measures are samples
of a larger performance universe and that as much effort should be devoted to
understanding and validating criteria as is devoted to identifying predictors
(Campbell, McHenry. & Wise, 1990). Wallace ( 1965) expressed the matter aptly when
he said that the answer to the question “Criteria for what?” must certainly include
~for understanding™ (p. 417). Let us begin by defining our terms.

DEFINITION

Criteria have been defined from more than one point of view. From one perspective,
criteria are standards that can be used as yardsticks for measuring employees’ degree
of success on the job (Bass & Barrett, 1981: Guion, 1965: Landy & Conte, 2004). This
definition is quite adequate within the context of personnel selection. placement. and
performance management. It is useful when prediction is involved —that is, in the
establishment of a functional relationship between one variable, the predictor, and
another variable, the criterion. However, there are times when we simply wish to
evaluate without necessarily predicting. Suppose. for example, that the HR depart-
ment is concerned with evaluating the effectiveness of a recruitment campaign
aimed at attracting minority applicants. Various criteria must be used to evaluate the
program adequately. The goal in this case is not prediction, but rather evaluation.
One distinction between predictors and criteria is time (Mullins & Ratliff, 1979). For
example, if evaluative standards such as written or performance tests are adminis-
tered before an employment decision is made (i.e., to hire. to promote), the standards
are predictors. If evaluative standards are administered after an employment
decision has been made (i.e., to evaluate performance effectiveness), the standards
are criteria.

The above discussion leads to the conclusion that a more comprehensive definition
is required. regardless of whether we are predicting or evaluafing. As such, a more gen-
eral definition is that a criterion represents something important or desirable. It is an
operational statement of the goals or desired outcomes of the program under study
(Astin. 1964). 1t is an evaluative standard that can be used to measure a person’s perfor-
mance, attitude. motivation. and so forth (Blum & Naylor, 1968). Examples of some
possible criteria are presented in Table 4-1. which has been modified from those given
by Dunnette and Kirchner (1965) and Guion (1965). While many of these measures
often would fall short as adequate criteria, each of them deserves careful study in order
to develop a comprehensive sampling of job or program performance. There are several
other requirements of criteria in addition to desirability and importance, but before
examining them., we must first consider the use of job performance as a criterion.

1
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TABLE 41 - Possible Criteria.

Output measures

Units produced

Number of items sold

Dollar volume of sales

Number of letters typed

Commission earnings

Number of candidates attracted (recruitment program)
Readership of an advertisement

Quality measures
Number of errors (coding, filing, bookkeeping, typing. diagnosing)

Number of errors detected (inspector. troubleshooter, service person)

Number of policy renewals (insurance sales)

Number of complaints and dissatisfied persons (clients, customers, subordinates. colleagues)

Rate of scrap. reworks, or breakage
Cost of spoiled or rejected work

Lost time

Number of occasions (or days) absent

Number of times tardy

Length and frequency of unauthorized pauses
Employee turnover

Number of discharges for cause

Number of voluntary quits

MNumber of transfers due to unsatisfactory performance
Length of service

Trainability and promotability

Time to reach standard performance

Level of proficiency reached in a given time
Rate of salary increase

Number of promotions in a specified time period
Number of times considered for promotion
Length of time between promotions

Ratings of performance

Ratings of personal traits or characteristics

Ratings of behavioral expectations

Ratings of performance in work samples

Ratings of perforniance in simulations and role-playing exercises
Ratings of skills

Counterproductive behaviors
Disciplinary transgressions
Military desertion

Property damage

Personal aggression

Political deviance

Substance abuse
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JOB PERFORMANCE AS A CRITERION

Performance may be defined as observable things people do that are relevani for the
goals of the organization (Campbell et al., 1990). Job performance itself is multidimen-
sional, and the behaviors that constitute performance can be scaled in terms of the
level of performance they represent. It also is important to distinguish performance
from the outcomes or results of performance, which constitute effectiveness (Campbell,
Dunnette, Lawler, & Weick. 1970).

The term ultimate criterion (Thorndike, 1949) describes the full domain of perfor-
mance and includes everything that ultimately defines success on the job. Such a
criterion is ultimate in the sense that one cannot look beyond it for any further
standard by which to judge the outcomes of performance.

The ultimate criterion of a salesperson’s performance must include, for example,
total sales volume over the individual’s entire tenure with the company; total number
of new accounts brought in during the individual’s career; amount of customer loyalty
built up by the salesperson during his or her career; total amount of his or her influence
on the morale or sales records of other company salespersons; and overall effective-
ness in planning activities and calls, controlling expenses, and handling necessary
reports and records. In short, the ultimate criterion is a concept that is strictly
conceptual and, therefore, cannot be measured or observed; it embodies the notion of
“true,” “total,” “long-term,” or “ultimate worth™ to the employing organization.

Although the ultimate criterion is stated in broad terms that often are not susceptible
to quantitative evaluation, it is an important construct because the relevance of any
operational criterion measure and the factors underlying its selection are better under-
stood if the conceptual stage is clearly and thoroughly documented (Astin, 1964).

DIMENSIONALITY OF CRITERIA

Operational measures of the conceptual criterion may vary along several dimensions.
In a classic article, Ghiselli (1956b) identified three different types of criterion dimen-
sionality: static, dynamic, and individual dimensionality. We examine each of these
three types of dimensionality next.

Static Dimensionality

If we observe the usual job performance criterion at any single point in time, we find
that it is multidimensional in nature (Campbell. 1990). This type of multidimensional-
ity refers to two issues: (1) the fact that individuals may be high on one performance
facet and simultaneously low on another and (2) the distinction between maximum
and typical performance.

Regarding the various performance facets, Rush (1953) found that a number of
relatively independent skills are involved in selling. Thus. a salesperson’s learning
aplitude (as measured by sales school grades and technical knowledge) is unrelated to
objective measures of his or her achievement (such as average monthly volume of sales
or percentage of quota achieved), which, in turn. is independent of the salesperson’s
general reputation (e.g.. planning of work, rated potential value to the firm), which, in
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turn, is independent of his or her sales techniques (sales approaches, interest and
enthusiasm, etc.).

In broader terms, we can consider two general facets of performance: task per-
formance and contextual performance (Borman & Motowidlo, 1997). Contextual
performance has also been labeled “pro-social behaviors™ or “organizational citizenship
performance” (Borman, Penner, Allen, & Motowidlo, 2001). An important point to
consider is that task performance and contextual performance do not necessarily go
hand in hand. An employee can be highly proficient at her task, but be an underper-
former with regard to contextual performance (Conway, 1999). Task performance is
defined as (1) activities that transform raw materials into the goods and services that are
produced by the organization and (2) activities that help with the transformation process
by replenishing the supply of raw materials; distributing its finished products; or provid-
ing important planning, coordination, supervising, or staff functions that enable it to
function effectively and efficiently (Cascio & Aguinis, 2001). Contextual performance is
defined as those behaviors that contribute to the organization’s effectiveness by
providing a good environment in which task performance can occur. Contextual
performance includes behaviors such as the following:

¢ Persisting with enthusiasm and exerting extra effort as necessary to complete one’s own
task activities successfully (e.g.. being punciual and rarely absent. expending extra effort
on the job);

» Volunteering to carry out task activities that are not formally part of the job (e.g., suggesting
organizational improvements, making constructive suggestions);

¢ Helping and cooperating with others (e.g., assisting and helping coworkers and customers);

¢ Following organizational ruies and procedures (e.g.. following orders and regulations,
respecting authority, complying with organizational values and policies); and

¢ Endorsing, supporting, and defending organizational objectives (e.g., exhibiting organiza-
tional loyalty, representing the organization favorably to outsiders).

Applied psychologists have recently become interested in the “dark side” of con-
textual performance, often labeled “workplace deviance” or “counterproductive
behaviors” (Kelloway, Loughlin, Barling, & Nault, 2002; Sackett & DeVore, 2001).
Although contextual performance and workplace deviance are seemingly at the
opposite ends of the same continuum, there is initial evidence suggesting that they are
distinct from each other (Kelloway et al., 2002). In general, workplace deviance is
defined as voluntary behavior that violates organizational norms and thus threatens
the well-being of the organization, its members, or both (Robinson & Bennett, 1995).
Vardi and Weitz (2004) identified over 100 such “organizational misbehaviors”
(e.g.. alcohol/drug abuse, belittling opinions, breach of confidentiality, etc.), and several
scales are available to measure workplace deviance (Bennett & Robinson, 2000;
Hakstian, Farrell, & Tweed. 2002; Kelloway et al., 2002; Marcus, Schuler, Quell, &
Hiimpfner, 2002). Some of the self-reported deviant behaviors measured by these
scales are the following:

* Exaggerating hours worked
e Starting negative rumors about the company
¢ Gossiping about coworkers
¢ Covering up one’s mistakes
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¢ Competing with coworkers in an unproductive way

* Gossiping about one's supervisor

¢ Staying out of sight to avoid work

¢ Taking company equipment or merchandise

® Blaming one’s coworkers for one’s mistakes

* Intentionally working slowly or carelessly

* Being intoxicated during working hours

* Seeking revenge on coworkers

¢ Presenting colleagues’ ideas as if they were one’s own

Regarding the typical-maximum performance distinction, typical performance refers
to the average level of an employee’s performance, whereas maximum performance
refers to the peak level of performance an employee can achieve (DuBois, Sackett,
Zedeck, & Fogli, 1993: Sackett. Zedeck, & Fogli, 1988). Employees are more likely to
perform at maximum levels when they understand they are being evaluated. when they
accept instructions to maximize performance on the task. and when the task is of short
duration. In addition, measures of maximum performance (i.e., what employees can do)
correlate only slightly with measures of typical performance (i.e., what employees will
do). For example, correlations between typical and maximum performance measures
were about .20 for objective measures of grocery store checkout clerks’ performance
(i.c., speed and accuracy: Sackett et al., 1988) and about 40 for subjective measures of
military recruits’ performance (i.e.. performance ratings based on assessment exercises;
Ployhart, Lim, & Chan, 2001).

Unfortunately, research on criteria frequently ignores the fact that job perfor-
mance often includes many facets that are relatively independent. such as task and
contextual performance and the important distinction between typical and maximum
performance. Because of this, employee performance is often not captured and
described adequately. To capture the performance domain in a more exhaustive
manner, attention should also be paid to the temporal dimensionality of criteria.

Dynamic or Temporal Dimensionality

Once we have defined clearly our conceptual criterion, we must then specify and refine
operational measures of criterion performance (i.e., the measures actually to be used).
Regardless of the operational form of the criterion measure. it must be taken at some
point in time. When is the best time for criterion measurement? Optimum times vary
greatly from situation to situation. and conclusions therefore need to be couched in
terms of when criterion measurements were taken. Far different results may occur
depending on when criterion measurements were taken (Weitz, 1961), and failure to
consider the temporal dimension may lead to misinterpretations.

In predicting the short- and long-term success and survival of life insurance agents,
for example. ability as measured by standardized tests is significant in determining early
sales success, but interests and personality factors play a more important role later on
(Ferguson, 1960). The same is true for accountants ( Bass & Barrett, 1981). Thus, after
1w years as a staff accountant with one of the major accounting firms, interpersonal
skills with colleagues and clients are more important than pure technical expertise for
continued success. In short, criterion measurements are not independent of time.

i 2
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FIGURE 41 The temporal dimension of criterion measutément.
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Earlier we noted that ultimate criteria embody the idea of long-term effectiveness.
Ultimate criteria are not practical for day-to-day decision making or evaluation,
however, because researchers and managers usually cannot afford the luxury of the
time needed to gather the necessary data. Therefore, substitute criteria, immediate or
intermediate. must be used (see Figure 4-1).To be sure. all immediate and intermediate
criteria are partial, since at best they give only an approximation of the ultimate
criterion (Thorndike, 1949).

Figure 4-1 lacks precision in that there is a great deal of leeway in determining
when immediate criteria become intermediate criteria. Immediate criteria are near-
term measures, such as test scores on the final day of training class or measurement of
the rookie quarterback’s performance in his first game. Intermediate criteria are
obtained at a later time, usually about six months after initial measurement
(i.e., supervisory ratings of performance, work sample performance tests, or peer
ratings of effectiveness). Summary criteria are expressed in terms of longer-term
averages or totals. Summary criteria are often useful because they avoid or balance
out short-term effects or trends and errors of observation and measurement. Thus,
a trainee’s average performance on weekly tests during six months of training or a
student’s cumulative college grade-point average is taken as the best estimate of his
or her overall performance. Summary criteria may range from measurements taken
after three months’ performance. to those taken after three to four years’ perfor-
mance, of even longer.

Temporal dimensionality is a broad concept, and criteria may be “dynamic” in three
distinct ways: (1) changes over time in average levels of group performance, (2) changes
over time in validity coefficients, and (3) changes over time in the rank ordering of
scores on the criterion (Barrett, Caldwell, & Alexander, 1985).

Regarding changes in group performance over time. Ghiselli and Haire (1960)
followed the progress of a group of investment salesmen for 10 years. During this
period, they found a 650 percent improvement in average productivity, and still there
was no evidence of leveling off! However, this increase was based only on those
salesmen who survived on the job for the full 10 years;it was not true of al of the sales-
men in the original sample. To be able to compare the productivity of the salesmen.,
their experience must be the same. or else it must be equalized in some manner
(Ghiselli & Brown, 1955). Indeed, a considerable amount of other research evidence
cited by Barrett et al. (1985) does not indicate that average productivity improves
significantly over lengthy time spans

Criteria also might be dynamic if the relationship between predictor (e.g.. pre-
employment test scores) and criterion scores (e.g., supervisory ratings) fluctuates over
time. Bass (1962) found this to be the case in a 42-month investigation of salesmen’s
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rated performance. Scores on three ability tests, as well as peer ratings on three
dimensions, were collected for a sample of 99 salesmen. Semiannual supervisory merit
ratings served as criteria. The results showed patterns of validity coefficients for both
the tests and the peer ratings that appeared to fluctuate erratically over time.
However, a much different conclusion was reached when the validity coefficients
were tested statistically. No significant differences were found for the validities of the
ability tests, and when peer ratings were used as predictors. only 16 out of 84 pairs of
validity coefficients (roughly 20 percent) showed a statistically significant difference
(Barrett et al., 1985).

Researchers have suggested two hypotheses to explain why validities might change
over time. One. the changing task model. suggests that while the relative amounts of
ability possessed by individuals remain stable over time, criteria for effective perfor-
mance might change in importance. Hence, the validity of predictors of performance
also might change. The second model, known as the changing subjects model, suggests
that while specific abilities required for effective performance remain constant over
time, each individual’s level of ability changes over time, and that is why validities might
fluctuate (Henry & Hulin, 1987). Neither of the above models has received unqualified
support. Indeed. proponents of the view that validity tends to decrease over time
(Henry & Hulin, 1987, 1989) and proponents of the view that validity remains stable
over time (Ackerman, 1989: Barrett & Alexander. 1989) agree on only one point: Initial
performance tends to show some decay in its correlation with later performance.
However, when only longitudinal studies are examined, it appears that validity decre-
ments are much more common than are validity increments (Henry & Hulin, 1989).
This tends to support the view that validities do fluctuate over time.

The third type of criteria dynamism addresses possible changes in the rank order-
ing of scores on the criterion over time. This form of dynamic criteria has attracted
substantial attention (e.g.. Hoffmann, Jacobs, & Baratta. 1993; Hulin, Henry, & Noon,
1990) because of the implications for the conduct of validation studies and personnel
selection in general. If the rank ordering of individuals on a criterion changes over
time. future performance becomes a moving target. Under those circumstances, it
becomes progressively more difficult to predict performance accurately the farther out
in time from the original assessment. Do performance levels show systematic
fluctuations across individuals? The answer seems to be in the affirmative because the
preponderance of evidence suggests that prediction deteriorates over time (Keil &
Cortina, 2001). Overall. correlations among performance measures collected over time
show what is called a “simplex™ pattern of higher correlations among adjacent pairs
and lower correlations among measures taken at greater time intervals (e.g., the
correlation between month 1 and month 2 is greater than the correlation between
month 1 and month 5) (Steele-Johnson, Osburn, & Pieper. 2000).

Deadrick and Madigan (1990) collected weekly performance data from three
samples of sewing machine operators (i.e.. a routine job in a stable work environment).
Results showed the simplex pattern such that correlations between performance
measures over time were smaller when the time lags increased. Deadrick and Madigan
concluded that relative performance is not stable over time. A similar conclusion was
reached by Hulin et al. (1990), Hoffmann et al. (1993). and Keil and Cortina (2001):
Individuals seem to change their rank order of performance over time (see Figure 4-2).
[n other words. there are meaningful differences in intraindividual patterns of changes
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From Hofman, D. A., Jacobs, R., and Baratta. J. E. (1993). Dynamic criteria and the mea-
surement of change. Journal of Applied Psychology, 78. 194-204. Copyright 1993 by the
Anerican Psychological Association. Reprinted with permission.

in performance across individuals. HR professionals interested in predicting perfor-
mance at distant points in the future face the challenge of identifying factors that affect
differences in intraindividual performance trajectories over time.

Individual Dimensionality

[t is possible that individuals performing the same job may be considered equally good:;
yet the nature of their contributions to the organization may be quite different. Thus,
different criterion dimensions should be used to evaluate them. Kingsbury (1933)
recognized this problem more than 70 years ago when he wrote:

Some executives are successful because they are good planners, although
not successful directors. Others are splendid at coordinating and directing, but
their plans and programs are defective. Few executives are equally competent in
both directions. Failure to recognize and provide, in both testing and rating, for
this obvious distinction is, [ believe, one major reason for the unsatisfactory
results of most attempts to study, rate. and test executives. Good tests of one
kind of executive ability are not good tests of the other kind. (p. 123)

While in the managerial context described by Kingsbury there is only one job, it might
plausibly be argued that in realitv there are two (i.e.. directing and planning). The two jobs
are qualitatively different only in a psychological sense. In fact. the study of individual
criterion dimensionality is a useful means of determining whether the same job, as
performed by different people, is psychologically the same or different.
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CHALLENGES IN CRITERION DEVELOPMENT

Competent criterion research is one of the most pressing needs of personnel
psychology today—as it has been in the past. Over 50 years ago, Stuit and Wilson
(1946) demonstrated that continuing attention to the development of better perfor-
mance measures results in better predictions of performance. The validity of these
results has not been dulled by time (Viswesvaran & Ones, 2000). In this section.
therefore, we will consider three types of challenges faced in the development of
criteria, point out potential pitfalls in criterion research, and sketch a logical scheme
for criterion development.

At the outset, it is important to set certain “chronological priorities.” First, criteria
must be developed and analyzed, for only then can predictors be constructed or
selected to predict relevant criteria. Far too often, unfortunately, predictors are
selected carefully, followed by a hasty search for “predictable criteria.” To be sure, if
we switch criteria, the validities of the predictors will change, but the reverse is hardly
true. Pushing the argument to its logical extreme, if we use predictors with no criteria,
we will never know whether or not we are selecting those individuals who are most
likely to succeed. Observe the chronological priorities! At least in this process we
know that the chicken comes first and then the egg foliows.

Before human performance can be studied and better understood, four basic
challenges must be addressed (Ronan & Prien, 1966, 1971). These are the issues of
(un)reliability of performance, reliability of performance observation. dimensionality
of performance, and modification of performance by situational characteristics. Let us
consider the first three in turn; the fourth is the focus of a following section.

Challenge #1: Job Performance (Un)reliability

Job performance reliability is a fundamental consideration in HR research, and its
assumption is implicit in all predictive studies. Reliability in this context refers to
the consistency or stability of job performance over time. Are the best (or worst)
performers at time | also the best (or worst) performers at time 2? As noted in the
previous section. the rank order of individuals based on job performance scores does
not necessarily remain constant over time.

What factors account for such performance variability? Thorndike (1949) identi-
fied two types of unreliability —intrinsic and extrinsic —that may serve to shed some
light on the problem. Intrinsic unreliability is due to personal inconsistency in
performance, while extrinsic unreliability is due to sources of variability that are
external to job demands or individual behavior. Examples of the latter include
variations in weather conditions (e.g.. for outside construction work); unreliability
due to machine downtime; and. in the case of interdependent tasks, delays in
supplies, assemblies, or information. Much extrinsic unreliability is due to careless
observation or poor control.

Faced with all of these potential confounding factors, what can be done? One
solution is to aggregate (average) behavior over situations or occasions, thereby
canceling out the effects of incidental, uncontroilable factors. To illustrate this, Epstein
(1979, 1980) conducted four studies. each of which sampled behavior on repeated
occasions over a period of weeks. Data in the four studies consisted of self-ratings.
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ratings by others, objectively measured behaviors, responses to person.ality invent.orleg
and psychophysiological measures such as heart rate. The results provided unequivoca.
support for the hypothesis that stability can pe demonstrated over a wide range ol
variables so long as the behavior in question is averaged over a sufflctenl numbf?r ol
occurrences. Once adequate performance reliability was pbtalned, ev1d(_ence forvva.hdn \
emerged in the form of statistically significant re]ationshlps among variables. Sllmllz}rly
Martocchio, Harrison, and Berkson (2000) found that increasing aggregation time
enhanced the size of the validity coefficient between the predictor, employee lower:
back pain.and the criterion. absenteeism. ) )

Two further points bear emphasis. One, there is no shortcut for aggregating ove
occasions or people. In both cases, it is necessary to sample _adequ'ately the fiomaln ovel
which one wishes to generalize. Two. whether aggregation is carried out within a single
study or over a sample of studies, it is not a panacea. Certain Sy§tema'tlc effects. such a:
sex. race, or attitudes of raters, may bias an entire group of studies (Rose.nthal &
Rosnow, 1991). Examining large samples of studies through the ~techn1q.ues o
meta-analysis (see Chapter 11; Aguinis & Pierce, 1998) is one way of detecting the
existence of such variables. ] ) ‘

It also seems logical to expect that broader levels of aggregation m.lghl be necg?
sary in some situations, but not in others. Specificall}f. R_ambo, Chqmlak, and Price
(1983) examined what Thorndike (1949) labeled extrinsic unreliability and show«a
that the reliability of performance data is a function both of task cpmplexny ang
of the constancy of the work environment. These factors, along with the genera
effectiveness of an incentive system (if one exists), interact to cregte the condition
that determine the extent to which performance is consistent over time. Rambo etal
(1983) obtained weekly production data over a three-and-a-half-year period frop
a group of women who were sewing machine operators and a group of women i1
folding and packaging jobs. Both groups of operators worked under a piece-ratt
payment plan. Median correlations in week-to-week (not day-to-day) output rate
were sewing = .94; non-sewing = .98. Among weeks separated by one year, they wer
sewing = .69: nonsewing = .86. Finally. when output in wee}( 1 was corrglated witl
output in week 178, the correlations obtained were ~s.ull hl.gh:‘se\ymg = .59
non-sewing = .80. These are extraordinary levels of consistency. indicating that [hf
presence of a production-linked wage incentive, coupled _wnh stable, narrg».vl,
routinized work tasks, can result in high levels of consistency in worker productivity
Those individuals who produced much (little) initially also teqded to pro'duce muc]
(little) at a later time. More recent results for a sample' of toundr_y chippers an
grinders paid under an individual incentive plan over a six-year period were gener
ally consistent with those of the Rambo et al. (1983) study (Vln.chgr, Schlppmann
Smalley. & Rothe, 1991), although there may be considerable variation in long-tern
reliability as a function of job content. o

In short, the rank order of individuals based on performance scores 15 likely t
{luctuate over time. Several factors explain this phenomenon. Ways to addre§s thi
challenge include aggregating scores over time an'd paying more ca'reful attention t:
factors that produce this phenomenon (e.g.. intrinsic and‘exlrmsw faclgrs .such a
stability of work environment). A better understanding of lhf:se fact'o'rs is llke.ly t:
allow HR professionals to understand better the extent to which specific operation:
criteria will be consistent over time.
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Challenge #2: Job Performance Observation

This issue is crucial in prediction because all evaluations of performance depend
ultimately on observation of one sort or another, but different methods of observing
performance may lead to markedly different conclusions, as was shown by Bray and
Campbell (1968). In attempting to validate assessment center predictions of future sales
potential, 78 men were hired as salesmen, regardless of their performance at the assess-
ment center (we discuss the topic of the assessment center in detail in Chapter 14).
Predictions then were related to field performance six months later. Field performance
was assessed i two ways. In the first method. a trained independent auditor accompanied
each man in the field on as many visits as were necessary to determine whether he did or
did not meet accepted standards in conducting his sales activities. The field reviewer was
unaware of any judgments made of the candidates at the assessment center. In the second
method, each individual was rated by his sales supervisor and his trainer from sales
training school. Both the supervisor and the trainer also were unaware of the assessment
center predictions.

While assessment center predictions correlated 51 with field performance ratings,
there were no significant relationships between assessment center predictions and
either supervisors’ ratings or trainers’ ratings, Additionally, there were no significant
relationships between the field performance ratings and the supervisors’ or trainers’
ratings! The lesson to be drawn trom this study is obvious: The study of reliability of
performance becomes possible only when the reliability of judging performance is
adequate (Ryans & Fredericksen, 1951). Unfortunately. while we know that the
problem exists, there is no silver bullet that will improve the reliability of judging
performance (Borman & Hallam, 1991). We examine this issue in greater detail.
including some promising new approaches, in the next chapter.

Challenge #3: Dimensionality of Job Performance

Even the most cursory examination of HR research reveals a great variety of predictors
typically in use. In contrast, however, the majority of studies use only a global criterion
measure of the job performance. Although ratings may reflect various aspects of job per-
formance, these ratings are frequently combined into a single global score. Lent, Aurbach,
and Levin (1971) demonstrated this in their analysis of 406 studies published in Personnel
Psychology. Of the 1,506 criteria used, “Supervisors’ Evaluation” was used in 879 cases,
The extent to which the use of a single global criterion is characteristic of unpublished
research is a matter of pure speculation, but its incidence is probably far higher than that
in published research. Is it meaningful or realistic to reduce performance measurement to
a single indicator, given our previous discussion of the multidimensionality of criteria?
Several reviews (Campbell, 1990; Ronan & Prien, 1966, 1971) concluded that the
notion of a unidimensional measure of job performance (even for lower-level jobs) is
unrealistic. Analyses of even single measures of job performance (e.g., attitude toward
the company, absenteeism) have shown that they are much more complex than surface
appearance would suggest. Despite the problems associated with global criteria, they
seem to “work” quite well in most personnel selection situations. However, to the
extent that one needs to solve a specific problem (€-g., too many customer complaints
about product quality), a more specific criterion is needed. If there is more than one
specific problem, then more than one specific criterion is called for (Guion, 1987).
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PERFORMANCE AND SITUATIONAL CHARACTERISTICS

Most people would agree readily that individual fevels of performan'ce may be _affectcd
by conditions surrounding the performance. Yet most research investigations are
conducted without regard for possible effects of variables other than those .me‘as.ured
by predictors. In this section. therefore, we will examine six possible extraindividual
influences on performance.

Environmental and Organizational Characteristics

Absenteeism and turnover both have been related to a variety of environmental and
organizational characteristics (Blau, 1985; Campion, 1991; Johns, 1994:' McEv.oy &
Cascio, 1987). These include organizationwide factors (e.g., pay and promotion }?o.l1c1c;s):
interpersonal factors (e.g., group cohesiveness, friendship opportunities, saFlQaCtlon
with peers or supervisors); job-related factors (e.g., role clarity, task repetitiveness.
autonomy, and responsibility); and personal factors (e.g., age, tenure, mood, and‘famlly
size). Shift work is another frequently overlooked variable (Barton, 19.94; Staines &
Pleck, 1984). Clearly, organizational characteristics can have wide-ranging effects on
performance.

Environmental Safety

Injuries and loss of time may also affect job performance (Ginter, 1979). Factors such
as a positive safety climate, a high management commitment, and a sound safety
communications program that incorporates goal setting and knowledge of. results tend
to increase safe behavior on the job (Reber & Wallin, 1984) and conservation of scarce
resources (cl. Siero, Boon, Kok, & Siero, 1989). These variables can be measured
reliably (Zohar, 1980) and can then be related to individual performance.

Lifespace Variables

Lifespace variables measure important conditions that surround th? emplpyee both on
and off the job. They describe the individual employee’s interactions }N}th organiza-
tional factors, task demands, supervision, and conditions off the job. Vlc;no and Bz.lsls
(1978) used four lifespace variables— task challenge on fi‘rst job‘ assignment, llI.e
stability, supervisor-subordinate personality match, and immediate supervisor's
success— to improve predictions of management success at Exxon. The fgur variables
accounted for an additional 22 percent of the variance in success on the job over and
above Exxon’s own prediction system based on aptitude and pe rsonality. measures. The
equivalent of a multiple R of .79 was obtained. Other lifespace V.arlab.les, such‘ as
personal orientation, career confidence, cosmopolitan versus local orientation. and job
stress, deserve further study (Cooke & Rousseau, 1983; Edwards & Van Harrison, 1993).

Job and Location

Schneider and Mitchel (1980) developed a comprehensive set of six behavioyal job func-
tions for the agency manager’s job in the life insurance industry. Using 1.%82 managers
trom 50 companies. they examined the relationship of activity in these functfons with five
factors: origin of the agency (new versus established), type of agency (independent
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versus company controlled), number of agents, number of supervisors, and tenure of the
agency manager. These five situational variables were chosen as correlates of managerial
functions on the basis of their traditionally implied impact on managerial behavior in the
life insurance industry. The most variance explained in a job function by a weighted com-
posite of the five situational variables was 8.6 percent (i.e., for the general management
function). Thus, over 90 percent of the variance in the six agency-management functions
lies in sources other than the five variables used. While situational variables have been
found to influence managerial job functions across technological boundaries, the results
of this study suggest that situational characteristics also may influence managerial job
functions within a particular technology. Performance thus depends not only on job
demands, but also on other structural and contextual factors such as the policies and
practices of particular companies.

Extraindividual Differences and Sales Performance

Cravens and Woodruff (1973) recognized the need to adjust criterion standards for
influences beyond a salesperson’s control, and they attempted to determine the degree
to which these factors explained variations in territory performance. In a multiple
regression analysis using dollar volume of sales as the criterion, a curvilinear model
yielded a corrected R? of .83, with sales experience, average market share, and per-
formance ratings providing the major portion of explained variation. This study is
noteworthy because a purer estimate of individual job performance was generated by
combining the effects of extraindividual influences (territory workload, market poten-
tial, company market share, and advertising effort) with two individual difference
variables (sales experience and rated sales effort).

Leadership

The effects of leadership and situational factors on morale and performance have been
well doctimented (Hater & Bass, 1988; Kozlowski & Doherty. 1989). These studies, as
well as those cited previously, demonstrate that variations in job performance are due
to characteristics of individuals (age, sex, job experience. etc.), groups (Dobbins, 1985).
and organizations (size structure. management behavior, etc.). Until we can begin to
partition the total variability in job performance into intraindividual and extraindivid-
ual components, we should not expect predictor variables measuring individual differ-
ences to correlate appreciably with measures of performance that are influenced by
factors not under an individual’s control.

STEPS IN CRITERION DEVELOPMENT

A five-step procedure for criterion development has been outlined by Guion (1961):

1. Analysis of job and/or organizational needs.

2. Development of measures of actual behavior relative to expected behavior as identified in
job and need analysis. These measures should supplement objective measures of organiza-
tional outcomes such as turnover, absenteeism. and production.

3. Identitication of criterion dimensions underlying such measures by factor analysis, cluster
analysis, or pattern analysis.
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Development of reliable measures, each with high construct validity, of the elements so
identified.

. Determination of the predictive validity of each independent variable (predictor) for each
one of the criterion measures, taking them one at a time.

wm

In Step 2, behavior data are distinguished from result-of-behavior data or organiza-
tional outcomes, and it is recommended that behavior data supplement result-of-behavior
data. In Step 4, construct-valid measures are advocated. Construct validity is essentially a
judgment that a test or other predictive device does, in fact, meastre a specified attribute
or construct to a significant degree and that it can be used to promote the understanding
or prediction of behavior (Landy & Conte, 2004; Messick, 1995). These two poles, utility
(i.e..in which the researcher attempts to find the highest and therefore most useful validity
coefficient) versus understanding (in which the researcher advocates construct validity),
have formed part of the basis for an enduring controversy in psychology over the relative
merits of the two approaches. We shall examine this in greater detail in a later section.

EVALUATING CRITERIA

How can we evaluate the usefulness of a given criterion? Let’s discuss each of three
different yardsticks: relevance, sensitivity or discriminability, and practicality.

Relevance

The principal requirement of any criterion is its judged relevance (i.e., it must be
logically related to the performance domain in question). As noted in Principles for the
Validation and Use of Personnel Selection Measures (SIOP, 2003), “[A] relevant crite-
rion is one that reflects the relative standing of employees with respect to important
work behavior(s) or outcome measure(s)” (p. 14). Hence, it is essential that this
domain be described clearly.

Indeed, the American Psychological Association (APA) Task Force on Employment
Testing of Minority Groups (1969) specifically emphasized that the most appropriate
(i.e., logically relevant) criterion for evaluating tests is a direct measure of the degree of
job proficiency developed by an employee after an appropriate period of time on the job
(e.g.. six months to a year). To be sure, the most relevant criterion measure will not
always be the most expedient or the cheapest. A well-designed work sample test or per-
formance management system may require a great deal of ingenuity, effort. and expense
to construct (e.g., Jackson, Harris, Ashton, McCarthy, & Tremblay, 2000).

It is important to recognize that objective and subjective measures are not inter-
changeable, one for the other, as they correlate only about .39 (Bommer, Johnson,
Rich, Podsakoff, and Mackenzie, 1995). So, if objective measures are the measures of
interest. subjective measures should not be used as proxies. For example, if sales are the
desired measure of performance, then organizations should not reward employees
based on a supervisor’s overall rating of performance. Conversely, if broadly defined
performance is the objective, then organizations should not reward employees solely
on the basis of gross sales. Nevertheless, regardless of how many criteria are used, if,
when considering all the dimensions of job performance, there remains an important
aspect that is not being assessed, then an additional criterion measure is required.

R
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Sensitivity or Discriminability

In order to be useful. any criterion measure also must be sensitive — that is, capable of
discriminating between effective and ineffective employees. Suppose, for example, that
quantity of goods produced is used as a criterion measure in a manufacturing operation.
Such a criterion frequently is used inappropriately when, because of machine pacing,
everyone doing a given job produces about the same number of goods. Under these
circumstances, there is little justification for using quantity of goods produced as a
performance criterion, since the most effective workers do not differ appreciably from
the least effective workers. Perhaps the amount of scrap or the number of errors made
by workers would be a more seasitive indicator of real differences in job performance.
Thus, the use of a particular criterion measure is warranted only if it serves to reveal
discriminable differences in job performance.

[t is important to point out, however, that there is no necessary association
between criterion variance and criterion relevance. A criterion element as measured
may have low variance, but the implications in terms of a different scale of measure-
ment, such as dollars, may be considerable (e.g.. the dollar cost of industrial accidents).
In other words, the utility to the organization of what a criterion measures may not be
reflected in the way that criterion is measured. This highlights the distinction between
operational measures and a conceptual formulation of what is important (i.c., has high
utility and relevance) to the organization (Cascio & Valenzi, 1978).

Practicality

It is important that management be informed thoroughly of the real benefits of using
carefully developed criteria. Management may or may not have the expertise to
appraise the soundness of a criterion measure or a series of criterion measures, but
objections will almost certainly arise if record keeping and data coliection for criterion
measures become impractical and interfere significantly with ongoing operations.
Overzealous HR researchers sometimes view organizations as ongoing laboratories
existing solely for their purposes. This should not be construed as an excuse for using
inadequate or irrclevant criteria. Clearly a balance must be sought, for the HR depart-
ment occupies a staff role, assisting through more effective use of human resources
those who are concerned directly with achieving the organization’s primary goals of
profit, growth, and/or service. Keep criterion measurement practical!

CRITERION DEFICIENCY

Criterion measures differ in the extent to which they cover the criterion domain. For
example, the job of university professor includes tasks related to teaching, research, and
service. If job performance is measured using indicators of teaching and service only,
then the measures are deficient because they fail to include an important component
of the job.

The importance of considering criterion deficiency was highlighted by a study
examining the economic utility of companywide training programs addressing
managerial and sales/technical skills (Morrow, Jarrett, & Rupinski, 1997). The economic
utility of training programs may differ not because of differences in the effectiveness of

oty
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the programs per se, but because the criterion measures may differ in breadth. In other
words, the amount of change observed in an employee’s performance after she attends
a training program will depend on the percentage of job tasks measured by the evalua-
tion criteria. A measure including only a subset of the tasks learned during training will
underestimate the value of the training program.

CRITERION CONTAMINATION

When criterion measures are gathered carelessly with no checks on their worth before
use either for research purposes or in the development of HR policies, they are often
contaminated. Maier (1988) demonstrated this in an evaluation of the aptitude tests
used to make placement decisions about military recruits. The tests were validated
against hands-on job performance tests for two Marine Corps jobs: radio repairer and
auto mechanic. The job performance tests were administered by sergeants who were
experienced in each specialty and who spent most of their time training and supervising
junior personnel. The sergeants were not given any training on how to administer and
score performance tests. In addition, they received little monitoring during the four
months of actual data collection, and only a single administrator was used to evaluate
each examinee. The data collected were filled with errors. although subsequent
statistical checks and corrections made the data salvageable. Did the “clean” data make
a difference in the decisions made? Certainly. The original data yielded validities of 0.09
and 0.17 for the two specialties. However. after the data were “cleaned up.” the validities
rose to 0.49 and 0.37, thus changing the interpretation of how valid the aptitude tests
actually were.

Criterion contamination occurs when the operational or actual criterion includes
variance that is unrelated to the ultimate criterion. Contamination itself may be subdi-
vided into two distinct parts, error and bias (Blum & Naylor, 1968). Error by definition
is random variation (e.g., due to nonstandardized procedures in testing, individual
fluctuations in feelings) and cannot correlate with anything except by chance alone. Bias,
on the other hand, represents systematic criterion contamination, and it can correlate
with predictor measures.

Criterion bias is of great concern in HR research because its potential influence is
so pervasive. Brogden and Taylor (1950b) offered a concise definition:

A biasing factor may be defined as any variable, except errors of measurement
and sampling error, producing a deviation of obtained criterion scores from
a hypothetical “true” criterion score. (p. 161)

It should also be added that because the direction of the deviation from the true
criterion score is not specified, biasing factors may serve to increase. decrease,
or leave unchanged the obtained validity coefticient. Biasing factors vary widely in
their distortive effect, but primarily this distortion is a function of the degree of their
correlation with predictors. The magnitude of such effects must be estimated and
their influence controlled either experimentally or statistically. Next we discuss three
important and likely sources of bias.
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Bias Due to Knowledge of Predictor Information

One of the most serious contaminants of criterion data, especially when the data are
in the form of ratings, is prior knowledge of or exposure to predictor scores. In the
selection of executives, for example, the assessment center method (Chapter 12} is a
popular technique. If an individual’s immediate superior has access to the prediction of
this individual’s future potential by the assessment center staff and if at a later date the
superior is asked to rate the individual’s performance, the supervisor’s prior exposure to
the assessment center prediction is likely to bias this rating. If the subordinate has been
tagged as a “shooting star” by the assessment center staff and the supervisor values that
judgment, he or she, too. may rate the subordinate as a “shooting star.” If the supervisor
views the subordinate as a rival, dislikes him or her for that reason, and wants to impede
his or her progress, the assessment center report could serve as a stimulus for a lower
rating than is deserved. In either case —spuriously high or spuriously low ratings— bias
is introduced and gives an unrealistic estimate of the validity of the predictor. Because
this type of bias is by definition predictor-correlated, it looks like the predictor is doing
a better job of predicting than it actually is: yet the effect is illusory. The rule of thumb is
this: Keep predictor information away from those who must provide criterion data!

Probably the best way to guard against this type of bias is to obtain all criterion
data before any predictor data are released. Thus, in attempting to validate assessment
center predictions, Bray and Grant (1966) collected data at an experimental assess-
ment center, but these data had no bearing on subsequent promotion decisions. Eight
years later the predictions were validated against a criterion of “promoted versus not
promoted into middle management.” By carefully shielding the predictor information
from those who had responsibility for making promotion decisions, a much “cleaner”
validity estimate was obtained.

Bias Due to Group Membership

Criterion bias may also result from the fact that individuals belong to certain groups. In
fact, sometimes explicit or implicit policies govern the hiring or promotion of these
individuals. For example, some organizations tend to hire engineering graduates pre-
dominantly (or only) from certain schools. We know of an organization that tends to
promote people internally who also receive promotions in their military reserve units!

Studies undertaken thereafter that attempt to relate these biographical character-
istics to subsequent career success will necessarily be biased. The same effects also will
occur when a group sets artificial limits on how much it will produce.

Bias in Ratings

Supervisory ratings. the most frequently employed criteria (Lent et al., 1971: Murphy &
Cleveland, 1995). are susceptible to all the sources of bias in objective indices, as well as
to others that are peculiar to subjective judgments. We shall discuss this problem
in much greater detail in the next chapter, but, for the present, it is important to
emphasize that bias in ratings may be due to spotty or inadequate observation by the
rater, urequal opportunity on the part of subordinates to demonstrate proficiency,
personal biases or prejudices on the part of the rater. or an inability to distinguish and
reliably rate different dimensions of job performance.
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Perhaps the most frequently cited biasing factor in ratings is the “halo” effect. The
halo effect was pointed out originally by Thorndike (1920) on the basis of experimental
evidence that some raters have a tendency to rate an individual ¢ither high or low on
many factors because the rater knows (or thinks he knows) the individual to be high or
low on a specific factor. In police work, for example, a supervisor may be rating a patrol
officer on a number of dimensions including ability to solve crimes, ability to handle
domestic disputes, and skill in directing traffic. If the supervisor observed the officer
perform gallantly in handling a domestic dispute, he would be making a halo error if he
simply assumed that the officer must be similarly skillful at solving crimes and directing
traffic. The result of the halo effect is that ratings on the various dimensions of job
performance tend to have higher intercorrelations than otherwise would be the case.

CRITERION EQUIVALENCE

If two criteria that are not hypothesized to be related correlate highly, then we can sus-
pect halo. If they correlate perfectly (or nearly perfectly) after correcting both for
unreliability, then they are equivalent. Criterion equivalence should not be taken
lightly or assumed:; it is a rarity in HR research. Strictly speaking, if two criteria are
equivalent, then they contain exactly the same job elements, they are measuring
precisely the same individual characteristics, and they are occupying exactly the same
portion of the conceptual criterion space. Two criteria are equivalent if it doesn’t make
any difference which one is used.

If the correlation between criteria is less than perfect. however, the two are not
equivalent. This has been demonstrated repeatedly in analyses of the relationship
between performance in training and performance on the job (Ghiselli, 1966; Hunter &
Hunter, 1984). as well as in learning tasks (Weitz, 1961). In analyzing criteria and using
them to observe performance. one must, therefore, consider not only the #me of mea-
surement. but also the fype of measurement—that is, the particular performance
measures selected and the reasons for doing so. Finally, one must consider the level of
performance measurement that represents success or failure (assuming it is necessary to
dichotomize criterion performance) and attempt to estimate the effect of the chosen
level of performance on the conclusions reached.

For example. suppose we are judging the performance of a group of quality
control inspectors on a work sample task (a device with 10 known defects). We set
our criterion cutoff at eight—that is, the identification of fewer than eight defects
constitutes unsatisfactory performance. The number of “successful” inspectors may
increase markedly if the criterion cutoff is lowered to five defects. Our conclusions
regarding overall inspector proficiency are likely to change as well. In sum, if we
know the rules governing our criterion measures, this alone should give us more
insight into the operation of our predictor measures.

The researcher may treat highly correlated criteria in several different ways. He
or she may choose to drop one of the criteria, viewing it essentially as redundant
information, or to keep the two criterion measures separate, reasoning that the
more information collected, the better. A third strategy is to gather data relevant to
both criterion measures, to convert all data to standard score form, to compute the
individual’s average score, and to use this as the best estimate of the individual’s
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standing on the composite dimension. No matter which strategy the researcher
adopts, he or she should do so only on the basis of a sound theoretical or practical
rationale and should comprehend fully the implications of the chosen strategy.

COMPOSITE CRITERION VERSUS MULTIPLE CRITERIA

Applied psychologists generally agree that job performance is multidimensional in nature
and that adequate measurement of job performance requires multidimensional criteria.
The next question is what to do about it. Should one combine the various criterion mea-
sures into a composite score, or should each criterion measure be treated separately? If
the investigator chooses to combine the elements, what rule should he or she use to do so?
As with the utility versus understanding issue, both sides have had their share of vigorous
proponents over the years. Let us consider some of the arguments.

Composite Criterion

The basic contention of Toops (1944), Thorndike (1949), Brogden and Taylor (1950a),
and Nagle (1953), the strongest advocates of the composite criterion, is that the criterion
should provide a yardstick or overall measure of “success” or “value to the organization”
of each individual. Such a single index is indispensable in decision making and individual
comparisons, and even if the criterion dimensions are treated separately in validation,
they must somehow be combined into a composite when a decision is required. Although
the combination of multiple criteria into a composite is often done subjectively, a quanti-
tative weighting scheme makes objective the importance placed on each of the criteria
that was used to form the composite.

If a decision is made to form a composite based on several criterion measures, then
the question is whether all measures should be given the same weight or not. Consider
the possible combination of two measures reflecting customer service, but one
collected from external customers (i.e., those purchasing the products offered by the
organization) and the other from internal customers (i.e.. individuals employed in
other units within the same organization). Giving these measures equal weights implies
that the organization values both external and internal customer service equally.
However, the organization may make the strategic decision to form the composite by
giving 70 percent weight to external customer service and 30 percent weight to internal
customer service. This strategic decision is likely to affect the validity coefficients
between predictors and criteria. Specifically, Murphy and Shiarella (1997) conducted
a computer simulation and found that 34 percent of the variance in the validity of a
battery of selection tests was explained by the way in which measures of task and
contextual performance were combined to form a composite performance score. In
short, forming a composite requires a careful consideration of the relative importance
of each criterion measure.

Multiple Criteria

Advocates of multiple criteria contend that measures of demonstrably different variables
should not be combined. As Cattell (1957) put it,“Ten men and two bottles of beer cannot
be added to give the same total as two men and ten bottles of beer” (p. 11). Consider
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a study of military recruiters (Pulakos, Borman, & Hough, 1988). In measuring the
effectiveniess of the recruiters, it was found that selling skills. human relations skills, and
organizing skills all were important and related to success. It also was found, however, that
the three dimensions were unrelated to each other— that is, the recruiter with the best
selling skills did not necessarily have the best human relations skills or the best organizing
§kills. Under these conditions, combining the measures leads to a composite that not only
is ambiguous, but also is psychologically nonsensical. Guion (1961) brought the issue
clearly into focus:

The fallacy of the single criterion lies in its assumption that everything that is to
be predicted is related to everything else that is to be predicted —that there is a
general factor in all criteria accounting for virtually all of the important variance
in behavior at work and its various consequences of value. (p. 145)

Schmidt and Kaplan (1971) subsequently pointed out that combining various
criterion elements into a composite does imply that there is a single underlying
dimension in job performance, but it does not, in and of itself, imply that this single
underlying dimension is behavioral or psychological in nature. A composite criterion
may well represent an underlying economic dimension, while at the same time being
essentially meaningless from a behavioral point of view. Thus, Brogden and Taylor
(1950a) argued that when all of the criteria are relevant measures of economic
variables (dollars and cents), they can be combined into a composite, regardless of
their intercorrelations.

Differing Assumptions

As Schmidt and Kaplan (1971) and Binning and Barrett (1989) have noted, the two
positions differ in terms of (1) the nature of the underlying constructs represented by
the respective criterion measures and (2) what they regard to be the primary purpose
of the validation process itself. Let us consider the first set of assumptions.
Underpinning the arguments for the composite criterion is the assumption that the
criterion should represent an economic rather than a behavioral construct. The
economic orientation is illustrated in Brogden and Taylor’s (1950a) “dollar criterion”:
“The criterion should measure the overall contribution of the individual to the
organization” (p. 139). Brogden and Taylor argued that overall efficiency should
pe measured in dollar terms by applying cost accounting concepts and procedures to the
individual job behaviors of the employee. “The criterion problem centers primarily on
the quantity, quality, and cost of the finished product” (p. 141).

In contrast, advocates of multiple criteria (Dunnette, 1963a; Pulakos et al., 1988)
argued that the criterion should represent a behavioral or psychological construct, one
that is behaviorally homogeneous. Pulakos et al. (1988) acknowledged that a composite
criterion must be developed when actually makin g employment decisions, but they also
emphasized that such composites are best formed when their components are well
understood.

With regard to the goals of the validation process, advocates of the composite
criterion assume that the validation process is carried out only for practical and
economic reasons, and not to promote greater understanding of the psychological and
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behavioral processes involved in various jobs, Thus, Brogden and Taylor (1950a)
clearly distinguished the end products of a given job (job products) from the job
processes that lead to these end products. With regard to job processes, they argued:
“Such factors as skill are latent; their effect is realized in the end product. They do not
satisfy the logical requirement of an adequate criterion™ (p. 141).

In contrast, the advocates of multiple criteria view increased understanding as an
important goal of the validation process. along with practical and economic goals: “The
goal of the search for understanding is a theory {or theories) ot work behavior; theories
of human behavior are cast in terms of psychological and behavioral, not economic
constructs” (Schmidt & Kaplan, 1971, p. 424).

Resolving the Dilemma

Clearly there are numerous possible uses of job performance and program evaluation
criteria. In general, they may be used for research purposes or operationally as an aid
in managerial decision making. When criteria are used for research purposes, the
emphasis is on the psychological understanding of the relationship between various
predictors and separate criterion dimensions, where the dimensions themselves are
behavioral in nature. When used for managerial decision-making purposes—such as
job assignment. promotion, capital budgeting. or evaluation of the cost effectiveness
of recruitment. training, or advertising programs—criterion dimensions must be
combined into a composite representing overall (economic) worth to the organization.

The resolution of the composite criterion versus multiple criteria dilemma
essentially depends on the objectives of the investigator. Both methods are legiti-
mate for their own purposes. If the goal is increased psychological understanding of
predictor-criterion relationships, then the criterion elements are best kept separate.
If managerial decision making is the objective, then the criterion elements should be
weighted, regardless of their intercorrelations, into a composite representing an eco-
nomic construct of overall worth to the organization.

Criterion measures with theoretical relevance should not replace those with practical
relevance, but rather should supplement or be used along with them. The goal, therefore,
is to enhance utility und understanding.

RESEARCH DESIGN AND CRITERION THEORY

Traditionally personnel psychologists were guided by a simple prediction mode! that
sought to relate performance on one or more predictors with a composite criterion.
Implicit intervening variables usually were neglected.

A more complete criterion model that describes the inferences required for the
rigorous development of criteria was presented by Binning and Barrett (1989). The
model is shown in Figure 4-3. Managers involved in employment decisions are most
concerned about the extent to which assessment information will allow accurate
predictions about subsequent job performance (Inference 9 in Figure 4-3). One general
approach to justifying Inference 9 would be to generate direct empirical evidence that
assessment scores relate 1o valid measurements of job performance. Inference 5 shows
this linkage, which traditionally has been the most pragmatic concern to personnel
psychologists. Indeed. the term criterion-related has been used to denote this type of
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them. As we noted earlier, composite criterion models focus on outcomes, whereas
multiple criteria models focus on behaviors. As Figure 4-3 shows, together they form a
performance domain. This is why both are necessary and should continue to be used.

Inference 8 represents the process of criterion development. Usually it is justified by
rational evidence (in the form of job analysis data) showing that all major behavioral
dimensions or job outcomes have been identified and are represented in the operational
criterion measure. In fact. job analysis (see Chapter 8) provides the evidential basis for
justifying Inferences 7, 8. 10, and 11.

What personnel psychologists have traditionally implied by the term construct
validity is tied to Inferences 6 and 7. That is, if it can be shown that a test {e.g.. of reading
comprehension) measures a specific construct (Inference 6), such as reading comprehen-
sion, that has been determined to be critical for job performance (Inference 7), then
inferences about job performance from test scores (Inference 9) are, by logical implica-
tion, justified. Constructs are simply labels for behavioral regularities that underlie
behavior sampled by the predictor, and, in the performance domain, by the criterion.

In the context of understanding and validating criteria, Inferences 7, 8, 10, and 11
are critical. Inference 7 is typically justified by claims, based on job analysis, that the
constructs underlying performance have been identified. This process is commonly
referred to as deriving job specifications. Inference 10, on the other hand, represents
the extent to which actual job demands have been analyzed adequately, resulting in a
valid description of the performance domain. This process is commonly referred to as
developing a job description. Finally, Inference 11 represents the extent to which the
links between job behaviors and job outcomes have been verified. Again, job analysis
is the process used to discover and to specify these links.

The framework shown in Figure 4-3 helps to identify possible locations for what
we have referred to as the criterion problem. This problem results from a tendency to
neglect the development of adequate evidence to support Inferences 7, 8, and 10 and
fosters a very shortsighted view of the process of validating criteria. It also leads
predictably to two interrelated consequences: (1) the development of criterion
measures that are less rigorous psychometrically than are predictor measures and
(2) the development of performance criteria that are less deeply or richly embedded in
the networks of theoretical relationships that are constructs on the predictor side.
These consequences are unfortunate, for they limit the development of theories, the
validation of constructs, and the generation of evidence to support important
inferences about people and their behavior at work (Binning & Barrett, 1989).
Conversely. the development of evidence to support the important linkages shown in
Figure 4-3 will lead to better-informed staffing decisions, better career development
decisions, and, ultimately, more effective organizations.

SUMMARY

We began by stating that the effectiveness and future progress of our knowledge of HR
interventions depend fundamentally on careful, accurate criterion measurement. What
is needed is a broader conceptualization of the job performance domain. We need to
pay close attention to the notion of criterion relevance, which, in turn, requires
prior theorizing and development of the dimensions that comprise the domain of
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performance. Investigators must first formulate clearly their ultimate objectives and
then develop appropriate criterion measures that represent economic or behavioral
constructs. Criterion measures must pass the tests of relevance, sensitivity, and
practicality.

In addition, we must attempt continually to determine how dependent our conclu-
sions are likely to be because of (1) the particular criterion measures used, (2) the time
of measurement, (3) the conditions outside the control of an individual, and (4) the
distortions and biases inherent in the situation or the measuring instrument (human or
otherwise). There may be many paths to success, and, consequently, a broader, richer
schematization of job performance must be adopted. The integrated criterion model
shown in Figure 4-3 represents a step in the right direction. Of one thing we can be
certain: The future contribution of applied psychology to the wiser, more efficient use
of human resources will be limited sharply until we can deal successfully with the issues
created by the criterion problem.

Discussion Questions

1. Why do objective measures of performance often tell an incomplete story about performance?

2. Develop some examples of immediate, intermediate, and summary criteria for (a) a student,
(b) a judge, and (c) a professional golfer.

3. Discuss the problems that dynamic criteria pose for employment decisions.

4. What are the implications of the typical versus maximum performance distinction for
personnel selection?

5. How can the reliability of job performance observation be improved?

6. What are the factors that should be considered in assigning differential weights when creating
a composite measure of performance?

7. Describe the performance domain of a university professor. Then propose a criterion measure
to be used in making promotion decisions. How would you rate this criterion regarding
relevance, sensitivity, and practicality?

R e B P AT
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At a Glance

Performance management is a continuous process of identifying, measuring. and
developing individual and group performance in organizations. Performance
management systems serve both strategic and operational purposes.
Perfo;ma-nce management systems take place within the social realities of
organizations and, consequently, should be examined from a measurement/
technical as well as a human/emotional point of view.

. Performance appraisal, the systematic description of individual or group
job-relevant strengths and weaknesses, is a key component of any performance-
management system. Performance appraisal comprises two processes, observa-
tion and judgment, both of which are subject to bias. For this reason, some have
§uggested that job performance be judged solely on the basis of objective
indices such as production data and employment data (e-g.. accidents, awards).
While such data are intuitively appealing, they often measure not performance,
but factors beyond an individual's control; they measure not behavior per se,
but rather the outcomes of behavior. Because of these deficiencies, subjective
criteria (e.g., supervisory ratings) are often used. However. since ratings depend
on human judgment, they are subject to other kinds of biases. Each of the avail-
able methods for rating job performance attempts to reduce bias in some way,
although no method is completely bias-free. Biases may be associated with ,
raters (e.g.. lack of firsthand knowledge of employee performance), ratees

{e.g.. gender, job tenure), the interaction of raters and ratees (e.g..race and
gender), or various situational and organizational characteristics,

Bias can be reduced sharply, however, through training in both the technical
and the human aspects of the rating process. Training must also address the
pou’amially incompatible role demands of supervisors (i.e., coach and judge)
during performance appraisal interviews, Training also must address how to
provide effective performance feedback to ratees and set mutually agreeable
goals for future performance improvement.
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employees or groups, is a critical. and perhaps one of the most delicate, topics in
HRM. Researchers are fascinated by this subject; yet their overall inability to
resolve definitively the knotty technical and interpersonal problems of performance
appraisal has led one reviewer to term it the “Achilles heel”™ of HRM (Heneman,
1975). This statement. issued in the 1970s, still applies today because supervisors and
subordinates who periodically encounter appraisal systems. either as raters or as
ratees, are often mistrustful of the uses of such information (Mayer & Davis, 1999).
They are intensely aware of the political and practical implications of the ratings
and, in many cases. are acutely ill at ease during performance appraisal interviews.
Despite these shortcomings. surveys of managers from both large and small
organizations consistently show that managers are unwilling to abandon perfor-
mance appraisal, for they regard it as an important assessment tool (Meyer, 1991,
Murphy & Cleveland, 1995).

Many treatments of performance management scarcely contain a hint of the emo-
tional overtones, the human problems, so intimately bound up with it. Traditionally,
researchers have placed primary emphasis on technical issues—~for example. the
advantages and disadvantages of various rating systems, sources of error, and problems
of unreliability in performance observation and measurement. To be sure, these are
vitally important concerns. No less important, however, are the human issues involved,
for performance management is not merely a technique —it is a process, a dialogue
involving both people and data, and this process also includes social and motivational
aspects (Fletcher. 2001). In addition. performance management needs to be placed
within the broader context of the organization’s vision. mission, and strategic priorities.
A performance management system will not be successful if it is not linked explicitly to
broader work unit and organizational goals.

In this chapter, we shall focus on both the measurement and the social/motivational
aspects of performance management, for judgments about worker proficiency are
made, whether implicitly or explicitly. whenever people interact in organizational set-
tings. As HR specialists, our task is to make the formal process as meaningful and work-
able as present research and development will allow.

Perform.ance management is a continuous process of identifying, measuring, and
dgvelopmg individual and group performance in organizations. It is not a one-
time event that takes place during the annual performance-review period. Rather
performance is assessed at regular intervals, and feedback is provided so that’
pe.rformance is improved on an ongoing basis. Performance appraisal, the system-
atic description of job-relevant strengths and weaknesses within and between
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PURPOSES SERVED

Performance management systems that are designed and implemented well can serve
several important purposes:

1. Performance management systems serve a strategic purpose because they help link
employee activities with the organization’s mission and goals. Well-designed performance
management systems identify the results and behaviors needed to carry oul the organiza-
tion’s strategic priorities and maximuze the extent to which employees exhibit the desired
behaviors and produce the intended results.

2. Performance management sysiems serve an important communication purpose because
they allow employees to know how they are doing and what the organizational expectations
are regarding their performance. They convey the aspects of work the supervisor and other
organization stakeholders believe are important.

3. Performance management systems can serve as bases for emplovment decisions — decisions 1o
promote outsianding performers: to terminate marginal or low performers: to train, transfer.
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or discipline others; and to award merit increases {or no increases). In short. information gath-
ered by the performance management system can serve as predictors and, consequently. as
key input for administering a formal organizational reward and punishment system
(Cummings, 1973). including promotional decisions.

4. Data regarding employee performance can serve as criteria in HR research (e.g., in test
validation).

5. Performance management systems also serve a developmental purpose because they can
help establish objectives for training programs (when they are expressed in terms of desired
behaviors or outcomes rather than global personality characteristics).

6. Performance management systems can provide concrete feedback to employees. In order to
improve performance in the future, an employee needs to know what his or her weaknesses
were in the past and how to correct them in the future. Pointing out strengths and weak-
nesses is a coaching function for the supervisor: receiving meaningful feedback and acting
on it constitute a motivational experience for the subordinate. Thus, performance manage-
ment systems can serve as vehicles for personal development.

7. Performance management systems can facilitate organizational diagnosis, maintenance, and
development. Proper specification of performance levels, in addition to suggesting training
needs across units and indicating necessary skills to be considered when hiring, is important
for HR planning and HR evaluation. It also establishes the more general organizational
requirement of ability to discriminate effective from ineffective performers. Appraising
employee performance, therefore, represents the beginning of a process rather than an end
product (Jacobs, Kafry, & Zedeck, 1980).

8. Finally, performance management systems allow organizations to keep proper records to
document HR decisions and legal requirements.

REALITIES OF PERFORMANCE MANAGEMENT SYSTEMS

Independently of any organizational context, the implementation of performance
management systems at work confronts the appraiser with five realities (Ghorpade &
Chen, 1995):

1. This activity is inevitable in all organizations, large and small, public and private, domes-
tic and multinational. Organizations need to know if individuals are performing
competently, and, in the current legal climate, appraisals are essential features of an
organization’s defense against challenges to adverse employment actions. such as termi-
nations or layoffs.

2. Appraisal is fraught with consequences for individuals (rewards, punishments) and organi-
zations (the need to provide appropriate rewards and punishments based on performance).

3. As job complexity increases, it becomes progressively more difficult, even for well-meaning
appraisers, to assign accurate, merit-based performance ratings.

4. When sitting in judgment on coworkers, there is an ever-present danger of the parties being
influenced by the political consequences of their actions —rewarding allies and purishing
enemies or competitors (Gioia & Longenecker, 1994; Longenecker, Sims. & Gioia, 1987).

5. The implementation of performance management systems takes time and effort, and partic-
ipants (those who rate performance and those whose performance is rated) must be con-
vinced the system is useful and fair. Otherwise, the system may carry numerous negative
consequences (e.g..employees may quit, there may be wasted time and money, there may be
adverse legal consequences).
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BARRIERS TO IMPLEMENTING EFFECTIVE
PERFORMANCE MANAGEMENT SYSTEMS

Barriers to successful performance management may be organizational, political, or
interpersonal. Organizational barriers result when workers are held responsible for
errors that may be the result of built-in organizational systems. Political barriers stem
from deliberate attempts by raters to enhance or to protect their self-interests when
conflicting courses of action are possible. Interpersonal barriers arise from the actual
face-to-face encounter between subordinate and superior.

Organizational Barriers

According to Deming (1986), variations in performance within systems may be due to
common causes or special causes. Common causes are faults that are built into the
system due to prior decisions, defects in materials, flaws in the design of the system, or
some other managerial shortcoming. Special causes are those attributable to a partic-
ular event, a particular operator, or a subgroup within the system. Deming believes
that over 90 percent of the quality problems of American industry are the result of
common causes. If this is so, then judging workers according to their output may
be unfair.

In spite of the presence of common organizational barriers to performance, indi-
viduals or groups may adopt different strategies in dealing with these common prob-
lems. And the adoption of these strategies may lead to variations in the resulting levels
of performance even when the organizational constraints are held constant. For
example, in a study involving 88 construction road crews, some of the crews were able
to minimize the impact of performance constraints by maintaining crew cohesion
under more frequent and severe contextual problems (Tesluk & Mathieu, 1999). Thus,
common causes may not be as significant a determinant of performance as total qual-
ity management advocates make them out to be.

Political Barriers

Political considerations are organizational facts of life (Vigoda, 2000). Appraisals take
place in an organizational environment that is anything but completely rational, straight-
forward, or dispassionate. It appears that achieving accuracy in appraisal is less important
to managers than motivating and rewarding their subordinates. Many managers will not
allow excessively accurate ratings to cause problems for themselves, and they attempt to
use the appraisal process to their own advantage (Longenecker et al., 1987).

A study conducted using 979 workers in five separate organizations provided sup-
port for the idea that goal congruence between the supervisor and the subordinate
helps mitigate the impact of organizational politics (Witt, 1998). Thus, when raters and
ratees share the same organizational goals and priorities, the appraisal process may be
less affected by political barriers.

Interpersonal Barriers

Interpersonal barriers also may hinder the performance managemenl process.
Because of a lack of communication, employees may think they are being judged
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according to one set of standards when their superiors actually use different ones
Furthermore, supervisors often delay or resist making face-to-face appraisals'
Rather than confronting substandard performers with low ratings, negative fead:
bgck, apd below-average salary increases, supervisors often find it ;:asier to “da;nn
with falpt praise” by giving average or above-average ratings to inferior performers
(Benedict & Levine, 1988). Finally, some managers complain that formal perfor-
mance appraisal interviews tend to interfere with the more constructive coaching
relatlgnsh‘ip tha.l should exist between superior and subordinate. They claim that
appralsal interviews emphasize the superior position of the supervisor by placing
him or her in the role of judge, which conflicts with the supervisor’s equally impor-
tant roles of teacher and coach (Meyer, 1991).

Th.is, then. s the performance appraisal dilemma: Appraisal is widely accepted as a
potentlglly useful tool, but organizational. political, and interpersonal barriers often
thwart its successful implementation. Much of the research on appraisals has f;)cused
on measurement issues. This is important, but HR professionals may contribute more
by improving the attitudinal and interpersonal components of performance appraisal
systems, as well as their technical aspects. We will begin by considering the fundamen-
tal requirements for all performance management systems.

FUNDAMENTAL REQUIREMENTS OF SUCCESSFUL
PERFORMANCE MANAGEMENT SYSTEMS

In order f(?r any performance management system to be used successfully. it must have
the following nine characteristics:

L Congrue.nce with S(raregy: The system should measure and encourage behaviors that will
help achieve organizational goals,

2. Thhm;zughness: All employees should be evaluated, all key job-related responsibilities
shou ¢ measured, and evaluations should cover performance for the ire ti i
§ ° t
tncluded in any specific review. e fme pertod
Practicality: The system should be available i

i . plausible, acceptable, and e i
benefits should outweigh its costs. ’ wyfouse.andis
Meaningfuliness: Performfance measurement should include only matters under the con-
trol of t}'w gmployee, appraisals should occur at regular intervals, the system should provide
for continuing skill development of raters and ratees, the results should be used for impor-

tant HR decisions. and the implementation of th i
3 e system should be seen as
part of everyone's job. n tmportan:

ol

&

e

. Speqﬁcity: The system should provide specific guidance to both raters and ratees about
what is expected of them and also how they can meet these expectations,

6. ptscrtmxnabxliq: The system should allow for clear differentiation between effective and

ineffective performance and performers.

thabltl,ity qnd l}:alidily: Performance scores should be consistent over time and across

raters observing the same behaviors (see Chapter 6) and should not be defi

inated (see Chapter 4). ) Tentorcontam

8. %glu;iveness: Sucujcssful systems allow for the active participation of raters and ratees.
is includes allowing ratees to provide their own performance evaluations, allowing

~
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ratees to assume an active role during the appraisal interview. and allowing both raters and
ratees an opportunity to provide input in the design of the system.

9. Fairness and Acceptability: Participants should view the process and outcomes of the
system as being just and equitable.

Several studies have investigated the above characteristics, which dictate the suc-
cess of performance management systems (Cascio. 1982). For example, regarding
meaningfulness, a study including 176 Australian government workers indicated
that the system’s meaningfulness (i.e., perceived consequences of implementing the
system) was an important predictor of the decision to adopt or reject a system
(Langan-Fox. Waycott, Morizzi, & McDonald, 1998). Regarding inclusiveness, a
meta-analysis of 27 studies including 32 individual samples found that the overall
correlation between employee participation and employee reactions to the system
(corrected for unreliability) was .61 (Cawley, Keeping, & Levy, 1998). Specifically,
the benefits of designing a system in which ratees are given a “voice” included
increased satisfaction with the system, increased perceived utility of the system,
increased motivation to improve performance, and increased perceived fairness of
the system (Cawley et al., 1998).

Taken together, the above nine key requirements indicate that performance
appraisal should be embedded in the broader performance management system and
that a lack of understanding of the context surrounding the appraisal is likely to result
in a failed system. With that in mind, let’s consider the behavioral basis for perfor-
mance appraisal.

BEHAVIORAL BASIS FOR PERFORMANCE APPRAISAL

Performance appraisal involves two distinct processes: (1) observation and (2) judgment.
Observation processes arc more basic and include the detection, perception, and recall
or recognition of specific behavioral events. Judgment processes include the categoriza-
tion, integration, and evaluation of information (Thornton & Zorich, 1980). In practice,
observation and judgment represent the last elements of a three-part sequence:

s Job Analysis— (describes the work and personal requirements of a particular job)

* Performance Standards— (translate job requirements into levels of acceptable/
unacceptable performance)

* Performance Appraisal— (describes the job-relevant strengths and weaknesses of each
individual)

Job analysis identifies the components of a particular job. Our goal in perfor-
mance appraisal, however, is not to make distinctions among jobs, but rather to
make distinctions among people. especially among people performing the same job.
Performance standards provide the critical link in the process. Ultimately it is man-
agement’s responsibility to establish performance standards: the levels of perfor-
mance deemed acceptable or unacceptable for each of the job-relevant, critical
areas of performance identified through job analysis. For some jobs (e.g.. produc-
tion or maintenance). standards can be set on the basis of engineering studies. For
others, such as research, teaching, or administration, the process is considerably
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Task

as: Output Performance Srandard

Review unit positions' and Report with SUPERIOR— All tasks completed
recommend potential recommendation well ahead of time and F

upward mobility

10 acce| i
opportunitics plable 10 management with

f)ut change. Actively participates
in education programs and

‘ provides positive suggestions.
Take part in and promote Program Attitude is very positive as
company program participation exhibited by no disscrim-

for education of i
employecs in EEO inatory language or remarks.

and affirmative
action principles

Insetl;uclt and info;sm unit Information SATISFACTORY —All tasks
anc}:;;z;[e:a(l)ir:’e EO completed by deadlines with
rion procams only minor changes as random

occurrences. Participates in
education program when asked
to do so and counsels employees

Affirmative action Recommendation U:I;‘EEIE;?;::;E Task:
firmat c —Tasks not
re mar:z;::iaetrl:t)r;sn completed on time with
Bositions tor uni changes usually necessary.

Program is accepted but no

or little effort to support.
Comments sometimes reflect
biased language. Employees

seek counsel from someone other
than supervisor.

more subjective and is frequently a matter of manager and subordinate agreement
An example of one such set of standards is presented in Figure 5-1. Note also tha;
Zgg‘:ﬁﬁz-a% dllsti.nct, yet complementary, to goals. Standards are usually constant
ividuals in a given job, whi i indivi
e ke Coliua‘ 1]994). ile goals are often determined individually or by
Pgrfofmance standards are essential in all types of goods-producing and servic
nganlzgtlons, for they help ensure consistency in supervisory judgments across ind'e
viduals in the same job. Unfortunately it is often the case that charges of une li
treatment and unfair discrimination arise in jobs where no clear perfgormanc Ctlua
dards exist (Cascio & Bernardin, 1981; Martin & Bartol. 1991; Nathan & é y ap-
1986). We cannot overemphasize their importance. . ’ e
Performance. appraisal, the last of the three steps in the sequence, is the actual
process'of g_athermg information about individuals based on critical job ;e uirement:
Gathering job performance information ts accomplished by observation qEval ti .
the adequacy of individual performance is an exercise of judgment. ' e

WHO SHALL RATE?

In view of the purposes served by performance appraisal, who does the rating is
important. In addition to being cooperative and trained in the techniques of rating,
raters must have direct experience with, or firsthand knowledge of. the individual to
be rated. In many jobs. individuals with varying perspectives have such firsthand
knowledge. Following are descriptions of five of these perspectives that will help
answer the question of who shall rate performance.

Immediate Supervisor
So-called 360-degree feedback systems, which broaden the base of appraisals by
including input from peers, subordinates, and customers, certainly increase the types
and amount of information about performance that is available. Ultimately, however,
the immediate supervisor is responsible for managing the overall appraisal process
(Ghorpade & Chen. 1995).

While input from peers and subordinates is helpful, the supervisor is probably
the person best able to evaluate each subordinate's performance in light of the orga-
nization’s overall objectives. Since the supervisor is probably also responsible for
reward (and punishment) decisions such as pay, promotion, and discipline, he or she
must be able to tie effective (ineffective) performance to the employment actions
taken. [nability to form such linkages between performance and punishment or
reward is one of the most serious deficiencies of any performance management sys-
tem. Not surprisingly, therefore, research has shown that feedback from SUpervisors
is more highly related to performance than that from any other source (Becker &
Klimoski. 1989).

However, in jobs such as teaching, law enforcement, or sales and in self-managed
work teams, the supervisor may observe directly his or her subordinate’s performance
only rarely. In addition, performance ratings provided by the supervisor may reflect
not only whether an employee is helping advance organizational objectives, but also
whether the employee is contributing to goals valued by the supervisor, which may or
may not be congruent with organizational goals (Hogan & Shelton, 1998). Fortunately,
there are several other perspectives that can be used to provide a fuller picture of the
individual's total performance.

Peers

Peer assessment actually refers to three of the more basic methods used by members of
a well-defined group in judging each other’s job performance. These include peer nom-
inations, most useful for identifying persons with extreme high or low levels of KSAOs
(knowledge, skills, abilities, and other characteristics); peer rating, most useful for pro-
viding feedback; and peer ranking, best at discriminating various levels of performance
from highest to lowest on each dimension.

Reviews of peer assessment methods reached favorable conclusions regarding the
reliability, validity, and freedom from biases of this approach (e.g.. Kane & Lawler, 1978).
However, some problems still remain. First, two characteristics of peer assessments
appear to be related significantly and independently to user acceptance (McEvoy &
Buller. 1987). Perceived friendship bias is related negatively to user acceptance. and
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use for developmental purposes is related positively to user acceptance. How do people
react upon learning that they have been rated poorly (favorably) by their peers?
Research in a controlled setting indicates that such knowledge has predictable effects on
group behavior. Negative peer-rating feedback produces significantly lower perceived
performance of the group, plus lower cohesiveness, satistaction, and peer ratings on a
subsequent task. Positive peer-rating feedback produces nonsignificantly higher values
for these variables on a subsequent task (DeNisi, Randolph, & Blencoe, 1983). One
possible solution that might simultaneously increase feedback value and decrease
the perception of friendship bias is to specify clearly (e.g., using critical incidents) the
performance criteria on which pecr assessments are based. Results of the peer assess-
ment may then be used in joint employee-supervisor reviews of each employee’s
progress, prior to later administrative decisions concerning the employee.

A second problem with peer assessments is that they seem to include more
common method variance than assessments provided by other sources. Method vari-
ance is the variance observed in a performance measure that is not relevant to the
behaviors assessed, but instead is due to the method of measurement used (Conway,
2002; Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). For example, Conway (1998a)
reanalyzed supervisor, peer, and self-ratings for three performance dimensions (i.e.,
altruism-local, conscientiousness, and altruism-distant) and found that the proportion
of method variance for peers was .38, whereas the proportion of method variance for
self-ratings was .22. This finding suggests that relationships among various perfor-
mance dimensions, as rated by peers, can be inflated substantially due to common
method variance (Conway, 1998a).

There are several data analysis methods available to estimate the amount of
method variance present in a peer-assessment measure (Conway, 1998a, 1998b;
Scullen, 1999; Williams, Ford, & Nguyen, 2002). At the very least, the assessment of
common method variance can provide HR researchers and practitioners with informa-
tion regarding the extent of the problem. In addition, Podsakoff et al. (2003) proposed
two types of remedies to address the common-method variance problem:

* Procedural remedies. These include obtaining measures of the predictor and criterion
variables from different sources; separating the measurement of the predictor and criterion
variables (i.e., temporal, psychological, or methodological separation); protecting respon-
dent anonymity, thereby reducing socially desirable responding; counterbalancing the
question order; and improving scale items.

® Statistical remedies. These include utilizing Harman's single-factor test (i.e., to deter-
mine whether all items load into one common underlying factor, as opposed to the varjous
factors hypothesized); computing partial correlations (e.g.. partialling out social desirabil-
ity, general affectivity, or a general factor score); controlling for the effects of a directly
measured latent methods factor; controlling for the effects of a single, unmeasured, latent-
method factor; implementing the correlated uniqueness model (i.e., where a researcher
identifies the sources of method variance so the appropriate pattern of measurement-error
corrections can be estimated): and utilizing the direct-product model (i.e., which models
trait-by-method interactions).

The overall recommendation is to follow al the procedural remedies listed above, but
the statistical remedies to be implemented depend on the specific characteristics of the
research situation one faces (Podsakolff et al., 2003).

;f
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Given our discussion thus far, peer assessments are probably best considered as
only one element in an appraisal system that includes ingut from a'll sources that have
unique information or perspectives to offer. Thus, the traits, behav1ors,} OT outcomes to
be assessed should be considered in the context of the groups and situations where
peer assessments are to be applied. It is impossible to specify, for all situations, the
kinds of characteristics that peers are able to rate best.

Subordinates
Subordinates offer a somewhat different perspective on a manager’s performance.
They know directly the extent to which a manager does or dQes not delegate, theiextent
to which he or she plans and organizes, the type of 1eadersh1p4 st.yle(s) he or shg is most
comfortable with, and how well he or she communicates. Ttps is why subordinate rat-
ings often provide information that accounts for variance in performapce measurei
over and above other sources (Conway, Lombardo, & Sanders, 2001).. This approach is
used regularly by universities (students evaluate faf:ulty) and sometimes by .large cor-
porations, where a manager may have many subordinates. In small organizations, how-
ever, considerable trust and openness are necessary before subordinate appraisals can
i ”(ﬁlféy can pay off though. For example, in a field stl{dy, subordi.nates rated th.elr
managers at two time periods six months apart on a 33—1.tem behawora.l observatlop
scale that focused on areas such as the manager’s commitment to qugllty, c:)mrqunn—
cations, support of subordinates, and fairness. Based on subord{nates rgtmgds,
managers whose initial levels of performance were moderate or low improve .bmo (I
estly over the six-month period, and this improvement could not be .attrlb ut;v
solely to regression toward the mean. Further, both managers and their subordi-
nates became more likely over time to indicate that the managers had an opportu-
nity to demonstrate behaviors measured by the upward-feedback instrument
ither et al., 1995). .
(Smlstﬁgo:dinate rat)ings have been found to be valid p.redlctors of subsequent
supervisory ratings over two-, four-, and seven-year perlo.ds (McEvoy & Bea‘tty,
1989). One reason for this may have been that multiple ratings on e.ach dimension
were made for each manager and the ratings were averaged to obtam- the measure
for the subordinate perspective. Averaging has several adva.ntages. First, averaged
ratings are more reliable than single ratings. Secoqd, averaging helps to ensclil‘re the
anonymity of the subordinate raters. Angnymlty is 1mp0rtant; subordm.at.es
may perceive the process to be threatening, since the supervisor can s_ﬁxert a Lmn(n;-
trative controls (salary increases, promotions). In fact, when the identity of subordi-
nates is disclosed, inflated ratings of managers’ performance tend to result
ioni, 1994).
(Anxlrll}lfogll'.gaiiz;tion contemplating use of subordinate': ratings Ashould pay care-
ful attention to the intended purpose of the ratings. Evidence indicates
that ratings used for salary administration or promotion purposes may be more
lenient than those used for guided self-development (Zedeck & Cascio, 1982). In
general, subordinate ratings are of significantly' better quality when usedbf'o.r
developmental purposes rather than administrative purposes (Greguras, Robie,
Schleicher, & Goff, 2003).
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Self

It seems reasonable to have each individual judge his or her own job performance. On
the positive side, we can see that the opportunity to participate in performance
appr.aisal. especially if it is combined with goal setting. should improve the individual’s
motivation and reduce his or her defensiveness during an appraisal interview.
Research to be described later in this chapter clearly supports this view. On the other
hand, comparisons with appraisals by supervisors, peers. and subordinates suggest that
self-appraisals tend to show more leniency. less variability, more bias. and less agree-
ment with the judgments of others (Atkins & Wood, 2002; Harris & Schaubroeck
1988). This seems to be the norm in Western cultures. In Taiwan, however, modesty biaé
(self-ratings lower than those of supervisors) has been found (Farh, Dobbins. & Cheng
1991,)" although this may not be the norm in all Eastern cultures (Yu & Murphy, l993)?
' To some extent. these disagreements may stem from the tendency of raters to base
their ratings on different aspects of job performance or to weight facets of job perfor-
mance differently. Self- and supervisor ratings agree much more closely when both
parties have a thorough knowledge of the appraisal system or process (Williams &
Levy, 1992). In addition, self-ratings are less lenient when done for self-development
purposes rather than for administrative purposes (Meyer, 1991). In addition. self-
ratings of contextual performance are more lenient than peer ratings when individuals
are‘hlgh on self-monitoring (i.e.. tending to control self-presentational behaviors) and
social desirability (i.e.. tending to attempt to make oneself look good) (Mersman &
Donaldson, 2000). Finally, lack of agreement between sources, as measured using
correlation coefficients among sources, may also be due to range restriction
(LeBreton. Burgess, Kaiser, Atchley, & James. 2003). Specifically, correlations decrease
whep variances in the sample are smaller than variances in the population (Aguinis &
Whitehead, 1997). and it is often the case that performance ratings are range-
restricted. That is, in most cases distributions are not normal, and. instead. they are
negatively skewed. Consistent with the restriction-of-variance hypothesis, LeBreton
et al. (2003) found that noncorrelation-based methods of assessing interrater agree-
ment indicated that agreement between sources was about as high as agreement within
sources.
Tl.1e situation is far from hopeless, however. To improve the validity of self-
appralsals, consider four research-based suggestions (Campbell & Lee, 1988: Fox &
Dinur, 1988: Mabe & West. 1982):

1. Instead of asking individuals to rate themselves on an absolute scale (e.g., a scale ranging
from “poor tq “average”). provide a relative scale that alfows them to compare their
perf‘ormance with that of others (e.g.. “below average.” “average,” “above average™). In
addition. providing comparative information on the relative performance of coworkers
promotes closer agreement between self-appraisal and supervisor rating (F:

. arh &
Dobbins, 1989). P Bl

2. Provide muiltiple opportunities for self-appraisal, for the skill being evaluated may well be
one that improves with practice.

3. Provide reassurance of confidentiality— that is, that self-appraisals will not be ~publicized.”
4. Focus on the tuture —specifically on predicting future behavior.

Until the prob‘lems associated with self-appraisals can be resolved. however. they seem
more appropriate for counseling and development than for employment decisions.
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Clients Served

Another group that may offer a different perspective on individual performance in
some situations is that of clients served. In jobs that require a high degree of interac-
tion with the public or with particular individuals (e.g., purchasing managers, suppliers,
sales representatives). appraisal sometimes can be done by the “consumers” of the
organization’s services. While the clients served cannot be expected to identify com-
pletely with the organization’s objectives, they can, nevertheless. provide useful infor-
mation. Such information may affect employment decisions (promotion, transfer. need
for training), but it also can be used in HR research (e.g., as a criterion in validation
studies or in the measurement of training outcomes on the job) or as a basis for self-
development activities.

Appraising Performance: Individual Versus Group Tasks

So far. we have assumed that ratings are given as an individual exercise. That is, each
source—be it the supervisor, peer. subordinate, self, or client—makes the performance
judgment individually and independently from other individuals. However, in practice,
appraising performance is not strictly an individual task. A survey of 135 raters from six
different organizations indicated that 98.5 percent of raters reported using at least one
secondhand (i.e.. indirect) source of performance information (Raymark, Balzer, & De
La Torre, 1999). In other words, supervisors often use information from outside sources
in making performance judgments. Moreover. supervisors may change their own ratings
in the presence of indirect information. For example, a study including participants with
at least two years of supervisory experience revealed that supervisors are likely to
change their ratings when the ratee’s peers provide information perceived as useful
(Makiney & Levy, 1998). A follow-up study that included students from a Canadian uni-
versity revealed that indirect information is perceived to be most useful when it is in
agreement with the rater’s direct observation of the employee’s performance (Uggerslev
& Sulsky, 2002). For example, when a supervisor’s judgment about a ratee’s performance
is positive, positive indirect observation produced higher ratings than negative indirect
information. In addition, it seems that the presence of indirect information is more likely
to change ratings from positive to negative than from negative to positive (Uggerslev &
Sulsky, 2002). In sum. although direct observation is the main influence on ratings, the
presence of indirect information is likely to affect ratings.

If the process of assigning performance ratings is not entirely an individual task,
might it pay off to formalize performance appraisals as a group task? One study found
that groups are more effective than individuals at remembering specific behaviors over
time, but that groups also demonstrate greater response bias (Martell & Borg, 1993). In
a second related study, individuals observed a 14-minute military training videotape of
five men attempting to build a bridge of rope and planks in an effort to get themselves
and a box across a pool of water. Before observing the tape, study participants were
given indirect information in the form of a positive or negative performance cue (i.e..
“the group you will observe was judged to be in the top [bottom] quarter of all
groups™). Then ratings were provided individually or in the context of a four-person
group (the group task required that the four group members reach consensus). Results
showed that ratings provided individually were affected by the performance cue, but
that ratings provided by the groups were not (Martell & Leavitt, 2002).
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These results suggest that groups can be of help, but they are not a cure-all for the
problems of rating accuracy. Groups can be a useful mechanism for improving
the accuracy of performance appraisals under two conditions. First, the task needs to
have a necessarily correct answer. For example. is the behavior present or not? Second,
the magnitude of the performance cue should not be too large. If the performance
facet in question is subjective (e.g.. “what is the management potential for this
employee?”) and the magnitude of the performance cue is large, group ratings may
actually amplify instead of attenuate individual biases (Martell & Leavitt, 2002).

In summary, there are several sources of appraisal information, and each provides
a different perspective, a different piece of the puzzle. The various sources and their
potential uses are shown in Table 5-1. Several studies indicate that data from multiple
sources (e.g., self, supervisors, peers, subordinates) are desirable because they provide
a complete picture of the individual’s effect on others (Borman, White. & Dorsey, 1995;
Murphy & Cleveland, 1995; Wohlers & London, 1989).

Source
Supervisor Peers Subordinates Self Clients Served
Use
Employment decisions X X X
Self-development X X X X X
HR research X X X

Beatty, 1991). A perusal of this table suggests that there is little empirical evidence
to support the superiority of BARS over other performance measurement systems.

Agreement and Equivalence of Ratings Across Sources

To assess the degree of interrater agreement within rating dimensions (convergent
validity) and to assess the ability of raters to make distinctions in performance across
dimensions (discriminant validity), a matrix listing dimensions as rows and raters as
columns might be prepared (Lawler. 1967). As we noted earlier, however, multiple
raters for the same individual may be drawn from different organizational levels, and
they probably observe different facets of a ratee’s job performance (Bozeman, 1997).
This may explain, in part, why the overall correlation between subordinate and
self-ratings (corrected for unreliability) is only .14 and the correlation between subor-
dinate and supervisor ratings (also corrected for unreliability) is .22 (Conway &
Huffcutt, 1997). Hence, across-organizational-level interrater agreement for ratings on
all performance dimensions is not only an unduly severe expectation, but may also be
erroneous. However, although we should not always expect agreement, we should
expect that the construct underlying the measure used should be equivalent across
raters. In other words, does the underlying trait measured across sources relate to
observed rating scale scores in the same way across sources? In general. it does not
make sense to assess the extent of interrater agreement without first establishing
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measurement equivalence (also called measurement invariance) because a lack of
agreement may be due to a lack of measurement equivalence (Cheung, 1999). A lack of
measurement equivalence means that the underlying characteristics being measured
are not on the same psychological measurement scale, which. in turn, implies that dif-
ferences across sources are possibly artifactual, contaminated. or misleading (Maurer,
Raju, & Collins, 1998).

Fortunately there is evidence that measurement equivalence is warranted in many
appraisal systems. Specifically, measurement equivalence was found in a measure of
managers’ team-building skills as assessed by peers and subordinates (Maurer et al.,
1998): equivalence was also found in a measure including 48 behaviorally oriented items
designed to measure 10 dimensions of managerial performance as assessed by self,
peers, supervisors, and subordinates (Facteau & Craig, 2001): and equivalence. was
found in a meta-analysis including measures of overall job performance, productivity,
effort. job knowledge. quality, and leadership as rated by supervisors and peers
(Viswesvaran, Schmidt, & Ones, 2002). However, lack of invariance was found for mea-
sures of interpersonal competence, administrative competence, and compliance and
acceptance of authority as assessed by supervisors and peers ( Viswesvaran et al., 2002).
At this point, it is not clear what may account for differential measurement equivalence
across studies and constructs, and this is a fruitful avenue for future research. One pos-
sibility is that behaviorally based ratings provided for developmental purposes are more
likely to be equivalent than those reflecting broader behavioral dimensions (e.g.. inter-
personal competence) and collected for research purposes (Facteau & Craig, 2001).
One conclusion is clear, however. An important implication of this body of research is
that measurement equivalence needs to be established before ratings can be assumed to
be directly comparable. Several methods exist for this purpose. including those based on
confirmatory factor analysis and item response theory (Barr & Raju, 2003; Cheung &
Rensvold, 1999, 2002: Maurer et al., 1998: Vandenberg, 2002).

Raters

Org. level | Org. level |l
Trats [1 2 3 4 5 6 7 8

1

D ~N OO WK

Once measurement equivalence has been established. we can assess the extent of
agreement across raters. For this purpose. raters may use a hybrid multitrait-muitirater
analysis (see Figure 5-2), in which raters make evaluations only on those dimensions
that they are in good position to rate (Borman, 1974) and that reflect measurement
equivalence. In the hybrid analysis, within-level interrater agreement is taken as an
index of convergent validity. The hybrid matrix provides an improved conceptual fit for
analyzing performance ratings. and the probability of obtaining convergent and dis-
criminant validity is probably higher for this method than for the traditional multitrait-
multirater analysis.
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Another approach for examining performance ratings from more than one source
is based on contirmatory factor analysis (CFA) (Williams & Anderson. 1994). CFA
allows researchers to specify each performance dimension as a latent factor and assess
the extent to which these factors are correlated with each other. In addition, CFA
allows for an examination of the relationship between each latent factor and its mea-
sures as provided by each source (e.g.. supervisor, peer, self). One advantage of using a
CFA approach to examine ratings from multiple sources is that it allows for a better
understanding of source-specific method variance (i.c.. the dimension-rating variance
specific to a particular source; Conway, [998b).

s _

JUDGMENTAL BIASES IN RATING

In the traditional view, judgmental biases result from some systematic measurement
error on the part of a rater. As such. they are easier to deal with than errors that are
unsystematic or random. However, each type of bias has been defined and measured in
different ways in the literature. This may lead to diametrically opposite conclusions,
even in the same study (Saal, Downey, & Lahey, 1980). In the minds of many managers,
however, these behaviors are not errors at all. Rather, they are discretionary actions
that help them manage people more effectively (Longenecker et al., 1987). With these
considerations in mind, let us consider some of the most commonly observed judgmen-
tal biases, along with ways of minimizing them.

Leniency and Severity

The use of ratings rests on the assumption that the human observer is capable of some
degree of precision and some degree of objectivity (Guilford, 1954). His or her ratings are
taken to mean something accurate about certain aspects of the person rated. “Objectivity”
is the major hitch in these assumptions, and it is the one most often violated. Raters sub-
scribe to their own sets of assumptions (that may or may not be valid), and most people
have encountered raters who seemed either inordinately easy (lenient) or inordinately
difficult (severe). Evidence also indicates that leniency is a stable response tendency
across raters (Kane, Bernardin, Villanova, & Peyrfitte, 1995). Graphically, the different
distributions resulting from leniency and severity are shown in Figure 5-3.

The idea of a normal distribution of job performance appraisals is deeply
ingrained in our thinking; yet, in many situations, a lenient distribution may be accu-
rate. Cascio and Valenzi (1977) found this to be the case with leaient ratings of police
officer performance. An extensive, valid selection program had succeeded in weeding
out most of the poorer applicants prior to appraisals of performance “on the street.”
Consequently it was more proper to speak of a leniency cffect rather than a leniency
bias. Even so, senior managers recognize that leniency is not to be taken lightly. Fully
77 percent of sampled Fortune 100 companies reported that lenient appraisals threaten
the validity of their appraisal systems (Bretz, Milkovich, & Read, 1990).

An important cause for lenient ratings is the perceived purpose served by the perfor-
mance management sysiem in place. A meta-analysis including 22 studies and a total sam-
ple size of over 57,000 individuals concluded that when ratings are to be used for adminis-
trative purposes, scores are one-third of a standard deviation larger than those obtained
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FIGURE 4.3 Distriliutions of fenient and severe raters.s .~ A
JK accoraing toa JK accoraing 1o a
severe rater "True" amount of JK lenient rater
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Low Job knowledge High
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when the main purpose is research (e.g., validation study) or emplqyee deve]opmept
(Jawahar & Williams, 1997). This difference was even larger_when ratings were made in
field settings (as opposed to lab settings). provided by practic1pg managers (as opposeq to
students),and provided for subordinates (as opposed to superiors). In other W(?rds, ratings
tend to be more lenient when they have real consequences in actual wor%( environments.
Leniency and severity biases can be controlled or e?iminated in several ways:
(1) by allocating ratings into a forced distribution, in which ratees are apportloned
according to an approximately normal distribution; (2) by requiring supervisors to
rank order their subordinates; (3) by encouraging raters to provide feedback on a
regular basis, thereby reducing rater and ratee discomfort with the process; and (.4) by
increasing raters’ motivation to be accurate by holding them accountable. for their rat-
ings. For example, firms such as IBM, Pratt-Whitney, and Grumman have 1mpl§mented
forced distributions because the extreme leniency in their ratings-based appraisal data
hindered their ability to do necessary downsizing based on merit (Kane & Kane, 1993).

Central Tendency
When political considerations predominate, raters may as.sign all tl}eir subordinates rat-
ings that are neither too good nor too bad. They avoid using the high and lo‘w extremes
of rating scales and tend to cluster all ratings about the center of all scales. “Everybody
is average” is one way of expressing the central tendency bias. The unfortunate conse-
quence, as with leniency or severity biases, is that most of‘ the Va.lue. of systematic per-
formance appraisal is lost. The ratings fail to discriminate either within peogle over time
or between people, and the ratings become virtually useless as managerial decision-
making aids, as predictors, as criteria, or as a means of givin_g feedback. .
Central tendency biases can be minimized by specifying clearly what It}e various
anchors mean. In addition, raters must be convinced of the value and potential uses of
merit ratings if they are to provide meaningful information.

Halo '

Halo is perhaps the most actively researched bias in performance appraisal. As we
noted in Chapter 4, a rater who is subject to the halo bias assigns 1.'atmgs on the bas§ ?f
a general impression of the ratee. An individual is rated either high or low on specific
factors because of the rater’s general impression (good-poor) of the ratee’s overall per-
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formance (Lance, LaPointe, & Stewart, 1994). According to this theory, the rater fails to
distinguish among levels of performance on different performance dimensions, Ratings
subject to the halo bias show spuriously high positive intercorrelations (Cooper. 1981).

Two critical reviews of research in this area (Balzer & Sulsky, 1992; Murphy, Jako, &
Anhalt, 1993) led to the following conclusions: (1) Halo is not as common as believed; (2)
the presence of halo does not necessarily detract from the quality of ratings (i.e., halo mea-
sures are not strongly interrelated, and halo measures are not related to measures of rating
validity or accuracy); (3) it is impossible to separate true from illusory halo in most field set-
lings; and (4) although halo may be a poor measure of rating quality, it may or may not be
an important measure of the rating process. So, contrary to assumptions that have guided
halo research since the 1920s, it is often difficult to determine whether halo has occurred,
why it has occurred (whether it is due to the rater or to contextual factors unrelated to the
rater’s judgment), or what to do about it. To address this problem, Solomonson and Lance
(1997) designed a study in which true halo was actually manipulated as part of an experi-
ment, and, in this way. they were able to examine the relationship between true halo and
rater error halo. Results indicated that the effects of rater error halo were homogeneous
across a number of distinct performance dimensions, although true halo varied widely. In
other words, true halo and rater error halo are, in fact, independent. Therefore, the fact that
performance dimensions are sometimes intercorrelated may mean not that there is rater
bias but, rather, that there is a common, underlying general performance factor. Further
research is needed to explore this potential generalized performance dimension.

As we noted earlier, judgmental biases may stem from a number of factors. One
factor that has received considerable attention over the years has been the type of rat-
ing scale used. Each type attempts to reduce bias in some way. Although no single
method is free of flaws, each has its own particular strengths and weaknesses. In the fol-
lowing section, we shall examine some of the most popular methods of evaluating indi-
vidual job performance.

TYPES OF PERFORMANCE MEASURES

Objective Measures

Performance measures may be classified into two general types: objective and subjec-
tive. Objective performance measures include production data (dollar volume of sales,
units produced, number of errors, amount of scrap), as well as employment data (acci-
dents, turnover, absences, tardiness). These variables directly define the goals of the
organization, but, as we noted in Chapter 4, they often suffer from several glaring
weaknesses, the most serious of which are performance unreliability and modification
of performance by situational characteristics. For example, dollar volume of sales is
influenced by numerous factors beyond a particular salesperson’s control —territory
location. number of accounts in the territory, nature of the competition, distances
between accounts, price and quality of the product. and so forth.

Our objective in performance appraisal, however, is to judge an individual’s
performance, not factors beyond his or her control. Moreover, objective measures
focus not on behavior. but rather on the direct outcomes or results of behavior.
Admittedly there will be some degree of overlap between behavior and results,
but the two are qualitatively different (llgen & Favero, 1985). Finally, in many
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jobs (e.g.. those of middle managers), there simply are no good objective indices of
performance. and, in the case of employment data (e.g.. awards) and deviant behav-
iors (e.g.. covering up one’s mistakes). such data are usually present in fewer than
5 percent of the cases examined (Landy & Conte.2004). Hence, they are often useless
as performance criteria.

In short, although objective measures of performance are intuitively attractive, theo-
retical and practical limitations often make them unsuitable. And, although they can be
useful as supplements to supervisory judgments, correlations between objective and sub-
jective measures are often low (Bommer, Johnson, Rich, Podsakoff, & Mackenzie, 1995;
Cascio & Valenzi, 1978 Heneman, 1986). Consequently it is often not easy to predict
employees’ scores on objective measures of performance. For example, general cognitive
ability scores predict ratings of sales performance quite well (i.e.,r = .40), but not objec-
tive sales performance (i.e.,r = .04) (Vinchur, Schippmann, Switzer, & Roth, 1998).

Subjective Measures

The disadvantages of objective measures have led researchers and managers to place
major emphasis on subjective measures of job performance. However, since subjective
measures depend on human judgment, they are prone to the kinds of biases we just dis-
cussed. To be useful, they must be based on a careful analysis of the behaviors viewed
as necessary and important for effective job performance.

There is enormous variation in the types of subjective performance measures used
by organizations. Some use a long list of elaborate rating scales; others use only a few
simple scales; still others require managers to write a paragraph or two concerning the
performance of each of their subordinates. In addition, subjective measures of perfor-
mance may be relative (in which comparisons are made among a group of ratees), or
absolute (in which a ratee is described without reference to others). The following sec-
tion provides brief descriptions of alternative formats. Interested readers may consult
Bernardin and Beatty (1984), Borman (1991), or Murphy and Cleveland (1995) for
more detailed information about particular methods.

RATING SYSTEMS: RELATIVE AND ABSOLUTE

We can classify rating systems into two types: relative and absolute. Within this taxon-
omy, the following methods may be distinguished:

Relative Absolute

Rank ordering Essays

Paired comparisons Behavior checklists
Forced distribution Critical incidents

Graphic rating scales

Results of an experiment in which undergraduate students rated the videotaped
performance of a lecturer suggest that no advantages are associated with the absolute
methods (Wagner & Goffin, 1997). On the other hand. relative ratings based on various
rating dimensions (as opposed to a traditional global performance dimension) seem to
be more accurate with respect to differential accuracy (i.e., accuracy in discriminating
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among ratees within each performance dimension) and stereotype accuracy (i.e.. accu-
racy in discriminating among performance dimensions averaging across ratees). Given
the fact that the affective, social, and political factors affecting performance manage-
ment systems were absent in this experiment conducted in a laboratory setting, view the
results with caution. Because both relative and absolute methods are used pervasively in
organizations, next we discuss each of these two types of rating systems in detail.

Relative Rating Systems (Employee Comparisons)

Employee comparison methods are easy to explain and are helpful in making employ-
ment decisions. (For an example of this, see Siegel, 1982.) They also provide useful cri-
terion data in validation studies, for they effectively control leniency, severity, and cen-
tral tendency bias. Like other systems, however, they suffer from several weaknesses
that should be recognized.

Employees usually are compared only in terms of a single overall suitability cate-
gory. The rankings, therefore, lack behavioral specificity and may be subject to legal
challenge. In addition, employee comparisons yield only ordinal data—data that give
no indication of the relative distance between individuals. Moreover. it is often impossi-
ble to compare rankings across work groups, departments, or locations. The last two
problems can be alleviated, however. by converting the ranks to normalized standard
scores that form an approximately normal distribution. An additional problem is
related to reliability. Specifically, when asked to rerank all individuals at a later date. the
extreme high or low rankings probably will remain stable, but the rankings in the mid-
dle of the scale may shift around considerably.

Rank Ordering
Simple ranking requires only that a rater order all ratees from highest to lowest, from
“best” employee to “worst” employee. Alternation ranking requires that the rater initially
list all ratees on a sheet of paper. From this list, the rater first chooses the best ratee (#1),
then the worst ratee (#n), then the second best (#2), then the second worst (#n — 1), and so
forth, alternating from the top to the bottom of the list until all ratees have been ranked.

Paired Comparisons

Both simple ranking and alternation ranking implicitly require a rater to compare each
ratee with every other ratee, but systematic ratee-to-ratee comparison is not a built-in
feature of these methods. For this, we need paired comparisons. The number of pairs of
ratees to be compared may be calculated from the formula [n(n — 1)]/2. Hence, if 10
individuals were being compared, [10(9)]/2 or 45 comparisons would be required. The
rater’s task is simply to choose the better of each pair, and each individual’s rank is
determined by counting the number of times he or she was rated superior.

Forced Distribution
We discussed this employee-comparison method previously. Its primary advantage is
that it controls leniency, severity, and central tendency biases rather effectively.
It assumes, however, that ratees conform to a normal distribution, and this may intro-
duce a great deal of error if a group of ratees, as a group. is either superior or substan-
dard. In short, rather than eliminating error. forced distributions may simply introduce
a different kind of error!

fo e s
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Absolute Rating Systems

Absolute rating systems enable a rater to describe a ratee without making direct ref-
erence to other ratees.

FEosay
Perhaps the simplest absolute rating system is the narrative essay, in which the rater is
asked to describe, in writing, an individual’s strengths, weaknesses. and potential and
to make suggestions for improvement. The assumption underlying this approach is
that a candid statement from a rater who is knowledgeable of a ratee’s performance is
just as valid as more formal and more complicated appraisal methods.

The major advantage of narrative essays (when they are done well) is that they
can provide detailed feedback to ratees regarding their performance. On the other
hand, essays are almost totally unstructured, and they vary widely in length and con-
tent. Comparisons across individuals, groups, or departments are virtually impossible,
since different essays touch on different aspects of ratee performance or personal
qualifications. Finally, essays provide only qualitative information; yet, in order for the
appraisals to serve as criteria or to be compared objectively and ranked for the
purpose of an employment decision, some form of rating that can be quantified is
essential. Behavioral checklists provide one such scheme.

Bebavioral Checkliot
When using a behavioral checklist, the rater is provided with a series of descriptive
statements of job-related behavior. His or her task is simply to indicate (“check™)
statements that describe the ratee in question. In this approach, raters are not so much
evaluators as they are reporters of job behavior. Moreover, ratings that are descriptive
are likely to be higher in reliability than ratings that are evaluative (Stockford &
Bissell, 1949), and they reduce the cognitive demands placed on raters, valuably struc-
turing their information processing (Hennessy, Mabey, & Warr, 1998).

To be sure. some job behaviors are more desirable than others; checklist items can,
therefore, be scaled by using attitude-scale construction methods. In one such method.
the Likert method of summated ratings, a declarative statement (e.g.. “she follows
through on her sales™) is followed by several response categories, such as “always,” “very
often,” “fairly often.” “occasionally,” and “never.” The rater simply checks the response
category he or she feels best describes the ratee. Each response category is weighted — for
example, from 5 (“always™) to | (“never”) if the statement describes desirable behav-
ior—or vice versa if the statement describes undesirable behavior. An overall numerical
rating for each individual then can be derived by summing the weights of the responses
that were checked for each item, and scores for each performance dimension can be
obtained by using item analysis procedures (cf. Anastasi, 1988).

The selection of response categories for summated rating scales often is made
arbitrarily, with equal intervals between scale points simply assumed. Scaled lists of
adverbial modifiers of frequency and amount are available, however, together with
statistically optimal four- to nine-point scales (Bass, Cascio, & O"Connor. 1974).
Scaled values also are available for categories of agreement, evaluation, and fre-
quency (Spector, 1976). A final issue concerns the optimal number of scale points for
summated rating scales. For relatively homogeneous items, reliability increases up to
five scale points and levels off thereafter (Lissitz & Green, 1975).
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Checklists are easy to use and to understand, but it is sometimes difficult for a
rater to give diagnostic feedback based on checklist ratings, for they are not cast in
terms of specific behaviors. On balance, however, the many advantages of checklists
probably account for their widespread popularity in organizations today.

Forced-Chvice System
A special type of behavioral checklist is known as the foreed-choice system—a tech-
nique developed specifically to reduce leniency errors and to establish objective stan-
dards of comparison between individuals (Sisson, 1948). In order to accomplish this,
checklist statements are arranged in groups, from which the rater chooses statements
that are most or least descriptive of the ratee. An overall rating (score) for each indi-
vidual is then derived by applying a special scoring key to the rater descriptions.

Forced-choice scales are constructed according to two statistical properties of the
checklist items: (1) discriminability, a measure of the degree to which an item differen-
tiates effective from ineffective workers, and (2) preference, an index of the degree to
which the quality expressed in an item is valued by (i.e., is socially desirable to} people.
The rationale of the forced-choice system requires that items be paired so they appear
equally attractive (socially desirable) to the rater. Theoretically, then, the selection of
any single item in a pair should be based solely on the item’s discriminating power, not
on its social desirability.

As an example, consider the following pair of items:

1. Separates opinion from fact in written reports.
2. Includes only relevant information in written reports.

Both statements are approximately equal in preference value, but only item 1 was
found to discriminate effective from ineffective performers in a police department.
This is the defining characteristic of the forced-choice technique: Not all equally attrac-
tive behavioral statements are equally valid.

The main advantage claimed for forced-choice scales is that a rater cannot distort
a person’s ratings higher or lower than is warranted, since he or she has no way of
knowing which statements to check in order to do so. Hence, leniency should theoreti-
cally be reduced. Their major disadvantage is rater resistance. Since control is removed
from the rater, he or she cannot be sure just how the subordinate was rated. Finally,
forced-choice forms are of little use (and may even have a negative effect) in perfor-
mance appraisal interviews, for the rater is unaware of the scale values of the items he
or she chooses. Since rater cooperation and acceptability are crucial determinants of
the success of any performance management system, forced-choice systems tend to be
unpopular choices in many organizations.

Critical Incidents
This performance measurement method has generated a great deal of interest
in recent years, and several variations of the basic idea are currently in use. As
described by Flanagan (1954a), the critical requirements of a job are those behaviors that
make a crucial difference between doing a job effectively and doing it ineffec-
tively. Critical incidents are simply reports by knowledgeable observers of things employ-
ees did that were especially effective or ineffective in accomplishing parts of their jobs
(e.g., Pulakos, Arad, Donovan, & Plamondon, 2000). Supervisors record critical incidents
for each employee as they occur. Thus, they provide a behaviorally based starting point
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for appraising performance. For example, in observing a police officer chasing an armed
robbery suspect down a busy street, a supervisor recorded the following:

June 22, officer Mitchell withheld fire in a situation caliing for the use of
weapons where gunfire would endanger innocent bystanders.

These little anecdotes force attention on the situational determinants of job behavior and
on ways of doing a job successfully that may be unique to the person described (individual
dimensionality). The critical incidents method looks like a natural for performance man-
agement interviews because supervisors can focus on actual job behavior rather than
on vaguely defined traits. Performance, not personality, is being judged. Ratees receive
meaningful feedback, and they can see what changes in their job behavior will be neces-
sary in order for them to improve. In addition, when a large number of critical incidents
are collected, abstracted. and categorized, they can provide a rich storehouse of informa-
tion about job and organizational problems in general and are particularly well suited for
establishing objectives for training programs (Flanagan & Burns, 1955).

As with other approaches to performance appraisal, the critical incidents
method also has drawbacks. First of all, it is time-consuming and burdensome for
supervisors to record incidents for all of their subordinates on a daily or even
weekly basis. Feedback may, therefore, be delayed. Delaying feedback may actually
enhance contrast effects between ratees (Maurer, Palmer, & Ashe, 1993).
Nevertheless, incidents recorded in diaries allow raters to impose organization on
unorganized information (DeNisi, Robbins, & Cafferty, 1989). However, in their
narrative form, incidents do not readily lend themselves to quantification, which, as
we noted earlier, poses problems in between-individual and between-group com-
parisons, as well as in statistical analyses.

For these reasons, two variations of the original idea have been suggested. Kirchner and
Dunnette (1957), for example, used the method to develop a behavioral checklist (using the
method of summated ratings) for rating sales performance. After incidents were abstracted
and classified. selected items were assembled into a checklist. For example,

Gives good service on customers’ complaints

Strongly Agree Undecided Disagree Strongly
agree disagree

A second modification has been the development of behaviorally anchored rating
scales. an approach we will consider after we discuss graphic rating scales.

Graphic Rating Scale
Probably the most widely used method of performance appraisal is the graphic rating scale,
examples of which are presented in Figure 5-4. In terms of the amount of structure pro-
vided, the scales differ in three ways: (1) the degree to which the meaning of the response
categories is defined, (2) the degree to which the individual who is interpreting the ratings
(e.g.,an HR manager or researcher) can tell clearly what response was intended, and (3) the
degree to which the performance dimension being rated is defined for the rater.

On a graphic rating scale, each point is defined on a continuum. Hence, in order to
make meaningful distinctions in performance within dimensions, scale points must be
defined unambiguously for the rater. This process is called anchoring. Scale (a) uses
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qualitative end anchors only. Scales (b) and (e) include numerical and verbal anchors.
while scales (c). (d), and (f) use verbal anchors only. These anchors are almost worth-
less, however, since what constitutes high and low quality or *outstanding™ and “unsat-
isfactory” is left completely up to the rater. A “cominendable” for one rater may be
only a “competent” for another. Scale (¢) is better, for the numerical anchors are
described in terms of what “quality” means in that context.

The scales also differ in terms of the relative ease with which a person interpreting
the ratings can tell exactly what response was intended by the rater. In scale (a), for
example, the particular value that the rater had in inind is a mystery. Scale (e) is less
ambiguous in this respect.

Finally, the scales differ in terms of the clarity of the definition of the performance
dimension in question. In terms of Figure 5-4, what does quality mean? s quality for a
nurse the same as quality for a cashier? Scales (a) and (c) offer almost no help in defining
quality, scale (b) combines quantity and quality together into a single dimension (although
typically they are independent). and scales (d) and (¢) define quality in different terms
altogether (thoroughness, dependability. and neatness versus accuracy, effectiveness, and
freedom from error). Scale (f) is an improvement in the sense that, although quality is
taken to represent accuracy. effectiveness, initiative, and neatness (a combination of scale
(d) and (e) definitions), at least separate ratings are required for each aspect of quality.

An improvement over all the examples in Figure 5-4 is shown below. 1t is part of a
graphic rating scale used to rate nurses. The response categories are defined clearly. an
individual interpreting the rating can tell what response the rater intended, and the
performance dimension is defined in terms that both rater and ratee understand and
can agree on.

Graphic rating scales may not yield the depth of information that narrative
essays or critical incidents do, but they (1) are less time-consuming to develop and
administer, (2) permit quantitative results to be determined, (3) promote consider-
ation of more than one performance dimension, and (4) are standardized and.
therefore, comparable across individuals. On the other hand, graphic rating scales
give maximum control to the rater, thereby exercising no control over leniency.
severity, central tendency, or halo. For this reason. they have been criticized.
However, when simple graphic rating scales have been compared against more
sophisticated forced-choice ratings. the graphic scales consistently proved just as
reliable and valid (King, Hunter, & Schmidt. 1980) and were more acceptable to
raters (Bernardin & Beatty, 1991).

Bebaviorally Anchored Rating Scale (BARS)
How can graphic rating scales be improved? According to Smith and Kendall (1963):

Better ratings can be obtained, in our opinion, not by trying to trick the rater
(as in forced-choice scales) but by helping him to rate. We should ask him ques-
tions which he can honestly answer about behaviors which he can observe. We
should reassure him that his answers will not be misinterpreted. and we should
provide a basis by which he and others can check his answers. (p. 151)

Their procedure is as follows. At an initial conference, a group of workers and/or super-
visors attempts to identify and define all of the important dimensions of effective

FIGURE 54 " Examples of graphic rating scales
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JOB PERFORMANCE ~ Employee's and Supervisor's Comments and

Suggestions for Making Improvement

QUALITY AND QUANTITY OF WORK
PERFORMED: Consider neatness
and accuracy as well as volume and
consistency in carrying out work
assignments.

KEY TO LEVELS OF PERFORMANCE
3. COMMENDABLE
2. COMPETENT
1. NEEDS IMPROVING

ouT- ABOVE BELOW
Factor STANDING | AvEraGEe | AYERAGE | syepage |MARGINAL

QUALITY OF WORK O O O O O

Caliber of work produced or accomplished
Comments;

compared with accepted quality standards.

QUALITY OF WORK

(Cansider employee’s thoroughness,
dependability, and neatness in regard to
the work,}
Comments:

Unsatisfacto Satisfacto Excellent Qutstandin,

QUALITY OF WORK I_[
Accuracy and

effectiveness of work. | Consistently good Usuaily good quality, |Passable work if
Freedom from error. 5 quality. Errors rare, few errors.

Frequent errors.
Cannot be depended
3 closely supervised. upon to be accurate.

Comments:

QUALITY OF WORK
D Accuracy
[ The achievement of objectives;
effectivaness
[T initiative and resourcefulness
Neatness or work product
[ other

CHECK ITEMS Excels
] satistactory
Needs Improvement

= Unsatisfactory
Not Applicable

performance for a particular job. A second group then generates, for each dimension,
critical incidents illustrating effective, average, and ineffective performance. A third
group is then given a list of dimensions and their definitions, along with a randomized
list of the critical incidents generated by the second group. Their task is to sort or locate
incidents into the dimensions they best represent.
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This procedure is known as retranslation, since it resembles the quality control
check that is used to ensure the adequacy of translations from one language into
another. Material is translated into a foreign language by one translator and
then retranslaied back into the original by an independent transtator. In the context
of performance appraisal, this procedure ensures that the meanings of both the job
dimensions and the behavioral incidents chosen to illustrate them are specific and
clear. Incidents are eliminated if there is not clear agreement among judges (usually
6080 percent) regarding the dimension to which each incident belongs. Dimensions
are eliminated if incidents are not allocated to them. Conversely, dimensions may be
added if many incidents are allocated to the “other” category.

Each of the items within the dimensions that survived the retranslation procedure
is then presented to a fourth group of judges, whose task is to place a scale value on each
incident (e.g., in terms of a seven- or nine-point scale from * highly effective behavior” to
~grossly ineffective behavior”). The end product looks like that in Figure 5-5.

As you can see, BARS development is a long, painstaking process that may require
many individuals. Moreover, separate BARS must be developed for dissimilar jobs.
Consequently this approach may not be practical for many organizations.

How have BARS worked in practice? An enormous amount of research on BARS
has been and continues to be published (e.g., Maurer, 2002). At the risk of oversimpli-
fication, major known effects of BARS are summarized in Table 5-2 (cf. Bernardin &
Beatty, 1991). A perusal of this table suggests that there is little empirical evidence to
support the superiority of BARS over other performance measurement systems.

SUMMARY COMMENTS ON RATING
FORMATS AND RATING PROCESS

For several million workers today. especially those in the insurance. communications.
transportation, and banking industries, being monitored on the job by a computer is a
fact of life (Alge, 2001; Stanton, 2000). In most jobs, though, human judgment about
individual job performance is inevitable, no matter what formal is used. This is the
major problem with all formats.

Unless observation of ratees is extensive and representative, it is not possible for
judgments to represent a ratee’s true performance. Since the rater must make inferences
about performance, the appraisal is subject to all the biases that have been linked to rat-
ing scales. Raters are free to distort their appraisals to suit their purposes. This can undo
all of the painstaking work that went into scale development and probably explains why
no single rating format has been shown to be clearly superior to others.

What can be done? Both Banks and Roberson (1985) and Hirtel (1993) suggest
two strategies. One, build in as much structure as possible in order to minimize the
amount of discretion exercised by a rater. For example, use job analysis to specify what
is really relevant to effective job performance, and use critical incidents to specify levels
of performance effectiveness in terms of actual job behavior. Two, don’t require raters
to make judgments that they are not competent to make; don't tax their abilities
beyond what they can do accurately. For example. for formats that require judgments
of frequency, make sure that raters have had sufficient opportunity to observe ratees so
that their judgments are accurate. Above all, recognize that the process of performance
appraisal. not just the mechanics. determines the overall effectiveness of this essential
component of all performance management systems.
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ettations Tating o the effstiiveness with which the department ~
manager supervises his or her sales personmel, -

9 ——

Could be expectad to conduct 2 full day's sales
clinic with two new sales personnel and thereby
develop them into top salespeople in the depart-

ment.
Could be expected to give sales personnel ——— 8
confidence and a strong senee of responsibility
by delegating many impontant jobs to them.
7 ———— Could be expected never to fail to conduct training

meetings with his paople weekly at a scheduled
hour and to convey to them exactly what he
expects,

Could be expected to exhibit courtesy and respect —————
toward his saies personnel.

Could be expectad to rermind sales persannal to
§ ———— wait on customers instead af conversing with
each other.

Could be expected to bs rather criticel ot store
standards in front of his own people, thereby ——4— 4
risking their developing poor attitudes.

Could be axpsctad to tell an individual to come in
anyway even though she/he called in to say sherhe

was ill,
3 —t

Could be expected to go beck on a promise to an
individual whom he had told could transfer beck
into previous depantment if she/he didn’t like the
new one.

— 2

Could be expected to make promises to an indi-

vidual about her/his salary being based on depart-

ment sales even when he knew such a practice was
against company policy.

FI:O’II Campbell. J. P, Dunnette. M. D.. Arvey. R. D., and Hellervik. L. V. The development and evaluation
of beh‘avwrally based rating scales. Journal of Applied Psychology. 1973, 57, 15-22. Copyright 1973 by the
American Psychological Assocation. Reprinted with permission.

FACTORS AFFECTING SUBJECTIVE APPRAISALS

As we discussed earlier. performance appraisal is a complex process that may be
affected by many factors, including organizational, political. and interpersonal barriers.
In fact, idiosyncratic variance (i.e.. variance due to the rater) has been found to be
a larger component of variance in performance ratings than the variance attributable to
actual ratee performance (Greguras & Robie, 1998; Scullen, Mount. & Goff, 2000). For
example, rater variance was found to be 1.21 times larger than ratee variance for super-
visory ratings, 2.08 times larger for peer ratings, and 1.86 times larger for subordinate
ratings (Scullen et al., 2000). Consequently we shall consider individual differences




Participation
Participation does seem to enhance the validity of ratings. but no more so for BARS than for

simple graphic rating scales.
Leniency, central tendency, halo, reliability
BARS not superior to other methods (reliabilities across dimensions in published studies

range from about .52 to .76).

External validity

Moderate (R2s of .21 to .47—Shapira and Shirom, 1980) relative to the upper limits ot validity
in performance ratings {Borman, 1978; Weekley and Gier. 1989).

Comparisons with other formats

BARS no better or worse than other methods.

Variance in dependent variables associated with differences in rating systems

Less than § percent. Rating systems affect neither the level of ratings (Harris and
Schaubroeck. 1988), nor subordinates’ satisfaction with feedback (Russell and Goode. 1988).
Convergent/discriminant validity

Low convergent validity, extremely low discriminant validity.

Specific content of behavioral anchors

Anchors depicting behaviors observed by raters, but unrepresentative of true performance lev-
els, produce ratings biased in the direction of the anchors (Murphy and Constans, 1987). This is
unlikely to have a major impact on ratings collected in the field (Murphy and Pardaffy, 1989).

in raters and in ratees (and their interaction) and how these variables affect performance
ratings. Findings in each of these areas are summarized in Tables 5-3, 5-4. and 5-5. For
each variable listed in the tables, an illustrative reference is provided for those who wish
to find more specific information.

As the tables demonstrate, we now know a great deal about the effects of selected
individual differences variables on ratings of job performance. However, there is a great
deal more that we do not know. Specifically we know little about the cognitive processes
involved in performance appraisal except that even when presented with information
about how a ratee behaves, raters seem to infer common personality characteristics that
go beyond that which is warranted. Such attributions exert an independent effect on
appraisals, over and above that which is attributable to actual behaviors (Krzystofiak,
Cardy, & Newman, 1988). Later research has found that raters may assign ratings in a
manner that is consistent with their previous attitudes toward the ratee (i.e., based on
affect) and that they may use affect consistency rather than simply good or bad perfor-
mance as the criterion for diagnosing performance information (Robbins & DeNisi,
1994). We now know that a rater’s affective state interacts with information processing
in affecting performance appraisals (Forgas & George. 2001). but the precise mecha-
nisms underlying the affective-cognitive interplay are not yet known.

This kind of research is needed to help us understand why reliable, systematic
changes in ratings occur over time, as well as why ratings are consistent (Vance,
Winne, & Wright, 1983). It also will help us understand underlying reasons for bias in
ratings and the information-processing strategies used by raters to combine evalua-
tion data (Hobson & Gibson. 1983). Finally. it will help us to identify raters who vary
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in their ability to provide accurate ratings. Research findings from each of these areas
can help to improve the content of rater training programs and ultimately the caliber
of appraisals in organizations.

EVALUATING THE PERFORMANCE OF TEAMS

Our discussion thus far has focused on the measurement of employees working inde-
pendently and not in groups. We have been focusing on the assessment and improve-
ment of individual performance. However, numerous organizations are structured
around teams (LaFasto & Larson, 2001). Team-based organizations do not necessarily
outperform organizations that are not structured around teams (Hackman, 1998).
However. the interest in, and implementation of, team-based structures does not scem
to be subsiding; on the contrary, there seems to be an increased interest in organizing
how work is done around teams (Naquin & Tynan, 2003). Therefore, given the popu-
larity of teams, it makes sense for performance management systems (o target not only
individual performance, but atso an individual’s contribution to the performance of his
or her team(s), as well as the performance of teams as a whole.

The assessment of team performance does not imply that individual contributions
shogld be ignored. On the contrary, if individual performance is not assessed and rec-
ognized. social loafing may occur (Scott & Einstein, 2001). Even worse. when other
team members see there is a “free rider.” they are likely to withdraw their effort in
support of team performance (Heneman & von Hippel, 1995). So assessing team per-
formance should be seen as complementary to the assessment and recognition of
(1) individual performance (as we have discussed thus far), and (2) individuals’
behaviors and skills that contribute to team performance (e.g.. self-management,
communication, decision making, collaboration: Reilly & McGourty, 1998).

Not all teams are created equal. however. Different types of teams require different
emphases on performance measurement at the individual and team levels. Depending
on the complexity of the task (from routine to nonroutine) and the membership config-
uration (from static to dynamic). we can identify three different types of teams (Scott &
Einstein. 2001):

» Work or Service Teams: —intact teams engaged in routine tasks (e.g., manufacturing or
service tasks)

® Project Teams: —teams assembled for a specific purpose and expected to disband once
their task is complete; their tasks are outside the core production or service of the
organization and. therefore, less routine than those of work or service teams

« Network Teams: —teams whose membership is not constrained by time or space or limited
by organizational boundaries (i.e., they are 1ypically geographically dispersed and stay in
touch via telecommunications technology); their work is extremely nonroutine

Table 5-6 shows a summary of recommended measurement methods for each of
the three types of teams. For example, regarding project teams. the duration of a
particular project limits the utility of team outcome-based assessment. Specifically,
end-of-project outcome measures may not benefit the team’s development because
the team is likely to disband once the project is over. Instead, measurements taken
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TABLES-3 ‘Susmaryof Findings'on Rater Charactetistics and Performance Ratings.-

Personal Characteristics

Gender
No general effect (Landy & Farr. 1980).

Race
African-American raters rate whites slightly higher than they rate African Americans. White and
African-American raters differ very little in their ratings of white ratees (Sackett & DuBois. 1991).

Age

No consistent effects (Schwab & Heneman. 1978).

Education level
Statistically significant, but extremely weak effect (Cascio & Valenzi. [977).

Low self-confidence; increased psychological distance
More critical, negative ratings (Rothaus, Morton. & Hanson, 1965).

Interests, social insight, intelligence
No consistent eftect (Zedeck & Kafry, 1977).

Personality characteristics

Raters high on agreeableness are more likely to provide higher ratings, and raters high on
conscientiousness are more likely to provide lower ratings (Bernardin, Cooke. & Villanova,
2000). Raters high on self-monitoring are more likely to provide more accurate ratings
(Jawahar, 2001 ). Attitudes toward performance appraisal affect rating behavior more
strongly for raters low on conscientiousness { Tziner, Murphy, & Cleveland. 2002).

Job-Related Variables

Accountability

Raters who are accountable for their ratings provide more accurate ratings than those who
are not accountable (Mero & Motowidlo, 1995).

Job experience
Statistically significant, but weak positive effect on quality of ratings (Cascio & Valenzi, 1977).

Performance level
Effective performers tend 1o produce more refiable and valid ratings (Kirchner & Reisberg. 1962).

Leadership style

Supervisors who provide little structure to subordinates’ work activities tend to avoid tormal
appraisals (Fried, Tiegs, & Bellamy. 1992).

Organizational position

(See earlier discussion of “Who Shall Rate?”)

Rater knowledge of ratee and job

Relevance of contact to the dimensions rated is critical. Ratings are less accurate when delayed
rather than immediate and when observations are based on limited data (Heneman & Wexley.
1983).

Prior expectations and information

Disconfirmation of expectations (higher or lower than expected) lowers ratings (Hogan,
1987). Prior information may bias ratings in the shori run. Over time, ratings reflect actual
behavior (Hanges, Braverman. & Rentch, 1991).

Stress
Raters under stress rely more heavily on first impressions and make fewer distinctions among
performance dimensions (Srinivas & Maotowidlo, 1987).

g
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érformarice Ratings. ™ *

TABLE 54~ Summidry of Findings on Rafee Charatierisrics:

Personal Characteristics

Gender

Females tend to receive lower ratings than males when they make up less than 20 percent
of a work group, but higher ratings than males when they make up more than 50 percent of
a work group (Sackett, DuBois, & Noe. 1991). Female ratees received more accurate ratings
than male ratees (Sundvik & Lindeman. 1998).

Race

Race of the ratee accounts for between 1 and 5 percent of the variance in ratings (Borman
etal., 1991; Oppler et al., 1992).

Age

Older subordinates were rated lower than younger subordinates (Ferris et al.. 1985) by both
black and white raters (Crew, 1984).

Education
No statistically significant effects (Cascio & Valenzi, 1977).

Emotional disability
Workers with emotional disabilities received higher ratings than warranted, but such positive
bias disappears when clear standards are used (Czajka & DeNisi, 1988).

Job-Related Variables

Performance level

Actual performance level and ability have the strongest effect on ratings (Borman et al., 1991:
Borman et al., 1995; Vance et al.. 1983). More weight is given to negative than to positive
attributes of ratees (Ganzach, 1995).

Group composition

Ratings tend to be higher for satisfactory workers in groups with a large proportion of
unsatisfactory workers (Grey & Kipnis, 1976), but these findings may not generalize to all
occupational groups (Ivancevich. 1983).

Tenure

Although age and tenure are highly related, evidence indicates no relationship between
ratings and either ratee tenure in general or ratee tenure working for the same supervisor
(Ferris et al.. 1985).

Job satisfaction

Knowledge of a ratee’s job satisfaction may bias ratings in the same direction ( ~ or -) as the
ratee’s satisfaction (Smither. Collins, & Buda. 1989).

Personality characteristics

Both peers and supervisors rate dependability highly. However, obnoxiousness atfects peer
raters much more than supervisors (Borman et al., 1995).

during the project can be implemented so corrective action can be taken if neces-
sary before the project is over. This is what Hewlett-Packard uses with its product-
development teams (Scott & Einstein, 2001).

Regardless of whether performance is measured at the individual level or at the
individual and team levels, raters are likely to make intentional or unintentional mis-
takes in assigning performance scores (Naquin & Tynan. 2003). They can be trained to
minimize such biases. as our next section demonstrates.
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Gender
1n the context of merit pay and promotions. females are rated less favorably and with greater

negative bias by raters who hold iraditional stereotypes about women (Dobbins, Cardy. &
Truxillo, 1988).

Race

Both white and African-American raters consistently assign lower ratings to African-
American ratees than to white ratees. White and African-American raters differ very little

in their ratings of white ratees (Oppler et al., 1992; Sackett & DuBois, [991). Race effects
may disappear when cognitive ability. education. and experience are taken into account
(Waldman & Avolio, 1991).

Actual versus perceived similarity

Actual similzrity (agreement between supervisor-subordinate work-related self-descriptions)
is a weak predictor of performance ratings (Wexley et al., 1980). but perceived similarity is a
strong predictor (Turban & Jones, 1988: Wayne & Liden. 1995).

Performance attributions
Age and job performance are generally unrelated (McEvoy & Cascio, 1989).

Citizenship behaviors
Dimension ratings of ratees with high levels of citizenship behaviors show high halo effects

(Werner, 1994). Task performance and contextual performance interact in affecting reward
decisions (Kiker & Motowidlo, 1999).

Length of relationship
Longer relationships resulted in more accurate ratings (Sundvik & Lindeman, 1998).

Personality characteristics
Similarity regarding conscientiousness increases ratings of context ual work behaviors, but

there is no relationship for agreeableness. extraversion, neuroticism, or openness to experi-
ence (Antonioni & Park.2001).

RATER TRAINING

The first step in the design of any training program is to specify objectives. [n the con-
text of rater training, there are three broad objectives: (1) to improve the observational
skills of raters by teaching them what to attend to, (2) to reduce or eliminate judgmental
biases, and (3) to improve the ability of raters to communicate performance informa-
tion to ratees in an objective and constructive manner.

Traditionally, rater training has focused on teaching raters to eliminate judgmental
biases such as leniency, central tendency, and halo effects (Bernardin & Buckley, 1981).
This approach assumes that certain rating distributions are more desirable than others
(e.g., normal distributions, variability in ratings across dimensions for a single person).
While raters may learn a new response set that results in lower average ratings (less
leniency) and greater variability in ratings across dimensions (less halo), their accuracy
tends to decrease (Hedge & Kavanagh, 1988; Murphy & Balzer, 1989). However. it is
important to note that accuracy in appraisal has been defined in different ways by
researchers and that relations among different operational definitions of accuracy are gen-
erally weak (Sulsky & Balzer. 1988). In addition, rater training programs that attempt to
eliminate systematic errors typically have only short-term effects (Fay & Latham, 1982).
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Team |Whols | Who Qutcome | Behavior Evaluation | Self-
Type Being | Provides Regu-
Rated | Rating lation
Maunager 4 4 v 4 v
Other team v v/ v
Team | members
member| Customers v/ v
Work or Self v v v v v
service Manager / v v v v
team Entire | Other 4
team teams
Customers v T |
F Self v v v v v
Team | Manager v/ v
member Projecgt ‘ ‘ L
leaders v ' v
Project Other team v/ / v
team members
Customers v
Self v/ v 4 v /|
Entire | Customers 4 7 v ﬁ
team | Seif 7/ v v v/ /|
Manager v/ 7 v v ]
Team ’> v 4 v/ -
leaders
Team |Coworkers / 7/ v/
Network! member| Other team v 4 v
team members
Customers v v/ %
| Self v v 4 v/ 4
Entire | Customers v v
team S

Source: Scott, 8. G.. and Einstein. W. O. (2001). Strategic performance appraisal in team-based organizations: One size does
not fit all, Academy of Munagement Executive, 15.p. 111. Reprinted by permission of ACAD OF MGMT in the format
Textbook via Copyright Clearance Ceanter.

Of the many types of rater training programs available today, meta-analytic evi-
dence has demonstrated reliably that frame-of-reference (FOR) training (Bernardin &
Buckley, 1981) is most effective in improving the accuracy of performance appraisals
(Woehr & Huffcut, 1994). And the addition of other types of training in combination
with FOR training does not seem to improve rating accuracy beyond the effects of
FOR training alone (Noonan & Sulsky. 2001). Following procedures were developed
by Pulakos (1984. 1986).such FOR training proceeds as follows:
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Before

Communicate frequently with subordinates about their performance.
Get training in performance appraisal.

Judge your own performance first before judging others.

Encourage subordinates to prepare for appraisal interviews.

Be exposed to priming information to help retrieve information from memory.
During

‘Warm up and encourage subordinate participation.

Judge performance, not personality, mannerisms, or self-concept.

Be specific.

Be an active listener.

Avoid destructive criticism and threats to the employee’s ego.

Set mutually agreeable and formal goals for future improvement.
After

Communicate frequently with subordinates about their performance.
Periodically assess progress toward goals.

Make organizational rewards contingent on performance.
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Nevertheless, the approach described above assumes a single frame of reference
for all raters. Research has shown that different sources of performance data (peers.
supervisors, subordinates) demonstrate distinctly different frames of reference and
that they disagree about the importance of poor performance incidents (Hauenstein &
Foti, 1989). Therefore. training should highlight these differences and focus both on the
content of the raters” performance theories and on the process by which judgments are
made (Schleicher & Day, 1998). Finally. the training process should identify idiosyn-
cratic raters so their performance in training can be monitored to assess improvement.

Rater training is clearly worth the effort, and the kind of approach advocated here
is especially effective in improving the accuracy of ratings for individual ratees on sep-
arate performance dimensions (Day & Sulsky, 1995). In addition, trained managers are
more effective in formulating development plans for subordinates (Davis & Mount,
1984). The technical and interpersonal problems associated with performance
appraisal are neither insurmountable nor inscrutable: they simply require the compe-
tent and systematic application of sound psychological principles.

L. Participants are told that they will evaluate the performance of three ratees on three sepa-
rate performance dimensions.

2. The;y are given rating scales and insiructed to read them as the trainer reads the dimension
definitions and scale anchors aloud.

3. The trainer then discusses ratee behaviors that illustrate different performance levels for
each scale. The goal is to create a common performance theory (frame of reference) amorig
raters such that they will agree on the appropriate performance dimension and effective-
ness level for different behaviors.

4. Participants are shown a videotape of a practice vignette and are asked to evaluate the man-
ager using the scales provided.

5. Ratings are then written on a blackboard and discussed by the group of participants.
The trainer secks to identify which behaviors participants used to decide on their assigned
ratings and to clarify any discrepancies among the ratings.

6. The trainer provides feedback to participants, explaining why the ratee should receive a cer-
tain rating (target score) on a given dimension.

FOR training provides trainees with a *“theory of performance” that allows them
to understand the various performance dimensions, how to match these performance
dimensions to rate behaviors, how to judge the effectiveness of various ratee behaviors,
and how to integrate these judgments into an overall rating of performance (Sulsky &
Day. 1992). In addition, the provision of rating standards and behavioral examples
appears to be responsible for the improvements in rating accuracy. The use of target
scores in performance examples and accuracy feedback on practice ratings allows
raters to learn, through direct experience, how to use the different rating standards. In
essence, the frame-of-reference training is a microcosm that includes an efficient
model of the process by which performance-dimension standards are acquired
(Stamoulis & Hauenstein, 1993).

THE SOCIAL AND INTERPERSONAL CONTEXT
OF PERFORMANCE MANAGEMENT SYSTEMS

Throughout this chapter, we have emphasized that performance management systems
encompass measurement issues, as well as attitudinal and behavioral issues. Traditionally.
we have tended to focus our research efforts on measurement issues per se; yet any mea-
surement instrument or rating format probably has only a limited impact on performance
appraisal scores (Banks & Roberson, 1985). Broader issues in performance management
must be addressed, since appraisal outcomes are likely to represent an interaction among
organizational contextual variables, rating formats, and rater and ratee motivation.

Several recent studies have assessed the attitudinal implications of various types of
performance management systems. This body of literature focuses on different types of
reactions including satisfaction, fairness, perceived utility. and perceived accuracy (see
Keeping & Levy, 2000, for a review of measures used to assess each type of reaction).
The reactions of participants to a performance management system are important
because they are linked to system acceptance and success (Murphy & Cleveland,
1995). And there is preliminary evidence regarding the existence of an overall multidi-
mensional reaction construct (Keeping & Levy, 2000). So the various types of reactions
can be conceptualized as separate, yet related entities.

As an example of one type of reaction. consider some of the evidence gathered
regarding the perceived fairness of the system. Fairness. as conceptualized in terms of
due process, includes two types of facets: (1) process facets or interactional justice —
interpersonal exchanges between supervisor and employees; and (2) system facets or
procedural justice—structure, procedures, and policies of the system (Findley. Giles, &
Mossholder. 2000; Masterson, Lewis, Goldman, & Taylor, 2000). Results of a selective
set of studies indicate the following:

e Process facets explain variance in contextual performance beyond that accounted for by
system facets (Findley et al., 2000).

¢ Managers who have perceived unfairness in their own most recent performance evalua-
tions are more likely to react favorably to the implementation of a procedurally just
system than are those who did not perceive unfairness in their own evaluations (Taylor,
Masterson, Renard. & Tracy, 1998).
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« Appraisers are more likely to engage in interactionally fair behavior when interacting with
an assertive appraisee than with an unassertive appraisee (Korsgaard,, Roberson, &
Rymph, 1998).

This kind of knowledge illustrates the importance of the social and motivational
aspects of performance management systems (Fletcher, 2001). In implementing
a system, this type of information is no less important than the knowledge that a new
system results in less halo. leniency, and central tendency. Both types of information are
meaningful and useful; both must be considered in the wider context of performance
management. In support of this view. a review of 295 U.S. Circuit Court decisions
rendered from 1980 to 1995 regarding performance appraisal concluded that issues rel-
evant to fairness and due process were most salient in making the judicial decisions
(Werner & Bolino, 1997).

PERFORMANCE FEEDBACK: APPRAISAL AND GOAL-SETTING
INTERVIEWS

One of the central purposes of performance management systems is to serve as a per-
sonal development tool. To improve. there must be some feedback regarding present
performance. However. the mere presence of performance feedback does not guaran-
tee a positive effect on future performance. In fact.a meta-analysis including 131 studies
showed that, overall, feedback has a positive effect on performance (less than one-half
of one standard deviation improvement in performance), but that 38 percent of the
feedback interventions reviewed had a negative effect on performance (Kluger &
DeNisi. 1996). Thus, in many cases. feedback does not have a positive effect; in fact. it
can actually have a harmful effect on future performance. For instance, if feedback
results in an employee's focusing attention on him/herself instead of the task at hand,
then feedback is likely to have a negative effect. Consider the example of a woman who
has made many personal sacrifices to reach the top echelons of her organization’s hier-
archy. She might be devastated to learn she has failed to keep a valued client and then
may begin to question her life choices instead of focusing on how to not lose valued
clients in the future (DeNisi & Kluger, 2000).

As described earlier in this chapter. information regarding performance is usually
gathered from more than one source (Ghorpade. 2000). However, responsibility for
communicating such feedback from multiple sources by means of an appraisal inter-
view often rests with the immediate supervisor (Ghorpade & Chen, 1995). A formal
system for giving feedback should be implemented because, in the absence of such a
system, some employees are more likely to seek and benefit from feedback more than
others. For example. consider the relationship between stereotype threat (i.e., a fear of
confirming a negative stercotype about one's group through one’s one behavior: Farr,
2003) and the willingness to seek feedback. A study including 166 African-American
managers in utilities industries found that being the only African American in the
workplace was related to stereotype threat and that stereotype threat was negatively
related to feedback seeking (Roberson, Deitch. Brief, & Block, 2003). Thus. if no for-
mal performance feedback system is in place. employees who do not perceive a stereo-
type threat will be more likely to seek feedback from their supervisors and benefit
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from. it. This, combined with the fact that people generally are apprehensive about both
receiving and giving performance information, reinforces the notion that the imple-
mentation of formal job feedback systems is necessary (London, 2003).

Ideally, a continuous feedback process should exist between superior and
subordinate so that both may be guided. This can be facilitated by the fact that in many
organizations electronic performance monitoring (EPM) is common practice (e.g..
number or duration of phone calls with clients, duration of log-in time). EPM is quali-
tatively ditferent from more traditional methods of collecting performance data (e.g..
direct observation) because it can occur continuously and produces voluminous data
on mlf]tiple performance dimensions (Stanton, 2000). However, the availability of data
resulting from EPM, often stored online and easily retrievable by the employees. does
not diminish the need for face-to-face interaction with the supervisor, who is responsi-
ble for not only providing the information, but also interpreting it and helping guide
future performance. In practice, however, supervisors frequently “save up” perfor-
mance-related information for a formal appraisal interview, the conduct of which is an
extre_mely trying experience for both parties. Most supervisors resist “playing God”
(playing the role of judge) and then communicating their judgments to subordinates
(McGregor, 1957). Hence, supervisors may avoid confronting uncomfortable issues,
but even if they do. subordinates may only deny or rationalize them in an effort to
maintain self-esteem (Larson, 1989). Thus, the process is self-defeating for both groups.
Fprtunately, this need not always be the case. Based on findings from appraisal inter-
view research. Table 5-6 presents several activities that supervisors should engage in
before, during, and after appraisal interviews. Let us briefly consider each of them.

Communicate Frequently

Two of the clearest results from research on the appraisal interview are that once-
a-year performance appraisals are of questionable value and that coaching should be
done much more frequently— particularly for poor performers and with new employ-
ees (Cederblom, 1982: Meyer, 1991). Feedback has maximum impact when it is given as
Flose as possible to the action. If a subordinate behaves effectively, tell him or her
'1mx.ned1alely; if he behaves ineffectively. also tell him immediately. Do not file these
incidents away so that they can be discussed in six to nine months.

Get Training in Appraisal

As we noted earlier, increased emphasis should be placed on training raters to observe
behavior more accurately and fairly rather than on providing specific illustrations of
“.how to” or “how not to” rate. Training managers on how to provide evaluative informa-
tion and to give feedback should focus on characteristics that are difficult to rate and on
characteristics that people think are easy to rate, but that generally result in disagree-
ments. Such factors include risk-taking and development (Wohlers & London. 1989).

Judge Your Own Performance First

We often use ourselves as the norm or standard by which to judge others. While this
tendenc'y may be difficult to overcome, research findings in the area of interpersonal
perception can help us improve the process (Kraiger & Aguinis, 2001). A selective list
of such findings includes the following:
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1. Seif-protection mechanisms like denial, giving up. self-promotion. and fear of failure have
a negative influence on self-awareness.

2. Knowing oneself makes it easier to see others accurately and is itself a managerial ability.

3. One’s own characteristics affect the characteristics one is likely to see in others.

4. The person who accepts himself or herself is more likely to be able (o see favorabie aspects
of other people.

S. Accuracy in perceiving others is not a single skill (Wohlers & London. 1989: Zalkind &
Costello, 1962).

Encourage Subordinate Preparation

Research conducted in a large midwestern hospital indicated that the more time
employees spent prior to appraisal interviews analyzing their job duties and respon-
sibilities, the problems being encountered on the job, and the quality of their perfor-
mance, the more likely they were to be satisfied with the appraisal process, to
be motivated to improve their own performance. and actually to improve their per-
formance (Burke, Weitzel, & Weir, 1978). To foster such preparation, (1) a BARS
form could be developed for this purpose, and subordinates could be encouraged or
required to use it (Silverman & Wexley. 1984); (2) employees could be provided with
the supervisor’s review prior to the appraisal interview and encouraged to react to it
in specific terms: and (3) employees could be encouraged or required to appraise
their own performance on the same criteria or forms their supervisor uses (Farh.
Werbel, & Bedeian, 1988).

Self-review has at least four advantages: (1) It enhances the subordinate’s dignity
and self-respect; (2) it places the manager in the role of counselor. not judge; (3) it is
more likely to promote employee commitment to plans or goals formulated during the
discussion: and (4) it is likely to be more satisfying and productive for both parties than
is the more traditional manager-to-subordinate review (Meyer, 1991).

Use “Priming” Information

A prime is a stimulus given to the rater to trigger information stored in long-term
memory. There are numerous ways to help a rater retrieve information about a ratee’s
performance from memory before the performance-feedback session. For example, an
examination of documentation regarding each performance dimension and behaviors
associated with each dimension can help improve the effectiveness of the feedback ses-
sion (cf. Jelley & Goffin, 2001).

Warm Up and Encourage Participation

Research shows generally that the more a subordinate feels he or she participated in
the interview by presenting his or her own ideas and feelings, the more likely the sub-
ordinate is to feel that the supervisor was helpful and constructive. that some current
job problems were cleared up, and that future goals were set. However, these conclu-
sions are true only as long as the appraisal interview represents a low threat to the sub-
ordinate. he or she previously has received an appraisal interview from the superior. he
or she is accustomed to participating with the superior, and he or she is knowledgeable
abeut issues to be discussed in the interview (Cederblom, 1982).

i
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Judge Performance, Not Personality or Self-Concept

The more a supervisor focuses on the personality and mannerisms of his or her subordi-
nate rather than on aspects of job-related behavior, the lower the satisfaction of both
supervisor and subordinate is, and the less likely the subordinate is to be motivated to
improve his or her performance (Burke et al., 1978). Also. an emphasis on the employee
as a person or on his or her self-concept, as opposed to the task and task performance
only, is likely to lead to lower levels of future performance (DeNisi & Kluger, 2000).

Be Specific

Appraisal interviews are more likely to be successful to the extent that supervisors are
perceived as constructive and helpful (Russell & Goode, 1988). By being candid and
specific, the supervisor offers very clear feedback to the subordinate concerning past
actions. He or she also demonstrates knowledge of the subordinate’s level of perfor-
mance and job duties. One can be specific about positive as well as negative behaviors
on a job. Data show that the acceptance and perception of accuracy of feedback by a
subordinate are strongly affected by the order in which positive or negative informa-
tion is presented. Begin the appraisal interview with positive feedback associated with
minor issues, and then proceed to discuss feedback regarding major issues. Praise
concerning minor aspects of behavior should put the individual at ease and reduce the
dysfunctional blocking effect associated with criticisms (Stone, Gueutal, & MclIntosh,
1984). And it is helpful to maximize information relating to performance improve-
ments and minimize information concerning the relative performance of other
employees (DeNisi & Kluger, 2000).

Be an Active Listener

Have you ever seen two people in a heated argument who are so intent on making
their own points that each one has no idea what the other person is saying? That is the
opposite of “active” listening, where the objective is to empathize, to stand in the other
person’s shoes and try to see things from her or his point of view.

For example. during an interview with her boss, a member of a project team says:
I don’t want to work with Sally anymore. She’s lazy and snooty and complains about
the rest of us not helping her as much as we should. She thinks she's above this kind of
work and too good to work with the rest of us and I'm sick of being around her.” The
supervisor replies, *Sally’s attitude makes the work unpleasant.”

By reflecting what the woman said, the supervisor is encouraging her to confront
her feelings and letting her know that she understands them. Active listeners are atten-
tive to verbal as well as nonverbal cues, and, above all, they accept what the other per-
son is saying without argument or criticism. Treat each individual with the same
amount of dignity and respect that you yourself demand.

Avoid Destructive Criticism and Threats to the Employee’s Ego

Destructive criticism is general in nature; is frequently delivered in a biting, sarcas-
tic tone: and often attributes poor performance to internal causes (e.g., lack of
motivation or ability). Evidence indicates that employees are strongly predis-
posed to attribute performance problems to factors beyond their control (e.g.. inad-




L? Applied Psychology in Human Resource Management

equate materials, equipment, instructions, or time) as a mechanism to maintain
their seif-esteem (Larson, 1989). Not surprisingly, therefore, destructive criticism
leads to three predictable consequences: (1) It produces negative feelings among
recipients and can initiate or intensify conflict among individuals. (2) it reduces the
preference of recipients for handling future disagreements with the giver of the
feedback in a conciliatory manner (e.g., compromise, collaboration). and (3) it has
negative effects on self-set goals and feelings of self-efficacy (Baron, 1988).
Needless to say, this is one type of communication that managers and others would
do well to avoid.

Set Mutually Agreeable and Formal Goals

It is important that a formal goal-setting plan be established during the appraisal inter-
view (DeNisi & Kluger, 2000). There are three related reasons why goal setting affects
performance. First, it has the effect of providing direction— that is, it focuses activity in
one particular direction rather than others. Second, given that a goal is accepted, peo-
ple tend to exert effort in proportion to the difficulty of the goal. Third, difficult goals
lead to more persistence (i.e., directed effort over time) than do easy goals. These three
dimensions —direction (choice), effort, and persistence —are central to the motivation/
appraisal process (Katzell. 1994).

Research findings from goal-setting programs in organizations can be summed up
as follows: Use participation to set specific goals, for they clarify for the individual pre-
cisely what is expected. Better yet, use participation to set specific. but difficult goals,
for this leads to higher acceptance and performance than setting specific, but easily
achievable goals (Erez, Earley. & Hulin, 1985). These findings seem to hold across
cultures, not just in the United States (Erez & Earley, 1987), and they hold for groups
or teams, as well as for individuals (Matsui. Kakuyama. & Onglatco, 1987). It is the
future-oriented emphasis in appraisal interviews that seems to have the most benefi-
cial effects on subsequent performance. Top-management commitment is also crucial,
as a meta-analysis of management-by-objectives programs revealed. When top-
management commitment was high, the average gain in productivity was 56 percent.
When such commitment was low. the average gain in productivity was only 6 percent
(Rodgers & Hunter. 1991).

Continue to Communicate and Assess Progress

Toward Goals Regularly

When coaching is a day-to-day activity. rather than a once-a-year ritual, the appraisal
interview can be put in proper perspective: [t merely formalizes a process that should
be occurring regularly anyway. Periodic tracking of progress toward goals helps keep
the subordinate’s behavior on target, provides the subordinate with a better under-
standing of the reasons why his or her performance is judged to be at a given level, and
enhances the subordinate’s commitment to effective performance.

Make Organizational Rewards Contingent on Performance

Research results are clear-cut on this issue. Subordinates who see a link between
appraisal results and employment decisions are more likely to prepare for appraisal
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in.terviews, more likely to take part actively in them, and more likely to be satisfied
w1'th the appraisal system ( Burke et al.. 1978). Managers, in turn. are likely to get more
mileage out of their appraisal systems by heeding these results.

SUMMARY

We now have a wealth of valuable information about the appraisal process that can

and should be applied in organizations. In fact. we now have accumulated a suffi-
ciently large body of knowledge that this information is applied to measure constructs
.otl}er thz.m performance (e.g.. Webber, Chen. Payne, Marsh, & Zaccaro 2000). The
information described in this chapter should be built into supervisory t;aining‘pro-

grams, and it should be communicated to employees in an attempt to make their

working lives more satisfying and meani izati
: ingful and to help or i
et sttt ot g p organizations accomplish

Discussion Questions

Why qo performance management systems often fail?

What is the difference between performance management and performance appraisal?
. What are the three most important
why?

w N

purposes of performance management systems and

N

| .
. :;/r;,der \fvhat clrcumstances can performance management systems be said to “work™?
- What lfmds of unique information about performance can each of the following provide:

immediate supervisor, peers. self, subordinaies, and clients served? i

. ‘What are some of the interpersonal/social interaction dimensions that should be considered
inimplementing a performance management system?
7. U i .
nder what circumstances would you recommend that the measurement of performance be
conducted as a group task?
(E:. What key elements would you design into a rater-training program?

. Assume an organization is structured around teams, What role, if any, would a performance
management system based on individual behaviors and results play with respect to a team-
based performance management system?

10. Discuss three “dos” and three

“don’ts” with respect to appraisal interviews,
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Measuring

Individus fferences

At a Glance

Measurement of individual differences is the heart of personnel psychology.
Individual differences in physical and psychological attributes may be measured
on nominal. ordinal, interval, and ratio scales. Although measurements of
psychological traits are primarily nominal and ordinal in nature, they may be
treated statistically as if they are interval level.

Effective decisions about people demand knowledge of their individuality.
knowledge that can be gained only through measurement of individual patterns of
abilities, skills, knowledge, and other characteristics. Psychological measurement
procedures are known collectively as tests, and HR specialists may choose to use
tests that were developed previously or develop their own. Analysis techniques,
including item response theory and generalizability theory, allow HR specialists to
evaluate the quality of tests, as well as individual items included in tests.

Tests can be classified according to three criteria: content, administration,
and scoring. It is crucial, however, that tests be reliable. Reliable measures
are dependable. consistent. and relatively free from unsystematic errors of
measurement. Since error is present to some degree in all psychological
measures, test scores are most usefully considered not as exact points, but rather
as bands or ranges. In addition, intelligent interpretation of individual scores
requires information about the relative performance of some comparison group
(a norm group) on the same measurement procedures.

Have you ever visited a clothing factory? One of the most striking features of a cloth-
ing factory is the vast array of clothing racks, each containing garments of different
sizes. Did you ever stop to think of the physical differences among wearers of this
clothing? We can visualize some of the obvious ways in which the people who will
ultimately wear the clothing differ. We can see large people. skinny people. tall people,
short people, old people, young people. long hairs, short hairs, and every imaginable
variant in between.

Psychology’s first law is glaringly obvious: People are different. They differ not only
in physical respects. but in a host of other ways as well. Consider wearers of size 42 men’s
sportcoats, for example. Some will be outgoing and gregarious, and others will be shy
and retiring: some will be creative. and others will be unimaginative; some will be well-
adjusted. and some will be maladjusted: some will be honest, and some will be crooks.
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Physical and psychological variability is all around us. As scientists and practitioners, our
goal is to describe this variability and, through laws and theories, to understand it,
to explain it. and to predict it. Measurement is one of the tools that enables us to come
a little bit closer to these objectives (Aguinis, Henle, & Ostrotf, 2001). Once we under-
stand the why of measurement. the Aow —that is, measurement techniques—becomes
more meaningful (Brown, 1983).

Consider our plight if measurement did not exist. We could not describe, compare,
or contrast the phenomena in the world about us. Individuals would not be able to
agree on the labels or units to be attached to various physical dimensions (length,
width, volume). and interpersonal communication would be hopelessly throttled.
Efforts at systematic research would be doomed to failure. Talent would be shamefully
wasted, and the process of science would grind to a halt (Aguinis, Henle, & Ostroff,
2001). Fortunately the state of the scientific world is a bit brighter than this.
Measurement does exist, but what is it? We describe this topic next.

WHAT IS MEASUREMENT?

Measurement can be defined concisely. It is the assignment of numerals to objects or
events according to rules (Linn & Gronlund, 1995; Stevens, 1951). Measurement
answers the question “How much?” Suppose you are asked to judge a fishing contest.
As you measure the length of each entry, the rules for assigning numbers are
clear. A “ruler” is laid next to each fish, and, in accordance with agreed-on standards
(inches, centimeters, tfeet), the length of each entry is determined rather precisely.

On the other hand, suppose you are asked to judge a sample of job applicants after
interviewing each one. You are to rate each applicant’s management potential on a
scale from 1 to 10. Obviously the quality and precision of this kind of measurement
are not as exact as physical measurement. Yet both procedures satisfy our original
definition of measurement. In short, the definition says nothing about the quality of the
measurement procedure, only that somehow numerals are assigned to objects or
events. Kerlinger and Lee (2000) expressed the idea well: Measurement is a game we
play with objects and numerals. Games have rules. It is, of course, important for other
reasons that the rules be “good” rules, but whether the rules are “good™ or “bad.” the
procedure is still measurement.

Thus, the processes of physical and psychological measurement are identical. As
long as we can define a dimension (e.g.. weight) or a trait (e.g., conscientiousness) to be
measured, determine the measurement operations, specify the rules, and have a certain
scale of units to express the measurement, the measurement of anything is theoreti-
cally possible.

Psychological measurement is principally concerned with individual differences in
psychological traits. A trait is simply a descriptive label applied to a group of interrelated
behaviors (e.g.. dominance. creativity, agreeableness) that may be inherited or acquired.
Based on standardized samples of individual behavior (e.g., structured selection inter-
view, cognitive ability test), we infer the position or standing of the individual on the trait
dimension in questicn. When psychological measurement takes place, we can use one of
four types of scales. These four types of scales are not equivalent, and the use of a partic-
ular scale places a limit on the types of analyses one can perform on the resulting data.
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SCALES OF MEASUREMENT

The first step in any measurement procedure is to specify the dimension or trait to be
measured. Then we can develop a series of operations that will permit us to describe
individuals in terms of that dimension or trait. Sometimes the variation among individ-
uals is qualitative—that is, in terms of kind (sex. hair color); in other instances, it is
quantitative—that is, in terms of frequency, amount. or degree (Ghiselli, Campbell, &
Zedeck, 1981). Qualitative description is classification, whereas quantitative descrip-
tion is measurement.

As we shall see. there are actually four levels of measurement, not just two, and
they are hierarchically related —that is, the higher-order scales meet all the assump-
tions of the lower-order scales plus additional assumptions characteristic of their own
particular order. From lower order to higher order, from simpler to more complex. the
scales are labeled nominal, ordinal, interval. and ratio (Stevens, 1951).

Nominal Scales

This is the lowest level of measurement and represents differences in kind. Individuals
are assigned or classified into qualitatively different categories. Numbers may be
assigned to objects or persons, but they have no numerical meaning. They cannot be
ordered or added. They are merely labels (e.g.. telephone numbers; Aguinis, Henle, &
Ostroff, 2001).

People frequently make use of nominal scales to systematize or catalog individuals
or events. For example, individuals may be classified as for or against a certain political
issue, as males or females, or as college-educated or not college-educated. Athletes
frequently wear numbers on their uniforms. but the numbers serve only as labels. In all
these instances, the fundamental operation is equality, which can be written in either
one of the two ways below, but not both:

(a = b)yor (a # b) (6-1)

All members of one class or group possess some characteristic in common that
nonmembers do not possess. In addition, the classes are mutually exclusive—that is, if an
individual belongs to group a, he or she cannot at the same time be a member of group b.

Even though nominal measurement provides no indication of magnitude and,
therefore, allows no statistical operation except counting, this classifying information.
in and of itself. is useful to the HR specialist. Frequency statistics such as x*. percent-
ages, and certain kinds of measures of association (contingency coefficients) can be
used. In the prediction of tenure using biographical information. for example, we
may be interested in the percentages of people in various categories (e.g., classified by
educational level or amount of experience—less than | year, 1-2 years, 2-5 years, or
more than 5 years) who stay or leave within some specified period of time. If differ-
ences between stayers and leavers can be established, scorable application blanks can
be developed. and selection efforts may thereby be improved.

Ordina) Scales

The next level of measurement, the ordinal scale, not only allows classification by category
(as in a nominal scale), but also provides an indication of magnitude. The categories are
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rank ordered according to greater or lesser amounts of some characteristic or dimension.
Ordinal scales, therefore, satisfy the requirement of equality (Equation 6-1), as well as
transitivity or ranking, which may be expressed as

If{(a > b)and (b > c)].then(a > ¢) (6-2)
or
lf[(a = b)and (b = ¢)].then(a = ¢) (6-3)

A great deal of physical and psychological measurement satisfies the transitivity
requirement. For example, in horse racing. suppose we predict the exact order of finish
of three horses. We bet on horse A to win. horse B to place second. and horse C to show
third. It is irrelevant whether horse A beats horse B by two inches or two feet and
whether horse B beats horse C by any amount. If we know that horse A beat horse
B and horse B beat horse C. then we know that horse A beat horse C. We are not
concerned with the distances between horses A and B or B and C, only with their
relative order of finish. [n fact. in ordinal measurement, we can substitute many other
words besides “is greater than” (>) in Equation 6-2. We can substitute “is less than,”
“is smaller than.” *is prettier than,” “is more authoritarian than.” and so forth.

Simple orders are far less obvious in psychological measurement. For example, this
idea of transitivity may not necessarily hold when social psychological variables are
considered in isolation from other individual differences and contextual variables. Take
the example that worker A may get along quite well with worker B, and worker B with
worker C. but workers A and C might fight like cats and dogs. So the question of
whether transitivity applies depends on other variables (e.g., whether A and C had
a conflict in the past, whether A and C are competing for the same promotion. and
so forth).

We can perform some useful statistical operations on ordinal scales. We can
compute the median (the score that divides the distribution into halves), percentile
ranks (each of which represents the percentage of individuals scoring below a given
individual or score point), rank-order correlation such as Spearman’s rho and Kendall’s W
(measures of the relationship or extent of agreement between two ordered distribu-
tions). and rank-order analysis of variance. What we cannot do is say that a difference
of a certain magnitude means the same thing at all points along the scale. For that, we
need interval-level measurement.

Interval Scales

Interval scales have the properties of (1) equality (Equation 6-1): (2) transitivity. or
ranking (Equations 6-2 and 6-3); and (3) additivity. or equal-sized units. which can be
expressed as

(d-a)=(c—a)+{d ~c) (6-4)

Consider the measurement of length. The distance between a (2 inches) and
b (3 inches) is precisely equal to the distance between ¢ (12 inches) and d (15 inches)—
namely. 3 inches (see below).

2 12 5
a b ¢ d

wn
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The scale units (inches) are equivalent at all points along the scale. In terms of
Equation 6-4,

(15-2y=(12-2)+(15-12)=13

Note that the differences in length between a and ¢ and between b and d are also equal.
The crucial operation in interval measurement is the establishment of equality of units,
which in psychological measurement must be demonstrated empirically. For example, we
must be able to demonstrate that a 10-point difference between two job applicants who
score 87 and 97 on an aptitude test is equivalent to a 10-point difference between two
other applicants who score 57 and 67. In a 100-item test. each carrying a unit weight, we
have to establish empirically that, in fact, each item measured an equivalent amount or
degree of the aptitude. We will have more to say on this issue in a later section.

On an interval scale, the more commonly used statistical procedures such as
indexes of central tendency and variability, the correlation coefficient, and tests of
significance can be computed. Interval scales have one other very useful property:
Scores can be transformed in any linear manner by adding, subtracting, multiplying, or
dividing by a constant without altering the relationships between the scores.
Mathematically these relationships may be expressed as follows:

X =a+bX (6-5)

where X is the transformed score, a and b are constants, and X is the original score.
Thus, scores on one scale may be transformed to another scale using different units by
(1) adding and/or (2) multiplying by a constant. The main advantage to be gained by
transforming scores in individual differences measurement is that it allows scores on
two or more tests to be compared directly in terms of a common metric.

Ratio Scales

This is the highest level of measurement in science. In addition to equality, transitivity,
and additivity, the ratio scale has a natural or absolute zero point that has empirical
meaning. Height, distance, weight, and the Kelvin temperature scale are all ratio scales.
In measuring weight, for example, a kitchen scale has an absolute zero point, which
indicates complete absence of the property.

If a scale does not have a true zero point, however, we cannot make statements
about the ratio of one individual to another in terms of the amount of the property that
he or she possesses or about the proportion one individual has to another. In a track
meet. if runner A finishes the mile in 4 minutes flat while runner B takes 6 minutes.
then we can say that runner A completed the mile in two-thirds the time it took runner
B to do so, and runner A ran about 33 percent faster than runner B.

On the other hand, suppose we give a group of clerical applicants a spelling test. It
makes no sense to say that a person who spells every word incorrectly cannot spell any
words correctly. A different sample of words would probably elicit some correct
responses. Ratios or proportions in situations such as these are not meaningful because
the magnitudes of such properties are measured not in terms of *‘distance™ from an
absolute zero point, but only in terms of “distance” from an arbitrary zero point
(Ghiselli et al., 1981). Differences among the four types of scales are presented graph-
ically in Table 6-1.

TABLE 6-1. Characteristics of Types of Measurcment Scates:

Scale
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Operation Description

Nominal  Equality

Ordinal Equality

Mutually exclusive categories; objects or events fall into one class
only: all members of same class considered equal; categories
differ qualitatively not quantitatively.

1dea of magnitude enters; object is larger or smaller than another

Ranking (but not both); any montonic transformation is permissible.
Interval Equality Additivity: all units of equal size: can establish equivalent
Ranking distances along scale: any linear transformation is permissible.

Ratio Equality

Equal-sized units

True or absolute zero point can be defined; meaningful ratios can
Ranking be derived.

Equal-sized units

True (absolute)

zero

Source:

Brown, Frederick G. Principles of Educational and Psychological Testing. Copyright © 1970 by The Dryden Press,

a division of Holt. Rinehart and Winston. Reprinted by permission of Holt, Rinehart and Winston.

SCALES USED IN PSYCHOLOGICAL MEASUREMENT

Psychological measurement scales for the most part are nominal- or ordinal-level
scales, although many scales and tests commonly used in behavioral measurement and
research approximate interval measurement well enough for practical purposes.
Strictly speaking, intelligence, aptitude, and personality scales are ordinal-level mea-
sures. They indicate not the amounts of intelligence, aptitude, or personality traits of
individuals, but rather their rank order with respect to the traits in question. Yet, with
a considerable degree of confidence, we can often assume an equal interval scale,
as Kerlinger and Lee (2000) noted:

Though most psychological scales are basically ordinal, we can with consider-
able assurance often assume equality of interval. The argument is evidential. If
we have, say, two or three measures of the same variable, and these measures
are all substantially and linearly related, then equal intervals can be assumed.
This assumption is valid because the more nearly a relation approaches linear-
ity. the more nearly equal are the intervals of the scales. This also applies, at
least to some extent, to certain psychological measures like intelligence,
achievement, and aptitude tests and scaies. A related argument is that many of
the methods of analysis we use work quite well with most psychological scales.
That is, the results we get from using scales and assuming equal intervals are
quite satisfactory. (p. 637)

The argument is a pragmatic one that has been presented elsewhere (Ghiselli
et al., 1981). In short, we assume an equal interval scale because this assumption works.
If serious doubt exists about the tenability of this assumption. raw scores (i.e., scores
derived directly from the measurement instrument in use) may be transformed statisti-
cally into some form of derived scores on a scale having equal units (Rosnow &
Rosenthal, 2002)
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Consideration of Social Utility in the Evaluation of Psychological
Measurement

Should the value of psychological measures be judged in terms of the same criteria as
physical measurement? Physical measurements are evaluated in terms of the degree
to which they satisfy the requirements of order, equality. and addition. In behavioral
measurement the operation of addition is undefined, since there seems to be no way
physically to add one psychological magnitude to another to get a third, even greater
in amount. Yet other, more practical criteria exist by which psychological measures
may be evaluated. Arguably the most important purpose of psychological measures
is decision making (Aguinis. Henle. & Ostroff. 2001). In personnel selection. the deci-
sion is whether to accept or reject an applicant; in placement, which alternative
course of action to pursue; in diagnosis. which remedial treatment is called for; in
hypothesis testing, the accuracy of the theoretical formulation; in hypothesis build-
ing, what additional testing or other information is needed: and in evaluation, what
score to assign to an individual or procedure (Brown, 1983).

Psychological measures are, therefore, more appropriately evaluated in terms of
their social utility. The important question is not whether the psychological mea-
sures as used in a particular context are accurate or inaccurate, but rather how their
predictive efficiency compares with that of other available procedures and tech-
niques.

Frequently, HR specialists are confronted with the tasks of selecting and using
psychological measurement procedures, interpreting results, and communicating the
results to others. These are important tasks that frequently affect individual careers.
It is essential. therefore, that HR specialists be well grounded in applied measure-
ment concepts. Knowledge of these concepts provides the appropriate tools for
evaluating the social utility of the various measures under consideration. Hence, the
remainder of this chapter, as well as the next two, will be devoted to a consideration
of these topics.

SELECTING AND CREATING THE RIGHT MEASURE

Throughout this book, we use the word test in the broad sense to include any psycho-
logical measurement instrument. technique, or procedure. These include, for example,
written. oral, and performance tests; interviews; rating scales; assessment center exer-
cises (i.e., situational tests): and scorable application forms. For ease of exposition.
many of the examples used in the book refer specifically to written tests. In general. a
test may be defined as a systematic procedure for measuring a sample of behavior
(Brown. 1983). Testing is systematic in three areas: content, administration, and scor-
ing. ltem content is chosen systematically from the behavioral domain to be measured
(e.g.. mechanical aptitude, verbal fluency). Procedures for administration are standard-
ized in that each time the test is given, directions for taking the test and recording the
answers are identical, the same time limits pertain. and, as far as possible, distractions
are minimized. Scoring is objective in that rules are specified in advance for evaluating
responses. In short, procedures are systematic in order to minimize the effects of
unwanted contaminants (i.e.. personal and environmeuntal variables) on test scores.

"
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Steps for Selecting and Creating Tests

The results of a comprehensive job analysis should provide clues ‘to the kin(.is .of Qersonal
variables that are likely to be related to job success (the topic of job analysis is discussed
at length in Chapter 9). Assuming HR specialists have an idea about what should be
assessed, where and how do they find what they are looking for? One of the most ency-
clopedic classification systems may be found in the Mental Measurements Yearbook, now
in its fifteenth edition (the list of tests reviewed in editions published between 1985 aqd
2003 is available online at hllp://www.unl.cdu/buros/OOtestscompleteAhtml). Tests u§ed in
education, psychology. and industry are classified into 18 broad content categories. In
total. almost 2.500 commercially published English-language tests are referenced. Th.e
more important, widely used, new and revised tests are evaluated critically by leaders in
the field of measurement. )

In cases where no tests have yet been developed to measure the construct‘m ques-
tion. or the tests available lack adequate psychometric properties, HR spe.ciallsts have
the option of creating a new measure. The creation of a new measure involves the
following steps (Aguinis. Henle, & Ostroff. 2001).

Determining a Measure s Purpose '
For example, will the measure be used to conduct research. to Predlct future per-
formance, to evaluate performance adequacy. to diagnose individual strengths anq
weaknesses, to evaluate programs, or to give guidance or feedback? The answers to this
question will guide decisions such as how many items to include and how complex to
make the resulting measure.

Defining the Attribute )
If the attribute to be measured is not defined clearly, it will not be possible to develop
a high-quality measure. There needs to be a clear statement about the concepts lha_l are
included and those that are not so that there is a clear idea about the domain of

content for writing items.

Developing a Measure Plan ‘ 4 o .
The measure plan is a road map of the content, format, items, and administrative

conditions for the measure.

Writing Iternw o N
The definition of the attribute and the measure plan serve as guldgllnes for writing
items. Typically, a sound objective should be to write twice as many items as the final
number needed because many will be revised or even discarded. Since ro'ughly 30
items are needed for a measure to have high reliability (Nunnally & Bernstein, 1994).
at least 60 items should be created initially.

Conducting a Pilot Study and Traditional ftem Analyots . .
The next step consists of administering the measure to a sample that is represe.n.tatxve
of the target population. Also. it is a good idea to gather feedback from participants
regarding the clarity of the items. ) .

Once the measure is administered. it is helpful to conduct an item analysis. T'o
understand the functioning of each individual item, one can conduct a distractor analysis




Applied Psychology in Human Resource Management

(i.e.. evaluate multiple-choice items in terms of the frequency with which incorrect
choices are selected), an item difficulty analysis (i.e., evaluate how difficult it is to answer
each item correctly), and an item discrimination analysis (i.e., evaluate whether the
response to a particular item is related to responses on the other items included in the
measure). Regarding distractor analysis. the frequency of each incorrect response should
be approximately equal across all distractors for each item: otherwise. some distractors
may be too transparent and should probably be replaced. Regarding item ditficuity, one
can compute a p value (i.e.. number of individuals answering the item correctly divided
by the total number of individuals responding to the item);ideally the mean item p value
should be about .5. Regarding item discrimination. one can compute a discrimination
index d, which compares the number of respondents who answered an item correctly in
the high-scoring group with the number who answered it correctly in the low-scoring
group (top and bottom groups are usually selected by taking the top and bottom quar-
ters or thirds); items with large and positive d values are good discriminators.

Conducting an [tem Analyoesr Using Item Reaporse Theory (IRT)
In addition to the above traditional methods, item response theory (IRT) can be used
to conduct a comprehensive item analysis. IRT explains how individual differences on
a particular attribute affect the behavior of an individual when he or she is responding
to an item (e.g., Barr & Raju, 2003; Craig & Kaiser. 2003; Ellis & Mead. 2002). This
specific relationship between the latent construct and the response 10 each item can be
assessed graphically through an item-characteristic curve. This curve has three parame-
ters: a difficulty parameter. a discrimination parameter. and a parameter describing the
probability of a correct response by examinees with extremely low levels of ability.
A test characteristic curve can be found by averaging all item characteristic curves.

Figure 6-1 shows hypothetical curves for three items. Items 2 and 3 are easier than
item 1 because their curves begin to rise farther to the left of the plot. Item 1 is the one

FIGURE 6T Itém cHaracteristic cutves for thrée hypothetical items.

Probability of
Correct Response

Level of Attribute

Source: Agurs, H., Henle, C. A., & Ostroff, C (2001). Measurement in work and
vrganizational psychology In N. Anderson. D. S. Ones, H K. Sinungil, and C
Viswesvaran (Eds. ), Handbook of Industrial, Work. and Organizations Psychology
(vol 1), p.32. London, UK.. Sage. Reprinted by permisston of Sage Publications, Inc.
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with the highest discrimination, while item 3 is the least discriminating begause its
curve is relatively flat. Also. item 3 is most susceptible to guessing because 1‘ts curve
begins higher on the Y-axis. Once the measure is ready to be usedt IRT provnd'es the
advantage that one can assess each test taker's ability level quu':kly aqd without
wasting his or her time on very easy problems or on an embarrassing series of very
difficult problems. In view of the obvious desirability of “tailored” tests, we can expect
to see much wider application of this approach in the coming years. Also, IRT_canA pe
used to assess bias at the item level because it allows a researcher to determine if a
given item is more difficult for examinees from one group than for those from another
when they all have the same ability. For example, Drasgow (1987) showed that'tests pf
English and mathematics usage provide equivalent measurement for Hispanic,
African-Amcrican. and white men and women.

Selecting ltemo ‘
Results of the pilot study and item analysis lead to the selection of the items to be
included in the measure. At this stage, it is useful to plot a frequency distribution of
scores for each item. A normal distribution is desired because a skewed distribution
indicates that items are too hard (positively skewed) or too easy (negatively
skewed).

Deterniining Reliability and Gathering Evidence for Validity o
The next steps involve understanding the extent to which the measure is reliable
(i.e., whether the measure is dependable, stable, and/or consistent over time) and
the extent to which inferences made from the measure arc valid (ie., whether. the
measure is assessing the atiribute it is supposed to measure and whether decisions
based on the measure are correct). The remainder of this chapter an.d 'the next
provide a more detailed treatment of the key topics of reliability and validity.

Revising and Updating Items . .
Once the measure is fully operational, the final step involves continuous revising
and updating of items. Some items may change their characteristics over time due to
external-contextual factors (e.g., a change in job duties). Thus. it is important that data
collected using the measure be monitored on an ongoing basis at both the measure and
the item levels.

In sum. specialists can choose to purchase a test from a vendqr or _develop anew
test. Regardiess of which choice is made. one is likely to face a bewﬂdeppg v‘arlety and
number of tests. Because of this. the need for a fairly detailed test classification system
is obvious. We discuss this next.

Selecting an Appropriate Test: Test Classification Methods
In selecting a test. as opposed to evaluating its technical characteristics_. important fac-
tors to consider are its content. the ease with which it may be administered. and the
method of scoring. One classification scheme is presented in Figure 6-2.

Content
Tests may be classified in terms of the fask they pose for the examinee. Some tests are
composed of verbal content (vocabulary, sentences) or nonverbal content (pictures,
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FIGURE 62 Methods of dlassifying tests.” - I

Verbal
Non-verbal
Performance

ﬂ\

Cognitive (tests}

A

Affective (inventories)

Indivi
Efficiency ndividual

\

Group
Administration

Task
Content <
Process

Speed
Time

|

Standardized Power

Non-standardized

Obijective
Scoring 4 Nonobjective

puzzles, diagrams). Examinees also may be required to manipulate objects, arrange
blocks, or trace a particular pattern. These exercises are known as performance tests.

Tests also may be classified in terms of process—that is, what the examinee is
asked to do. Cognitive tests measure the products of mental ability (intellect) and
frequently are subclassified as tests of achievement and aptitude. In general. they
require the performance of a task or the giving of factual information. Aptitude and
achievement tests are both measures of ability, but they differ in two important ways:
(1) the uniformity of prior experience assumed and (2) the uses made of the tests
(AERA. APA, & NCME, 1999). Thus, achievement tests measure the effects of learn-
ing that occurred during relatively standardized sets of experiences (e.g.. during an
apprenticeship program or a course in computer programming). Aptitude tests, on the
other hand, measure the effects of learning from the cumulative and varied experi-
ences in daily living.

These assumptions help to determine how the tests are used. Achievement tests
usually represent a final evaluation of what the individual can do at the completion of
training, The focus is on present competence. Aptitude tests, on the other hand. serve to
predict subsequent performance, to estimate the extent to which an individual will
profit from training, or to forecast the quality of achievement in a new situation. We
hasten 1o add, however, that no distinction between aptitude and achievement tests can
be applied rigidly. Both measure the individual’s current behavior. which inevitably
reflects the influence of prior learning.

In contrast to cognitive tests, affective tests are designed to measure aspects of
personality (interests, values. motives, attitudes, and temperament traits). Generally
they require the reporting of feelings, beliefs. or attitudes (“I think ... : I feel ... ™).
These self-report instruments also are referred to as inventories, while aptitude and
achievement instruments are called tests. Tests and inventories are different. and much
of the popular distrust of testing stems from a confusion of the two. Inventories reflect
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what the individual says he or she feels: tests measure what he or she knows or can do
(Lawshe & Balma, 1966).

Adminestration
Tests may be classified in terms of the efficiency with which they can be administered or
in terms of the time limits they impose on the examinee. Because they must be adminis-
tered to one examinee at a time, individual tests are less efficient than group tests, which
can be administered simultaneously to many examinees, either in paper-and-pencil
format or by computer (either locally or remotely, for example, by using the Internet).
In group testing, however, the examiner has much less opportunity to establish rapport,
to obtain cooperation, and to maintain the interest of examinees. Moreover, any tempo-
rary condition that may interfere with test performance of the individual, such as illness.
fatigue. anxiety. or worry, is detected less readily in group testing. These factors may
represent a distinct handicap to those unaccustomed to testing.

In test construction, as well as in the interpretation of test scores, time limits play
an important role. Pure speed tests (e.g., number checking) consist of many easy items,
but time limits are very stringent—so stringent. in fact, that no one can finish all the
items. A pure power test, on the other hand, has a time limit generous enough to permit
everyone an opportunity to attempt all the items. The difficulty of the items is steeply
graded, however. and the test includes items too difficult for anyone to solve, so that no
one can get a perfect score. Note that both speed and power tests are designed to pre-
vent the achievement of perfect scores. In order to allow each person to demonstrate
fully what he or she is able to accomplish, the test must have an adequate ceiling, in
terms of either number of items or difficulty level. In practice, however, the distinction
between speed and power is one of degree because most tests include both types of
characteristics in varying proportions.

Standardized and Nonstandardized Tests
Standardized tests have fixed directions for administration and scoring. These are
necessary in order to compare scores obtained by different individuals. In the process
of standardizing a test. it must be administered to a large, representative sample of
individuals (usually several hundred), who are similar to those for whom the test
ultimately is designed (e.g., children, adults. industrial trainees). This group, termed the
standardization or normative sample, is used to establish noerms in order to provide a
frame of reference for interpreting test scores. Norms indicate not only the average
performance, but also the relative spread of scores above and below the average. Thus,
it is possible to evaluate a test score in terms of the examinee’s relative standing within
the standardization sample.

Nonstandardized tests are much more common than published. standardized tests.
Typically these are classroom tests, usually constructed by a teacher or trainer in an
informal manner for a single administration.

Seoring
The method of scoring a test may be objective or nonobjective. Objective scoring is
particularly appropriate for employment use because there are fixed, impersonal stan-
dards for scoring. and a computer or clerk can score the test (Schmitt. Gilliland, Landis,
& Devine, 1993). The amount of error introduced under these conditions is assumed to
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be negligible. On the other hand, the process of scoring essay tests and certain types of
personality inventories (especially those employed in intensive individual examina-
tions) may be quite subjective. and considerable “rater variance” may be introduced.
We will discuss this topic more fully in a later section.

Further Considerations in Selecting a Test

In addition to the content, administration, standardization. and scoring, several addi-
tional factors need to be considered in selecting a test—namely, cost. interpretation,
and face validity. Measurement cost is a very practical consideration. Most users oper-
ate within a budget and, therefore, must choose a procedure that will satisfy their cost
constraints. A complete cost analysis includes direct as well as indirect costs. Direct
costs may include the price of software or test booklets (some are reusable), answer
sheets, scoring, and reporting services. Indirect costs (which may or may not be of con-
sequence depending on the particular setting) may include time to prepare the test
materials, examiner or interviewer time, and time for interpreting and reporting test
scores. Users are well advised to make the most realistic cost estimates possible prior
to committing themselves to the measurement effort. Sound advance planning can
eliminate subsequent “surprises.”

Managers frequently assume that since a test can be administered by almost any
educated person, it can be interpreted by almost anyone. Not so. In fact, this is one
aspect of staffing that frequently is overlooked. Test interpretation includes more than
a simple written or verbal reporting of test scores. Adequate interpretation requires
thorough awareness of the strengths and limitations of the measurement procedure,
the background of the examinee, the situation in which the procedure was applied.
and the consequences that the interpretation will have for the examinee.
Unquestionably misinterpretation of test results by untrained and incompetent
persons is one of the main reasons for the dissatisfaction with psychological testing
(and other measurement procedures) fell by many in our society. Fortunately many
test vendors now require that potential customers fill out a “user qualification form”
before a test is sold (for an example, see http://www.agsnet.com/site7/appform.asp).
Such forms typically gather information consistent with the suggestions included in
the American Psychological Association’s Guidelines for Test User Qualification
(Turner, DeMers, Fox, & Reed, 2001). This includes whether the user has knowledge
of psychometric and measurement concepts and. in the context of employment
testing, whether the test user has a good understanding of the work setting. the tasks
performed as part of the position in question, and the worker characteristics required
tor the work situation.

A final consideration is Face validity —that is, whether the measurement proce-
dure /looks like it is measuring the trait in question (Shotland, Alliger, & Sales, 1998).
Face validity does not refer to validity in the technical sense, but is concerned rather
with establishing rapport and good public relations. In research settings, face validity
may be a relatively minor concern, but when measurement procedures are being
used to help make decisions about individuals (e.g., in employment situations), face
validity may be an issue of signal importance because it affects the applicants’
wotivation and reaction to the procedure. If the content of the procedure appears
irrelevant, inappropriate, or silly, the result will be poor cooperation, regardless of
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the technical superiority of the procedure. To be sure. if the examinees’ performance
is likely to be affected by the content of the procedure, then, if at all possible, select a
procedure with high face validity.

RELIABILITY AS CONSISTENCY

As noted earlier in this chapter, the process of creating new tests involves evaluating
the technical characteristics of reliability and validity. However, reliability and validity
information should be gathered not only for newly created measures, but also for any
measure before it is put to use. In fact, before purchasing a test from a vendor. an edu-
cated tesl user should demand that reliability and validity information about the test
be provided. In the absence of such information, it is impossible to determine whether
a test will be of any use. In this chapter, we shall discuss the concept of reliability: we
shall treat the concept of validity in the next chapter.

Why is reliability so important? As we noted earlier, the main purpose of psycho-
logical measurement is to make decisions about individuals, but if measurement proce-
dures are to be useful in a practical sense, they must produce dependable scores. The
typical selection situation is unlike that at a shooting gallery where the customer gets
five shots for a dollar; if he misses his target on the first shot, he still has four tries left.
In the case of a job applicant, however, he or she usually gets only one shot. [t is impor-
tant, therefore, to make that shot count, to present the “truest” picture of one’s abilities
or personal characteristics. Yet potentially there are numerous sources of error—that
is, unwanted variation that can distort that “true” picture (Schmidt & Hunter, 1996).
Human behavior tends to fluctuate from time to time and from situation to situation.
In addition, the measurement procedure itself contains only a sample of all possible
questions and is administered at only one out of many possible times.

Our goal in psychological measurement is to minimize these sources of error—in
the particular sampling of items, in the circumstances surrounding the administration
of the procedure, and in the applicant—so that the “truest” picture of each applicant’s
abilities might emerge. In making decisions about individuals, it is imperative from an
efficiency standpoint (i.e.. minimizing the number of errors), as well as from a
moral/ethical standpoint (i.c., being fair to the individuals involved), that our
measurement procedures be dependable, consistent, and stable —in short, as reliable as
possible. )

Reliability of a measurement procedure refers to its freedom from unsystematic
errors of measurement. A test taker or employee may perform differently on one occa-
sion than on another for any number of reasons. He or she may try harder, be more
fatigued, be more anxious, or simply be more familiar with the content of questions on one
test form than on another. For these and other reasons, a person’s performance will not be
perfectly consistent from one occasion to the next (AERA, APA, & NCME. 1999).

Such differences may be attributable to what are commonly called unsystematic
errors of measurement. However, the differences are not attributable to errors of
measurement if experience. training, or some other event has made the differences mean-
ingful or if inconsistency of response is relevant to what is being measured (for example,
changes in attitudes from time 1 to time 2). Measurement errors reduce the reliability. and
therefore the generalizability, of a person’s score from a single measurement.




Applied Psychology in Human Resource Management

The critical question is the definition of error. Factors that might be considered
irrelevant to the purposes of measurement (and, therefore, error) in one situation
might be considered germane in another situation. Each of the different kinds of relia-
bility estimates attempts to identify and measure error in a different way. as we shall
see. Theoretically, therefore. there could exist as many varieties of reliability as there
are conditions affecting scores. since for any given purpose such conditions might be
irrelevant or serve to produce inconsistencies in measurement and thus be classified as
error. In practice, however. the types of reliability actually computed are few.

O R . ——

ESTIMATION OF RELIABILITY

Since all types of reliability are concerned with the degree of consistency or agreement
between two sets of independently derived scores, the correlation coefficient (in this
context termed a reliability coefficient) is a particularly appropriate measure of such
agreement. Assuming errors of measurement occur randomly, the distribution of dif-
ferences between pairs of scores for a group of individuals tested twice will be similar
to the distribution of the various pairs of scores for the same individual if he or she was
tested a large number of times (Brown, 1983). To the extent that each individual
measured occupies the same relative position in each of the two sets of measurements,
the correlation will be high; it will drop to the extent that there exist random, uncorre-
lated errors of measurement, which serve to alter relative positions in the two sets of
measurements. It can be shown mathematically (Allen & Yen, 1979; Gulliksen, 1950)
that the reliability coefficient may be interpreted directly as the percentage of total
variance attributable to different sources (i.e., the coefficient of determination, r2). For
example, a reliability coefficient of .90 indicates that 90 percent of the variance in test
scores is due to systematic variance in the characteristic or trait measured, and only
10 percent is due to error variance (as error is defined operationally in the method
used to compute reliability). The utility of the reliability coetficient in evaluating mea-
surement, therefore, is that it provides an estimate of the proportion of total variance
that is systematic or “true” variance.

Reliability as a concept is, therefore, purely theoretical, wholly fashioned out of the
assumption that obtained scores are composed of “true” and random error compo-
nents. In symbols: X = T + ¢ , where X is the observed (i.e., raw) score, T is the true
score (i.e., measurement error-free) and e is random error. Yet high reliability is
absolutely essential for measurement because it serves as an upper bound for validity.
Only systematic variance is predictable, and theoretically a test cannot predict a crite-
rion any better than it can predict itself.

In practice, reliability coefficients may serve one or both of two purposes: (1) to
estimate the precision of a particular procedure as a measuring instrument and (2) to
estimate the consistency of performance on the procedure by the examinees. Note,
however, that the second purpose of reliability includes the first. Logically it is possible
to have unreliable performance by an examinee on a reliable test, but reliable examinee
performance on an unreliable instrument is impossible (Wesman. 1952). These purposes
can easily be seen in the various methods used to estimate reliability. Each of the meth-
ods we shall discuss — test-retest, parallel or alternate forms, internal consistency, stabil-
ity and equivalence, and interrater reliability —takes into account somewhat different
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conditions that might produce unsystematic changes in test scores and consequently
affect the test’s error of measurement.

Test-Retest

The simplest and most direct estimate of reliability is obtained by administering the
same form of a test (or other measurement procedure) to the same group of examinees
on two different occasions. Scores from both occasions are then correlated to yield a
coefficient of stability. The ¢xperimental procedure is as follows:

Test »Retest
Time > 0

In this model, error is attributed to random fluctuations in performance across occa-
sions. Its particular relevance lies in the time interval over which the tests are adminis-
tered. Since the interval may vary from a day or less to more than several years, different
stability coefficients will be obtained depending on the length of the time between admin-
istrations. Thus, there is not one, but theoretically an infinite number of stability coeffi-
cients for any measurement procedure. However, as described in Chapter 4, the magnitude
of the correlations tends to show a uniform decrement over time. Consequently, when
reported, a stability coefficient always should include information regarding the length of
the time interval over which it was computed (e.g., Lubinski, Benbow, & Ryan, 1995).

Since the stability coefficient involves two administrations. any variable that affects
the performance of some individuals on one administration and not on the other will
introduce random error and, therefore, reduce reliability. Such errors may be associated
with differences in administration (poor lighting or loud noises and distractions on one
occasion) or with differences in the individual taking the test (e.g..due to mood, fatigue,
personal problems). However, because the same test is administered on both occasions,
error due to different samples of test items is not reflected in the stability coefficient.

What is the appropriate length of the time interval between administrations, and
with what types of measurement procedures should the stability coefficient be used?
Retests should not be given immediately, but only rarely should the interval between
tests exceed six months (Anastasi, 1988). In general, the retest technique is appropriate
if the interval between administrations is long enough to offset the effects of practice.
Although the technique is inappropriate for the large majority of psychological mea-
sures, it may be used with tests of sensory discrimination (e.g., color vision. hearing),
psychomotor tests (e.g., eye-hand coordination), and tests of knowledge that include
the entire range of information within a restricted topic. It also is used in criterion mea-
surement — for example, when performance is measured on different occasions.

Parallel (or Alternate) Forms

Since any measurement procedure contains only a sample of the possible items from
some content domain. theoretically it is possible to construct a number of parallel
forms of the same procedure {each comprising the same number and difficulty of items
and each yielding nonsignificant differences in means, variances, and intercorrelations
with other variables). For example, Clause, Mullins, Nee, Pulakos, and Schmitt (1998)
developed parallel forms for a biodata inventory and a situational judgment test.
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The fact that several samples of items can be drawn from the universe of a domain is
shown graphically in Figure 6-3.

With parallel forms, we seek to evaluate the consistency of scores from one form to
another (alternate) form of the same procedure. The correlation between the scores
obtained on the two forms (known as the coefficient of equivalence) is a reliability esti-
mate. The experimental procedure is as follows:

Form A »Form B
Time =0

ldeally both forms would be administered simultaneously. Since this is often not
possible, the two forms are administered as close together in time as is practical —
generally within a few days of each other.

In order to guard against order effects, half of the examinees should receive
Form A followed by Form B, and the other half, Form B followed by Form A. Since
the two forms are administered close together in time. short-term changes in con-
ditions of administration or in individuals cannot be eliminated entirely. Thus, a
pure measure of equivalence is impossible to obtain. As with stability estimates,
statements of parallel-forms reliability always should include the length of the
interval between administrations as well as a description of relevant intervening
experiences.

In practice, equivalence is difficult to achieve. The problem is less serious with
measures of well-defined traits. such as arithmetic ability or mechanical aptitude. but it
becomes a much more exacting task to develop parallel forms for measures of person-
ality or motivation, which may not be as well defined.

1n addition to reducing the possibility of cheating. parallel forms are useful in eval-
uating the effects of some treatment (e.g., training) on a test of achievement. Because
parallel forms are merely samples of items from the same content domain. some
sampling error is inevitable. This serves to lower the correlation between the forms
and. in general, provides a rather conservative estimate of reliability.

Although parallel forms are available for a large number of measurement proce-
dures, they are expensive and frequently quite difficult to construct. For these reasons,
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other techniques for assessing the effect of different samples of items on reliability
were introduced —the methods of internal consistency.

Internal Consistency

Most reliability estimates indicate consistency over time or forms of a test. Techniques
that involve analysis of item variances are more appropriately termed measures of
internal consistency. since they indicate the degree to which the various items on a test
are intercorrelated. The most widely used of these methods were presented by Kuder
and Richardson (1937, 1939), although split-half estimates are used as well. We discuss
each of these reliability estimates next.

Kuder-Richardson Reliability Eatimates
Internal consistency is computed based on a single administration. Of the several
formulas derived in the original article. the most useful is their formula 20 (KR-20):

, . |ol-Zpg
no1 o? (6-6)

where 1, is ghe reliability coefficient of the whole test, n is the number of items in the
test.and o©; is the variance of the total scores on the test. The final term Ypq is
found by computing the proportion of the group that passes () and does not pass (q)
each item, where g = 1 - p. The product of p and ¢ is then computed for each item. and
these products are added for all items to yield X pq . To the degree that test items are
unrelated to each other, KR-20 will yield a lower estimate of reliability: to the extent that
test items are interrrelated (internally consistent), KR-20 will yield a higher
estimate of reliability. KR-20 overestimates the reliability of speed tests, however, since
value of p and g can be computed only if each item has been attempted by all persons in the
group. Therefore, stability or equivalence estimates are more appropriate with speed tests.

The KR-20 formula is appropriate for tests whose items are scored as right or
wrong or according to some other all-or-none system. On some measures, however.
such as personality inventories, examinees may receive a different numerical score on
an item depending on whether they check “Always,” “Sometimes,” “Occasionally,” or
“Never.” In these cases, a generalized formula for computing internal consistency
reliability has been derived, known as coefficient alpha (Cronbach, 1951). The formula
differs from KR-20 in only one term: Xpq is replaced by Zoiz, the sum of the vari-
ances of item scores. That is, one first finds the variance of all examinees’ scores on each
item and then adds these variances across all items. The formula for coefficient alpha is,
therefore,

n o} -Yo}

n-1 0'12

(6-7)

Th =

Alpha is a sound measure of error variance. but it is affected by the number of items
(more items imply higher estimates). item intercorrelations (higher intercorrelations
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imply higher estimates), and dimensionality (if the scale is measuring more than one
underlying construct. alpha will be lower). Although coefficient alpha can be used to
assess the consistency of a scale, a high alpha does not necessarily mean that the scale
measures a unidimensional construct (Cortina, [ 993).

Split-balf Reliability Estimates
An estimate of reliability may be derived from a single administration of a test by
splitting the test statistically into two equivalent halves after it has been given, thus
yielding two scores for each individual. This procedure is conceptually equivalent
to the administration of alternate forms on one occasion. If the test is internally
consistent, then any one item or set of items should be equivalent to any other item
or set of items. Using split-half methods, error variance is attributed primarily to
inconsistency in content sampling. In computing split-half reliability, the first
problem is how to split the test in order to obtain two halves that are equivalent in
content, difficulty, means, and standard deviations. In most instances, it is possible to
compute two separate scores for each individual based on his or her responses to odd
items and even items. However, such estimates are not really estimates of internal
consistency; rather, they yield spuriously high reliability estimates based on equiva-
lence (Guion, 1965).

A preferable approach is to selecl randomly the items for the two halves,
Random selection should balance out errors to provide equivalence for the two
halves, as well as varying the number of consecutive items appearing in either half.
A correlation coefficient computed on the basis of the two “half” tests will provide
a reliability estimate of a test only half as long as the original. For example, if a test
contained 60 items, a correlation would be computed between two sets of scores,
each of which contains only 30 items. This coefficient underestimates the reliability
of the 60-item test, since reliability tends to increase with test length. A longer test
(or other measurement procedure) provides a larger sample of the content domain
and tends to produce a wider range of scores, both of which have the effect of raising
a reliability estimate. However, lengthening a test increases oaly its consistency, not
necessarily its stability over time (Cureton, 1965). And, in some cases, the use of
a single-item measure can yield adequate reliability (Wanous & Hudy, 2001). In gen-
eral, the relationship between reliability and test length may be shown by the
Spearman-Brown prophecy formula:

- nn (6-8)

r, =
S YT Y

where r, is the estimated reliability of a test # times as long as the test available. r; | is
the obtained reliability coefficient, and » is the number of times the test is increased
(or shortened). This formula is used widely to estimate reliability by the split-hal{
method, in which case 1 =2 — that is, the test length is doubled. Under these conditions,
the formula simplifies to

_ 2ri w2 6-9
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where r,, is the reliability of the test “corrected” to full length and r,), 1, is the
correlation computed between scores on the two half-tests.

For example.if the correlation between total scores on the odd- and even-numbered
items is .80, then the estimated reliability of the whole test is

2(80)

I =
10 80

A split-half reliability estimate is interpreted as a coefficient of equivalence, but
since the two parallel forms (halves) are administered simultaneously. only errors of
such a short term that they affect one item will influence reliability. Therefore, since
the fewest number of contaminating factors have a chance to operate using this
method. corrected split-half correlation generally yields the highest estimate of
reliability.

Finally it should be noted that while there are many possible ways to split a test
into halves, Cronbach (1951) has shown that the Kuder-Richardson reliability coeffi-
cient is actually the mean of all possible half-splits.

Stability and Equivalence

A combination of the test-retest and equivalence methods can be used to estimate reli-
ability simply by lengthening the time interval between administrations. The correla-
tion between the two sets of scores represents a coefficient of stability and equivalence
(Schmidt, Le, & llies, 2003). The procedure is as follows:

Form A —»Form B

Time > 0

To guard against order effects, half of the examinees should receive Form A
followed by Form B, and the other half, Form B followed by Form A. Because all the
factors that operate to produce inconsistency in scores in the test-retest design, plus
all the factors that operate to produce inconsistency in the parallel forms design, can
operate in this design, the coefficient of stability and equivalence will provide
the most rigorous test and will give the lower bound of reliability. The main advan-
tage of computing reliability using the stability-and-equivalence estimate. is
that three different types of errors are taken into consideration (Becker, 2000;
Schmidt et al., 2003):

« Random response errors, which are caused by momentary variations in attention, mental
efficiency, distractions, and so forth within a given occasion

o Specific factor errors, which are caused by examinees’ idiosyncratic responses to an aspect
of the measurement situation (e.g.. Jifferent interpretations of the wording)

» Transient errors. which are produced by longitudinal variations in examinees’ mood or
feelings or in the efficiency of the information-processing mechanisms used to answer
questionnaires

The coefficient of equivalence assesses the magnitude of measurement error
produced by specific-factor and random-response error, but not transieat-error
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processes. The test-retest estimate assesses the magnitude of transient- and random-
response error, but not the impact of specific-factor error. Alternatively, the coefficient
of stability and equivalence assesses the impact of all three types of errors (Schmidt
et al., 2003). For example, Schmidt et al. (2003) computed reliability using a coefficient
of equivalence (i.e.. Cronbach’s a) and a coefficient of stability and equivalence for
10 individual-differences variables (e.g.. general mental abilities, personality traits
such as conscientiousness and extraversion). Results showed that the coefficient of
equivalence was, on average. 14.5 percent larger than the coefficient of stability and
equivalence.

Interrater Reliability

Thus far. we have considered errors due to instability over time, nonequivalence of the
samples of items, and item heterogeneity. These are attributable either to the examinee
or to the measurement procedure. Errors also may be attributable to the examiner or
rater; this is known as rater or scorer variance. The problem typically is not serious with
objectively scored measures. However, with nonobjective measures (e.g.. observational
data that involve subtle discriminations), it may be acute. With the latter there is as
great a need for interrater reliability as there is for the more usual types of reliability.
The reliability of ratings may be defined as the degree to which the ratings are free
from unsystematic error variance arising either from the ratee or from the rater
(Guion, 1965).

Interrater reliability can be estimated using three methods: (1) interrater agree-
ment, (2) interclass correlation, and (3) intraclass correlation (Aguinis et al., 2001).
Interrater agreement focuses on exact agreement between raters on their ratings of
some dimension. Two popular statistics used are percentage of rater agreement and
Cohen’s (1960) kappa. When a group of judges rates a single attribute (e.g., overall
managerial potential), the degree of rating similarity can be assessed by using
James. Demaree, and Wolf’s (1993) r_, index. Interclass correlation is used when
two raters are rating multiple objects or individuals (e.g.. performance ratings).
Intraclass correlation estimates how much of the differences among raters is due to
differences in individuals on the attribute measured and how much is due to errors
of measurement.

All of these indices focus on the extent to which similarly situated raters agree on
the level of the rating or make essentially the same ratings. Basically they make the
assumption that raters can be considered “alternate forms™ of the same measurement
instrument, that agreements between raters reflect true score variance in ratings, and
that disagreement between raters is best conceptualized as measurement error
(Murphy & DeShon, 2000a).

However, interrater reliability is not a “real” reliability coefficient because it pro-
vides no information about the measurement procedure itself. While it does contribute
some evidence of reliability (since objectivity of scoring is a factor that contributes to
reliability). it simply provides a statement of how much confidence we may have that
two scorers {or raters) will arrive at similar scores (or ratings) for a given individual,
Also, a distinction is made between interrater consensus (i.e.. absolute agreement
between raters on some dimension) and interrater consistency (i.e.. interrater reliability,
or similarity in the ratings based on correlations or similarity in rank order) (Kozlowski
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& Hattrup, 1992). The lack of agreement between scorers can certainly be due to unsys-
tematic sources of error (e.g.. some of the errors discussed in Chapter 4). However, lack
of agreement can also indicate that there are systematic rater effects beyond random
measurement error (Hoyt, 2000). In general. raters may disagree in their evaluations
not only because of unsystematic (i.e..random) measurement error. but also because of
systematic differences in (1) what is observed, (2) access to information other than
observations of the attribute measured. (3) expertise in interpreting what is observed,
and (4) the evaluation of what is observed (Murphy & DeShon., 2000a, 2000b; Scullen,
Mount, & Goff, 2000).

Consideration of these issues sheds new light on results regarding the reliability of
performance ratings (i.c., ratings from subordinates = .30, ratings from peers =.37, and
ratings from supervisors = .50; Conway & Huffcutt, 1997). For example. the average
interrater correlation for peers of .37 does not necessarily mean that error accounts for
1-.37 or 63 percent of the variance in performance ratings or that true performance
accounts for 37 percent of the variance in ratings. Instead, this result indicates that
measurement error does not account for more than 63 percent of the variance in
ratings (cf. Murphy & DeShon, 2000a).

Summary

The different kinds of reliability coefficients and their sources ol error variance are
presented graphically in Table 6-2.

At this point. it should be obvious that there is no such thing as tke reliability of
a test. Ditferent sources of error are accounted for in the different methods used to
estimate reliability. For example, using an internal-consistency reliability estimate
provides information regarding the extent to which there is consistency across the
items chosen for inclusion in the instrument and generalizations can be made to
other items that are also part of the same domain. However, the use of an internal-
consistency estimate does not provide information on the extent to which infer-
ences can be extended across time. research settings, contexts, raters, or methods of
administration (DeShon. 2002). The Standards for Educational and Psychological

TABLE 62 Sources of Error in the Different Reliability Estiiates,
Method of Estimating Reliability Source of Error

Test-retest Time sampling

Parallel forms (immediate) Conient sampling

Parallel forms (delayed equivalent) Time and content sampling
Split-half Content sampling
Cronbach’s a Content sampling
Kuder-Richardson 20 Content sampling
Interrater agreement Interrater consensus
Interclass correlation Interrater consistency
Intraclass correlation Inlerrater consistency

Source: H Aguirrs, C. A. Henle. & C Ostroff, € 12001}, Meusurement in work and T
aonal psychology. In N Anderson. D. 5. Ones. H K Sivangil. and C Viswesvaran ( Eds.
Handbook of Industrial. Work. and Orgamzations Psychology (vol 1), p. 33. London, UK.
Sage Reprmted by permission of Suge Publicanons Inc.
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TABLE 6-5° Sources o Brror Variance in Test Xi: 7 Cend
From parallel form (delayed equivalent): 1-.75=.25 (time and content sampling)

From parallel form (immediate): 1 - .85=.15 (content sampling)

Difference: JU (time sampling)

From interrater reliability: 1-.94=.06 (interrater difference)
Total measured error variance: A5 +.10+.06 = 31

Systematic or “true™ variance: 1-.31=.69

Testing (AERA, APA, & NCME. 1999) emphasizes this point: “{TThere is no single.
preferred approach to quantification of reliability. No single index adequately
conveys all of the relevant facts. No one method of investigation is optimal in all
situations” (p. 31).

A simple example should serve to illustrate how the various components of total
score variance may be partitioned. Suppose we have reliability estimates of equiva-
lence and of stability and equivalence. Assume that the equivalence estimate is .85
and that the stability and equivalence estimate is .75. In addition. suppose a random
sample of tests is rescored independently by a second rater. yielding an interrater
reliability of .94. The various components of variance now may be partitioned as in
Table 6-3.

Note that. by subtracting the error variance due to content sampling alone
(.15) from the error variance due to time and content sampling (.25), 10 percent of the
variance can be attributed to time sampling alone. When all three components are
added together—that is. the error variance attributable to content sampling (.15), time
sampling (.10). and rater (.06)—the total error variance is 31 percent. leaving 69
percent of the total variance attributable to systematic sources. These proporstions are
presented graphically in Figure 6-4.

-— Content sampling error
15%

!
Scorer \
variance 10%

0.06%

FIGURE 6-4 FProportional
distribution of error variance
and systématic variance.

Time sampling error
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INTERPRETATION OF RELIABILITY

Unfortunately there is no fixed value below which reliability is unacceptable and
above which it is satisfactory. It depends on what one plans to do with the scores.
Brown (1983) has expressed the matter aptly:

Reliability is not an end in itself but rather a step on a way to a goal. That
is. unless test scores are consistent. they cannot be related to other variables
with any degree of confidence. Thus reliability places limits on validity, and the
crucial question becomes whether a test’s reliability is high enough to allow
satisfactory validity. (p. 88)

Hence, the more important the decision to be reached, the greater the need for
confidence in the precision of the measurement procedure and the higher the
required reliability coefticient. If a procedure is to be used to compare one individual
with another, reliability should be above .90. In practice, however, many standard tests
with reliabilities as low as .70 prove to be very useful, and measures with reliabilities
even lower than that may be useful for research purposes. This statement needs to be
tempered by considering some other factors (in addition to speed, test length, and
interval between administrations) that may influence the size of an obtained reli-
ability coefficient.

Range of Individual Differences

While the accuracy of measurement may remain unchanged. the size of a reliability
estimate will vary with the range of individual differences in the group. That is. as the
variability of the scores increases (decreases), the correlation between them also
increases (decreases).

This is an important consideration in performance measurement. Frequently the
reliability of performance measures is low because of the homogeneous nature of the
group in question (e.g., only individuals who are hired and stay long enough to provide
performance data are included). Such underestimates serve to reduce or to attenuate
correlation coefficients such as interrater reliability coefficients (e.g., correlations
between ratings provided by various sources:; LeBreton, Burgess, Kaiser. Atchley, &
James, 2003) and validity coefficients (e.g., correlations between test scores and perfor-
mance: Sackett, Laczo. & Arvey, 2002).

Difficulty of the Measurement Procedure

Similar restrictions of the range of variability may result from measures that are too
difficult (in which case all examinees do poorly) or too easy (in which case alt examinees
do extremely well). In order to maximize reliability, the level of difficulty should be such
as to produce a wide range of scores, for there can be no correlation without variance.

Size and Representativeness of Sample

Although there is not necessarily a systematic relationship between the size of the
sample and the size of the reliability coefficient. a reliability estimate based on a large
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number of cases will have a smaller sampling error than one based on qul.a few cases; in
other words, the larger sample provides a more dependable estimate. This is sh.own easily
when one considers the traditional formula for the standard error of r (Aguinis, 2001):

P 4 (6-10)

I \/n—lr

A reliability estimate of .70 based on a sample size of 26 yields an estimated standard
error of .10, but the standard error with a saraple of 101 is .05—a value only half as
large as the first estimate. .

Not only must the sample be large, but also it must be representative of the popu-
lation for which the measurement is to be used. The reliability of a procqure de:Slg.l'le
to assess trainee performance cannot be determined adequately by ad‘mlmstermg itto
experienced workers. Reliability coefficients become more meaningful the more
closely the group on which the coefficient is based resembles the group about whose
relative ability we need to decide.

Standard Error of Measurement

The various ways of estimating reliability are important for evaluating r‘neasmtement
procedures, but they do not provide a direct indication of the amount of inconsistency
or error to be expected in an individual score. For this, we need.the stapdard error of
[measurement, a statistic expressed in test score (standard deviation) units, but derived
directly from the reliability coefficient. It may be expressed as

G Meas =0 vy 1-ry (6-11)

where &y, is the standard error of measurement, o, is the standard deviation of
eas . . e .
the distribution of obtained scores. and r_, is the reliability coefflcl.enl. The standard
error of measurement provides an estimate of the standard deviation of the normal
distribution of scores that an individual would obtain if he or she took .the test a lafge
number —in principle. an infinite number —of times. The mean of l.hxs hypothetical
distribution is the individual's “true” score (Thurstone. 1931). Equaltlop.ﬁ—lS demon-
strates that the standard error of measurement increases as the reliability de_creases,
When r_ = 1.0. there is no error in estimating an individual’s true score fromdhls or }wr
R s A R R
S = ¢ S ent is a maximum and equal to
observed score. Wh'en 7, = 0.0. the error of measurem q
the standard deviation of the observed scores. o ‘
The & yy,,, is @ useful statistic because it enables us to talk about an individual's
Meas 3 R
true and error scores. Given an observed score, Oeas enables us to estimate the range
of score values that will, with a given probability, include the true score. In other words.
we can establish confidence intervals. o
The © y,,, May be used similarly to determine the amount of variability to be
wvleas . .
expected upon retesting. To illustrate, assume the standard deviation of a group of

observed scores is 7 and the reliability coefficient is .90. Then O aeas = TNL=90 = 2.?.1.
Given an individual's score of 70, we can be 95 percent confident that on retesting
the individual's score will be within about four points (1.96 0y, =1.96x2.21 = 4.33) of
his original score and that his true score probably lies between (X +- 1.96 0 g0 OF
65.67 and 74.33.
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In personnel psychology. the standard error of measurement is useful in three ways
(Guion, 1965). First. it can be used to determine whether the ineasures describing individ-
uals differ significantly (e.g., assuming a five-point difference between applicants, if
the O \1.q for the test is 6, the difference could certainly be attributed to chance). In fact,
Gulliksen (1950) showed that the difference between the scores of two individuals on the
same test should not be interpreted as significant unless it is equal to at least two stan-
dard errors of the difference (SED), where SED=¢ .\1ens‘f2 . Second. it may be

used to determine whether an individual measure is significantly different from some
hypothetical true score. For example, assuming a cut score on a test is the true score,
chances are two out of three that obtained scores will fall within +/— 1 &, of the cut
score. Applicants within this range could have true scores above or below the cutting
score: thus, the obtained score is “predicted” from a hypothetical true score. A third
usage is to determine whether o test discriminates differently in different groups (e.g. high
versus low ability). Assuming that the distribution of scores approaches normality and
that obtained scores do not extend over the entire possible range, then © ye,. Will be
very nearly equal for high-score levels and for low-score levels (Guilford & Fruchter.
1978). On the other hand. when subscale scores are computed or when the test itself has
peculiarities, the test may do a better job of discriminating at one part of the score range
than at another. Under these circumstances, it is beneficial to report the 0 pey for score
levels at or near the cut score. To do this, it is necessary to develop a scatter diagram that
shows the relationship between two forms (or halves) of the same test. The standard
deviations of the columns or rows at different score levels will indicate where predictions
will have the greatest accuracy.

A final advantage of the O weqs 1S that it forces one to think of test scores not as
exact points, but rather as bands or ranges of scores. Since measurement error is present
at least to some extent in all psychological measures, such a view is both sound and
proper.

GENERALIZABILITY THEORY

The discussion of reliability presented thus far is the classical or traditional
approach. A more recent statistical approach, termed generalizability theory. con-
ceptualizes the reliability of a test score as the precision with which that score, or
sample. represents a more generalized universe value of the score (Cronbach, Gleser,
Nanda, & Rajaratnam, 1972: DeShon, 2002: Murphy & DeShon, 2000a, 2000b).

In generalizability theory. observations (for example, examinees’ scores on tests)
are seen as samples from a universe of admissible observations. The universe describes
the conditions under which examinees can be observed or tested that produce results
that are equivalent to some specified degree. An examinee’s universe score is defined
as the expected value of his or her observed scores over all admissible observations.
The universe score is directly analogous to the true score used in classical reliability
theory. Generalizability theory emphasizes that ditferent universes exist and makes it
the test publisher’s responsibility to define carefully his or her universe. This detinition
is done in terms of facets or dimensions.

The use of generalizability theory involves conducting two types of research stud-
ies: a generalizability (G) study and a decision (D) study. A G study is done as part of
the development of the measurement instrument. The main goal of the G study is to
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specify the degree to which test results are equivalent when obtained under different
testing conditions. In simplified terms. a G study involves collecting data for examinees
tested under specified conditions (that is, at various levels of specified facets). estimat-
ing variance components due to these facets and their interactions using analysis of
variance, and producing coefficients of generalizability. A coefficient of generalizability
is the ratio of universe-score variance to observed-score variance and is the counterpart

of the reliability coefficient used in classical reliability theory. A test has not one |

generalizability coefficient. but many. depending on the facets examined in the G study.
The G study also provides information about how to estimate an examinec’s universe
score most accurately.

In a D study. the measurement instrument produces data to be used in making
decisions or reaching conclusions, such as admitting people to programs. The informa-
tion from the G study is used in interpreting the results of the D study and in reaching
sound conclusions. Despite its statistical sophistication, however. generalizability
theory has not replaced the classical theory of test reliability (Aiken, 1999).

Several recently published studies illustrate the use of the generalizability theory
approach. As an illustration. Greguras, Robie, Schleicher. and Goff (2003) conducted a
field study in which over 400 managers in a large telecommunications company were
rated by their peers and subordinates using an instrument for both developmental and
administrative purposes. Results showed that the combined rater and rater-by-ratee
interaction effects were substantially larger than the person effect (i.e., the object
being rated) for both the peer and the subordinate sources for both the developmental
and the administrative conditions. However. the person effect accounted for a greater
amount of variance for the subordinate raters when ratings were used for develop-
mental as opposed to administrative purposes, and this result was not found for the
peer raters. Thus. the application of generalizability theory revealed that subordinate
ratings were of significantly better quality when made for developmental rather than
administrative purposes, but the same was not true for peer ratings.

INTERPRETING THE RESULTS OF MEASUREMENT
PROCEDURES

In personnel psychology. a knowledge of each person’s individuality —his or her unique
pattern of abilities, values, interests. and personality — is essential in programs designed to
use human resources effectively. Such knowledge enables us to make predictions about
how individuals are likely to behave in the future. In order to interpret the results of
measurement procedures intelligently, however. we need some information about how
relevant others have performed on the same procedure. For example, Sarah is applying
for admission to an industrial arts program at a local vocational high school. As part of
the admissions procedure. she is given a mechanical aptitude test. She obtains a raw score
of 48 correct responses out of a possible 68. Is this score average, above average. or below
average? In and of itself. the score of 48 is meaningless because psychological measure-
ment is relative rather than absolute. In order to interpret Sarah’s score meaningfully. we
need to compare her raw score to the distribution of scores of relevant others—that is.
persons of approximately the same age. sex. and educational and regional background
who were being tested for the same purpose. These persons make up a norm group.
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Theoretically, there can be as many different norm groups as there are purposes for
which a particular test is given and groups with different characteristics. Thus, Sarah’s
score of 48 may be about average when compared to the scores of her reference group, it
might be distinctly above average when compared to the performance of a group of
music majors, and it might represent markedly inferior performance in comparison to
the performance of a group of instructor-mechanics. In short. norms must provide a rele-
vant comparison group for the person being tested.

Immediately after the introduction of a testing or other measurement program., it
may be necessary to use norms published in the test manual, but local norms (based on
the scores of applicants in a specific organization or geographical area) should be
prepared as soon as 100 or more cases become available. These norms should be
revised from time to time as additional data accumulate (Ricks, 1971). In employment
selection. local norms are especially desirable, since they are more representative and
fit specific organizational purposes more precisely. Local norms allow comparisons
between the applicant’s score and those of her immediate competitors.

Up to this point. we have been referring to normative comparisons in terms of
“average.” “above average.” or “below average.” Obviously we need a more precise
way of expressing each individual’s position relative to the norm group. This is accom-
plished easily by converting raw scores into some relative measure —usually percentile
ranks or standard scores. The percentile rank of a given raw score refers to the
percentage of persons in the norm group who fall below it. Standard scores may be
expressed either as z scores (i.e., the distance of each raw score from the mean in stan-
dard deviation units) or as some modification of the z score that eliminates negative
numbers and decimal notation. A hypothetical norm table is presented in Table 6-4.
The relationships among percentile ranks. standard scores. and the normal curve are
presented graphically in Figure 6-5.

Note that there are no raw scores on the baseline of the curve. The baseline is
presented in a generalized form, marked off in standard deviation units. For example, if
the mean of a distribution of scores is 30 and if the standard deviation is 8,then +/- | ¢

Percentile z Score

50 99 +2.2
46 98 +2.0
42 90 +1.3
38 84 +1.0
34 66 0.4
30 50 0.0
26 34 -0.1
22 16 -1.0
18 88 -13
14 82 2.0
10 81 -2.2
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corresponds to 38 (30 + 8) and 22 (30 - 8). respectively. Also, since the total area under
the curve represents the total distribution of scores, we can mark off subareas of the
total corresponding to +/— 1, 2, 3. and 4 standard deviations. The numbers in these
subareas are percentages of the total number of people. Thus, in a normal distribution of
scores, roughly two-thirds (68.26 percent) of all cases lie between +/~ | standard devia-
tion. This same area also includes scores that lie above the |6th percentile (- 1o) and
below the 84th percentile (+ 16). In the previous example, if an individual scores 38, we
may conclude that this score is 16 above the mean and ranks at the 84th percentile of
persons on whom the test was normed (provided the distribution of scores in the norm
group approximates a normal curve).

Percentile ranks, while easy to compute and understand. suffer from two major
limitations. First. they are ranks and. therefore, ordinai-level measures; they cannot
legitimately be added, subtracted. multiplied. or divided. Second. percentile ranks have
a rectangular distribution, while test score distributions generally approximate the nor-
mal curve. Therefore, percentile units are not equivalent at all points along the scale.
Note that on the percentile equivalents scale in Figure 6-5 the percentile distance
between percentile ranks 5 and 10 (or 90 and 95) is distinctly greater than the distance
between 45 and 50, although the numerical distances are the same. This tendency of
percentile units to become progressively smaller toward the center of the scale causes
special difficulties in the interpretation of change. Thus, the differences in achievement
represented by a shift from 45 to 50 and from 94 to 99 are not equal on the percentile
rank scale. since the distance from 45 to 5 is much smatler than that from 94 to 99. In
short, if percentiles are used, greater weight should be given to rank differences at the
extremes of the scale than to those at the center.

CHAPTER 6 Measuring and Interpreting Individual Differences

Standard scores, on the other hand, are interval-scale measures (which by defini-
tion possess equal-size units) and, therefore, can be subjected to the common
arithmetic operations. In addition, they allow direct comparison of an individual’s
performance on different measures. For example, as part of a selection battery, three
measures with the following means and standard deviations (in a sample of applicants)
are used:

Mean Std. Deviation
Test | (scorable application) 30 5
Test 2 (written test) 3500 100
Test 3 (interview) 100 10

Applicant A scores 35 onTest 1, 620 on Test 2. and 105 on Test 3. What does this tell
us about his or her overall performance? Assuming each of the tests possesses some
validity by itself. converting each of these scores to standard score form, we find that
applicant A scores (35 ~ 30)/5 =+ 1o on Test 1, (620 — 500)/100 = + 1.2¢ on Test 2, and
(105 - 100)/10 = + .50 on Test 3. Applicant A appears to be a good bet.

One of the disadvantages of z scores. however, is that they involve decimals and
negative numbers. To avoid this, z scores may be transformed to a different scale by
adding or multiplying by a constant. Although many such derived scores are commonly
in use, most of them are based on z. One of the most popular is the Z scale, in which the
mean and standard deviation are set equal to 50 and 10, respectively. The transforma-
tion is simply

Z=50+10z (6-12)

While Z does eliminate decimals and negative numbers, since it is a linear trans-
formation, the shape of the transformed scores will be similar to that of the raw scores.
[f the distribution of the raw scores is skewed, the distribution of the transformed
scores also will be skewed. This can be avoided by converting raw scores into normal-
ized standard scores. To compute normalized standard scores, percentile ranks of
raw scores are computed first. Then, from a table of areas under the normai curve, the
z score corresponding to each percentile rank is located. In order to get rid of decimals
and negative numbers, the z scores are transformed into 7 scores by the formula

T =50+ 10z (6-13)

Note that the right sides of Equations 6-12 and 6-15 are identical. The only differ-
ence is that 7 scores are normalized standard scores, whereas z scores are simple linear
transformations.

Normalized standard scores are satisfactory for most purposes, since they serve to
smooth out sampling errors. but all distributions should not be normalized as a matter
of course. Normalizing transformations should be carried out only when the sample is
large and representative and when there is reason to believe that the deviation from
normality results from defects in the measurement procedure rather than from charac-
teristics of the sample or from other factors affecting the behavior under consideration
(Anastasi, 1988). Of course, when the original distribution of scores is approximately
normal. the linearly derived scores and the normalized scores will be quite similar.




Applied Psychology in Human Resource Management

Although we devoted extensive attention in this chapter to the concept of reliability,
the computation of reliability coefficients is a means to an end. The end is to progluc'e
scores that measure attributes consistently across time. forms of a measure, items within
a measure. and raters. Consistent scores enable predictions and decisions that are accu-
rate. Making accurate predictions and making correct decisions is particula.rly significant
in employment contexts. where measurement procedures are gseq as Vehlgles for fore-
casting performance. The next chapter addressees the issue of validity. which concerns
the accuracy of predictions and decisions based on tests. and is closely connected to the
concept of reliability.

Discussion Questions

Why are psychological measures considered to be nominal or ordinal in nature?

Is it proper to speak of the reliability of a test? Why? .

Which methods of estimating reliability produce the highest and lowest (most conservative)

estimates?

4. Tsinterrater agreement the same as interrater reliability? Why?

5. What type of knowledge can be gathered through the application of item-response theory
and generalizability theory? o

6. What does the standard error of measurement tell the HR specialist?

7. What do test norms tell us? What do they not tell us?

W

CHAPTER

Se of Individual

Differencés Measures

At a Glance

Scores from measures of individual differences derive meaning only insofar

as they can be related to other psychologically meaningful characteristics of
behavior. The processes of gathering or evaluating the necessary data are called
validation. So reliability is a necessary, but not a sufficient property for scores
to be useful in HR research and practice.

Two issues are of primary concern in validation—what a test or other
procedure measures and how well it measures. Evidence regarding validity can
be assessed in several ways: by analyzing the procedure’s content (content-
related evidence). by relating scores on the procedure to measures of perfor-
mance on some relevant criterion (predictive and concurrent evidence). or by
more thoroughly investigating the extent to which the procedure measures some
psychological construct (construct-related evidence). When implementing
empirical validation strategies. one needs to consider that group differences, the
range restriction, the test’s position in the employment process, and the form of
the test-predictor relationship can have a dramatic impact on the size of the
obtained validity coefficient.

Additional strategies are available when local validation studies are not
practically feasible. as in the case of small organizations. These include validity
generalization, synthetic validity, and test transportability. These types of evidence
are not mutually exclusive. On the contrary, convergence in results gathered using
several lines of evidence should be sought and is highly desirable.

Although the validity of individual differences measures is fundamental to
competent and useful HR practice, there is another, perhaps more urgent. reason
why both public- and private-sector organizations are concerned about this issue.
Legal guidelines on employee selection procedures require comprehensive, docu-
mented validity evidence for any procedure used as a basis for an employment
decision if that procedure has an adverse impact on a protected group.

RELATIONSHIP BETWEEN RELIABILITY AND VALIDITY

Theoretically it would be possible to develop a perfectly reliable measure whose scores
were wholly uncorrelated with any other variable. Such a measure would have no prac-
tical value. nor could it be interpreted meaningfully. since its scores could be related to
nothing other than scores on another administration of the same measure. [t would be
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highly reliable. but would have no validity. For example. in a research project inves‘li-
gating the importance and value of various positions in a police department, [hre‘e dif-
ferent studies reached the identical conclusion that police officers should be higher
than detectives on the pay scale (Milkovich & Newman, 2002, p. 181). So the studigs
were reliable in terms of the degree of agreement for the rank ordering of the posi-
tions. However. as many popular TV shows demonstrate. in police departments in the
United States. the detectives always outrank the uniforms. So the results of the study
were reliable (i.e., results were consistent). but not valid (i.e., results were uncorrelated
with meaningful variables, and inferences were incorrect). In short. scores from indi-
vidual differences measures derive meaning only insofar as they can be related to
other psychologically meaningful characteristics of behavior. .
High reliability is a necessary, but not a sufficient, condition for high validity:
Mathematically it can be shown that (Ghiselli, Campbell, & Zedeck. 1981)

< a1

rxy = rXX

where r_ is the obtained validity coefficient (a correlation between scores on proce-
dure X and an external criterion Y) and r_ is the reliability of the procedure. Hence, reli-
ability serves as a limit or ceiling for validity. In other words, validity is reduced by the
unreliability in a set of measures. Some degree of unreliability. however, is unavoidably
present in criteria as well as in predictors. When the reliability of the criteripn is known,
it is possible to correct statistically for such unreliability by using the following formula:

_ T -2
Tyy

rl’[

where r, is the correlation between scores on some procedure far?d a perfectl)f reli-
able criterion (i.e.,a “true” score), Tey is the observed validity coefficient, and Tyy 18 the
reliability of the criterion, This formula is known as the correction for artenuation in the
criterion variable only. In personnel psychology, this correction is extremely useful, for
it enables us to use as criteria some measures that are highly relevant. yet not perfectly
reliable. The formula allows us to evaluate an obtained validity coefficient in terms of
how high it is relative to the upper bound imposed by the unreliability of the criterion.

To illustrate, assume we have obtained a validity coefficient of .50 between a test
and a criterion. Assume also a criterion reliability of .30. In this case. we have an
extremely unreliable measure (i.e.. only 30 percent of the variance in the criterion is
systematic enough to be predictable, and the other 70 percent is attributable to error
sources). Substituting these values into Equation 7-2 yields

. S0 50
X NE S

The validity coefficient would have been .91 if the criterion had been perfectly reli-
able. The coefficient of determination (r2) for this hypothetical correlation is .91° = .83,
which means that 83 percent of the total variance in the criterion Y'is explained by the
predictor X. Let us now compare this result to the uncorrected value. The obtainetd
validity coetficient (r,, =.50) yields a coefficient of determination of .'502 = :25: that is,
only 25 percent of the variance in the criterion is associated with variance in the test.

=91
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So, correcting the validity coefficient for criterion unreliability increased the propor-
tion of variance explained in the criterion by over 300%!

Combined knowledge of reliability and validity makes possible practical evaluation
of predictors in specific situations. While the effect of the correction for attenuation
should never be a consideration when one is deciding how to evaluate a measure as it
exists, such information does give the HR specialist a basis for deciding whether there is
enough unexplained systematic variance in the criterion to justify a search for more and
better predictors. However, if a researcher makes a correction for attenuation in the cri-
terion. he or she should report both the corrected and the uncorrected coefficients, as
well as all statistics used in the correction (AERA. APA, & NCME., 1999).

As was discussed in Chapter 5, there are several ways to estimate reliability.
Accordingly, Schmidt and Hunter (1996) described 26 realistic research scenarios to
illustrate the use of various reliability estimates in the correction formula based on the
research situation at hand. Using different reliability estimates is likely to lead to
different conclusions regarding validity. For example, the average internal consistency
coefficient alpha for supervisory ratings of overall job performance is .86, whereas the
average interrater reliability estimate for supervisory ratings of overall job perfor-
mance is .52 (Viswesvaran et al., 1996). If alpha is used as r,, in the example described
above, the corrected validity coefficient would be '

= U

£ ‘/'g

and, if interrater reliability is used, the corrected validity coefficient would be

ro=0 _ 69

Xt JE

So, the corresponding coefficients of determination would be .542 = .29 and .692 = .48,
meaning that the use of interrater reliability produces a corrected coefficient of determi-
nation 65 percent larger than does the use of the coefficient alpha. The point is clear: The
choice of reliability estimates can have a substantial impact on the magnitude of the
validity coefficient. Accordingly, generalizability theory emphasizes that there is no sin-
gle number that defines the reliability of ratings. Rather, the definition of reliability
depends on how the data are collected and the type of generalizations that are made
based on the ratings (Murphy & DeShon. 2000b).

In addition to the selection of an appropriate reliability estimate, it is important to
consider how the coefficient was computed. For example, if the coefficient alpha was
computed based on a heterogeneous or multidimensional construct, it is likely that
reliability will be underestimated (Rogers, Schmitt. & Mullins, 2002). And an underes-
timation of r,, produces an overestimation of the validity coefficient.

In short. the concepts of reliability and validity are closely interrelated. We cannot
understand whether the inferences made based on test scores are correct if our
measurement procedures are not consistent. Thus. reliability places a ceiling on valid-
ity and the use of reliability estimates in correcting validity coefficients requires care-
ful thought about the sources of error affecting the measure in question and how the
reliability coefficient was computed. Close attention to these issues is likely to lead to
useful estimates of probable validity coefficients.
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EVIDENCE OF VALIDITY

Traditionally. validity was viewed as the extent to which a mFTas'urement proced}ur'e acFu—
ally measures what it is designed to measure. Such a view is madeguate. for it 1m911es
that a procedure has only one validity, which is determined b}' a smgle study (Guion.
2002). On the contrary, a thorough knowledge of the interrelat.lonshlps b.etwee.n scores
from a particular procedure and other variables typigally requires many investigations.
The investigative processes of gathering or evaluating the necessary‘datz.a are called
validation (AERA, APA, & NCME, 1999). Various methods o_f validation revglve
around two issues: (1) what a test or other procedure measures (f.e., the hypot.hesm?d
underlying trait or construct) and (2) how well it measures (i.e.. the relatlon.sh.lp
between scores from the procedure and some external criterion measure). Thus, validity
is a not a dichotomous variable (i.e., valid or not valid); rather, it is a matter of d‘egre“e.

Validity is also a unitary concept (Landy, 1986). Therfa are not @ifferent ~kinds™ of
validity, only different kinds of evidence for analyzing validllty (Aguinis, Henk?, & Ostroff,
2001). Although evidence of validity may be accumulated in many ways. validity always
refers to the degree to which the evidence supports inferences that are made from the
scores. Validity is neither a single number nor a single argument, but an mferepge from all
of the available evidence (Guion. 2002). It is the inferences regarding the specific uses of a
test or other measurement procedure that are validated, not the test itself (_AERA, APA,
& NCME, 1999). Hence, a user first must specify exactly wh).z he or she intends to use
a selection measure (i.e., what inferences are to be made from it). This suggests a hypoth-
esis about the relationship between measures of human attributes and measures of work
behavior, and hypothesis testing is what validation is all about (Landy. 198.6). )

In short, the user makes a judgment about the adequacy of the ava}lable evidence
of validity in support of a particular instrument when used for a particular purpose.
The extent to which score meaning and action implications hold across persons or pop-
ulation groups and across settings or contexts is a persistent empi.rica'I quest10n.?h1§ is
the main reason that validity is an evolving property and validation a continuing
process (Messick, 1995). _ o

While there are numerous procedures available for evaluating validity. Standards
for Educational and Psychological Measurement (AERA, APA', & NCME..1999)
describes three principal strategies: content-related evidence, criterlon-rel?ted evidence
(predictive and concurrent), and construct-related evidence. These strategies for analyz-
ing validity differ in terms of the kinds of inferences that may be drawn. Althoggh we
discuss them independently for pedagogical reasons. they are mtqrelated operatlonglly
and logically. In the following sections. we shall consider the pasm concepts underlying
each of these nonexclusive strategies for gathering validity evidence. .

CONTENT-RELATED EVIDENCE

Inferences about validity based on content-related evidence are congerned wiFh
whether or not a measurement procedure contains a fair sample of the universe of sit-
uations it is supposed to represent. Since this process involve.s makipg infergnces from
a sample to a population, an evaluation of content-related eV{dence{ is made in terms of
the adequacy of the sampling. Such evaluation is usually a rational. judgmental process.

5,
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In employment settings. we are principally concerned with making inferences
about a job performance domain—an identifiable segment or aspect of the job perfor-
mance universe that has been defined and about which inferences are to be made
(Lawshe. 1975). Three assumptions underlie the use of content-related evidence: (1) The
area of concern to the user can be conceived as a meaningful. definable universe of
responses: (2) a sample can be drawn from the universe in some purposeful, meaningful
fashion; and (3) the sample and the sampling process can be defined with sufficient
precision to enable the user to judge how adequately the sample of performance typifies
performance on the universe.

In achievement testing. the universe can be identified and defined rigorously, but
most jobs have several job performance domains, Most often, therefore, we identify and
define operationally a job performance domain that is only a segment of the job perfor-
mance universe (e.g., a typing test administered to a secretary whose job performance
universe consists of several job performance domains, only one of which is typing). The
behaviors constituting job performance domains range from those behaviors that are
directly observable, to those that are reportable, to those that are highly abstract.

'The higher the level of abstraction, the greater the “inferential leap” required to
demonstrate validity by other than a criterion-related approach. At the “observation”
end of the continuum, sound judgments by job incumbents. supervisors, or other job
experts usually can be made. Content-related evidence derived from procedures such
as simple proficiency tests, job knowledge tests, and work sample tests is most appro-
priate under these circumstances. At the “abstract” end of the continuum (e.g.. induc-
tive reasoning), construct-related evidence is appropriate. “[W]ithin the middle range
of the content-construct continuum, the distinction between content and construct
should be determined functionally, in relation to the job. If the quality measured is not
unduly abstract, and if it constitutes a significant aspect of the job, content validation of
the test component used to measure that quality should be permitted” (Guardians
Assn. of N.Y. City Police Dept. v. Civil Service Comm. of City of N.Y.,, 1980, p. 47).

It is tempting to conclude from this that, if a selection procedure focuses on work
products (like typing). then content-related evidence is appropriate. If the focus is on
work processes (like reasoning ability), then content-related evidence is not appropri-
ate. However, even work products (like typing) are determined by work processes
(like producing a sample of typed copy). Typing ability implies an inference about an
underlying characteristic on which individuals differ. That continuum is not directly
observable. Instead, we illuminate the continuum by gathering a sample of behavior
that is hypothesized to vary as a function of that underlying attribute. In that sense,
typing ability is no different from reasorning ability, or “strength,” or memory. None of
them can be observed directly (Landy, 1986).

So the question is not if constructs are being measured. but what class of constructs
is being measured. Once that has been determined, procedures can be identified for
examining the appropriateness of inferences based on measures of those constructs
(Tenopyr, 1977, 1984). Procedures used to support inferences drawn from measures of
personality constructs (like emotional stability) differ from procedures used to support
inferences from measures of ability constructs (like typing ability). The distinction
between a content-related strategy and a construct-related strategy is. therefore, a mat-
ter of degree, fundamentally because constructs underlie a// psychological measure-
ment. Content-related validity evidence can therefore be seen as a precondition for
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construct-related validity evidence (Schriesheim. Powers, Scandura, Gardiner, &
Lankau, 1993).

Operationally, content-related evidence may be evaluated in terms of the extent to
which members of a content evaluation panel perceive overlap between the test and the
job performance domain (or whichever construct is assessed by the measure in ques-
tion). Data regarding judgments about each of the items are usually collected using Q-
sort procedures (i.c., experts who are not biased are asked to assign each item to its
intended construct) or rating scales (i.e., experts rate each item regarding its possible
inclusion in the domain of interest). The extent to which scale items belong in the
domain of the intended construct can be determined quantitatively by using one of
four approaches:

1. Content Validity Index. Each member of a content evaluation panel (comprising an equal
number of incumbents and supervisors) is presented with a set of test items and indepen-
dently indicates whether the skill (or knowledge) measured by each item is essential, useful
but not essential. or not necessary to the performance of the job (Lawshe, 1975). Responses
from all panelists are then pooled, and the number indicating “essential™ for each item is
determined. A content validity ratio (CVR) is then determined for each item:

e~ N 12

¥
CVR = 7-3
Ni2 -3

where n, is the number of panelists indicating “essential” and N is the total number of pan-
elists. Items are eliminated if the CVR fails to meet statistical significance (as determined
from a table presented by Lawshe, 1975). The mean CVR value of the retained items (the
content validity index, CVI) is then computed. The CVI represents the extent to which
perceived overlap exists between capability to function in a job performance domain and
performance on the test under investigation.

2. Substantive Validity Index. This procedure is an extension of Lawshe’s procedure, and it
provides information on the extent to which panel members assign an item to its posited
construct more than any other construct (Anderson & Gerbing, 1991). Then a binomial tes1
can be implemented to analyze the probability that each item significantly assesses its
intended construct.

3. Content Adequacy Procedure. This method does not assess content validity in a strict
sense because it does not include an actual content validity index. but it allows for the pair-
ing of items with constructs (Schriesheim et al.. 1993). Instead of sorting items, panel mem-
bers are asked to rate each item on a Likert-type scale to indicate the extent to which each
item corresponds to each construct definition (of various provided). Results are then ana-
lyzed using principal component analysis, extracting the number of factors corresponding to
the a priori expectation regarding the number of constructs assessed by the items.

4. Analysis of Variance Approach. This method builds on the methods proposed by
Anderson and Gerbing (1991) and Schriesheim et al. (1993) and asks panel members to rate
each item according to the extent to which it is consistent with a construct definition pro-
vided (i.e., from | “not at all” to 5 “completely”) (Hinkin & Tracey. 1999). A between-
subjects design is implemented in which each group of raters is given all items but only one
construct definition (although the items provided represent several constructs). The results
are analyzed using principal component analysis (as in the Schriesheim et al.. 1993.
method). Then an ANOVA is used to assess each item’s content validity by comparing the
item’s mean rating on one construct to the item’s ratings on the other constructs. A sample
size of about 50 panel members seems adequate for this type of analysis.
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The procedures described above illustrate that content-related evidence is con-
cerned primarily with inferences about test construction rather than with inferences
about test scores, and, since by definition all validity is the accuracy of inferences about
test scores, that which has been called “content validity™ is really not validity at all
(Tenopyr. 1977). Perhaps, instead. we should call it content-oriented test development
(Guion, 1987). However, this is not intended to minimize its importance.

Some would say that content validity is inferior to. or less scientifically
respectable than, criterion related validity. This view is mistaken in my opinion.
Content validity is the only basic foundation for any kind of validity. If the test
does not have it. the criterion measures used to validate the test must have it.
And one should never apologize for having to exercise judgment in validating
a test. Data never substitute for good judgment. (Ebel. 1977, p. 59)

Nevertheless, in employment situations, the use of scores from a procedure developed
on the basis of content also has a predictive basis. That is, one measures performance in
a domain of job activities that will be performed later. Major concern, then, should be with
the predictive aspects of tests used for employment decisions rather than with their
descriptive aspects. Surely scores from a well-developed typing test can be used to
describe a person’s skill at manipulating a keyboard, but description is not our primary
purpose when we use a typing test to make hiring decisions. We use the typing score to
predict how successfully someone will perform a job involving typing (Landy. 1986).

Content-related evidence of validity is extremely important in criterion measure-
ment. For example, quantitative indicators (e.g., CVI values or an index of profile sim-
ilarity between job content and training content) can be applied meaningfully to the
evaluation of job knowledge criteria or training program content. Such evidence then
permits objective evaluation of the representativeness of the behavioral content of
employment programs (Distefano, Pryer. & Craig. 1980: Faley & Sundstrom, [985).

In summary. although content-related evidence of validity does have its limita-
tions, undeniably it has made a positive contribution by directing attention toward (1)
improved domain sampling and job analysis procedures, (2) better behavior measure-
ment, and (3) the role of expert judgment in confirming the fairness of sampling and
scoring procedures and in determining the degree of overlap between separately
derived content domains (Dunnette & Borman, 1979).

CRITERION-RELATED EVIDENCE

Whenever measures of individual differences are used to predict behavior. and it is
technically feasible, criterion-related evidence of validity is called for. With this
approach, we test the hypothesis that test scores are related to performance on some
criterion measure.-As we discussed, in the case of content-related evidence. the crite-
rion is expert judgment. In the case of criterion-related evidence, the criterion is a
score Or a rating that either is available at the time of predictor measurement or will
become available at a later time. If the criterion measure is available at the same time
as scores on the predictor, then concurrent evidence of validity is being assessed. In
contrast. if criterion data will not become available until some time after the predictor
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scores are obtained, then predictive evidence of validity is being measured. Both
designs involve the same paradigm., in which a relationship is established between
predictor and criterion performance:

Predictor performance — Criterion performance (Measure of relationship)

Operationally, predictive and concurrent studies may be distinguished on the basis
of time. A predictive study is oriented toward the future and involves a time interval
during which events take place (e.g., people are trained or gain experience on a job).
A concurrent study is oriented toward the present and reflects only the status quo at
a particular time.

Logically. the distinction is based not on time, but on the objectives of measurement
(Anastasi, 1988). Thus. each type of validity strategy is appropriate under different
circumstances. A concurrent study is relevant to measures employed for the description

of existing status rather than the prediction of future outcomes (e.g.. achievement tests, -

tests for certification). [n the employment context. the difference can be illustrated by
asking “Can Laura do the job now?” (concurrent design) and *Is it likely that Laura will
be able to do the job?” (predictive design).

The term criterion-related calls attention to the fact that the fundamental concern
is with the relationship between predictor and criterion scores, not with predictor
scores per se. Scores on the predictor function primarily as signs (Wernimont &
Campbell. 1968) pointing to something else —criterion performance. In short, the con-
tent of the predictor measure is relatively unimportant. for it serves only as a vehicle to
predict criterion performance. However, as discussed in Chapter 4. job performance is
multidimensional in nature, and theoretically there can be as many statements of
criterion-related evidence of validity as there are criteria to be predicted.

Predictive Studies

Predictive designs for obtaining evidence of criterion-related validity are the corner-
stone of individual differences measurement. When the objective is Lo forecast behavior
on the basis of scores on a predictor measure, there is simply no substitute for it.
Predictive studies demonstrate in an objective, statistical manner the actual relationship
between predictors and criteria in a particular situation. In this model, a procedure’s
ability to predict is readily apparent. but, in the concurrent model, predictive ability
must be inferred by the decision maker. In conducting a predictive study, the procedure
is as follows:

L. Measure candidates for the job.

2, Select candidates without using the results of the measurement procedure.

3. Obtain measurements of criterion performance at some laler date.

4. Assess the strength of the relationship between the predictor and the criterion.

In planning validation research, certain issues deserve special consideration. One of
these is sample size. Inadequate sample sizes are quite often the result of practical con-
straints on the number of available individuals. but sometimes they simply reflect a lack
of rational research planning. Actually. the issue of sample size is just one aspect of the
more basic issue of statistical power —that is, the probability of rejecting a null hypothe-
sis when it is, in fact, false. As Cohen (1988) has noted. in this broader perspective, any
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statistical test of a null hypothesis may be viewed as a complex relationship among four
parameters: (1) the power of the test (1 — B, where beta is the probability of making a
Type 11 error): (2) Type 1 error or a. the region of rejection of the null hypothesis, and
whether the test is one-tailed or two-tailed (power increases as a increases): (3) the sam-
ple size, N (power increases as N increases); and (4) the magnitude of the effect in the
population or the degree of departure from the null hypothesis (power increases as the
effect size increases). The four parameters are so related that when any three of them
are fixed, the fourth is completely determined.

The importance of power analysis as a research planning tool is considerable, for
if power turns out to be insufficient, the research plans can be revised (or dropped if
revisions are impossible) so that power may be increased (usually by increasing N and
sometimes by increasing ). Note that a power analysis should be conducted before
a study is conducted. Post-hoc power analyses, conducted after validation efforts are
completed. are of doubtful utility. especially when the observed effect size is used as
the effect size one wishes to detect (Aguinis, Beaty, Boik. & Pierce, in press; Hoenig &
Heisey, 2001).

Rational research planning proceeds by specifying a (usually .05 or .01),
a desired power (e.g.,.80). and an estimated population effect size. Effect size may be
estimated by examining the values obtained in related previous work: by positing
some minimum population effect that would have either practical or theoretical sig-
nificance; or by using conventional definitions of “small” (.10), “medium” (.30}, or
“large™ (.50) effects, where the values in parentheses are correlation coefficients.
Once a, a power, and an effect size have been specified, required sample size can be
determined. and tables (Cohen. 1988) and computer programs that can be executed
online (e.g.. http://Www.StatPages.net) are available for this purpose.

Power analysis would present little difficulty if population effect sizes could be
specified easily. In criterion-related validity studies, they frequently are overestimated
because of a failure to consider the combined effects of range restriction in both the
predictor and the criterion, criterion unreliability, and other artifacts that reduce the
observed effect size vis-a-vis population effect sizes (Aguinis, 2004, chap. 5; Schmidt,
Hunter. & Urry, 1976). Thus, the sample sizes necessary to produce adequate power are
much larger than typically has been assumed. Hundreds or even several thousand
subjects may be necessary, depending on the type of artifacts affecting the validity
coefficient. What can be done?

Assuming that multiple predictors are used in a validity study and that each predic-
tor accounts for some unique criterion variance, the effect size of a linear combination
of the predictors is likely to be higher than the effect size of any single predictor in the
battery. Since effect size is a major determinant of statistical power (and. therefore, of
required sample size), more criterion-related validity studies may become technically
feasible if researchers base their sample size requirements on unit-weighted linear com-
binations of predictors rather than on individual predictors (Cascio, Valenzi, & Silbey.
1978, 1980). In short, larger effect sizes mean smaller required sample sizes to achieve
adequate statistical power.

Alternatively, when sample size is fixed and effect size cannot be improved, a tar-
geted level of statistical power still can be maintained by manipulating alpha, the
probability of a Type I error. To establish the alpha level required to maintain statisti-
cal power. all available information (including prior information about effect sizes)
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should be incorporated into the planning process. Cascio and Zedeck (1983) demon-
strated procedures for doing this.

If none of these strategies is feasible, get as many cases as possible, recognize that
sample sizes are too small. and continue to collect data even after the initial validation
study is completed. Greater confidence. practical and statistical, can be placed in
repeated studies that yield the same results than in one single study based on insuffi-
cient data.

An additional consideration is the approximate length of the time interval between
the taking of the test and the collection of the criterion data. In short. when has an
employee been on the job long enough to appraise his or her performance properly?
Answer: when there is some evidence that the initial learning period has passed.
Certainly the learning period for some jobs is far longer than for others. and training pro-
grams vary in length. For many jobs, employee performance can be appraised approxi-
mately six months after the completion of training, but there is considerable variability in
this figure. On jobs with short training periods and relatively little interpersonal contact,
the interval may be much shorter; when the opposite conditions prevail, it may not be
possible to gather reliable criterion data until a year or more has passed.

Two further considerations regarding validation samples deserve mention. The
sample itself must be representative —that is, made up of individuals of the same age.
education, and vocational situation as the persons for whom the predictor measure is
recommended. Finally, predictive designs should use individuals who are actual job
applicants and who are motivated to perform well. To be sure, motivational condi-
tions are quite different for presently employed individuals who are told that a test is
being used only for research purposes than for job applicants for whom poor test
performance means the potential loss of a job.

Concurrent Studies

Concurrent designs for obtaining evidence of criterion-related validity are useful to
HR researchers in several ways. Concurrent evidence of the validity of criterion mea-
sures is particularly important. Criterion measures usually are substitutes for other
more important, costly. or complex performance measures. This substitution is valuable
only if (1) there is a (judged) close relationship between the more convenient or acces-
sible measure and the more costly or complex measure and (2) the use of the substitute
measure. in fact, is more efficient. in terms of time or money, than actually collecting
the more complex performance data. Certainly. concurrent evidence of validity is
important in the development of performance management systems: yet most often it
is either not considered or simply assumed. It is also important in evaluating tests of
job knowledge or achievement, trade tests, work samples, or any other measures
designed to describe present performance.

With cognitive ability tests, concurrent studies often are used as substitutes for pre-
dictive studies. That is, both predictor and criterion data are gathered from present
employees. and it is assumed that. if workers who score high (low) on the predictor also
are rated as excellent (poor) performers on the job. then the same relationships should
hold for job applicants. A review of empirical comparisons of validity estimates of
cognitive ability tests using both predictive and concurrent designs indicates that, at
least for these measures, the two types of designs do not yield significantly different
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estimates (Barrett et al., 1981: Schmitt et al., 1984). We hasten to add. however, that the
concurrent design ignores the effects of motivation and job experience on ability.
While the magnitude of these effects may be nonsignificant for cognitive ability tests.
this is less likely to be the case with inventories (e.g., measures of attitudes or person-
ality). Jennings (1953). for example, demonstrated empirically that individuals who are
secure in their jobs, who realize that their test scores will in no way affect their job
standing, and who are participating in a research study are not motivated to the same
degree as are applicants for jobs.

Concurrent designs also ignore the effect of job experience on the obtained validity
coefficient. One of us once observed a group of police officers (whose average on-the-job
experience was three years) completing several instruments as part of a concurrent
study. One of the instruments was a measure of situational judgment, and a second was a
measure of altitudes toward people. It is absurd to think that presently employed police
officers who have been trained at a police academy and who have had three years’ expe-
rience on the street will respond to a test of situational judgment or an inventory of atti-
tudes in the same way as would applicants with no prior experience! People learn things
in the course of doing a job. and events occur that may influence markedly their
responses to predictor measures. Thus, validity may be enhanced or inhibited, with no
way of knowing in advance the direction of such influences.

In summary, for cognitive ability tests, concurrent studies appear to provide useful
estimates of empirical validity derived from predictive studies. Although this fact has
been demonstrated empirically, additional research is clearly needed to help understand
the reasons for this equivalence. On both conceptual and practical grounds, the different
validity designs are not equivalent or interchangeable across situations (Guion &
Cranny, 1982). Without explicit consideration of the influence of uncontrolled variables
(e.g., range restriction, differences due to age, motivation, job experience) in a given sit-
uation, one cannot simply substitute a concurrent design for a predictive one.

Requirements of Criterion Measures in Predictive and Concurrent
Studies

Any predictor measure will be no better than the criterion used to establish its validity.
And. as is true for predictors, anything that introduces random error into a set of crite-
rion scores will reduce validity. All too often, unfortunately, it simply is assumed that
criterion measures are relevant and valid. As Guion (1987) has pointed out, these two
terms are different, and it is important to distinguish between them. A job-related con-
struct is one chosen because it represents performance or behavior on the job that is
valued by an employing organization. A construct-related criterion is one chosen
because of its theoretical relationship, or lack of one, to the construct to be measured.
“Does it work?” is a different question from “Does it measure what we wanted to mea-
sure?” Both questions are useful, and both call for criterion-related research. For
example, a judgment of acceptable construct-related evidence of validity for subjective
ratings might be based on high correlations of the ratings with production data or work
samples and of independence from seniority or attendance data.

[t is also important that criteria be reliable. As discussed in Chapter 6. although
unreliability in the criterion can be corrected statistically. unreliability is no trifling
matter. If ratings are the criteria and if supervisors are less consistent in rating some
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employees than in rating others, then criterion-related wvalidity will suffer.
Alternatively, if all employees are given identical ratings (e.g.. “satisfactory”). then it is
a case of trying to predict the unpredictable. A predictor cannot forecast differences in
behavior on the job that do not exist according to supervisors!

Finally we should beware of criterion contamination in criterion-related validity
studies. It is absolutely essential that criterion data be gathered independently of pre-
dictor data and that no person who is involved in assigning criterion ratings have any
knowledge of individuals’ predictor scores. Brown (1979) demonstrated that failure to
consider such sources of validity distortion can mislead completely researchers who
are unfamiliar with the total selection and training process and with the specifics of the

validity study in question.

FACTORS AFFECTING THE SIZE OF OBTAINED VALIDITY
COEFFICIENTS

Range Enhancement

As we noted earlier. criterion-related evidence of validity varies with the characteristics
of the group on whom the test is validated. In general, whenever a predictor is validated
on a group that is more heterogeneous than the group for whom the predictor ulti-
mately is intended. estimates of validity will be spuriously high. Suppose a test of spatial
relations ability, originally intended as a screening device for engineering applicants, is
validated by giving it to applicants for jobs as diverse as machinists, mechanics, tool crib
attendants. and engineers in a certain firm. This group is considerably more heteroge-
neous than the group for whom the test was originally intended (engineering applicants
only). Consequently, there will be much variance in the test scores (i.e.. range enhance-
ment), and it may look like the test is discriminating effectively. Comparison of validity
coefficients using engineering applicants only with those obtained from the more het-
erogeneous group will demonstrate empirically the relative amount of overestimation.

Range Restriction

Conversely, because the size of the validity coefficient is a function of two variables,
restricting the range (i.c., truncating or censoring) either of the predictor or of the
criterion will serve to lower the size of the validity coefficient (see Figure 7-1).

In Figure 7-1, the relationship between the interview scores and the criterion data
is linear. follows the elliptical shape of the bivariate normal distribution, and indicates
a systematic positive relationship of about .50. Scores are censored neither in the pre-
dictor nor in the criterion, and scores are found in nearly all the possible categories
from low to high. The correlation drops considerably, however, when only a limited
group is considered, such as those scores falling to the right of line X. When such selec-
tion occurs, the points assume shapes that are not at all elliptical and indicate much
lower correlations between predictors and criteria. It is tempting to conclude from this
that selection effects on validity coefficients resuit from changes in the variance(s) of
the variable(s). However, Alexander (1988) showed that such effects are more prop-
erly considered as nonrandom sampling that separately influences means, variances.
and correlations of the variables.
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Range restriction can occur in the predictor when, for example. only applicants
who }!ave survived an initial screening are considered or when meastlres are used for
S?ICCIIOH prior to validation. so that criterion data are unavailable for low score~rs wh
fjld. not get hired. This is known as direct range restriction on the predictor. Indirect o0
mud'el'ltal range restriction on the predictor occurs when an experimental 'prediclor i;
adrr?lnlslered to applicants, but is not used as a basis for selection decisions (Aguinis &
Whlleheaq. 1997). Rather, applicants are selected in accordance with the pricedure
curre:nt_ly 1N use, which is likely correlated with the new predictor. Incidental range
restriction is pgrvasive in validation research (Aguinis & Whitehead: 1997) Thomdil%e
(‘1 949), recog'rllz«?d this more than 55 years ago when he noted that range' restriction

Imposed by indirect selection on the basis of some variable other than the ones bein
compared . . - appears by far the most common and most important one for any er%
sonnel selecthn research program” (p. 175). In both cases, low scorers who are hipred
may pecome disenchanted with the job and quit before criterion data can be ¢ Hected
thus further restricting the range of available scores. s
exan'gli r:/r}ll%i (;f s:;)éfest Ftlso rr;ay be narrowed by presele(?tion. Preselection occurs, for
: l X ! predic ive va'ldlty study is undertalsen after a group of individuals has

een hired, but before criterion data become available for them. Estimates of th
vahley of the procedure will be lowered. since such employees re‘present a superi .
selection of all job applicants, thus curtailing the range of preaictor scores an:f] crilt:):rrilgr:
dlz)ilta. [n short, selfecllon at lhp hiring ppinl reduces the range of the predictor vari-
able(s). and SfilCCthl’l on the job or during training reduces the range of the criterion
variable(s). Eltl:ler type of restriction has the effect of lowering estimates of validit

Fn prdc?r to nterpret validity coefficients properly. information on the degree of ra):l
restriction in glther variable should be included. Fortunately, formulas are available thiet
correct statistically for the various forms of range restriction (Sackett & Yang, 2000:
Thornd}ke, 1949). There are three types of information that can be used to decidg.which’
cqrref:tlon formula to implement: (1) whether restriction occurs on the predictor, the
cntenqn. or a third variable correlated with the predictor and/or criterion: (2) whe.th
unregtr?cted vari.'.ances for the relevant variables are known:and (3) whether tihe third vareif
able.if mvolvg:q. 1s measured or unmeasured. Sackett and Yang (2000) described 11 differ-
ent range-restriction scenarios derived from combining these three types of information
apd pr.esented faquations and procedures that can be used for correcting validity coeffi-
cients in each situation. However, before implementing a correction. one should }tlve clear
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about which variables have been subjected to direct .and/or indirect s_clgcuon ftf).egau:e the
incorrect application of formulas can lead to misleading C(_)rrected validity coefficien ls).l ,

To correct for direct range restriction on the. predlctor when no third varia eec[
involved, the appropriate formula is as follows (this tormula can als.o pe us]ed(;;). corr
for direct range restriction on the criterion when no third variable is involved ).

S
Y = g a4
’N 5
1-r2+r? S;
§2

where r, is the estimated validity coefficient‘in the unrestricte_d s.amplfet.hr 131-:2:
obtained coefficient in the restricted sample. § is the standard deviation of the
stricted sample. and s is the standard deviation of the resmctgd sa7n;ple. b avail
In practice. all of the information necessary to use Equation 7-4 may no val
able. Thus, a second possible scenario is that selectlpn takes' place. on orl1(e vvi: e
(either the predictor or the criterion), but the unrestricted vananc;& 1s;10ft n(;ri[e.rion
example. this can happen to the criterion due tq turnover or'trans er before
data could be gathered. In this case, the appropriate formula is

2
= 1= =%

g2

(7-5)

where all symbols are defined as above. o ) '
In yet a third scenario, if incidental restriction takes place on third variable z and

the unrestricted variance on z is known, the formula for the unrestricted correlation
between x and y is
2,2
Tey ¥ Fox r:y(S: /sy -1) (7-6)

r, = .
) \/1 (82182 - 1)\F— rA(82 st 1)

In practice, there may be range restriction scenarios that are more d‘lttm(:ju\l,;:ﬁ
address with corrections. Such scenarios includc? ) th_05e w_here the unrestgcze) e
ance on the predictor. the criterion. or the thqu variable is unk(n(.)vxl;r; anF :tunalely
where there is simultaneous or sequentiaLrestnctmn ;)rsltmu;tllt:);;l: variables. Fo A

s to address each of these types of si . o
ther?\?;i:;ngi\\llrl?g;r, and Hanges (1984) described an approach to addreshs sﬁuatmr;(s)
where unrestricted variances are not known. For example. assume thatlt e scenar 0
includes direct restriction on the predictor x. but the unrestrigted variance on x 1

unknown. First, one computes Cohen’s (1959) rati(?. (87 /(x —‘k) ) ‘wheie 52 Lh; \a;lr;
ance in the restricted sample, ¥ is the mean of x tor the restricted sample. and k 1shas
estimate of the lowest possible x value that copld hav‘e ()ccurreq. Because this ra;;;)o N
a unique value for any point of selection. it is possible to esumaFe lhnla pro;c)lo tnzll
reduction in the unrestricted variance (i.e.. S} )‘base‘d on’lhls ‘ratlo. Ahexan. Zz e nd:
(1984) provided a table including various values for Cohen’s ratio {:mdht fa(l:)(l);rd:eocan
ing proportional reduction in variange. Based'on the value shown mdt' e oy ua.ti(m can
compute an estimate of the unrestricted variance that can be used in Eq .
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This procedure can also be used to estimate the (unknown) untestricted variance for
third variable z. and this information can be used in Equation 7-6.

Regarding simultaneous or sequential restriction of multiple variables. Lawley (1943)
derived what is called the multivariate correction formula. The multivariate correction
formula can be used when direct restriction (of one or two variables) and incidental
restriction take place simultaneously. Also, the equation can be used repeatedly when
restriction occurs on a sample that is already restricted. Although the implementation of
the multivariate correction is fairly complex, Johnson and Ree (1994) developed the com-
puter program RANGE]J, which makes this correction easy to implement.

In an empirical investigation of the accuracy of such statistical corrections, Lee,
Miller, and Graham (1982) compared corrected and uncorrected estimates of validity for
the Navy Basic Test Battery to the unrestricted true validity of the test. Groups of sailors
were selected according to five different selection ratios. In all cases, the corrected coetfi-
cients better estimated the unrestricted true validity of the test. However, later research
by Lee and Foley (1986) and Brown. Stout, Dalessio. and Crosby (1988) has shown that
corrected correlations tend to fluctuate considerably from test score range to test score
range. with higher validity coefficients at higher predictor score ranges, Indeed. if predic-
tor-criterion relationships are actually nonlinear, but a linear relationship is assumed,
application of the correction formulas will substantially overestimate the true population
correlation. Also, in some instances, the sign of the validity coefficient can change after a
correction is applied (Ree. Carretta. Earles, & Albert, 1994).

[tis also worth noting that corrected correlations did not have a known sampling
distribution until recently. However, Raju and Brand (2003) derived equations for the
standard error of correlations corrected for unreliability both in the predictor and
the criterion and for range restriction. So, it is now possible to assess the variability of
corrected correlations, as well as to conduct tests of statistical significance with
correlations subjected to a triple correction,

Although the test of statistical significance for the corrected correlation is robust
and Type [ error rates are kept at the prespecified level, the ability consistently to
reject a false null hypothesis correctly remains questionable under certain conditions
(i.e.. statistical power does not reach adequate levels). The low power observed may be
due to the fact that Raju and Brand’s (2003) proposed significance test assumes that
the corrected correlations are normally distributed. This assumption may not be ten-
able in many meta-analytic databases (Steel & Kammeyer-Mueller, 2002). Thus. “there
is a definite need for developing new significance tests for correlations corrected for
unreliability and range restriction” (Raju & Brand. 2003, p. 66).

Finally, we emphasize that corrections are appropriate only when they are justified
based on the target population (i.e.. the population to which one wishes to generalize the
obtained corrected validity coefficient). For example, if one wishes to estimate the valid-
ity coefficient for future applicants for a job. but the coefficient was obtained using
a sample of current employees (already selected) in a concurrent validity study. then it
would be appropriate to use a correction. On the other hand, if one wishes to use the test
for prumotion purposes in a sample of similarly preselected employees. the correction
would not be appropriate. In general. it is recommended that both corrected and uncor-
rected coefficients be reported. together with information on the type of correction that
was implemented (AERA, APA & NCME, 1999, p. 159). This is particularly important in
situations when unmeasured variables play a large role (Sackett & Yang. 2000).
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Position in the Employment Process

Estimates of validity based on predictive designs may differ depending on whether
fferences is used as an initial selection device or as a final

a measure of individual di
or is used as an initial

hurdle. This is because variance is maximized when the predict
device (i.e.. a more heterogencous group of individuals provides data) and variance is
often restricted when the predictor is used later on in the selection process (i.e..a more
homogeneous group of individuals provides data).

Form of the Predictor-Criterion Relationship

Scattergrams depicting the nature of the predictor-criterion relationship always
should be inspected for extreme departures from the statistical assumptions on
which the computed measure of relationship is based. If an assumed type of relation-
ship does not correctly describe the data, validity will be underestimated. The com-
putation of the Pearson product-moment correlation coefficient assumes that both
variables are normally distributed, that the relationship is linear, and that when the
bivariate distribution of scores (from low to high) is divided into segments. the
column variances are equal. This is called homoscedasticity. In less technical terms,
this means that the data points are evenly distributed throughout the regression line
and the measure predicts as well at high score ranges as at low score ranges (Aguinis,
Petersen, & Pierce. 1999: Aguinis & Pierce, 1998). In practice, researchers rarely
check for compliance with these assumptions (Weinzimmer, Mone, & Alwan, 1994).
and the assumptions often are not met. In one study (Kahneman & Ghiselli, 1962).
approximately 40 percent of the validities examined were nonlinear and/or
heteroscedastic. Generally, however, when scores on the two variables being related
are normally distributed, they also are homoscedastic. Hence. if we can justify the
normalizing of scores, we are very likely to have a relationship that is homoscedastic
as well (Ghiselli et al., 1981).

CONSTRUCT-RELATED EVIDENCE

Neither content- nor criterion-related validity strategies have as their basic objective
the understanding of a trait or construct that a test measures. Content-related evidence
is concerned with the extent to which items cover the intended domain, and criterion-
related evidence is concerned with the empirical relationship between a predictor and
a criterion. Yet. in our quest for improved prediction, some sort of conceptual frame-
work is required to organize and explain our data and to provide direction for further
investigation. The conceptual framework specifies the meaning of the construct, distin-
guishes it from other constructs, and indicates how measures of the construct should
relate to other variables (AERA. APA. & NCME, 1999). This is the function of
construct-related evidence of validity. It provides the evidential basis for the interpre-
tation of scores (Messick, 1995).

Validating inferences about a construct requires a demonstration that a testmea-
sures a specific construct that has been shown to be critical for job performance.
Once this is accomplished, then inferences about job performance from test scores
are. by logical implication. justified (Binning & Barrett. 1989). The focus is on a
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descriptiion of behavior that is broader and more abstract. Construct validation is not
accomp‘hshed in a single study; it requires an accumulation of evidence derived from
g}atr;ly .dlffer.enlt sources to determine the meaning of the test scores and an appraisal
empi:iléaslopcsgc;o;sequences (Messick, 1995). It is. therefore, both a logical and an
The process of construct validation begins with the formulation by the investigator
of hypotheses about the characteristics of those with high scores on a particular mea-
surement procedure, in contrast to those with low scores. Viewed in their entirety, such
hypotheses' form a tentative theory about the nature of the construct the test or ;)ther
procedure is believed to be measuring. These hypotheses then may be used to predict
how People at different score levels on the test will behave on certain other tests or in
certain defined situations.
N(?te that in this process the measurement procedure serves as a sign
(Wermmont & Campbell, 1968), clarifying the nature of the behavioral domain of
interest and thus the essential nature of the construct. The construct (e.g., mechani-
cal comprehension, social power) is defined not by an isolated event. bu; rather b
a nomological network—a system of interrelated concepts, propositions, and law);
that relates observable characteristics to other observables, observables t(,) theoreti-
cal constructs, or one theoretical construct to another theoretical construct
(Crlonbach & Meehl, 1955). For example, for a measure of perceived supervisor
social power (i.e., a supervisor’s ability to influence a subordinate as perceived b§
Fhe subordinate; Nesler, Aguinis, Quigley, Lee, & Tedeschi, 1999), one needs to spec-
ify th.e antecedents and the consequents of this construct. The nomological net“}ljork
may.mclu.de antecedents such as the display of specific nonverbal behaviors—e
mgkmg direct eye contact leading to a female (but not a male) supervisor bein egr-,
cglved as having high coercive power (Aguinis & Henle, 2001: Aguinis Simonsgeg &
Pierce, 19.98).—and a resulting dissatisfactory relationship with his or. her subor'di-
nate,.w.hlch‘ in turn, may adversely affect the subordinate’s job performance
(Aguinis, Nesler, Quigley. Lee, & Tedeschi, 1996).
Information relevant either to the construct or to the theory surrounding the
construct may be gathered from a wide variety of sources. Each can yield hypothe-

ses that enrich the definition of a cons .
truct. Among these source:
g ces of ev1dence are

1. iCt)euestions aSkf'd of teslz tzkers about their performance strategies or responses toparticular
ms or questions asked of raters about the reasons for their rati
: ings (AE
NCME. 1999; Messick. 1995). g (AERA.APA. &
2. Analyses of the internal consistency of the measurement procedure.

3. E{(pert judgment that the content or behavioral domain being sampled by the procedure per-
tains to the construct in question. Sometimes this has led to a confusion between content l:md
construct validities, but. since content validity deals with inferences about test construction,
while cons!ruct validity involves inferences about test scores, content validity. at be;st is um;
type of evidence of construct validity (Tenopyr. 1977). Thus. in one stud'v. (Schoe‘nfeldt
Schoe?'lfeldt, Acker, & Perlson, 1976). reading behavior was measured direétly from acluai
'mat.erlals read on the job rather than through an inferential chain from various presumed
indicators (e.g., a verbal ability score from an intelligence test). Test tasks and job tasks
:na;’c;;d so well that there was little question that common constructs underlay peréorm;;lce
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4. Correlations of a new procedure (purportedly a measure of some construct) with estab-
lished measures of the same construct. '

5. Factor analyses of a group of procedures, demonstrating whicb of them share common vari-
ance and thus measure the same construct (e.g., Shore & Tetrick. 1991).

6. Structural equation modeling (¢.g.. using such software packag.es as AMOS, EQS. (::1 LI?-
REL) that allows the testing of a measurement model that links ol?serv?d vanables to
underlying constructs and the testing of a structural model of the rfalallonshlps amItlmg cond-
structs (e.g.. Pierce. Aguinis, & Adams, 2000). For exampletVance. Coovert, M?cCa u(r;. :m
Hedge (1989) used this approach to enhance undcrslanfimg of how alternz'm)v; pre 1c_olrfs
(ability, experience. and supervisor support) relate to different types of cmcr{la (e:g.il:e e
supervisor. and peer ratings; work sample performgnce: an_d training success) a?ro(;sf re
categories of tasks (installation of engine parts, inspection of components.lfmbl o:;:i
completion). Such understanding might profitably be used to develop a generalizable
taxonomy. o

7. Ability of the scores derived from a measurement prchdure to separate nalurall)}l o.ccurlr]{ng
or experimentally contrived groups (group dlffcrenllam')n) orto demon'stlfale relationship
between differences in scores and other variables on which the groups differ.

8. Demonstrations of systematic relationships between scores from a'particular proccdl{re and
measures of behavior in situations where the construct of in[cniesl is thought to be an impor-
tant variable. For example, a paper-and-pencil instrument designed to measure anx1ely can
be administered to a group of individuals who subsequently are put through an ale1ity-
arousing situation such as a final examination. The pap.er—and-pencn'l test scores wou dt e/r\l
be correlated with the physiological measures of anxiety expression during the exam.
positive relationship from such an experiment would provide evidence that test scores do
reflect anxiety tendencies.

9. Convergent and discriminant validation. This purpose is closely related to procedures 3 and
4. Not only should scores that purportedly measure some construct be related to scores on
other measures of the same construct (convergent validation). but also they §hould be unre-
lated to scores on instruments that are not supposed to be measures of thal construct
(discriminant validation).

A systematic experimental procedure for analyzing convergent‘and discriminant
validities has been proposed by Campbell and Fiske (1959),They pmpted out 'that any
test (or other measurement procedure) is really a Irap-method unit—that I[S{ a thl
measures a given trait by a single method. Therefore, since we want to know the rela-
tive contributions of trait and method variance to test scores, we must study more Fhan
one trait (e.g..dominance, affiliation) and use more thfm one‘method (e.g.. peer ratlngs,
interviews). Such studies are possible using a multitrait-multimethod (MTMM) matrix

(see Figure 7-2).

FIGURE 7:3. Example of a multitrait-multimethod matrix.

Method 1 Metfod 2
Traits Al B1 A2 B2
Method 1 Al a
Bl b
Method 2 A2 c
B2 d
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An MTMM matrix is simply a table displaying the correlations among (a) the
same trait measured by the same method, (b) different traits measured by the same
method. (c) the same trait measured by different methods. and (d) different traits mea-
sured by different methods. The procedure can be used to study any number and vari-
ety of traits measured by any method. In order to obtain satisfactory evidence for the
validity of a construct, the (c) correlations (convergent validities) should be larger than
zero and high enough to encourage further study. In addition. the (c) correlations
should be higher than the (b) and (d) correlations (i.e.. show discriminant validity).

For example. if the correlation between interview (method 1) ratings of two Suppos-
edly different traits (e.g.. assertiveness and emotional stability) is higher than the correla-
tion between interview (method 1) ratings and written test (method 2) scores that
supposedly measure the same trait (e.g.. assertiveness). then the validity of the interview
ratings as a measure of the construct “assertiveness™ would be seriously questioned.

Note that in this approach reliability is estimated by two measures of the same
trait using the same method (in Figure 7-2, the (a) correlations), while validity is
defined as the extent of agreement between two measures of the same trait using dif-
ferent methods (in Figure 7-2, the (c) correlations). Once again, this shows that the
concepts of reliability and validity are intrinsically connected and a good understand-
ing of both is needed to gather construct-related validity evidence.

Although the logic of this method is intuitively compelling, it does have certain
limitations, principally. (1) the lack of quantifiable criteria, (2) the inability to account
for differential reliability, and (3) the implicit assumptions underlying the procedure
(Schmitt & Stults, 1986). One such assumption is the requirement of maximally dissim-
ilar or uncorrelated methods, since, if the correlation between methods is 0.0, shared
method variance cannot affect the assessment of shared trait variance.

When methods are correlated, however, confirmatory factor analysis should be
used. Using this method, researchers can define models that propose trait or method
factors (or both) a priori and then test the ability of such models to fit the data. The
parameter estimates and ability of alternative models to fit the data are used to assess
convergent and discriminant validity and method-halo effects, In fact, when methods
are correlated, use of confirmatory factor analysis instead of the MTMM approach may
actually reverse conclusions drawn in prior studies (Williams, Cote, & Buckley, [989).

When analysis begins with multiple indicators of each Trait X Method combina-
tion, second-order or hierarchical confirmatory factor analysis (HCFA) should be used
(Marsh & Hocevar, 1988). In this approach. first-order factors defined by multiple
items or subscales are hvpothesized for each scale, and the method and trait factors are
proposed as second-order factors,

HCFA supports several important inferences about the latent structure underlying
MTMM data beyond those permitted by traditional confirmatory factor analysis
(Lance, Teachout, & Donnelly, 1992):

L A satisfactory first-order factor model establishes that indicators have been assigned cor-
rectly to Trait X Method units,
2. Given a satisfactory measurement model. HCFA separates measurement error from unique

systematic variance. They remain confounded in traditional con firmatory factor analyses of
MTMM data.

3. HCFA permuts inferences regarding the extent to which traits and measurement methods
are correlated.
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Tlustration
A construct validation paradigm designed to study predictor-job performance linkages
in the Navy recruiter’s job was presented by Borman, Rosse, and Abrahams (1980) and
refined and extended by Pulakos. Borman. and Hough (1988). Their approach is
described here. since it illustrates nicely interrelationships among the sources of
construct-related evidence presented earlier. Factor analyses of personality and voca-
tional interest items that proved valid in a previous Navy recruiter test validation study
yielded several factors that were interpreted as underlying constructs (e.g.. selling
skills, human relations skills), suggesting individual differences potentially important
for success on the recruiter job. New items, selected or written to tap these constructs,
along with the items found valid in the previous recruiter study, were administered to
a separate sample of Navy recruiters. Peer and supervisory performance ratings also
were gathered for these recruiters. .
Data analyses indicated good convergent and discriminant validities in measuring
many of the constructs. For about half the constructs, the addition of new items
enhanced validity against the performance criteria. This approach (i.e.. attempting to
discover. understand, and then confirm individual differences constructs that are impor-
tant for effectiveness on a job) is a workable strategy for enhancing our understanding
of predictor-criterion relationships and an important contribution to personnel selec-
tion research.

CROSS-VALIDATION

The prediction of criteria using test scores is often implemented by assuming a linear
and additive relationship between the predictors (i.e.. various tests) and the criterion.
These relationships are typically operationalized using ordinary least squares (OLS)
regression, in which weights are assigned to the predictors so that the difference
between observed criterion scores and predicted criterion scores is minimized (see
Appendix B).

The assumption that regression weights obtained from one sample can be used
with other samples with a similar level of predictive effectiveness is not true in most
situations. Specifically, the computation of regression weights is affected by idiosyn-
crasies of the sample on which they are computed. and it capitalizes on chance fac-
tors so that prediction is optimized in the sample. Thus, when weights computed in
one sample (i.e., current employees) are used with a second sample from the same
population (i.e., job applicants), the multiple correlation coefficient is likely to be
smaller. This phenomenon has been labeled shrinkage (Larson, 1931). Shrinkage is
likely to be especially large when (1) initial validation samples are small (and.
therefore. have larger sampling errors), (2) a *“shotgun™ approach is used (i.e., when
a miscellaneous set of questions is assembled with little regard to their relevance to
criterion behavior and when all items subsequently are retained that yield signifi-
cant positive or negative correlations with a criterion). and (3) when the number of
predictors increases (due to chance factors operating in the validation sample).
Shrinkage is likely 10 be less when items are chosen on the basis of previously
formed hypotheses derived from psychological theory or on the basis of past with
the criterion (Anastasi. 1988).
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Given the possibility of shrinkage, an important question is the extent to which
weights derived from a sample cross-validate (i.c.. generalize). Cross-validity (i.e.. p,)
refers to whether the weights derived from one sample can predict outcomes/ to the
same degree in the population as a whole or in other samples drawn from the same
population. If cross-validity is low. the use of assessment tools and prediction systems
derived from one sample may not be appropriate in other samples from the same
population. Unfortunately. it seems researchers are not aware of this issue. A review of
articles published in Academy of Management Journal, Administrative Science Quarterly,
and Strategic Management Journal between January 1990 and December 1995 found that
none of the articles reviewed reported empirical or formula-based cross-validation
estimates (St. John & Roth, 1999). Fortunately there are procedures available to com-
pute cross-validity. Cascio and Aguinis (2001) provided detailed information on two
types of approaches: empirical and statistical.

Empirical Cross-validation

The empirical strategy consists of fitting a regression model in a sample and using the
resulting regression weights with a second independent cross-validation sample. The
multiple correlation coefficient obtained by applying the weights from the first (i.e.,
“derivation”) sample to the second (i.e., “cross-validation”) sample is used as an esti-
mate of p.. Alternatively. only one sample is used, but it is divided into two subsamples,
thus creating a derivation subsample and a cross-validation subsample. This is known
as a single-sample strategy.

Statistical Crovas-validation
The statistical strategy consists of adjusting the sample-based multiple correlation
coefficient (R) by a function of sample size (N) and the number of predictors (k).
Numerous formulas are available to implement the statistical strategy (Raju, Bilgic,
Edwards, & Fleer. 1997). The most commonly implemented formula to estimate cross-
validity (i.e., p,) is the following (Browne, 1975):

pz:(fV—k—3)P4+PZ

. 77
(N =2k -2)p%+p

where pis the population multiple correlation. The squared multiple correlation in the

population. p?. can be computed as follows:

N -1 2

2
Zo-—2 7 (1-R? 7-8
P N—k-1 ) 9

Note that Equation 7-8 is what most computer outputs label “adjusted R?” and is
only an intermediate step in computing cross-validity (i.e., Equation 7-6). Equation 7-8
does not directly address the capitalization on chance in the sample at hand and
addresses the issue of shrinkage only partiaily by adjusting the multiple correlation
coefficient based on the sample size and the number of predictors in the regression
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model (St. John & Roth. 1999). Unfortunately there is confusion regarding estimators
of p? and pZ, as documented by Kromrey and Hines (1995. pp. 902-903). The obtained
“adjusted R?” does not address the issue of prediction optimization due to sample
idiosyncrasies and, therefore, underestimates the shrinkage. The use of Equation 7-7
in combination with Equation 7-8 addresses this issue.

Compardion of Empirical and Statistical Strategics
Cascio and Aguinis (2001) reviewed empirical and statistical approaches and concluded
that logistical considerations, as well as the cost associated with the conduct of empirical
cross-validation studies, can be quite demanding. In addition, there seem to be no
advantages to implementing empirical cross-validation strategies. Regarding statistical
approaches, the most comprehensive comparison of various formulae available to date
was conducted by Raju, Bilgic, Edwards, and Fleer (1999), who investigated 11 cross-
validity estimation procedures. The overall conclusion of this body of research is that
Equation 7-7 provides accurate results as long as the total sample size is greater than 40.

The lesson should be obvious. Cross-validation, including rescaling and reweight-
ing of items if necessary. should be continual (we recommend it annually), for as values
change, jobs change, and people change, so also do the appropriateness and usefulness
of inferences made from test scores.

GATHERING VALIDITY EVIDENCE WHEN LOCAL VALIDATION
IS NOT FEASIBLE

In many cases, local validation may not be feasible due to logistics or practical
constraints. For example, small organizations find it extremely difficult to conduct
criterion-related and construct-related validity studies. Only one or. at most, several
persons occupy each job in the firm. and, over a period of several years, only a few
more may be hired. Obviously, the sample sizes available do not permit adequate pre-
dictive studies to be undertaken. Fortunately, there are several strategies available to
gather validity evidence in such situations. These include synthetic validity, test trans-
portability, and validity generalization.

Synthetic Validity

Synthetic validity (Balma, 1959) is the process of inferring validity in a specific
situation from a systematic analysis of jobs into their elements, a determination of
test validity for these elements, and a combination or synthesis of the elemental
validities into a whole (Johnson, Carter, Davison, & Oliver, 2001). The procedure
has a certain logical appeal. As was pointed out in Chapter 4. criteria are multi-
dimensional and complex, and. if the various dimensions of job performance are
independent, each predictor in a battery may be validated against the aspect of job
performance it is designed to measure. Such an analysis lends meaning to the pre-
dictor scores in terms of the multiple dimensions of criterion behavior. Although
there are several operationalizations of synthetic validity (Jeanneret, 1992). all the
available procedures are based on the common characteristic of using available
information about a job to gather evidence regarding the job-relatedness of a test
(Hoffman & McPhail. [998).
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For example, the jobs clerk, industrial products salesperson, teamster, and teacher
are different, but the teacher and salesperson probably share a basic requirement of ver-
bal fluency: the clerk and teamster, manual dexterity; the teacher and clerk, numerical
aptitude; and the salesperson and teamster, mechanical aptitude. Although no one test or
other predictor is valid for the total job, tests are available to measure the more basic job
aptitudes required. To determine which tests to use in selecting persons for any particu-
lar job, however, one first must analyze the job into its elements and specify common
behavioral requirements across jobs. Knowing these elements, one then can derive the
particular statistical weight attached to each element (the size of the weight is a function
of the importance of the element to overall job performance). When the statistical
weights are combined with the test element validities, it is possible not only to determine
which tests to use. but also to estimate the expected predictiveness of the tests for the job
in question. Thus, a “synthesized valid battery” of tests may be constructed for each job.
The Position Analysis Questionnaire (McCormick, Jeanneret, & Mecham, 1972), a job
analysis instrument that includes generalized behaviors required in work situations, rou-
tinely makes synthetic validity predictions for each job analyzed. Predictions are based
on the General Aptitude Test Battery (12 tests that measure aptitudes in the following
areas: intelligence, verbal aptitude, numerical aptitude, spatial aptitude, form perception,
clerical perception, motor coordination, finger dexterity, and manual dexterity).

Research to date has demonstrated that synthetic validation is feasible (Jeanneret,
1992) and legally acceptable (Trattner, 1982) and that the resulting coefficients are
comparable to (albeit slightly lower than) validity coefficients resulting from criterion-
related validation research (Hoffman & McPhail, 1998). In addition, Hollenbeck and
Whit  r (1988) showed that the order of validation and aggregation need not be
fixed. That is, it is possible to aggregate across job elements and elemental performance
ratings and then to assess test-job performance relationships empirically. Doing
so reduces the sample sizes required for synthetic validity and may allow more small
businesses to use this procedure.

Test Transportability

Test transportability is another strategy available to gather validity evidence when
a local validation study is not feasible. The Uniform Guidelines on Employee Selection
Procedures (1978) notes that, to be able to use a test that has been used elsewhere
locally without the need for a local validation study, evidence must be provided regard-
ing the following (Hoffman & McPhail, 1998):

s The results of a criterion-related validity study conducted at another localion

o The results of a test fairness analysis based on a study conducted at another location where
technically feasible (test fairness is discussed in detail in Chapter 8)

e The degree of similarity between the job performed by incumbents locally and that per-
formed at the location where the test has been used previously: this can be accomplished
by using task- or worker-oriented job analysis data (Hoffman. 1999; job analysis is dis-
cussed in detail in Chapter 9)

e The degree of similarity between the applicants in the prior and local settings

Given that data collected in other locations are needed, many situations are likely
to preclude gathering validity evidence under the test transportability rubric. On the
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other hand, the test transportability option is a good possibility when a test publisher
has taken the necessary steps to include this option while conducting the original
validation research (Hoffman & McPhail, 1998).

Validity Generalization

A meta-analysis is a literature review that is quantitative as opposed to narrative in
nature (Hedges & Olkin, 1985; Huffcut, 2002; Hunter & Schmidt, 1990: Rothstein.
McDaniel. & Borenstein, 2002). The goals of a meta-analysis are to understand the
relationship between two variables across studies and the variability of this relation-
ship across studies (Aguinis & Pierce. 1998). In personnel psychology. meta-analysis
has been used extensively to provide a quantitative integration of validity coefficients
computed in different samples. The application of meta-analysis to the employment
testing literature was seen as necessary. given the considerable variability from study to
study in observed validity coefficients and the fact that some coefficients are statisti-
cally significant. whereas others are not (Schmidt & Hunter. 1977), even when jobs and
tests appear to be similar or essentially identical (Schmidt & Hunter, 2003a). If, in fact,
validity coefficients vary from employer to employer, region to region, across time
periods, and so forth, the situation specificity hypothesis would be true, local empirical
validation would be required in each situation, and it would be impossible to develop
general principles and theories that are necessary to take the field beyond a mere tech-
nology to the status of a science (Guion, 1976). Meta-analyses conducted with the goal
of testing the situational specificity hypothesis have been labeled validity generaliza-
tion (VG) studies (Schmidt & Hunter, 2003b).

VG studies have been applied to over 500 bodies of research in employment selec-
tion, each one representing a different predictor-criterion combination (Schmidt &
Hunter, 2003b). Rothstein (2003) reviewed several such studies demonstrating validity
generalization for such diverse predictors as grade point average (Roth, BeVier,
Switzer, & Schippmann, 1996), biodata (Rothstein, Schmidt, Erwin, Owens, & Sparks,
1990), and job experience (McDaniel, Schmidt, & Hunter, 1988). But note that there is
a slight difference between testing whether a validity coefficient generalizes and
whether the situation-specificity hypothesis is true (Murphy. 2000,2003). The VG ques-
tion is answered by obtaining a mean validity coefficient across studies and comparing
it to some standard (e.g.. if 90 percent of validity coefficients are greater than .10, then
validity generalizes). The situation-specificity question is answered by obtaining a mea-
sure of variability (e.g., SD) of the distribution of validity coefficients across studies.
Validity may generalize because most coefficients are greater than a preset standard,
but there still may be substantial variability in the coefficients across studies (and. in
this case, there is a need to search for moderator variables that can explain this
variance; Aguinis & Pierce. 1998).

If a VG study concludes that validity for a specific test-performance relation-
ship generalizes, then this information can be used in licu of a local validation study.
This allows small organizations to implement tests that have been used elsewhere
without the need to collect data locally. However. there is still a need to understand
the job duties in the local organization. In addition, sole reliance on VG evidence to
support test use is probably premature. A review of the legal status of VG (Cascio &
Aguinis, 2004) revealed that only three cases that relied on VG have reached the
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appeals-court level, and courts do not always accept VG evidence. For example, in
Bernard v. Gulf Oil Corp. (1989), the court refused VG evidence by disallowing the
argument that validity coefficients from two positions within the same organization
indicate that the same selection battery would apply to other jobs within the com-
pany without further analysis of the other jobs. Based on this and other evidence,
Landy (2003) concluded that “anyone considering the possibility of invoking VG as
the sole defense for a test or test type might want to sertously consider including
additional defenses (e.g., transportability analyses) and would be well advised to
know the essential duties of the job in question, and in its local manifestation, well”

(p. 189).

How to Conduct a VG Study
Generally the procedure for conducting a VG study is as follows:

1. Calculate or obtain the validity coefficient for each study included in the review, and com-
pute the mean coefficient across the studies.
2. Calculate the variance of the validity coefficient across studies.
. Subtract from the result in Step 2 the amount of variance due to sampling error: this yields
an estimate of the variance of r in the population.

4. Correct the mean and variance for known statistical artifacts other than sampling error
(e.g.. measurement unreliability in the criterion, artificial dichotomization of predictor and
criterion variables, range variation in the predictor and the criterion).

5. Compare the corrected standard deviation to the mean to assess the amount of potential

‘ation in results across studies.

6. It large variation still remains (e.g.. more than 25 percent). select moderator variables (i.e.,
variables that can explain this variance; see Chapter 12). and perform meta-analysis on sub-
groups (Aguinis & Pierce, 1998). )
As an example, consider five hypothetical studies that investigated the relationship

between an employment test X and job performance:

W

Study 1 2 3 4 5
Sample size (1) 823 95 72 46 206
Correlation (r) 147 155 278 329 20
b
Stepl:  p=20-17
2/1,
2

_rF2
Step 2: 0',2 =28 - 002

n,

2 2 (1-7%y

Step3: 0,=0, - ol. Where g° = =.0038, and. therefore,

o =002 - 0038 = -.0018

This implies that the variability of validity coefficients across studies, taking into
account sampling error, is approximately zero.
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Step4:  This step cannot be done based on the data available. Corrections could be
tmplemented. however, by using information about artifacts. This informa-
tion can be used for several purposes: (a) to correct each validity coefficient
individually by using information provided in each study (e.g.. estimates of
reliability for each validity coefficient and degree of range restriction for
each criterion variable); or (b) to correct p and 0, by using artifact
information gathered from previous research (i.e., artifact distributions in
meta-analyses). Because information about artifacts is usually not available
from individual studies, about 90 percent of meta-analyses that implement
corrections use artifact-distribution methods (Schmidt & Hunter, 2003b).

StepS:  The best estimate of the relationship in the population between the construct
measured by test X and performance in this hypothetical example is .17, and
all the coefficients are greater than approximately .15. This seems to be a use-
ful level of validity, and. therefore, we conclude that validity generalizes. Also,
differences in obtained correlations across studies are due solely to sampling
error, and, therefore, there is no support for the situation specificity hypothe-
sis, and there is no need to search for moderators (so Step 6 is not needed).

Given the above results. we could use test X locally without the need for an

additional validation study (assuming the jobs where the studies were conducted and
the job in the present organization are similar). However, meta-analysis, like any other
data analysis technique, is no panacea (Bobko & Stone-Romero, 1998), and the conduct
of VG includes technical difficulties that can decrease our level of confidence in the
results. Fortunately, severai refinements to VG techniques have been offered in recent
years. Consider the following selected set of improvements:

1. The estimation of the sampling error variance of the validity coefficient has been improved

(e.g., Aguinis, 2001; Aguinis & Whitehead. 1997).

2. The application of Bayesian models allows for the use of previous distributions of validity

coefficients and the incorporation of any new studies without the need to rerun the entire
VG study (Brannick, 2001; Brannick & Hall, 2003).

3. There is an empbhasis not just on confidence intervals around the mean validity coefficient.

but also on credibility intervals (Schmidt & Hunter, 2003a). Because the iower bound of
a credibility interval is used to infer whether validity generalizes. the emphasis on credibil-
ity intervals is likely to help the understanding of differences between validity generaliza-
tion and situation specificity tests.

4. There is a clearer understanding of differences between random-effects and fixed-effects

w

models (Field, 2001: Hall & Brannick. 2002). Fixed-effects models assume that the same
validity coefficient underlies all studies included in the review, whereas random-effects
models do not make this assumption and are more appropriate when situation specificity is
expecled. There is now widespread realization that random-effects models are almost
always more appropriate than fixed-effects models (Schmidt & Hunter, 2003a).

. New methods for estimating p and O, are offered on a regular basis. For example, Raju

and Drasgow (2003) derived maximum-likelihood procedures for estimating the mean and
variance parameters when validity coefficients are corrected for unreliability and range
restriction. Nam, Mengersen. and Garthwaite (2003) proposed new methods for conducting
so-called multivariate meta-analysis involving more than one criterion.

Given the proliferation of methods and approaches, some researchers have advocated tak-
ing the best features of each method and combining them into a single meta-analytic
approach (Aguinis & Pierce, 1998).
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Despite the above improvements and refinements, there are both conceptual and

methodological challenges in conducting and interpreting meta-analyses that should
be recognized. Here is a selective set of challenges:

1.

2.

8.

The use of different reliability coefficients can have a profound impact on the re§ult‘1r_1g cor-
rected validity coetficients (e.g.. the use of coefficient alpha versus interrater rehablh'ty: see
Chapter 5). There is a need to understand clearly what type of measurement error 1s cor-
rected by using a specific reliability estimate (DeShon, 2003). N
There are potential consiruct-validity problems when cumulating validity coeff1c1enAts.
Averaging study results when those studies used different measures causes a potential
“apples and oranges” problem (Bobko & Stone-Romero, 1998). FOF examgle, it may not
make sense to get an average of validity coefficients that are well estimated in one type of
sample (i.e.. based on applicant samples) and biased in anolhelj (e.gr. whferc undergradqate
students pose as potential job applicants for a hypothetical job in a hypothetical
organization). ' A

The statistical power to detect moderators is quite 1ow; specifically the re§1Qual variance
(i.e., variance left after subtracting variance due to sampling error and statistical amfacts')
may be underestimated (Sackett, 2003). This is ironic. given that advocates of meta-an@lysxs
state that one of the chief reasons for implementing the technique is inadequate staiistical
power of individual validation studies (Schmidi & Huater, 2003b). In general, the power to
detect differences in population validity coefficients of .1 to .2 is low when the numbgr (?f
coefficients cumulated is small (i.e., 10-15) and when sample sizes are about 100 (which is
typical in personnel psychology) (Sackett, 2003).

The domain of generalization of the predictor is often not sufficignt]y speciﬁed (Sackett,
2003). Take, for example, the result that the relationship belweep integrity tests e.md coun-
terproductive behaviors generalizes (Ones, Viswesvaran. & Schr.mdt, 1993). What is the pre-
cise domain for “integrity tests” and “counterproductive behaviors,” and what are the jobs
and settings for which this relationship generalizes? In the case of the Ones et al. (1993) VG
study, about 60 to 70 percent of coefficients come from three tests (?nly (Sackett, 2003). So.
given that three tests coniributed the majority of validity coefficients, results about the
generalizability of ail types of integrity tests may not be warranted.

The sample of studies cumulated may not represent the population of the studies‘ Forexam-
ple. published siudies tend to report validity coefficients larger the?n‘ unpubl{sl?ed stud{es,
This is called the file-drawer problem because studies with high validity coefficients, which
are also typically statistically significant. are successful in the peer-review process and are
published, whereas those with smaller validity coefficients are not (Rosenthal, 1995).
Attention needs to be paid to whether there are inlerrelationships among moderators. Eor
example, Sackett (2003) described a VG study of the integrity testmg{.oumerprgductwe
behaviors lilerature showing that type of test (of three types included in the review) and
type of design (i.c.. self-report crileria versus external Crilcria') were cf)rppletelx con-
founded. Thus, conclusions about which type of test yielded the highest validity c'oetflctxe'nl
were. in fact. reflecting different types of designs and not necessarily a difference in validity
across types of lests. .
There is a need to consider carefully the type of design used in the original studies
before effect sizes can be cumulated properly. Specitically, eftect sizes derivgd from matched-
groups or repealed-measures designs for which there ¢xist§ a correlation between the
measures often lead to overestimation of effects (Dunlap, Cortina. Vaslow, & Burke, 1996).
When statistical artitacts (e.g.. range restriction) are correlated with si!uational‘ variab\e.s
(e.g..organizational climate), the implementation of corrections may mask situational vari-
ations (James, Demaree, Mulaik, & Ladd, 1992).
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9. When statistical artifacts are correlated with each other, corrections may lead to overesti-
mates of validity coefficients.
10. Regarding tests for moderators, authors often fail to provide all the information needed for
readers to test for moderators and to interpret results thal are highly variable (Cortina.
2003).

Virtually every one of the conceptual and methodological challenges listed above
represents a “judgment call” that a researcher needs to make in conducting a VG
study (Wanous, Sullivan. & Malinak. [989). The fact that so many judgment calls are
involved may explain why there are meta-analyses reporting divergent results
although they have examined precisely the same domain. For example, three meta-
analyses reviewing the relationship between the “Big Five™ personality traits and job
performance were published at about the same time, and yet their substantive conclu-
sions differ (Barrick & Mount, 1991; Hough, 1992: Tett, Jackson. & Rothstein, 1991).

Inconsistent VG results such as those found in the personality-performance rela-
tionship led Landy (2003) to conclude that “one could make the case that there is as
much subjectivity and bias in meta-analyses as there is in traditional literature reviews.
But, with meta-analysis. at least there is the appearance of precision™ (p. L78). This
raises a final point: To be useful, statistical methods must be used thoughtfully. Data
analysis is an aid to thought, not a substitute for it. Careful quantitative reviews that
adhere to the following criteria can play a useful role in furthering our understanding
of organizational phenomena (Bullock and Svyantek. 1985; Rosenthal, 1995):

1. Use a theoretical mode] as the basis of the meta-analysis research and test hypotheses from
that model.

[dentify precisely the domain within which the hypotheses are to be tested.

3. Include all publicly available studies in the defined content domain (not just published or
easily available studies).

1

4. Avoid selecting studies based on criteria of methodological rigor, age of study, or publica-
tion slatus.

5. Publish or make available the final list of studies used in the analysis.

6. Select and code variables on theoretical grounds rather than convenience.

7. Provide detailed documentation of the coding scheme and the resolution of problems in
applying the coding scheme. including estimation procedures used for missing data.

8. Use multiple raters to apply the coding scheme and provide a rigorous assessment of inter-
rater reliability.

9. Report all variables analyzed in order 10 avoid problems of capitalizing on chance relation-
ships in a subset of variables.

10. Provide a visual display of the distribution of effect sizes.

11. Conduct a file-drawer analysis (i.e., determine how many additional studies with null effects
would be required to obtain an overall validity coefficient that is not different from zero).

12. Publish or make available the data set used in the analysis.
13. Consider alternative explanations for the findings obtained.
14. Limit generalization of results to the domain specified by the research.

15, Report study characteristics to indicate the nature and limils of the domain actually
analyzed.

16. Report the entire study in sufficient detail (o allow for direct replication.
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Application of Alternative Validation Strategies: Illustration

As i the case of content-, criterion-. and construct-related evidence, the various strate-
gies available to gather validity evidence when the conduct of a local valid.ation.study
is not possible are not mutually exclusive. In fact. as noted above in the discussion of
VG. the use of VG evidence alone is not recommended.

Hoffman, Holden, and Gale (2000) provide an excellent illustration of a validation
effort that included a combination of strategies. Although the project was not con-
ducted in a small organization, the study’s approach and methodology serve as an
excellent illustration regarding the benefits of combining results from various lines of
evidence, as is often necessary in small organizations. The goal of this validation proje?ct
was to gather validity evidence that would support the broader use of cognitive ability
tests originally validated in company-research projects. Overall, Hoffman et al. (2000)
worked on several lines of evidence including VG research on cognitive ability tests,
internal validation studies, and synthetic validity. The combination of these lines of evi-
dence strongly supported the use of cognitive ability tests for predicting training and
job performance for nonmanagement jobs.

Discussion Questions

1. What are some of the consequences of using incorrect reliability estimates that lead to over-
or underestimation of validity coefficients?
Explain why validity is a unitary concept.
What are the various strategies to quantify content-related validity?
Explain why construct validity is the foundation for all validity.
Why is cross-validation necessary? What is the difference between shrinkage and cross-
validation?
6. What factors might affect the size of a validity coefficient? What can be done to deal with
each of these factors?
7. Provide examples of situations where it would be appropriate and inappropriate to correct
a validity coefficient for the effects of range restriction.
8. What are some of the contributions of validity generalization to human resource selection?
9. What are some challenges and unresolved issues in implementing a VG study and using VG
evidence?
10. Whal are some of the similarities and differences in gathering validity evidence in large, as
compared to small. organizations?

BANESE i

In the last two chapters, we have examined applied measurement concepts that are
essential to sound employment decisions. These are useful tools that will serve the HR
specialist well. In the next chapter, we will use these concepts to take a closer lqok at
a topic that is widely debated in contemporary human resource management —fairness
in employment decisions.
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At a Glance

When it is technically feasible, users of selection measures should investigate
differences in prediction systems for racial, ethnic, and gender subgroups.
Traditionally, such investigations have considered possible differences in
subgroup validity coefficients (differential validity). However, a more complete
fairness assessment involves an examination of possible differences in standard
errors of estimate and in slopes and intercepts of subgroup regression lines
(differential prediction or predictive bias). Theoretically, differential validity and
differential prediction can assume numerous forms. but the preponderance of
the evidence indicates that both occur infrequently. However, the assessment of
differential prediction suffers from weaknesses that often lead to a Type 1l error
(i.e.. conclusion that there is no bias when there may be).

If a measure that predicts performance differentially for members of differ-
ent groups is, nevertheless. used for all applicants, then the measure may
discriminate unfairly against the subgroup(s) for whom the measure is less valid.
Job performance must be considered along with test performance because
unfair discrimination cannot be said to exist if inferior test performance by some
subgroup also is associated with inferior job performance by the same group.
Even when unfair discrimination does not exist, however, differences in
subgroup means can lead to adverse impact (i.e., differential selection ratios
across groups), which carries negative legal and societal consequences. Thus, the
reduction of adverse impact is an important consideration in using tests. Various
forms of test-score banding have been proposed to balance adverse impact and
societal considerations. The ultimate resolution of the problem will probably not
rest on technical grounds alone; competing values must be considered. Although
some errors are inevitable in employment decisions, the crucial question
is whether the use of a particular method of assessment results in less
organizational and social cost than is now being paid for these errors. consider-
ing all other assessment methods.

By nature and by necessity, measures of individual differences are discriminatory. This is
as it should be, since in employment settings random acceptance of candidates can only
lead to gross misuse of human and economic resources (unless the job is so easy that any-
one can do it). To ignore individual differences is to abandon all the potential economic.
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societal, and personal advantages to be gained by taking into account individual patterns
of abilities and varying job requirements. In short. the wisest course of action lies in the
accurate matching of people and jobs. Such an approach begins by appraising individual
patterns of abilities through various types of selection measures. Such measures
are designed to discriminate, and. in order to possess adequate validity, they must do so.
If a selection measure is valid in a particular situation, then legitimately we may attach
a different behavioral meaning to high scores than we do to low scores. A valid selection
measure accurately discriminates between those with high and those with low probabili-
ties of success on the job. The crux of the matter, however. is whether the measure dis-
criminates unfairly. Probably the clearest statement on this issue was made by Guion
(1966): *Unfair discrimination exists when persons with equal probabilities of success on
the job have unequal probabilities of being hired for the job™ (p. 26).

The Uniform Guidelines on Employee Selection Procedures (1978). as well as the
Standards for Educational and Psychological Testing (AERA. APA, & NCME. 1999). rec-
ommend that users of selection measures investigate differences in patterns of association
between test scores and other variables for groups based on such variables as sex. ethnicity,
disability status, and age. Such investigations should be carried out. however, only when it
is technically feasible to do so—that is, when sample sizes in each group are sufficient for
reliable comparisons among groups and when relevant, unbiased criteria are available.

Unfortunately, fairness studies are technically feasible far less often than is commonly
believed. Samples of several hundred subjects in each group are required in order to pro-
vide adequate statistical power (Aguinis & Stone-Romero, 1997; Drasgow & Kang, 1984).
Furthermore, it is often very difficult to verify empirically that a criterion is unbiased.

In the past, investigations of fairness have focused on differential validity (i.e.. dif-
ferences in validity coefficients across groups) (Boehm, 1977). However, there is
a need to go beyond possible differences in validity coefficients across groups and
understand that the concept of differential validity is distinct from differential predic-
tion (Aguinis, 2004a, Bobko & Bartlett. 2004b). We need to compare prediction systems
linking the predictor and the criterion because such analysis has a more direct bearing
on issues of bias in selection than do differences in correlations only (Linn, 1978:
Hartigan & Wigdor, 1989). As noted in the Standards (AERA, APA, & NCME, 1999).
~correlation coefficients provide inadequate evidence for or against the differential
prediction hypothesis if groups or treatments are found not to be approximately equal
with respect to both test and criterion means and variances. Considerations of both
regression slopes and intercepts are needed” (p. 82). In other words, equal correlations
do not necessarily imply equal standard errors of estimate, nor do they necessarily
imply equal slopes or intercepts of group regression equations. With these cautions in
mind, we will consider the potential forms of differential validity, then the research
evidence on differential validity and differential prediction, and finally alternative
definitions of selection fairness and their practical implications.

ASSESSING DIFFERENTIAL VALIDITY

In the familiar bivariate scatterplot of predictor and criterion data, each dot represents
a person’s score on both the predictor and the criterion (see Figure 8-1). In this figure,
the dots tend to cluster in the shape of an ellipse, and, since most of the dots fall in
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quadrants 1 and 3. with relatively few dots in quadrants 2 and 4, positive validity exists.
If the relationship were negative (e.g., the relationship between the predictor conscien-
tiousness and the criterion counterproductive behaviors). most of the dots would fall in
quadrants 2 and 4.

Figure 8-1 shows that the relationship is positive and people with high (low) pre-
dictor scores also tend to have high (low) criterion scores. In investigating differential
validity for groups (e.g., ethnic minority and ethnic nonminority), if the joint
distribution of predictor and criterion scores is similar throughout the scatterplot in
each group, as in Figure 8-1, no problem exists, and use of the predictor can be con-
tinued. On the other hand, if the joint distribution of predictor and criterion scores is
similar for each group, but circular, as in Figure 8-2. there is also no differential valid-
ity, but the predictor is useless because it supplies no information of a predictive
nature. So there is no point in investigating differential validity in the absence of an
overall pattern of predictor-criterion scores that allows for the prediction of relevant
criteria.

Differential Validity and Adverse Impact

An important consideration in assessing differential validity is whether the test in ques-
tion produces adverse impact. The Uniform Guidelines (1978) state that a “selection

Performance criterion
Unsatisfactory Satisfactory

Reject Accept
FIGURE 8.2 Zero validi

Predictor score
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rate for any race. sex. or ethnic group which is less than four-fifths (4/5) (or eighty per-
cent) of the rate for the group with the highest rate will generally be regarded by the
Federal enforcement agencies as evidence of adverse impact, while a greater than four-
fifths rate will generally not be regarded by Federal enforcement agencies as evidence
ol adverse impact™ (p. 123). In other words, adverse impact means that members of one
group are selected at substantially greater rates than members of another group.
To understand whether this is the case. one then compares selection ratios across
the groups under consideration. For example, assume that the applicant pool consists
of 300 ethnic minorities and 500 nonminorities. Further, assume that 30 minorities are
hired. for a selection ration of SR, = 30/300 = .10, and that 100 nonminorities are hired,
for a selection ratio of SR, = 100/500 = .20. The adverse impact ratio is SR /SR, = .50,
which is substantially smaller than the suggested .80 ratio. Let’s consider various scenar-
ios relating differential validity with adverse impact. The ideas for many of the following
diagrams are derived from Barrett (1967) and represent various combinations of the
concepts illustrated in Figure 8-1 and §-2.

Figure 8-3 is an example of a differential predictor-criterion relationship that is
legal and appropriate. In this figure, validity for the minority and nonminority groups is
equivalent. but the minority group scores lower on the predictor and does poorer on
the job (of course, the situation could be reversed). In this instance, the very same fac-
tors that depress test scores may also serve to depress job performance scores. Thus,
adverse impact is defensible in this case, since minorities do poorer on what the orga-
nization considers a relevant and important measure of job success. On the other hand,
government regulatory agencies probably would want evidence that the criterion was
relevant, important, and not itself subject to bias. Moreover, alternative criteria that
result in less adverse impact would have to be considered, along with the possibility
that some third factor (e.g.. length of service) did not cause the observed difference in
job performance (Byham & Spitzer, [971).

An additional possibility. shown in Figure 8-4. is a predictor that is valid for the
combined group. but invalid for each group separately. In fact, there are several situa-
tions where the validity coefficient is zero or near zero for each of the groups, but the
validity coefficient in both groups combined is moderate or even large (Ree, Carretta,
& Earles, 1999). In most cases where no validity exists for either group individually.
errors in selection would result from using the predictor without validation or from
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failing to test for differential validity in the first place. The predictor in this case
becomes solely a crude measure of the grouping variable (e.g.. ethnicity) (Bartlett &
OLeary. 1969). This is the most clear-cut case of using selection measures to discrimi-
nate in terms of race. sex. or any other unlawful basis. Moreover, it is unethical to use
a selection device that has not been validated (see Appendix A).

It also is possible to demonstrate equal validity in the two groups combined with
unequal predictor means or criterion means and the presence or absence of adverse
impact. These situations. presented in Figures 8-5 and 8-6. highlight the need to exam-
ine differential prediction. as well as differential validity.

In Figure 8-5, members of the minority group would not be as likely to be selected,
even though the probability of success on the job for the two groups is essentially equal.
Under these conditions. an alterative strategy is to use separate cut scores in each group
based on predictor performance, while the expectancy of job performance success
remains equal. 'thus, a Hispanic candidate with a score of 65 on an interview may have
a 75 percent chance of success on the job. A white candidate with a score of 75 might
have the same 75 percent probability of success on the job. Although this situation might
appear disturbing initially, remember that the predictor (e.g., a selection interview) is
being used simply as a vehicle to forecast the likelihood of successful job performance.

Minority

Nonminority

Performance criterion
Unsatisfactory Satisfactory

Reject Accept FIGURE 8-5  Equal vatidity, ,

Predictor score uneijual predictor means.
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Nonminority

Minority

Performance criterion

Unsatisfactory Satisfactory

Reject Accept

Predictor score

The primary focus is on job performance rather than on predictor performance. Even
though interview scores may mean different things for different groups, as long as the
expectancy of success on the job is equal for the two (or more) groups, the use of sepa-
rate cut scores is justified. Indeed. the reporting of an expectancy score for each candi-
date is onc recommendation made by a National Academy of Sciences panel with
respect to the interpretation of scores on the General Aptitude Test Battery (Hartigan &
Wigdor, 1989). A legal caveat exists, however. In the United States, it is illegal to use dif-
ferent selection rules for identifiable groups in some contexts (Sackett & Wilk, 1994).

Figure 8-6 depicts a situation where, although there is no noticeable difference in
predictor scores, nonminority group members tend to perform better on the job than
minority group members (or vice versa). If predictions were based on the combined
sample, the result would be a systematic underprediction for nonminorities and a sys-
tematic overprediction for minorities. although there is no adverse impact. Thus, in this
situation, the failure to use different selection rules (which would yield more accurate
prediction for both groups) may put minority persons in jobs where their probability of
success is low and where their resulting performance only provides additional evidence
that helps maintain prejudice (Bartlett & (3’Leary, 1969). The nonminority individuals
also suffer. If a test is used as a placement device, for example, since nonminority per-
formance is systematically underpredicted, these individuals may well be placed in jobs
that do not make the fullest use of their talents.

In Figure 8-7, no differences between the groups exist either on predictor or on
criterion scores: yet the predictor has validity only for the nonminority group. Hence,
the selection measure should be used only with the nonminority group. since the job
performance of minorities cannot be predicted accurately. If the measure were used to
select both minority and nonminority applicants, no adverse impact would be found,
since approximately the same proportion of applicants would be hired from each
group. However, more nonminority members would suceced on the job, thereby rein-
iorcing past stereotypes about minority groups and hindering future attempts at equal
employment opportunity.

In our final example (see Figure 8-8). the two groups differ in mean criterion perfor-
mance as well as in validity. The predictor might be used to select nonminority applicants,
but should not be used to select minority applicants. Moreover, the cut score or decision
rule used to select nonminority applicants must be derived solely from the nonminority
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group, not from the combined group. If the minority group (for whom the predictor is not
valid) is included, overall validity will be lowered, as will the overall mean criterion score.
Predictions will be less accurate because the standard error of estimate will be inflated. As
in the previous example, the organization should use the selection measure only for the

nonminority group (taking into account the caveat above about legal standards) while”

continuing to search for a predictor that accurately forecasts minority job performance.

In summary, numerous possibilities exist when heterogeneous groups are combined
in making predictions. When differential validity exists, the use of a single regression line,
cut score, or decision rule can lead (o serious errors in prediction. While one legitimately
may question the use of race or gender as a variable in selection, the problem is really
one of distinguishing between performance on the selection measure and performance
on the job (Guion, 1965). If the basis for hiring is expected job performance and if differ-
ent selection rules are used to improve the prediction of expected job performance
rather than to discriminate on the basis of race. gender. and so on. then this procedure
appears both legal and appropriate. Nevertheless, the implementation of differential sys-
tems is difficult in practice because the fairness of any procedure that uses different stan-
dards for different groups is likely to be viewed with suspicion (“More.” 1989).
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Differential Validity: The Evidence

Let us be clear at the outset that evidence of differential validity provides information
only on whether a selection device should be used to make comparisons within groups.
Evidence of unfair discrimination between subgroups cannot be inferred from differ-
ences in validity alone: mean job performance also must be considered. In other words,
a selection procedure may be fair and yet predict performance inaccurately, or it may
discriminate unfairly and yet predict performance within a given subgroup with appre-
ciable accuracy (Kirkpatrick, Ewen, Barrett. & Katzell, 1968).

In discussing differential validity, we must first specify the criteria under which
differential validity can be said to exist at all. Thus, Boehm (1972) distinguished
between differential and single-group validity. Differential validity exists when
(1) there is a significant difference between the validity coefficients obtained for two
subgroups (e.g.. ethnicity or gender) and (2) the correlations found in one or both of
these groups are significantly different from zero. Related to, but different from differ-
ential validity is single-group validity. in which a given predictor exhibits validity sig-
nificantly different from zero for one group only and there is no significant difference
between the two validity coefficients.

Humphreys (1973) has pointed out that single-group validity is not equivalent to
differential validity, nor can it be viewed as a means of assessing differential validity.
The logic underlying this distinction is clear: To determine whether two correlations dif-
fer from each other, they must be compared directly with each other. In addition.a seri-
ous statistical flaw in the single-group validity paradigm is that the sample size is typically
smaller for the minority group, which reduces the chances that a statistically significant
validity coefficient will be found in this group. Thus, the appropriate statistical test is
a test of the null hypothesis of zero difference between the sample-based estimates of the
population validity coefficients. However, statistical power is low for such a test, and this
makes a Type II error (i.e., not rejecting the null hypothesis when it is false) more likely.
Theretore. the researcher who unwisely does not compute statistical power and plans
research accordingly is likely to err on the side of too few differences. For example, if the
true validities in the populations to be compared are .50 and .30, but both are attenuated
by a criterion with a reliability of .7, then even without any range restriction at all, one
must have 528 persons in each group to yield a 90 percent chance of detecting the exist-
ing differential validity at alpha = .05 (for more on this. see Trattner & O’Leary, 1980).

The sample sizes typically used in any one study are. therefore, inadequate to
provide a meaningful test of the differential validity hypothesis. However, higher sta-
tistical power is possible if validity coefficients are cumulated across studies, which can
be done using meta-analysis (as discussed in Chapter 7). The bulk of the evidence sug-
gests that statistically significant differential validity is the exception rather than the
rule (Schmidt, 1988; Schmidt & Hunter, 1981: Wigdor & Garner, 1982). In a compre-
hensive review and analysis of 866 black-white employment test validity pairs, Hunter,
Schmidt, and Hunter (1979) concluded that findings of apparent differential validity in
samples are produced by the operation of chance and a number of statistical artifacts.
True differential validity probably does not exist. In addition, no support was found for
the suggestion by Bochm (1972) and Bray and Moses (1972) that findings of validity
differences by race are associated with the use of subjective criteria (ratings, rankings.
etc.) and that validity differences seldom occur when more objective criteria are used.
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'Similar analyses of 1.337 pairs of validity coefficients from employment and edu-
cational tests for Hispanic Americans showed no evidence of differential validity
(Schmidt, Pearlman. & Hunter, 1980). Differential validity for males and females also
has been examined. Schmitt. Mellon, and Bylenga (1978) examined 6,219 pairs of
validity coefficients for males and females (predominantly dealing with educational
outcomes) and found that validity coefficients for females were slightly (<.05 correla-
tion units), but significantly larger than coefficients for males. Validities for males
exceeded those for females only when predictors were less cognitive in nature, such as
high school experience variables. Schmitt et al. (1978) concluded: “The magnitude of
the difference between male and female validities is very small and may make only
trivial differences in most practical situations™ (p. 150).

. I_n summary, available research evidence indicates that the existence of differential
va11d1'ty in well-controlled studies is rare. Adequate controls include large enough sam-
ple sizes in each subgroup to achieve statistical power of at least .80; selection of
pre(?lctors based on their logical relevance to the criterion behavior to be predicted;
unbiased, relevant, and reliable criteria; and cross-validation of results. y

s

ASSESSING DIFFERENTIAL PREDICTION AND MODERATOR
VARIABLES

The possibility of predictive bias in selection procedures is a central issue in any discussion
of fairness and equal employment opportunity (EEO). As we noted earlier, these issues
require a consideration of the equivalence of prediction systems for different groups.
Analyses of possible differences in slopes or intercepts in subgroup regression lines result
in more thorough investigations of predictive bias than does analysis of differential valid-
ity alone because the overall regression line determines how a test is used for prediction.
Lack of differential validity, in and of itself, does not assure lack of predictive bias.
Specifically the Standards (AERA, APA, & NCME, 1999) note: “When empirical
studies of differential prediction of a criterion for members of different groups are
conducted, they should include regression equations (or an appropriate equivalent)
corpputed separately for each group or treatment under consideration or an analysis in
which the group or treatment variables are entered as moderator variables” (Standard
7.6‘.p. 82). In other words, when there is differential prediction based on a grouping
v‘:irl.able such as gender or ethnicity, this grouping variable is called a moderator.
Similarly. the 1978 Uniform Guidelines on Employee Selection Procedures (Ledvinka
1979) adopt what is known as the Cleary (1968) model of fairness: 1

A test is biased for members of a subgroup of the population if, in the prediction
of a criterion for which the test was designed, consistent nonzero errors of pre-
diction are made for members of the subgroup. In other words, the test is biased
if the criterion score predicted from the common regression line is consistently
too high or too low for members of the subgroup. With this definition of bias,
there may be a connotation of “unfair,” particularly if the use of the test produces
a prediction that is too low. If the test is used for selection, members of a sub-
group may be rejected when they were capable of adequate performance. (p. L15)
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In Figure 8-3, although there are two separate ellipses, one for the minority
group and one for the nonminority. a single regression line may be cast for both
groups. So this test would demonstrate lack of differential prediction or predictive
bias. In Figure 8-6. however, the manner in which the position of the regression line
is computed clearly does make a difference. If a single regression line is cast for
both groups (assuming they are equal in size), criterion scores for the nonminority
group consistently will be underpredicted, while those of the minority group consis-
tently will be overpredicted. In this situation, there is differential prediction, and the
use of a single regression line is inappropriate, but it is the nonminority group that is
affected adversely. While the slopes of the two regression lines are parallel,
the intercepts are different. Therefore, the same predictor score has a different
predictive meaning in the two groups. A third situation is presented in Figure 8-8.
Here the slopes are not parallel. As we noted earlier, the predictor clearly is inap-
propriate for the minority group in this situation. When the regression lines are not
parallel, the predicted performance scores differ for individuals with identical test
scores. Under these circumstances, once it is determined where the regression lines
cross. the amount of over- or underprediction depends on the position of a predictor
score in its distribution.

So far, we have discussed the issue of differential prediction graphically. However,
a more formal statistical procedure is available. As noted in Principles for the
Validation and Use of Personnel Selection Procedures (SIOP, 2003). "testing for predic-
tive bias involves using moderated multiple regression, where the criterion measure is
regressed on the predictor score, subgroup membership. and an interaction term
between the two™ (p. 32). In symbols, and assuming differential prediction is tested for
two groups (e.g.. minority and nonminority), the moderated multiple regression
(MMR) model is the following:

Vea+hX+bZ+bXZ (8-1)

where Y is the predicted value for the criterion Y.a is the least-squares estimate of the
intercept, b, is the least-squares estimate of the population regression coefficient for
the predictor X, b, is the least-squares estimate of the population regression coefficient
for the moderator Z, and by is the least-squares estimate of the population regression
coefficient for the product term, which carries information about the moderating effect
of Z (Aguinis, 2004b). The modzrator Z is a categorical variable that represents the
binary subgrouping variable under consideration. MMR can also be used for situations
involving more than two groups (e.g.. three categories based on ethnicity). To do so, it
is necessary to include k -2 Z variables (or code variables) in the model. where k is the
number of groups being compared (see Aguinis. 2004b for details).

Aguinis (2004b) described the MMR procedure in detail. covering such issues as
the impact of using dummy coding (e.g.. minority: 1. nonminority: 0) versus other types
of coding on the interpretation of results. Assuming dummy coding is used, the statisti-
cal significance of b,, which tests the null hypothesis that B; = 0. indicates whether
the slope of the criterion on the predictor differs across groups. The statistical signifi-
cance of b,. which tests the null hypothesis that B, = 0, tests the null hypothesis that
groups differ regarding the intercept. Alternatively, one can test whether the addition
of the product term to an equation, including the first-order effects of X and Z,
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only produces a statistically significant increment in the proportion of variance
explained for Y (i.e.. R?).

Lautenschlager and Mendoza (1986) noted a difference between the traditional
“step-up” approach. consisting ol testing whether the addition of the product term
improves the prediction of ¥ above and beyond the first-order effects of X and Z. and
a “step-down” approach. The step-down approach cousists of making comparisons
between the following models (where all terms are as defined for Equation 8-1 above):

l:{)=11+b,X

2V =a+bX+b7Z+b,XZ
¥ =a+bX+bXZ
£V =a+bX+b2Z

First. one can test the overall hypothesis of differential prediction by comparing R
resulting from model 1 versus model 2. If there is a statistically significant difference. we
then explore whether differential prediction is due to differences in slopes. intercepts, or
both. For testing differences in slopes, we compare model 4 with model 2. and. for dif-
ferences in intercepts, we compare model 3 with model 2. Lautenschlager and Mendoza
(1986) used data from a military training school and found that using a step-up
approach led to the conclusion that there was differential prediction based on the slopes
only, whereas using a step-down approach led to the conclusion that differential predic-
tion existed based on the presence of both different slopes and different intercepts.

Differential Prediction: The Evidence

When prediction systems are compared, differences most frequently occur (if at all) in
intercepts. For example, Bartlett, Bobko, Mosier. and Hannan (1978) reported results
for differential prediction based on 1.190 comparisons indicating the presence of sig-
nificant slope differences in about 6 percent and significant intercept differences in
about |8 percent of the comparisons. In other words, some type of differential predic-
tion was found in about 24 percent of the tests. Most commonly the prediction system
for the nonminority group slightly overpredicted minority group performance. That is,
minorities would tend to do less well on the job than their test scores predict.

Similar results have been reported by Hartigan and Wigdor (1989). In 72 studies
on the General Ability Test Battery (GATB). developed by the U.S. Department of
Labor, where there were at least 50 African-American and 50 nonminority employees
(average n: 87 and 166, respectively), slope differences occurred less than 3 percent of
the time and intercept differences about 37 percent of the time. However, use of a sin-
gle prediction equation for the total group of applicants would not provide predictions
that were biased against African-American applicants, for using a single prediction
cquation slightly overpredicted performance by African Americans. In 220 tests each
of the slope and intercept differences between Hispanics and nonminority group mem-
bers. about 2 percent of the slope differences and about 8§ percent of the intercept dif-
ferences were significant (Schmidt et al.. 1980). The trend in the intercept differences
was for the Hispanic intercepts to be lower (i.e., overprediction of Hispanic job perfor-
mance), but firm support for this conclusion was lacking. The differential prediction o1
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the GATB using training performance as the criterion was more recently assessed in
a study including 78 immigrant and 78 Dutch trainee truck drivers (Nijenhuis &
van der Flier, 2000). Results using a step-down approach were consistent with the U.S.
findings in that there was little evidence supporting consistent differential prediction.

With respect to gender differences in performance on physical ability tests. there
were no significant differences in prediction systems for males and females in the pre-
diction of performance on outside telephone-craft jobs (Reilly. Zedeck. & Tenopyr.
1979). However, considerable differences were found on both test and performance
variables in the relative performances of men and women on a physical ability test for
police officers (Arvey et al., 1992). If a common regression line was used for selection
purposes, then women's job performance would be systematically overpredicted.

Differential prediction has also been examined for tests measuring constructs
other than general mental abilities. For instance, an investigation of three personality
composites from the U.S. Army’s instrument to predict five dimensions of job perfor-
mance across nine military jobs found that differential prediction based on sex
occurred in about 30 percent of the cases (Saad & Sackett, 2002). Differential predic-
tion was found based on the intercepts, and not the slopes. Overall, there was overpre-
diction of women'’s scores (i.e.. higher intercepts for men). Thus, the result regarding
the overprediction of women's performance parallels that of research investigating dif-
ferential prediction by race in the general mental ability domain (i.e., there is an
overprediction for members of the protected group).

Could it be that researchers find lack of differential prediction in part because the
criteria themselves are biased? Rotundo and Sackett (1999) examined this issue by test-
ing for differential prediction in the ability-performance relationship (as measured using
the GATB) in samples of African-American and white employees. The data allowed for
between-people and within-people comparisons under two conditions: (1) when all
employees were rated by a white supervisor and (2) when each employee was rated by
a supervisor of the same self-reported race. The assumption was that, if performance data
are provided by supervisors of the same ethnicity as the employees being rated, the
chances that the criteria are biased are minimized or even eliminated. Analyses including
25,937 individuals yielded no evidence of predictive bias against African Americans.

In sum. the preponderance of the evidence indicates an overall lack of differential
prediction based on ethnicity and gender for cognitive abilities and other types of tests
{Hunter & Schmidt. 2000). When differential prediction is found. results indicate that
differences lie in intercept differernces and not slope differences across groups and that
the intercept differences are such that the performance of women and ethnic minorities
is typically overpredicted.

Problems in Testing for Differential Prediction

In spite of these encouraging findings. research conducted over the past decade has
revealed that conclusions regarding the absence of slopc differences across groups may
not be warranted. More precisely. MMR analyses are typically conducted at low levels
of statistical power {Aguinis. 1995; Aguinis, 2004b).

Low power typically results from the use of small samples, but is also due to the inter-
active effects of various statistical and methodological artifacts such as unreliability, range
restriction, and violation of the assumption that error variances are homogeneous
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(Aguinis & Pierce, 1998a). The net result is a reduction in the size of observed moderating
effects vis-a-vis population effects (Aguinis. Beaty, Boik, & Pierce. in press). In practical
terms, low power affects fairness assessment in that one may conclude incorrecily that
aselection procedure predicts outcomes equally well for various subgroups based on race
or sex—that is, that there is no differential relationship. However, this sample-based con-
clusion may be incorrect. In fact, the selection procedure actually may predict outcomes
differentially across subgroups. Such differential prediction may not be detected.
however, because of the low statistical power inherent in test validation research.

Consider the impact of a selected set of factors known to affect the power of MMR.
Take, for instance, heterogeneity of sample size across groups. In validation research, it
is typically the case that the number of individuals in the minority and female groups is
smaller than the number of individuals in the majority and male groups. A Monte Carlo
simulation demonstrated that in differential prediction tests that included two groups
there was a considerable decrease in power when the size of group 1 was .10 relative to
total sample size, regardless of toral sample size (Stone-Romero, Alliger, & Aguinis,
1994). A proportion of .30, closer to the optimum value of .50, also reduced the statisti-
cal power of MMR, but to a lesser extent. Another factor known to affect power is het-
crogencity of error variance. MMR assumes that the variance in Y that remains after
predicting ¥ from X is equal across k moderator-based subgroups (see Aguinis &
Pierce, 1998a, for a review). Violating the homogeneity-of-error variance assumption
has been identified as a factor that can affect the power of MMR to detect test unfair-
ness. In each group, the error variance is estimated by the mean square residual from
the regression of Y on .X:

Ty =0, (1~piy) (8-2)

where oy i and pyy, 2 are the Y standard deviation and the X-V correlation in each
group, respectively. In the presence of a moderating effect in the population, the X-Y cor-
relations for the two moderator-based subgroups differ, and. thus, the error terms neces-
sarily differ.

Heterogeneous error variances can affect both Type Lerror (incorrectly concludin g
that the selection procedures are unlair) and statistical power. However. Alexander
and DeShon (1994) showed that, when the subgroup with the larger sample size is
associated with the larger error variance (i.e.. the smaller X-¥ correlation), statistical
power is lowered markedly. Aguinis and Pierce (1998a) noted that this specific sce-
nario. in which the subgroup with the larger n is paired with the smaller correlatiorn
coefficient, is the most typical situation in personnel selection research in a variety
of organizational settings. As a follow-up study, Aguinis, Petersen. and Pierce {1999)
conducted a review of articles that used MMR during 1987 and 1999 in Academy
of Management Journal, Journal of Applied Psychology. and Personnel Psychology.
Results revealed that violation of the assumption occurred in approximately 50 per-
cent of the MMR tests! In an examination of error variance heterogeneity in tests
of differential prediction based on the GATB, Oswald. Saad, and Sackett (2000)
concluded that enough heterogeneity was found to urge researchers investigating
differential prediction to check for compliance with the assumption and consider the
possibility of alternative statistical tests when the assumption is violated.

Can we adopt a meta-analytic approach to address the low-power problem of the
differential prediction test? Although. in general, meta-analysis can help mitigate
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the low-power problem, as it has been used for testipg diffe.re.ntial_ validity.(al.beit
imperfectly). conducting a meta-analysis of the differential prediction llter‘a‘ture is ertu~
ally impossible because regression coefficients are referenced to th(.) s.pec1f1c metrics of
the scales used in each study. When different measures are used, it is not possible to
cumulate regression coefficients across studies, even if the san.-le construct (e.g., general
cognitive abilities) is measured. This is why meta-analysts prefer to accumplate correla-
tion coefficients. as opposed to regression coefficients, across stud}es (Ra]‘u.‘Pappas. &
Williams, 1989). One situation where a meta-analysis of ditferential prediction tests is
possible is where the same test is administered to several samp[efs and the test dgveloper
has access to the resulting database. This was precisely the case in a meta-analysis of the
potential differential prediction of the GATB (Hartigan & Wigdor, 1989).

Suggestions for Improving the Accuracy of Differential-Prediction

Assessment
Fortunately, there are several remedies for the low-power proplem of MMR. Table 8-1
lists several factors that lower the power of MMR, together with recommended strate-
gies to address each of these factors. As shown in this table. there are several strategies
available. but they come at a cost. Thus, HR researchers should evaluate the prac;twal«
ity of implementing each strategy. Luckily there are computer programs available
online that can be used to compute power before a study is conducted .and that allf>w
a researcher to investigate the pros and cons of implgn_]enting various scenarios
(Aguinis, Boik. & Pierce, 2001; www.cudenver.edu/~hagumls/'mmr). For example, one
can compute the power resulting from increasing the sample size by 29 percent as corrr-
pared to increasing the reliability of the predictor scores by increasing the.: measure’s
length by 30 percent. Given the cost associated with an increase in sample size vis-a-vis
the improvement in predictor reliability, which of these strategies would be more costv-
effective in terms of improving power? One thing is clear, however. If one waits until
a validation study is finished to start thinking about statistical power for the dlfferen-
tial prediction test. then it is probably too late. Statistical power needs to be considered
long before the data are collected (Aguinis, 2004b). . ) o

In summary, although it is reassuring to know that differential prediction does not
occur often when subgroups are compared, it has been founfl oft'en l::nough to create
concern for possible predictive bias when a common regression line is used for .sc'lec-
tion. In addition, recent research has uncovered the fact that numerous s.tan.stlcal
artifacts decrease the ability to detect differential prediction.‘ even when it exists in the
population. What’s the bottom line? Carefully plan a validation f;tudy so that the
differential-prediction test is technically feasible and the results credible.

FURTHER CONSIDERATIONS REGARDING ADVERSE IMPACT,
DIFFERENTIAL VALIDITY, AND DIFFERENTIAL PREDICTION

As noted above, the Uniform Guidelines (1978) recommend the conduct of adverse
impact analysis using the “80 percent rule™ as a criterion. Assume thal_ the ad.verse
impact ratio is SR /SR, = .60. In this example. we have o.bserved adverse impact in tl.le
sample (i.e.. .60 is smaller than the recommended .80 ratio). However. the u?terest 1S in
whether there is adverse impact in the population and whether we can continue to use
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the test with subsequent applicants. Statistical significance procedures are available to

TA mmended Strate thie Adivers A : :
of MIMR (adapted fra is, 2004by: - test whether the adverse-impact ratio is different from .80 in the population. Morris

. SRR : and Lobsenz (2000) proposed a new significance test that js based on the same effect

Factor Affecting Power Strategy to Increase Power size as the 80 percent rule (i.e., a proportion). However, the statistical power for this
Small total sample size V' Plan research design so that sample size is sufficiently test, as well as for the frequently used 7 statistic based on the normal distribution. is

large to detect the expected effect size.

v Compute power under various sample-size scenarios
using programs described by Aguinis (2004b) so that
sample size is nol unnecessarily large thereby causing
an unnecessary expense in terms of time and money
(www.cudenver.edu/~haguinis/mmr).

v Implement a synthetic validity approach to the
differential-prediction test (Johnson. Carter, Davison. &
Oliver, 2001).

Low preset Type I error v Do not fecl obligated to use the conventional .05 level.
Use a preset Type I error based on the judgment of the
seriousness of a Type T etror vis-a-vis the seriousness of
a Type 1l error.

low. Hence when reporting adverse impact results. one should also report a population
cstimate of the adverse impact ratio along with a confidence interval indicating the
degree of precision in the estimate.

The previous section on validity and adverse impact illustrated that a test can be
valid and yet yield adverse impact simultaneously. So the presence of adverse impact is
not a sufficient basis for a claim of unfair discrimination (Drasgow, 1987). However,
apparent, but false nondiscrimination may occur when the measure of job success is
itself biased in the same direction as the effects of ethnic background on predictor per-
formance (Green, 1975). Consequently. a selection measure is unfairly discriminatory
when some specified group performs less well than a comparison group on the
measure, but performs just as well as the comparison group on the job for which
the selection measure is a predictor. This is precisely what is meant by differential pre-
diction or predictive bias (i.e., different regression lines across groups based on the
intercepts, the slopes. or both).

It should be emphasized, however, that the very same factors that depress predictor
performance (e.g.. verbal ability, spatial relations ability) also may depress job perfor-
mance. In this case. slopes may be identical across groups, and only intercepts will differ

Small moderating effect v Use sound theory to make predictions about moderating
size effects as opposed to going on “fishing expeditions.”
v’ Compute the obsetved effect size using computer
programs available online
(www.cudenver.edu/~haguinis/mmr).

Predictor variable range v Draw random samples from the population. (i.e.. there are differences in the mean test scores across groups). Gottfredson (1988)
restriction (Aguinis & v Use an extreme-group design {recognizing that sample summarized the following problem based on the finding that the mean score in cogni-
Stone-Romero, 1997) variance is increased artificially) tive ability tests is typically lower for African Americans and Hispanics as compared to
Measurement error v Develop and use reliable measurcs (see Chapter 6). whites; “The vulnerability of tests is due less to their limitations for measuring impor-
Scale coarseness v Use a continuous criterion scale: this can be done by tant differences than it is to thei.r_very success in doing so. . .. The more va.hd the tests
(Aguinis, Bommer. & recording responses on a graphic line segment and then are as measures of gencrfll cogmtlve-ablhty. the large_r the average group dlff.CI.‘f:an:S‘l.n
Pierce. 1996) measuring them manually or by using the program CAQ test scores they produce” (p. 294). Given differences in mean scores for cognitive abili-

lies tests across subgroups. and the consequent adverse impact, does this statement

mean that there is an inescapable trade-oft between validity and adverse impact?
Fortunately the belief that there is a negative relationship between validity and

adverse impact is incorrect in many situations. Specifically, Maxwell and Arvey (1993)

(available at www.cude nver.edu./~haguinis/mmr) or
other programs that prompt respondents to indicate
their answers by clicking on a graphic line segment
displayed on the screen.

Heterogeneous sample v Equalize the sample sizes across subgroups by demonstrated mathematically that, as long as a test does not demonstrate differential
size across moderator- oversampling from the smaller groups (done at the , prediction, the most valid selection method will necessarily produce the least adverse
based subgroups expense of a resulting nonrepresentative sample). impact. Hence to minimize adverse impact. HR researchers should strive to produce
(Stone-Romero, Thus. the significance test will be more accurate, but the unbiased. valid tests.

Alliger, & Aguinis, 1994) cffect size will not. It is true, however, that adverse impact based on ethnicity has been found for some
Small validity coefficient ¥ Use sound theory to identify a predictor that is types of tests, particularly for tests of cognitive abilities (Outtz, 2002; more information

on this issue is included in Chapter 14). As noted above. this does not mean that these
tests are discriminating unfairly. However. using tests with adverse impact can lead to
negative organizational and societal consequences and perceptions of test unfairness
on the part of important population segments. particularly given that demographic
trends indicate that three states (California, Hawaii, and New Mexico) and the District
of Columbia now have majority “minority~ populations (Hobbs & Stoops, 2002).
Such perceptions can damage the image of cognitive abilities testing in particular and

strongly related to the criterion because the validity
coefticient (i.e.,r ) is positively related to
statistical power.

Heterogeneity of error v Check for compliance with assumption. and. if assumption

variance is violated. use alternative statistics. Computer programs
are available to perform these tasks
(www.cudenver.edu/~haguinis/mmr).
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personnel psychology in general. Thus, the Uniform Guidelines (1978) recommend
that, when adverse impact is found, HR specialists strive to use alternative tests with
similar levels of validity, but less adverse impact. That is easier said than done.
Practically speaking. it would be more efficient to reduce adverse impact by using
available testing procedures. How can this be accomplished? The following strategies
are available before, during. and after test administration (Hough. Oswald, & Ployhart.
2001; Sackett. Schmitt, Ellingson, & Kabin, 2001):

e Improve the recruiting strategy for minorities. Adverse impact depends on the selection
ratio in each group, and the selection ratio depends on the number of applicants. So the
larger the pool of qualified applicants in the minority group, the higher the selection ratio,
and the lower the probability of adverse impact. However. attracting qualified minorities
may be difficult. For example, in a controlled study including university students. African
Americans who viewed a recruitment advertisement were attracted by diversity. but only
when it extended to supervisory-level positions. More important, the effect of ethnicity on
reactions to diversity in advertisements was contingent on the viewer’s openness to racial
diversity (other-group orientation) (Avery, 2003).

o Use cognitive abilities in combination with noncognitive predictors. The largest differ-
ences between ethnic groups in mean scores result from measures of general cognitive abili-
ties. Thus, adverse impact can be reduced by using additional noncognitive prediclors such
biodata, personality inventories, and the structured interview as part of a test battery. The use
of additional noncognitive predictors may not only reduce adverse impact, but also increase
the overall validity of the testing process (Schmitt, Rogers, Chan, Sheppard, & Jennimgs,
1997). Note, however, that in some cascs the addition of predictors such as personality inven-
tories may not help mitigate adverse impact (Ryan, Ployhart, & Friedel, 1998).

* Use measures of specific, as opposed to only general, cognitive abilities. Although large
mean differences have been found for general cognitive abilities, differences are smaller
for specific abilities such as reasoning and quantitative ability. Especially for jobs high on
job complexity, one could use more specific types ol cognitive abilities as predictors
(Lubinski. 2000).

s Use differential weighting for the various criterion facets, giving less weight to criterion
facets that require more general cognitive abilities. As we discussed in Chapter 4. job
performance is a multidimensional construct. Certain criterion dimensions are less
general-cognitive-ability-laden than others (e.g.. contextual performance may be less
cognitive-ability-laden than certain aspects of task performance). Assigning less weight to
the performance facets that are more heavily related to general cognitive abilities, and,
therefore, demonstrate the largest between-group differences, is likely to result in a
prediction system that produces less adverse impact (Hattrup, Rock, & Scalia, 1997).

o Use alternate modes of presenting test stimuli. Subgroup differences result, at least in
part. from the verbal and reading components present in paper-and-pencil test administra-
tions. Thus, using formats that do not have heavy reading and verbal requirements, such as
video-based tests or noncognitively-loaded work samples (i.e., when the subject actually
performs a manual task as opposed to describing verbally how he or she would perform it)
is likely to lead to less adverse impact (Chan & Schmitt, 1997).

* Enhance face validity. Face validity is not a technical term: it is the extent to which
applicants believe test scores are valid, regardless of whether 1hey are actually valid.

If certain groups have lower perceptions of test validity. their motivation, and
subsequent test performance. is likely to be reduced as well (Chan. Schmitt, DeShon,
Clause, & Delbridge, 1997; Ryan,2001). For example. results based on a study including
197 undergraduate students who took a cognitive ability test indicated that (1) pretest

.
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reactions affected test performance. and (2) pretest reactions mediated the relationship
between belief in tests and test performance (Chan, Schmitt. Sacco. & DeShon, 1998).
Under certain conditions, increasing motivation can help reduce adverse impact (Ployhart
& Ehrhart, 2002). We will return to issues about perceptions of test fairness and interper-
sonal issues 1n employment selection later in this chapter. However, our recommendation
is stmple: Strive to develop tests thai are acceptable to and perceived to be valid by all
test takers.

s Implement test-score banding to select among the applicants. Tests are never perfectly
reliable, and the relationship between test scores and criteria is never perfect. Test-score
banding is a decision-making process that is based on these two premises. This method
for reducing adverse impact has generated substantial controversy (Campion et al., 2001).
In fact, an entire book has been published recently on the topic (Aguinis. 2004c). We
discuss test-score banding in detail below.

In closing, adverse impact may occur ¢ven when there is no differential validity
across groups. However. the presence of adverse impact is likely to be concurrent with
the differential-prediction test, and specifically with differences in intercepts. HR spe-
cialists should make every effort to minimize adverse impact. not only because adverse
impact is likely to lead to higher levels of scrutiny from a legal standpoint. but also
because the use of tests with adverse impact can have negative consequences for the
organization in question, its customers, and society in general.

Minimizing Adverse Impact Through Test-Score Banding

The concept of fairness is not limited to the technical definition of lack of differential
prediction. The Standards (AERA. APA, & NCME, 1999) expressed it well: “A full
consideration of fairness would explore the many functions of testing in relation to its
many goals, including the broad goal of achieving equality of opportunity in our soci-
ety” (p. 73). Test-score banding, a method for referring candidates for selection.
addresses this broader goal of test fairness, as well as the appropriateness of the test-
based constructs or rules that underlic decision making — that is, distributive justice.
HR specialists are sometimes faced with a paradoxical situation: The use of cogni-
tive abilities and other valid predictors of job performance leads to adverse impact
(Schmidt. 1993). If there is a true correlation between test scores and job performance,
the use of any strategy other than strict top-down referral results in some expected loss
in performance (assuming the out-of-order selection is not based on secondary criteria
that are themselves correlated with performance). Thus, choosing predictors that max-
imize economic utility (as it is typicaily conceptualized in human resources manage-
ment and industrial and organizational psychology: Schmidt, 1991) often leads to the
exclusion of members of protected groups (Sackett & Wilk, 1994). For some employers
that are trying to increase the diversity of their workforces, this may lead to a dilemma:
possible loss of some economic utility in order to accomplish broader social objectives.
Cascio. Outtz, Zedeck. and Goldstein (1991) proposed the sliding-band method as
a way to incorporate both utility and adverse impact considerations in the personnel
selection process. It is an attempt 1o reconcile economic and social objectives within
the framework of generally accepted procedures for testing hypotheses about differ-
ences in individual test scores. The sliding-band model is one of a class of approaches to
test use (banding) in which individuals within a specific score range, or band, are
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regarded as having equivalent scores. It does not correct for very real differences in
test scores that may be observed among groups: it only allows for flexibility in decision
making.

The sliding-band model is based on the assumption that no test is perfectly
reliable: hence, error is present. to some degree. in all test scores. While the reliability
coefficient is an index of the amount of error that is present in the test as a whole, and
the standard error of measurement (Gy,,,, or SEM) allows us to establish limits for the
true score of an individual who achieves a given observed score, the standard error of
the difference (SED) allows us to determine whether the true scores of two individuals
differ from each other.

Based on the reliability estimate of the test, Cascio et al. {1991) proposed the
following equation to compute bandwidths:

C-SED=C-SEMY2 =C -5, - {1-r, 2 (8-3)

where C is the standard score indicating the desired level of confidence (e.g.. 1.96 indi-
cates a 95 percent confidence interval, and 1.00 indicates a 68 percent confidence inter-
val), s is the standard deviation of the test,and r, is the internal consistency of the test

measured on a continuous scale. Substantively (J‘ 'N[] —’u) is the SEM of the test

(computed using sample-based statistics), and (S, l-ry \/E) is the SED between
two scores on the test.

Depending on the relative risk of a Type I or Type II error that an investigator is
willing to tolerate, he or she may establish a confidence interval of any desired width
(e.g.. 95.90, or 68 percent) by changing the value for C (e.g., 1.96 corresponds to the .05
level of chance) (for more on this, see Zedeck et al.. 1996). Banding makes use of this psy-
chometric information to set a cut score. For example, suppose the value of C - SED =7
points. If the difference between the top score and any observed score is 7 points or fewer,
then the scores are considered to be statistically indistinguishable from each other,
whereas scores that differ by 8 points or greater are considered distinguishable.

To illustrate. scores of 90 and 83 would not be considered to be different from each
other, but scores of 90 and 82 would be. The SED, therefore, serves as an index for testing
hypotheses about ability differences among individuals.

The sliding-band procedure works as follows. Beginning with the top score in,
a band (the score that ordinarily would be chosen first in a top-down selection proce-
dure). a band—say. | or 2 SEDs wide —is created. Scores that fall within the band are
considered not to differ significantly from the top score in the band. within the limits of
measurement error. If the scores are not different from the top score (in effect. they
are treated as tied), then secondary criteria (e.g., experience, training. performance, or
diversity-based considerations) might be used to break the ties and to determine which
candidates should be referred for selection.

When the top scorer within a band is chasen and applicants still need to be selected,
then the band slides such that the next highest scorer becomes the referent. A new band
is selected by subtracting 7 points from the remaining highest scorer. If the top scorer is
not chosen. then the band cannot slide. and any additional selections must be made from
within the original band. This is a minimax strategy. That is, by proceeding in a top-down
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fashion, though not selecting in strict rank order, employers can minimize the maximum
loss in utility. relative to top-down selection.

Aguinis, Cortina. and Goldberg (1998) proposed an extension of the Cascio et al.
(1991) procedure that incorporates not only reliability information for the predictor, but
also reliability information for the criterion and the explicit relationship between the pre-
dictor and criterion scores. This criterion-referenced banding model was proposed because
Equation 8-3 does not explicitly consider the precise predictor-criterion relationship and
operates under the assumption that there is an acceptable level of useful empirical or con-
tent validity. Accordingly, based on this “acceptable validity” premise, equivalence regard-
ing predictor scores is equated with equivalence regarding criterion scores. However. few
pre-employment tests explain more than one quarter of the variance in a given criterion.
Thus, the assumption that two applicants who are indistinguishable (i.e.. who fall within the
same band) or distinguishable (i.e.. who do not fall within the same band) regarding the
predictor construct are also indistinguishable or distinguishable regarding the criterion
construct may not be tenable (Aguinis. Cortina, & Goldberg, 1998, 2000).

Consider the following illustration provided by Aguinis et al. (1998) regarding a
predictor with .= .80 and s_= 5. Suppose for purposes of illustration that this pre-
dictor’s correlation with a measure of job performance is zero (i.e..r , = 0).In this case, if
C = 2.00,the band width computed using Equation 8-2 is 6.32. or 1.26 standard deviation
units (SDs). Thus, the applicants within this band would be treated as equivalent, and
selection among these “equivalent” people could be made on the basis of other factors
(e.g., organizational diversity needs). However. note that in this example the predictor is
unrelated to job performance. Thus, the applicants within a particular band are no more
likely to perform well on the job than are the applicants outside the band. Hence.
the band can be misleading in that it offers a rationale for distinguishing between two
groups of applicants (i.e., those within the band and those outside the band) that should
be indistinguishable with respect to the variable of ultimate interest—namely. job per-
formance. This is an extreme and unrealistic case in which Ty = 0, but similar argu-
ments can be made with respect to the more typical predictors with small (but nonzero)
validities.

The computation of criterion-referenced bands includes the following three stcps.
For Step 1. Equation 8-3 is used to compute the width of a band of statistically indistin-
guishable scores on a performance measure:

C-s, 41— Ty \j’2 (8-4)

Second. for Step 2. the upper and lower limits on the band for Y are determined.
The upper limit is determined by obtaining the predicted performance value
corresponding to the highest observed predictor score. This can be done by

~

solving | Yupper =a+b- X5 j , or. if the data are standardized. by solving

()A’uppcr = 1o X max ] The lower limit (i.e..Y|owe) is obtained by subtracting the
bandwidth from the upper limit.

What remains for Step 3 is the identification of a band of X scores that corresponds to
the band of indistinguishable scores on Y identified in Step 2. To do so. the unstandardized
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regression equation is used to identify the predictor scores that would produce predicted
job performance scores equal to the upper and lower limits of the criterion band.
Stated differently the regression equation is used to identify the predictor scores that,
if entered in the regression equation, would yield predicted values of Y equal to the

band limits established in Step 2. Thus, given ()A’uppe, =a+b- /\A’upper) . we can solve

for [ Xupper = (Yupper—a)/ b | and similarly for [z\%owu =(Yiower—a)/ b ]

Aguinis et al. (2000) provided a detailed comparison of predictor-referenced
bands (Cascio et al., 1991) and criterion-referenced bands (Aguinis et al., 1998) and
highlighted the following differences:

L. Use of validity evidence. There is a difference in the use of validity evidence between the two
approaches to banding. and this difference drives differences in the computation of bands. The
criterion-referenced banding procedure allows for the inclusion of criterion-related validity
information in the computation of bands when this information is available. However, criterion
data may not be available in all situations, and, thus, predictor-referenced bands may be the
only option in many situations.

2. Bandwidth. Criterion-referenced bands produce wider bands than predictor-referenced
bands. Wider bands may decrease the economic utility of the test, but also decrease the
number of “false negatives™ (i.e., potentially successful applicants that are screened out).
As demonstrated empirically by Laczo and Sackett (2004). minority selection is much
higher when banding on the criterion than when banding on the predictor. However, pre-
dicted job performance is substantialty lower. Thus, the usefulness of criterion-referenced
bands in increasing minority hiring should be balanced against lower predicted perfor-
mance (Laczo & Sackett, 2004).

. Inclusion of criterion information. The criterion-referenced procedure makes use of
available criterion data, which are likely to be imperfect (e.g.. may be deficient). On the
other hand. the predictor-referenced method does not include criterion data in computing
bandwidth.

4. Use of reliability information. As discussed in Chapter 6, the use of various reliability
estimates can have profound effects on resulting corrected validity coefficients. Similarly.
the use of various reliability estimates can have a profound impact on bandwidth. In the
case of predictor-referenced bands, only one reliability coefficient is needed (i.e.. that for
predictor scores only), whereas in criterion-referenced bands two reliability coefficients
(i.e., predictor and criterion) are required. Hence crilerion-referenced bands require addl—
tional decision making on the part of the HR specialist.

e

Does banding work? Does it achieve a balance between maximizing test utility
and increasing diversity? What are the reactions of individuals who may be seen as
receiving “preferential treatment”? Is banding legally acceptable? These are issues of
heated debate in the scientific literature. as well as the legal system. In fact, an entire
volume has been devoted to technical, societal, and legal issues regarding banding
(Aguinis. 2004a). This volume clearly shows that HR practitioners and scholars in favor
of and against the use of banding to interpret test scores hold very strong opinions.
For example. Schmidt and Hunter (2004) argued that banding is internally logically
contradictory and thus scientifically unacceptable. In their view. banding violates scier-
tific and intellectual values, and, therefore, its potential use presents selection
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specialists with the choice of embracing the “values of science™ or “other important
values.” Guion (2004) offered reasons why the topic of banding is so controversial
(e.g.. the emotionally charged topic of affirmative action, potential conflict between
research and organizational goals), and Cascio. Goldstein. Outtz, and Zedeck (2004)
offered counterarguments addressing 18 objections raised against the use of banding,
including objections regarding measurement, scientific validity, statistical, and legal
issues, among others. Laczo and Sackett (2004) studied expected outcomes (e.g.. utility,
diversity considerations) resulting from the adoption of different selection rules
including eight selection strategies (i.e.. top-down and various forms of banding). On a
related issue, Schmitt and Oswald (2004) addressed the question of how much impor-
tance is being placed on (1) the construct underlying test scores (e.g., general cognitive
ability) and on (2) secondary criteria used in banding (e.g., ethnicity) in the selection
decision, and examined the outcomes of such decisions.

In the end, as noted by Murphy (2004), whether an organization or individual
supports the use of banding is likely to reflect broader conflicts in interests, values,
and assumptions about human resource selection. For example. self-interest
(i.e.. the link between banding and affirmative action and whether the use of band-
ing is likely to improve or diminish one’s chances of being selected for a job) has
been found to be related to reactions to banding (Truxillo & Bauer, 1999). Another
consideration is that, ironically, implementing banding can lead to negative conse-
quences precisely for the individuals that banding is intending to benefit the most
(i.e., women. members of ethnic minority groups). For example, Heilman, Simon,
and Repper (1987) found that women who believed they were selected for a leader-
ship position primarily on the basis of their gender rather than merit reported nega-
tive self-perceptions. More recent research has shown that these deleterious
effects may be weakening and may also not apply to members of ethnic minorities
(Stewart & Shapiro, 2000).

Based on competing goals and various anticipated outcomes of implementing
banding, Murphy (2004) suggested the need to develop methods to help organiza-
tions answer questions about the difficult comparison between and relative impor-
tance of efficiency and equity. Such a method was offered by Aguinis and Harden
(2004), who proposed multiattribute utility analysis as a tool for deciding whether
banding or top-down selection may be a better strategy for a specific organization in
a specific context. Although time-consuming, this method allows for the explicit
consideration of competing values and goals in making the decision whether to
implement banding.

While adverse impact may still result even when banding is used. characteristics of
the applicant pool (the proportion of the applicant pool from the lower-scoring group),
differences in subgroup standard deviations and means, and test reliability all combine
to determine the impact of the method in any given situation. Nevertheless, in its posi-
tion paper on banding, the Scientific Affairs Committee of the Society for Industrial
and Organizational Psychology (SIOP. {994) concluded:

The basic premise behind banding is consistent with psychometric theory.
Small differences in test scores might reasonably be due to measurement
error, and a case can be made on the basis of classical measurement theory for
a selection system that ignores such small differences, or at least does not
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allow small differences in test scores to trump all other considerations in
ranking individuals for hiring. (p. 82)

There is legitimate scientific justification for the position that small
differences in test scores might not imply meaningful differences in either the
construct measured by the test or in future job performance. (p. 85)

Finally, from a legal stand point, courts in multiple jurisdictions and at multiple lev-
els have endorsed the concept of banding and the use of secondary criteria, although
Barrett and Lueke (2004) argued that these decisions applied to specific circumstances
only (e.g., consent decree to remedy past discrimination because banding may reduce
adverse impact). For example, a ruling by the Ninth Circuit Court of Appeals (Officers
Sfor Justice v. Civil Service Commission of the City and County of San Francisco. 1992)
approved the use of banding in a case where secondary criteria were used. The court
concluded:

The City in concert with the union, minority job applicants, and the court
finally devised a selection process which offers a facially neutral way to
interpret actual scores and reduce adverse impact on minority candidates
while preserving merit as the primary criterion for selection. Today we hoid
that the banding process is valid as a matter of constitutional and federal law.
(p- 9055)

More recently, in a May 2001 ruling, the Seventh Circuit Court of Appeals issued
the following decision in Chicago Firefighters Local 2 v. City of Chicago:

If the average black score on a test was 100 and the average white score 110,
rescoring the average black tests as 110 would be forbidden race norming;
likewise if, regardless of relative means, each black’s score was increased by 10
points on account of his race, perhaps because it was believed that a black with
a 10-point lower score than a white could perform the job just as well (in other
words that blacks are beiter workers than test takers). What the City actually
did was to “band” scores on the various promotional exams that the plaintiffs
challenge, and treat scores falling within each band as identical. So, for exam-
ple, if 92 and 93 were both in the A band, a black who scored 92 would be
deemed to have the same score as a white who scored 93.. ..

We have no doubt that if banding were adopted in order to make lower
black scores seem higher, it would indeed be a form of race norming, and there-
fore forbidden. But it is not race norming per se. In fact it’s a universal and nor-
mally unquestioned method of simplifying scoring by eliminating meaningless
gradations. . . . The narrower the range of abilities in a group being tested, the
more attractive banding is. If the skill difference between someone who gets
200 questions right and someone else who gets 199 right is trivial to the point of
being meaningless, then giving them different grades is misleading rather than
illuminating. .. Banding in this sense does not discriminate invidiously
between a student who would have gotten 85 in a number-grading system and a
student who would have gotten 84 in such a system, just because now both get
B. (pp. 9-10)

2,
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FAIRNESS AND THE INTERPRESONAL CONTEXT
OF EMPLOYMENT TESTING

Although thus far we have emphasized mostly technical issues around test fairness, we
should not minimize the importance of social and interpersonal processes in test set-
tings. As noted by the Swndards (AERA, APA, & NCME. 1999), “[t]he interaction of
examiner with examinee should be professional, courteous, caring, and respectful. . . .
Attention to these aspects of test use and interpretation is no less important than more
technical concerns™ (p. 73).

An organization’s adherence to fairness rules is not required simply because this is
part of good professional practice. When applicants and examinees perceive unfairness
in the testing procedures, their perceptions of the organization and their perceptions of
the testing procedures can be affected negatively (Gilliland, 1993). In addition, percep-
tions of unfairness (even when testing procedures are technically fair) are likely to
motivate test takers to initiate litigation (Goldman, 2001). To understand the fairness
and impact of the selection system in place, therefore, it is necessary not only to con-
duct technical analyses on the data. but also to take into account the perceptions of
people who are subjected to the system (Elkins & Phillips, 2000).

From the perspective of applicants and test takers, there are two dimensions of
fairness: (1) distributive (ie.. perceptions of fairness of the outcomes) and (2) proce-
dural (i.e., perceptions of fairness of the procedures used to reach a hiring decision).
Regarding the distributive aspect. perceptions are affected based on whether the out-
come is seen as favorable. When applicants perceive that their performance on a test
has not been adequate or they are not selected for a job. they are likely to perceive that
the situation is unfair (Chan. Schmitt, Jennings. Clause, & Delbridge. 1998). Obviously,
the impact of this self-serving bias mechanism may be unavoidable in most employ-
ment settings in which the goal of the system is precisely to hire some applicants and
not others. However, a study including 494 actual applicants for an entry-level state
police trooper position found that procedural fairness seems to have a greater impact
on individuals' overall fairness perceptions as compared to perceived test performance
(Chan, Schmitt, Jennings, Clause, & Delbridge, 1998).

Fortunately, employers do have control of the procedures implemented and
can, therefore, improve the perceived fairness of the testing process. For example,
Truxillo. Bauer, Campion. and Paronto (2002) conducted a study using police-recruit
applicants, Some applicants saw a five-minute videotape and a written flyer before tak-
ing the test. whereas others did not. The videotape emphasized that the test was job-
related (e.g., “it is predictive of how well a person will perform as a police officer”).
Those applicants who were exposed to the videotape and written flyer rated the test as
being more fair, and they were less likely to rate the process as unfair even afier they
received the test results. Thus, a simple and relatively inexpensive procedural change in
the selection process was able to improve applicants’ perceptions of fairness.

In summary. although tests may be technically fair and lack predictive bias, the
process of implementing testing and making selection decisions'can be such that appli-
cants, nevertheless, perceive unfairness. Such perceptions of unfairness are associated
with negative outcomes for the organization as well as for the test taker (e.g., lower
self-efficacy). In closing, as noted by the Standards (AERA, APA. & NCME, 1999),
“fair and equitable treatment of test takers involves providing, in advance of testing,
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To be sure. answers to questions like these are difficult; of necessity. they will vary
from generation to generation. But one thing is clear: Sound policy is not for tests or
aganst tests: what really matters is how tests are used (Cronbach, 1990). From a public-
policy perspective, the Congress. the Supreme Court. the Equal Emplovment
Opportunity Commission, and the Office of Federal Contract Compliance Programs
continuously have reatfirmed the substantial benefits to be derived from the informed
and judicious use of staffing procedures within the framework of fair employment
practices. (For more on this, see Sharf., 1988.)

Although some errors are inevitable in employment decisions. the crucial question
to be asked in regard to each procedure is whether or not its use results in less social
cost than is now being paid for these errors, considering all other assessment methods.
After carefully reviewing all available evidence on eight alternatives to tests. Reilly
and Chao (1982) concluded: “Test fairness research has, with few exceptions. supported
the predictability of minority groups even though adverse impact exists. .. . There is no
reason to expect alternate predictors to behave differently” (p. 55). As Schmidt (1988)
has pointed out, however, “alternatives™ are actually misnamed. If they are valid. they
should be used in combination with ability measures to maximize overall validity. Thus,
they are more appropriately termed “supplements” rather than “alternatives.” Indeed,
a synthesis of several meta-analytic reviews has suggested just that: The use of cogni-
tive abilities tests in combination with other predictors provides the highest level of
accuracy in predicting future performance (Schmidt & Hunter, 1998).

Finally, in reviewing 50 years of public controversy over psychological testing,
Cronbach (1975) concluded:

information about the nature of the test, the intended use of test scores. and the confi-
dentiality of the results” (p. 85). Such procedures will help mitigate the negative
emotions. including perceptions of unfairness. that are held by those individuals who
are not offered employment because of insufficient test performance.

FAIR EMPLOYMENT AND PUBLIC POLICY

Social critics often have focused on written tests as the primary vehicles for unfair
discrimination in employment, but it is important to stress that no single employment
practice (such as testing) can be viewed apart from its role in the total system of
employment decisions. Those who do so suffer from social myopia and. by implication,
assume that, if only testing can be rooted out, unfair discrimination likewise will disap-
pear —much as the surgeon’s scalpel cuts out the tumor that threatens the patient’s life.

Yet unfair discrimination is a persistent infirmity that often pervades all aspects
of the employment relationship. It shows itself in company recruitment practices
(e.g., exhibiting passive nondiscrimination), in selection practices (e.g., requiring an
advanced degree for a clerical position or using an inordinately difficult or unvali-
dated test for hiring or promotion), in compensation (e.g., paying lower wages to
similarly qualified women or minorities than to white men for the same work), in
placement (e.g.. “channeling” members of certain groups into the least desirable
jobs), in training and orientation (e.g.. refusing to provide in-depth job training or
orientation for minorities), and in performance management (e.g.. permitting bias in
supervisory ratings or giving less frequent and lower-quality feedback to members of
minority groups). In short, unfair discrimination is hardly endemic to employment
testing. although testing is certainly a visible target for public attack.

Public interest in measurement embraces three essential functions: (1) diagnosing
needs (in order to implement remedial programs). (2) assessing qualifications to do
(as in employment contexts), and (3) protecting against false credentials. Each of these
functions has a long history. A sixteenth-century Spanish document requiring that tests
be used to determine admission to specialized courses of study refers to each one
(Casteen. 1984).

Over the past three decades. we have moved from naive acceptance of tests
(because they are part of the way things are). through a period of intense hostility to
tests (because they are said to reflect the way things are to a degree not compatible
with our social principles), to a higher acceptance of tests (because we seek salvation in
a time of doubt about the quality of our schools, our workers, and, indeed, about our-
selves) (Casteen. 1984).

Tests and other selection procedures are useful to society because society must
allocate opportunities. Specialized roles must be filled. Through educational classifica-
tion and employment selection, tests help determine who gains affluence and influence
(Cronbach. 1990). Tests serve as instruments of public policy. and public policy must be
reevaluated periodically. Indeed. each generation must think carefully about the mean-
ing of the words “equal opportunity.” Should especially rich opportunity be given to

The spokesmen for tests, then and recently, were convinced that they were
improving social efficiency. not making choices about social philosophy. ...
The social scientist is trained to think that he does not know all the answers.
The social scientist is not trained to realize that he does not know all the ques-
tions. And that is why his social influence is not unfailingly constructive. (p. 13)

As far as the future is concerned., it is our position that staffing procedures will
yield better and fairer results when we can specify in detail the linkages between the
personal characteristics of individuals and the requirements of jobs for which the pro-
cedures are most relevant. The inevitable result can only be a better informed, wiser
use of available human resources.

Discussion Questions

1. Why is the assessment of differential prediction more informative regarding test fairness
than an assessment of differential validity?

2. Summarize the available evidence on differential validity and its relationship with adverse
impact. What advice on this issue would you give to an employer?

3, Discuss some of the difficulties and suggested solutions for conducting a differential-
prediction analysis.

those whose homes have done least for them? What evidence about individuals should 4, Describe strategies available 1o reduce adverse unpacl.
enter into selection decisions? And, once the evidence becomes available. what policies 5. When is a measure of individual differences unfairly discrimunatory?
should govern how decisions are made? 6. Provide arguments i favor of and against the use of test-score banding.
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7. What are the advaniages and disadvantages of implementing a criterion-referenced band-
ing approach as compared to a predictor-referenced approach?

8. What are some strategies available to improve fairness perceptions regarding testing?

9. Discuss some of the public policy issues that surround testing,

ln the last three chapters, we have examined applied measurement concepts that are
essential to sound employment decisions. In the remainder of the book, we shall see
how these concepts are applied in practice. Let us begin in Chapter 9 by considering
job analysis —a topic that. as a result of legislative and judicial developments, is emerg-
ing both in importance and in emphasis.

CHAPTER

and Work

At a Glance

Despite dramatic changes in the structure of work. individual jobs remain the
basic building blocks necessary to achieve broader organizational goals. The
objective of job analysis is to define each job in terms of the behaviors necessary
to perform it and to develop hypotheses about the personal characteristics
necessary to perform those behaviors. Job analyses comprise two major elements:
job descriptions and job specifications. Job descriptions specify the work to be
done, while job specifications indicate the personal characteristics necessary to
do the work.

Job analyses are used for many different purposes, but no single type of job
analysis data can support all HR activities. Hence, it is critical to align method
with purpose and to make strategic choices across the many methods and types
of descriptors available.

Competency models focus on identifying broader characteristics of individ-
uals and on using these characteristics to inform HR practices. They differ
from job analyses principally in terms of the extent to which they link to an
organization’s business context and competitive strategy. As such. they are
more prescriptive than descriptive. On the other hand, the rigor and documenta-
tion of job analyses make them more likely to withstand legal challenge. Both
approaches have helped further our understanding of the tinkages among
workers' personal qualities, the requirements of their jobs, and measures of
organizational success.

A decade ago. Bridges (1994a. 1994b) proclaimed “The End of the Job.” He argued
that the use of jobs as a way of organizing work “is a social artifact that has outlived
its usefulness.” If organizations expect to be successful, they need to “get rid of jobs™
and “redesign to get the best out of the de-jobbed worker.” One might ask, if we no
longer can expect to hold jobs. can we at least expect to hold a position?
Unfortunately no becausc positions may be “too fixed.” Roles? Sorry. too unitary,
single-purposed. Skills and competencies? They will become too obsolete.
According to this rationale. postjob workers will likely be selt-employed contract
workers. hired to work on projects or teams. Just look at Intel or Microsoft, firms
that organize work around projects. People will work on 6 to 10 projects. perhaps
for different employers at the same time. All of that may come to pass some day.
but not yel.
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A funny thing happened along the way —the Internet revolution. Go to any
company’s Web site, and discover that it invites applications— for jobs! True. employ-
ees may work on 6-10 projects at once. but for only one employer. This is not to
imply that the concept of work is not changing. Sometimes the changes occur at a
dizzying pace as fluid organizations fighting to stay competitive require their people
to adapt constantly. They need to adapt to strategic initiatives like empowerment,
reengineering, automation, intranet-based setf-service HR. the use of self-managed
teams that push authority and responsibility down to lower levels, and alternative
work arrangements such as virtual teams and telework (Cascio, 2000b). Technologies
that enhance communications and information management, such as wireless
communications, e-mail. and teleconferencing, have made the “anytime, anywhere”
workplace a reality (Cascio, 2003b).

Consider just two changes in “traditional” jobs. Librarians who used to recommend
and shelve books and provide guidance for research projects now demonstrate how to
run computerized searches to sort through an Internet world bursting with information.
Automobile assembly plants are replacing retiring workers who were hired right out of
high school with people trained to operate computer-based machinery who can work
well in teams. Yet, for all the changes, the job as a way to organize and group tasks and
responsibilities has not yet disappeared. A recent survey of more than 200 organizations
sponsored by WorldatWork found that more than 80 percent still use conventional job
analysis programs (Milkovich & Newman, 2005).

To appreciate why the analysis of jobs and work is relevant and important,
consider the following situation. If we were to start a brand-new organization, or a
new division of a larger organization, we would be faced immediately with a host of
problems, several of which involve decisions about people. What are the broad goals
of thc new organization or division, and how should it he structured in order to
achieve these goals? Since the overall work of the new organization or division is too
large for any oune individual to handle (e.g., jet aircraft production). how can the
work be broken down into pieces (or processes) small enough, yet challenging
enough, for individuals or tcams? How many positions will we have to staff, and what
will be the nature of these positions? What knowledge, abilities, skills, and other
characteristics (KSAOs) will be required? How many individuals should we recruit?
What factors (personal, social, and technical) should we be concerned with in the
selection of these individuals? How should they be trained, and what criteria should
we use to measure how well they have performed their jobs? Before any of these
decisions can be made, we first must define the jobs in question, specify what
employee behaviors are necessary to perform them. and then develop hypotheses
about the personal characteristics necessary to perform those work behaviors. This
process is known as job analysis.

Itis difticult to overstate the importance of job or work analysis (Sanchez & Levine,
2001) to employment research and practice. Like Sackett and Laczo {2003), we see the
tools and techniques developed under the label “job analysis™ as applicable to changing
structures of work, and the use of the term job analysis is not meant to convey a focus on
rigidly prescribed jobs. If thoroughly and competently conducted. job analysis provides
a deeper understanding of individual jobs and their behavioral requirements and, there-
tore, creates a firm basis on which to make employment decisions. As the APA Standards
(AERA,APA, & NCME, 1999) note: “For selection. classification. and promotion. sorre
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form of job ... analysis provides the primary basis for defining the content domain
[of interest]” (pp. 160. 161). .

*Such an analysis of work would determine the characteristics worker.s need to be
successful in a specific work setting, or the degree to which the work requirements are
similar to requirements for work performed elsewhere” (SIOP, 2003. P 1{)). Although
some courts insist on extensive job analysis (e.g.. as a basis for prowdl.ng content-
related evidence of validity), certain purposes, such as validity generalization, may not
require such detail (Guion & Gibson, 1988; Landy, 2003; Schmitt, Cortina, Ingerick. &
Wiechmann, 2003). As Figure 9-1 illustrates, there are many uses and purposes for
which job analysis information might be collected. _ .

Job analysis can underpin an organization’s structure and des.lgn by clarifying
roles (patterns of expected behavior based on organizational posm.on). Employee
responsibilities at all hierarchical levels—from floor sweeper to cl‘muperson of the
board—can be specified, thereby avoiding overlap and duplication of effort an.d
promoting efficicncy and harmony among individuals and departments. Job analysis
is a fundamental tool that can be used in every phase of employment rescarch‘and
administration; in fact, job analysis is to the HR professional what the wrench is to

the plumber.

TERMINOLOGY

HR_like any other specialty area. has its own peculiar jargon. and. although some pf.the
terms are used interchangeably in everyday conversation. technically there are “.hsn‘nct
differences among them. These differences will become apparent as we examine Jf)b
analysis methods more closely. The definitions that follow generally are consistent with
the terminology used by the U.S. Department of Labor (1972.1982). Gael (1988),
McCormick (1979), and Wills (1993).
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An element is the smallest unit into which work can be divided without analyzing
the separate motions. movements, and mental processes involved. Removing a saw
from a tool chest prior to sawing wood for a project is an example of a job element.

A task is a distinct work activity carried out for a distinct purpose. Running a com-
puter program. typing 4 letter. and unloading a truckload of freight are examples of
tasks.

A duty includes a large segment of the work pertormed by an individual and may
include any number of tasks. Examples of job duties include conducting interviews,
counseling employees, and providing information to the public.

A position consists of one or more duties performed by a given individual in a given
firm at a given time, such as clerk typist-level three. There are as many positions as there
are workers.

A job is a group of positions that are similar in their significant duties, such as two
or more mechanics-level two. A job, however, may involve only one position. depending
on the size of the organization. For example, the tocal garage may employ only one
mechanic-level two.

A job family is a group of two or more jobs that either call for similar worker char-
acteristics or contain parallel work tasks as determined by job analysis.

An occupation is a group of similar jobs found in different organizations at different
times —for example, electricians, machinists, etc. A vocation is similar to an occupation,
but the term vocation is more likely to be used by a worker than by an employer.

A career covers a sequence of positions, jobs, or occupations that one person
engages in during his or her working life.

Aligning Method with Purpose

At the outset, it is important to emphasize that there is a wide variety of methods and
techniques for collecting information about jobs and work. They vary on a number of
dimensions, and such variation creates choices. Job analy