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Preface

The present book includes extended and revised versions of a set of selected papers
from the 7th International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management (IC3K 2015), held in Lisbon, Portugal,
during November 12-14, 2015. IC3K was sponsored by the Institute for Systems and
Technologies of Information, Control and Communication (INSTICC) and was orga-
nized in cooperation with the AAAI (Association for the Advancement of Artificial
Intelligence), ACM SIGMIS (ACM Special Interest Group on Management Informa-
tion Systems), ACM SIGAI (ACM Special Interest Group on Artificial Intelligence)
Associazione Italiana per I’Intelligenza Artificiale, APPIA (Portuguese Association for
Artificial Intelligence) and ERCIM (European Research Consortium for Informatics
and Mathematics) and technically co-sponsored by IEEE CS — TCBIS — IEEE Tech-
nical Committee on Business Informatics and Systems.

The main objective of IC3K is to provide a point of contact for scientists, engineers,
and practitioners interested in the areas of knowledge discovery, knowledge engi-
neering, and knowledge management.

IC3K is composed of three co-located complementary conferences, each specialized
in one of the aforementioned main knowledge areas, namely: the International Con-
ference on Knowledge Discovery and Information Retrieval (KDIR), the International
Conference on Knowledge Engineering and Ontology Development (KEOD), and the
International Conference on Knowledge Management and Information Sharing (KMIS)

The International Conference on Knowledge Discovery and Information Retrieval
(KDIR) aims to provide a major forum for the scientific and technical advancement of
knowledge discovery and information retrieval. Knowledge discovery is an interdis-
ciplinary area focusing on methodologies for identifying valid, novel, potentially
useful, and meaningful patterns from data, often based on underlying large data sets.
A major aspect of knowledge discovery is data mining, i.e., applying data analysis and
discovery algorithms that produce a particular enumeration of patterns (or models) over
the data. Knowledge discovery also includes the evaluation of patterns and identifi-
cation of which add to knowledge. Information retrieval (IR) is concerned with gath-
ering relevant information from unstructured and semantically fuzzy data in texts and
other media, searching for information within documents and for metadata about
documents, as well as searching relational databases and the Web. IR can be combined
with knowledge discovery to create software tools that empower users of decision
support systems to better understand and use the knowledge underlying large data sets.

The purpose of the International Conference on Knowledge Engineering and
Ontology Development (KEOD) is to provide a major meeting point for researchers
and practitioners interested in the scientific and technical advancement of method-
ologies and technologies for knowledge engineering (KE) and ontology development,
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VI Preface

both theoretically and in a broad range of application fields. KE refers to all technical,
scientific, and social aspects involved in building, maintaining, and using knowledge-
based systems. KE is a multidisciplinary field, bringing in concepts and methods from
several computer science domains such as artificial intelligence, databases, expert
systems, decision support systems, and geographic information systems. Currently, KE
is gradually more related to the construction of shared conceptual frameworks, often
designated as ontologies. Ontology development (OD) aims at building reusable
semantic structures that can be informal vocabularies, catalogs, glossaries, as well as
more complex finite formal structures specifying types of entities and types of rela-
tionships relevant within a certain domain. A wide range of applications are emerging,
especially given the current Web emphasis, including library science, ontology-
enhanced search, e-commerce and business process design, and enterprise engineering.

The goal of the International Conference on Knowledge Management and Infor-
mation Sharing (KMIS) is to provide a major meeting point for researchers and
practitioners interested in the study and application of all perspectives of knowledge
management (KM) and information sharing (IS). KM is a discipline concerned with the
analysis and technical support of practices used in an organization to identify, create,
represent, distribute, and enable the adoption and leveraging of good practices
embedded in collaborative settings and, in particular, in organizational processes.
Effective KM is an increasingly important source of competitive advantage, and a key
to the success of contemporary organizations, bolstering the collective expertise of its
employees and partners. IS is a term used for a long time in the information technology
(IT) lexicon, related to data exchange, communication protocols, and technological
infrastructures.

This book of selected papers from IC3K 2015 includes 25 papers, from a total of
280 paper submissions from 53 countries, representing an acceptance ratio of 9%.

We trust that this book will be of interest for all researchers in various fields
involving knowledge extraction, knowledge discovery, knowledge engineering, and
knowledge management.

September 2016 Ana Fred
Jan Dietz

David Aveiro

Kecheng Liu

Joaquim Filipe
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Business Ethics as Personal Ethics

Jodo César das Neves®™®
Catolica Lisbon School of Business and Economics,
Universidade Catélica Portuguesa, Palma de Cima, 1649-023 Lisbon, Portugal
jen@ucep. pt

Abstract. Business ethics is a major issue for most, if not all companies. This
paper attempts a clarification of the composite of forces and influences involved
in the business ethics world. Its performance is then assessed, resulting in a
relative failure of the huge efforts of the business world in recent decades, as the
public doubts the moral sincerity of managers.

The diagnostics of this credibility disease points to a flawed trust on the
mechanic and judicial approach to ethics, preferring rules and measurements to
character and intentions. The solution presented is the use of a virtue-based
ethics, returning to the personal elements of morality.

Keywords: Ethics  Business * Virtue

1 Introdution

Business ethics or corporate social responsibility is having a triumphant moment. Firms
everywhere are supposed to comply with some form of its demands. Governments are
ever tougher, with innumerous rules and regulations imposed on companies by the law.
But, more than these, firms are also expected to follow some complex moral proce-
dures, informally determined by society. The main question here is that, unlike laws,
these tend do be diverse, vague and ambiguous, creating all sorts of doubts, debates,
fights and ... yes, ethical questions. It’s hard to be in business these days.

Economic ventures, like all human initiatives, have always been subject to
morality. But this is very different from the complex procedures today implied by what
is usually called «business ethicsy». If you are a manager trying to do the right thing
with your life, a clarification is both urgent and hard.

The present paper will attempt an analysis of the ethical problems involved in
contemporaneous business ethics. Section 1 will describe the main elements involved
in the concept, attempting a portrayal rather than a definition. Section 2 will present the
original difficulties involved in introducing ethics to the modern boardrooms, and the
way this task was generally formulated. Section 3 draws the failure hypothesis, the
alleged gap between rhetoric and reality in ethical behavior of firms. This is done in a
clear-cut form, presenting some evidence to support it. More than generalized opinions,
data from public surveys will be the cornerstone of the argument. The final section will
briefly describe the classical virtue ethics approach to morality, pointing some guide-
lines derived from general personal ethics as a framework for business ethics.

© Springer International Publishing AG 2016
A. Fred et al. (Eds.): IC3K 2015, CCIS 631, pp. 3-12, 2016.
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2 What Is Business Ethics?

Business ethics is a very large and complex field. At least three very different realities
are included under this classification, as one of the founders has stated some years ago:
«The term business ethics is used in at least three different, although related, senses.
(...) The primary sense of the term refers to recent developments and to the period,
since roughly the early 1970s, when the term ‘business ethics’ came into common use
in the United States. Its origin in this sense is found in the academy, in academic
writings and meetings, and in the development of a field of academic teaching, research
and publication. That is one strand of the story. As the term entered more general usage
in the media and public discourse, it often became equated with either business
scandals or more broadly with what can be called “ethics in business.” In this broader
sense the history of business ethics goes back to the origin of business, again taken in a
broad sense, meaning commercial exchanges and later meaning economic systems as
well. That is another strand of the history. The third strand corresponds to a third sense
of business ethics which refers to a movement within business or the movement to
explicitly build ethics into the structures of corporations in the form of ethics codes,
ethics officers, ethics committees and ethics training.» [1].

There are thus three different elements to be considered inside the notion. The first
aspect could be named «academic business ethics». This is to be evaluated scientifically,
and this paper is a clear example of it. The second type, «behavioral business ethicsy, is
the concrete performance of companies, to be evaluated ethically. An example is the
topic of this paper. Finally we have «structural business ethicsy», to be evaluated man-
agerially. This is the «industry of ethics», the enormous complex of institutions, doc-
uments, initiatives and efforts developed to make companies obey ethical instructions.
As the first of the senses, pertaining to intellectual endeavors, is alien to everyday
business life, the following considerations will be centered on the other two.

The role of business ethics in contemporaneous business life is easily identifiable,
on either of these two strands, as managing companies require the second sense of the
expression, using the third as instrument for that purpose. The main problem of current
business ethics is that, while the third managerial sense of the expression is very
prosperous and flourishing, many doubts remain about the operational relevancy of it at
the second sense. All companies have an intense use of the industry of ethics, being
very committed to the application of moral codes, commissions, auditing, prizes and
many other similar mechanisms. Nevertheless, in spite of intense use of methods
devised to implement good behavior for managers, strong misgivings linger about the
actual performance of firms’ staff. This creates a general climate of failure around one
of the most remarkable movements in business history.

It is very easy to establish the first part of the above statement, as the affluence of
ethical endeavors is very visible. In 2008 the reputed British magazine The Economist
wrote: «THE CSR industry, as we have seen, is in rude health. Company after company
has been shaken into adopting a CSR policy: it is almost unthinkable today for a big
global corporation to be without one.» [14 p. 21].

This «rude health» has a very clear and imposing translation in corporate life. The
same journal stated, eight years before the previous comment: «In America there is now
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a veritable industry, complete with consultancies, conferences, journals and “corporate
conscience” awards. Accountancy firms such as PricewaterhouseCoopers offer to
“audit” the ethical performance of companies. Corporate-ethics officers, who barely
existed a decade ago, have become de rigueur, at least for big companies. (...) As
many as one in five big firms has a full-time office devoted to the subject» [12].

This success is the result of a long evolution which may be summarized in another
article of the same review: «Although the first course in business ethics was offered by
Harvard Business School back in 1915, it is only since the mid-1980s that business
schools have truly taken the subject to their hearts. Blame this renewed interest on a
string of business scandals: Drexel Burnham Lambert, Guinness, Salomon Brothers,
Robert Maxwell and Recruit, not forgetting Olivetti, Fiat and a big chunk of the rest of
corporate Italy; the list can seem endless. Market-driven as ever, business schools have
risen to the challenge. In America alone, on one estimate, more than 500 courses on
business ethics are on offer; 90% of the country’s business schools now teach the
subject. Globally, more than 20 research units now study the topic, and business-ethics
journal abound» [11].

This very simple description of a very complex evolution already points directly to
the simple idea which underlies the second aspect of our main thesis: corporate
scandals were crucial elements in the process leading to the development of business
ethics. The moral breakdown of companies was the driving force behind their ethical
awareness. But, as these crimes keep emerging, in spite of the large investments made
by companies in ethical processes and instruments, it is not surprising the large
skepticism about the relevancy of the industry of ethics.

Money corrupts. This is the basic concept underlying most of the ethical misgivings
about business. It is a very old and influential notion, In Antiquity, economics was a
matter for slaves. Citizens dealt with politics, war, art and philosophy. Buying, selling
and producing were the slave’s job. Progress and industrialization changed the cultural
perception of economic endeavors, but still today the same corruption is visible, as
most of the movie villains come from companies. It is not hard to find, in all countries
and epochs, lots of examples to illustrate that money corrupts. Both the corporate
scandals and the «robber barons», magnates accused of serious frauds, occupy large
sections of every newspapers space.

Consequently, the disbelief about the real relevancy of the large movements
towards business ethics is evident. Returning to the initial quote from The Economist,
the reviewer, although observing the rude health of the industry of health, is unable to
hide a strong cynicism: «All this is convoluted code for something simple: companies
meaning (or seeming) to be good (...) because with a few interesting exceptions, the
rhetoric falls well short of the reality.» [14 p. 3-4].

3 The Task of Business Ethics

What is the origin of such a paradoxical situation? In spite of all their efforts, why are
firms unable to convince the public about the sincerity of their ethical accomplish-
ments? There are good reasons for all this.
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The original purpose of business ethics was to introduce moral sense in one of the
toughest fields in human endeavor. Due to the ruthless nature of commerce, directing
managers, entrepreneurs and business leaders towards a more ethical sense of life is
something even today many consider impossible.

Markets are intense, merciless places. Competition is brutal, dramatic and unre-
pentant. Business Ethics knew it would never be able to change that. Ethics in man-
agement would have to proceed in spite of those conditions, not outside them. The only
way managers could be made to pay attention was to be objective, pragmatic, scientific,
and business-like. The only way business ethics was going to succeed was to be
«Ethics without the sermony.

This last expression comes from one of the seminal contributions in this fields, the
paper by Laura L. Nash of the same title in the Harvard Business Review in 1981 [8].
This article, reprinted in many of latter readings references of the area, presents the
basic attitude of the then primitive practitioners. One of the collections, when intro-
ducing the paper, expressed this stance clearly: «When academic philosophers begin to
discuss ethics with those who have more practical concerns (such as corporate exec-
utives), radically different styles, approaches and biases become quite apparent. Taking
these differences as her cue, Laura L. Nash offers a set of twelve questions that, while
free of philosophical abstracion, nonetheless embody the central concerns of ethical
reasoning as it is applied in business» [6 p. 38].

The problem is thus that, from the start, business ethics had a complex and intricate
relation with the philosophical field of ethics, of which it was suppose to be a
part. Unlike any other of the many sector applications of morality, corporate ethics
intended to be free from sermons. As Nash states in the mentioned paper: «Like some
Triassic reptile, the theoretical view of ethics lumbers along in the far past of Sunday
School and Philosophy 1, while the reality of practical business concerns is constantly
measuring a wide range of competing claims on time and resources against the unre-
lenting and objective marketplace» [8 p. 80].

Thus, facing one of the most morally demanding fields of human activity, business
ethics was also voluntarily alienated from the epistemological foundations of its own
intellectual area. Business ethics had to be different from all other types of ethics. The
reasons for this came, as we saw, from the specific characteristics of the same morally
demanding field. Corporate executives were allegedly unable to dialog with academic
philosophers.

Nobody ever explained why managers were so different from doctors, soldiers, and
many other professionals which, also busy with practical concerns, have for ages used
the ethical elaborations about their actions created by philosophical experts. Such a
dialog was present in all other activities. But everybody took for granted that business
ethics needed a different approach. Even if it was hard to believe this original and
uprooted endeavor would have great results. But only with «Ethics without the ser-
mony» would managers pay heed. Ethics, if it was to enter the boardroom, had to gain a
business-like appearance. This meant avoiding references to conscience, character,
spirituality, purposes and aims, by stressing the mechanisms and structures inside the
firm. Managers wouldn’t have it any other way.

Actually, this ethical concern was seen by them as just one among many other
demands on companies. As time went, on and societies got more complex, firms had to
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incorporate many restrictions on their procedures. Labor rights, environment legisla-
tions, costumers’ protection, quality controls and operational enhancements got to be
normal business procedures in the fight for profits. Ethics was just going to be one more
element. This integration in the spirit of commercial ventures was what business ethics
had to achieve. And did achieve. As long as ethics got to be something like accounting
or sanitation, determined by some clear procedures and rules.

In the process, both managers and ethical experts lost sight of the specificity of
ethics. Morality is very different from other social demands, as it pertains to them all.
By adopting a functional approach to ethics, in the effort to escape the sermons, it can
be said business ethics stopped being a part of ethics. This is explicitly stated in some
of the most relevant references of the discipline, although hiding the paradoxical
consequences.

For example, the already quoted handbook states as its purpose a strange aim: «The
goal of ethics education is not character building; but rather, like all college course
work, they attempt to share knowledge, build skills, and develop minds» [6 p. 7]. It is
thus obvious that the «the goal of ethics educationy is not ethics, but something else.

Some researchers are even more explicit, openly stating the purpose of having
ethical companies, while precluding the need for ethical managers: «What such pro-
posals for the reform of corporate governance seek to do is enhance the ethical per-
formance of businesses through organizational mechanisms for controlling the
behaviour of managers rather than through making those managers morally better
people. By changing those mechanisms, it is hoped that managers will be induced to
run businesses in ways that are morally preferable to the ways they would otherwise
run them.» [4 p. 266]. Many persons, even if not experts in morality, would consider
strange such a goal. Ethics is, above all else, a personal attitude and option. How can it
be possible to have ethical behavior with no reference to character and conscience? But
inside the complex world of management and corporate studies, where results and
efficacy are the absolute rules, it was easy to lose sight of the deeper elements involved.

This is even clearer in the explanation of the process of providing ethics, according
to the same paper: «So in the sense of looking to organizational structures rather than
managerial attitudes as determinants of morally desirable outcomes, this is a strategy
which looks to the business itself rather than its managers... So in looking to such
mechanisms, business ethics can not only achieve its ultimate aim of morally
enhancing business activity without resort to the very fraught and dubious route of
morally improving managers, but it can, in principle at least, achieve that aim more
effectively» [4 p. 266].

As dealing with persons is seen as a «fraught and dubious route» for moral
improving, the good methods are merely corporate mechanisms, which induce such
behaviors without any personal participation. Is this even possible? Were such
approaches recommended or even feasible in any other aspects of management? Would
any manager consider reasonable the implementation of a structure to ensure profits
without the contribution of good business decisions? And are these possible without
good businessmen? But in ethics things were thought to be different. In fact, as the
conclusion states, «To want business ethics to result in the moral improvement of
business activity is correct; to expect it to do so merely through the moral improvement
of managers as people is, I submit, profoundly unrealistic» [4 p. 264].
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Although a bit extreme, this paper states what was and is a very influential mind-set
among business ethics theoreticians and practitioners. The Polish poet Stanistaw Lec
famously asked «Is it a progress if a cannibal is using knife and fork?» [5 p. 78]. Much
of today’s business ethics could be reduced to attempts to tend to the table manner of
business cannibals without changing their diet.

4 The Failure of of Business Ethics?

The surge of business ethics in the latter part of the 20™ century followed methods
closer to business than ethics. The result, as would be expected, is practical failure
among an institutional profusion of mechanisms. Studies repeatedly demonstrate
clearly this outcome: «Many scholars view ethics codes as having minimal impact on
ethical behaviour within organizations» [9 p. 219]. «It seems that ethical codes are an
inferior document in most organizations; it does not really matter whether they exist or
not» [7 p. 208].

When faced with the scandals which, has stated, continue to motivate the discipline,
researchers repeatedly find the same problem: «Enron ethics means (still ironically) that
business ethics is a question of organizational “deep” culture rather than of cultural
artifacts like ethics codes, ethics officers and the like» [10 p. 243]. The probable
product of such an approach had to be failure.

The economic journal previously quoted is also the one stating clearly the problem.
«IF YOU believe what they say about themselves, big companies have never been
better citizens. In the past decade, “corporate social responsibility” (CSR) has become
the norm in the boardrooms of companies in rich countries, and increasingly in
developing economies too. Most big firms now pledge to follow policies that define
best practice in everything from the diversity of their workforces to human rights and
the environment.» [13]. The description of the influence of ethical industry in corporate
culture is preceded by a poisonous «if you believe what they say about themselvesy,
which immediately ethically discredits everything which will be said afterwards.
Managers are always seen as wolves in sheep clothing.

This may be obvious, but is still puzzling. If this is true, then the money and efforts
spent on ethics represents one of the largest wastes in the history of business. Never
was so much squandered by so many with so little results. But where the results really
so meager?

One way to access the evolution of the ethical image of business and corporations is
to consider two of the numerous surveys conducted on American attitudes by the
Gallup Organization. The ones of interest for our quest are those assessing «Confidence
in institutions» and «Honesty of professions». As these are yearly surveys which go
back to the early 1970s, they show consistent results on the opinions of American
citizens. This exercise does not aim establish any kind of empirical analysis, but mere
illustration. As the date covers the whole period of the expansion of business ethics
industry, one would expect to perceive some kind of positive impact over the image of
companies and managers.

In what regards the first survey, the question is «Please tell me how much confidence
you, yourself, have in each one — a great deal, quite a lot, some, or very little?» [2].
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The questionnaire covers 16 institutions, which range from the «President» and
«Congress» to «The church or organized religion» and the «The Military». The results
relevant for us are «D. Banks», «I. Organized labor», «N. Big business» and «O. Small
business». Table 1 summarizes the results of the survey from 1973 to 2015, showing the
percentage of people answering “great deal” and “quite a lot” to the above question.

Table 1. Galllup poll on confidence in economic institutions.

1973 [ 1975 | 1977 | 1979 | 1981 | 1983 | 1984 | 1985 | 1986 | 1987 | 1988 | 1989 | 1990
D| - - - 60 | 46 | 51 | 51 | 51 | 49 | 51 | 49 | 42 | 36
I|{30 |36 | 39 | 36 | 28 | 26 | 30 | 28 | 29 | 26 | 26 - 27
N| 26 | 34 | 33 | 32 | 20 | 28 | 29 | 31 | 28 - 25 - 25
o - - - - - - - - - - - - -
1991 [ 1992 | 1993 | 1994 | 1995 | 1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003
D| 32 | 30 | 37 | 35 | 43 | 44 | 41 | 40 | 43 | 46 | 44 | 47 | 50
I| 25|22 | 26 | 26 | 26 | 25 | 23 | 26 | 28 | 25 | 26 | 26 | 28
N| 26 | 22 | 22 | 26 | 21 | 24 | 28 | 30 | 30 | 29 | 28 | 20 | 22
o - - - - - - 63 | 57 - - - - -
2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015
D 53 |49 | 49 | 41 | 32 | 22 | 23 | 23 | 21 | 26 | 26 | 28
1131 24|24 19| 20| 19 | 20 | 21 | 21 | 20 | 22 | 24
N 24 | 22 | 18 | 18 | 20 | 16 | 19 | 19 | 21 | 22 | 21 | 21
o - - - 59 | 60 | 67 | 66 | 64 | 63 | 65 | 62 | 67

The results span almost all the possible range of answers. Small Business are at the
top of trustable institutions, with percentages above 60%. The rise they witness recently
has taken them almost to the level of the Military, the highest ranking of all organi-
zations in the survey. «Organized labor» and «Big Business» are at the other extreme,
in the bottom of the rankings bellow 25%. In the middle, Banks follow a very dramatic
fluctuating path, obviously due to financial crises. They had drastic falls in the second
part of the 1980s and the first decade of the new century, having recovered during the
1990s and less so since 2009. It is rather.

In such a diverse scenario, are there any discernible impacts the business ethics
evolution? The lack of a systematic tendency is the message this paper should take
from this general picture. It is rather obvious there is no visible effect of the important
investments made in business ethics in the last decades. If there is any trend visible
since the 1970s, where there were no such mechanisms implemented, it is negative.

The second survey relevant for our quest is about honesty of professions. The
particular query is «Please tell me how you would rate the honesty and ethical stan-
dards of people in these different fields — very high, high, average, low, or very low?»
[3]. Again the results are yearly from the mid-1970s. Among the many occupations
analyzed, the five which seem to be more relevant for our search are the ones directly
related to managing tasks: «business executivesy, «advertising practitioners», «car
salespeople», «insurance salespeople» and «stockbrokers». Table 2 presents the per-
centage of persons saying “high” and “very high” to the above question.
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Table 2. Galllup poll on honesty of economic professions.

1976 | 1977 | 1981 | 1983 | 1985 | 1988 | 1990 | 1991 | 1992 | 1993 | 1994

Business executives | 20 | 19 19 | 18 | 23 16 | 25 - 18 - -
Bankers 39 | 39 | 38 | 38 | 26 | 32 | 30 | 27 | 28 | 27
Advertising pract. 11 10 9 9 12 7 12 19 11 14 | 10
Car salespeople - 8 6 6 5 6 6 - 5 - -
Insurance salesp. - 15 11 13 10 10 13 - 9 - -
Stockbrokers - - 21 19 | 20 13 14 - 13 - -

1995|1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003 | 2003 | 2004
Business executives | 19 17 20 21 23 23 25 16 17 18 20

Bankers 27 | 26 | 34 | 30 | 30 | 37 | 34 36 | 35 | 36
Advertising pract. 10 | 11 12 | 10 9 10 | 11 14 9 12 | 10
Car salespeople 8 8 5 8 7 8 - 6 7 9 8
Insurance salesp. 11 11 12 11 10 10 13 - - 12 -
Stockbrokers 16 15 18 19 16 19 19 - 12 15 -

2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 {2014 | 2015
Business executives | 16 18 14 12 12 15 18 21 22 17 17

Bankers 41 | 37 | 35 | 23 | 19 | 23 | 25 | 28 | 27 | 23 | 25
Advertising pract. 11 11 6 10 | 11 11 11 11 14 | 10 | 10
Car salespeople 7 5 7 6 7 7 7 8 9 8 8
Insurance salesp. - 13 - - 10 - - 15 - - -
Stockbrokers 16 17 - 12 9 - 12 11 - - 13

Again the results are very revealing. In this survey economic occupations are less
favorably assessed than most others professions. None of them ever reached the 50%
level. The best, around 40% are insurance salespeople and bankers, this last before the
large tumble registered in 2008—2009. All other professions mentioned cluster around
the lower 10’s, with car salespeople reaping the lowest value of all, frequently even for
the whole sample.

Once again, there is no visible effect on the trend from the growing concern with
business ethics in the recent decades. A positive drift is nowhere visible. A possible
conclusion is that, in what concerns public opinion, firms could have maintained the
1970s level of expenditure on ethics, without missing much on their credibility.

5 How to Be Ethical?

Previous analysis indicates there are some serious problems in the realm of business
ethics. It is a field where companies have recently invested a lot of money and time,
using very sophisticated methods and mechanisms. At the same time universities and
research centers have developed a large literature on the subject. But, in spite of all this,
the image of businesses has not improved and the number of scandals was maintained,
if not increased. There are few other examples of such big investments in companies
with so diminutive effects.
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Of course these observations do not amount to anything like a scientific proof of the
failure thesis. It is possible to argue business ethics was very successful and influential,
as things would have been much worst without it. But, nevertheless, there is the
lingering suggestion that something should be done to improve the efficacy of the
endeavor in the future.

In this brief revision, some obvious aspects leap to our attention. As said, the efforts
in the field of business ethics had, from the start, chose an innovative method to
improve ethical behavior, attempting be «without the sermon». Thus, the problem
might come from this original sin. This stream of morality has always attempted very
different methods from all the others lines of applied ethics. Maybe a more regular and
traditional approach would be more proficient. After all, that was the way all others
fields of human activity proceeded.

It is important to clarify that, whatever the options of the field, applied business
behavior is, first and foremost, a personal decision. In order for it to be ethical, it is thus
a question of character, of attitude and virtue. To have good companies we need good
persons in companies, like there are no profits without good businesspersons, because
mechanisms are not enough.

This is not to say that all the contributions of these decades of efforts in the field of
business ethics are useless and should be discarded. The mechanisms implemented,
codes, commissions, courses, prizes and other elements, are positive and should be
kept. But their limits should also be clarified.

In order to understand the relative importance of the several elements present in
human behavior, one should analyze the process of ethical decisions. The crucial
master in all moral situations is the conscience of the decision maker. The person
responsible for the choice is the relevant ethical agent. That person, committed to be
ethical, tries to follow the best path available. It is true that, in order to operate,
the conscience must be well formed and informed, must know what is expected, what is
the right way to proceed. That is where the mechanisms provided by business ethics are
relevant.

All methods and efforts of recent decades in business ethics are important as guides
for personal consciences. Ethical decision gains a lot from the knowledge of rules,
examples, advices and other similar references. Thus, the various mechanisms imple-
mented in companies to promote ethics are very rich contributions towards a formed
and informed conscience of managers. But this, in itself represents merely a preparation
for the ethical decision. That only takes place in the intimacy of the manager’s con-
science. And if the person involved has a flawed character, the huge paraphernalia will
be dumb and void to influence the real and specific result.

Again it should be noted that this characteristic is very similar to the process in all
others corporate decisions. In finance, investment, operation and marketing there are
also a lot of methods and mechanisms created to help managers decide. But the final
quality of business depends crucially on the personal abilities of the persons managing
and deciding. In ethics the process is similar, even if this was mostly omitted in recent
decades.

When recruiting new managers, companies are usually very careful in examining
all the professional capabilities of candidates, to make sure the hiring gets the best
elements. But, because they are confident the ethical mechanisms implemented are
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enough, they tend to be somewhat sloppy and in what pertains the ethical postures of
candidates. Companies want ambitious recruits, filled with creativity, stamina and
leadership, but forget about their honesty, virtue and reliability. The results are visible.

Business ethics registered a very dramatic and relevant evolution in recent decades.

Most of the advances registered were very useful and relevant, and much was learned
about the moral conduct of managers. The only remaining element to be introduced is
the moral attitude of the persons managing the companies. Because ethics is always a
personal purpose.
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Abstract. This paper revisits PoeTryMe, a poetry generation plat-
form, and presents its most recent instantiation for producing poetry
inspired by trends in the Twitter social network. The presented system
searches for tweets that mention a given topic, extracts the most fre-
quent words in those tweets, and uses them as seeds for the generation of
new poems. The set of seeds might still be expanded with semantically-
relevant words. Generation is performed by the classic PoeTryMe sys-
tem, based on a semantic network and a grammar, with a previously
used generate &test strategy. Illustrative results are presented using dif-
ferent seed expansion settings. They show that the produced poems use
semantically-coherent lines with words that, at the time of generation,
were associated with the topic. Resulting poems are not really about
the topic, but they are a way of expressing, poetically, what the system
knows about the semantic domain set by the topic.

Keywords: Computational creativity - Creative systems - Poetry gen-
eration + Social media

1 Introduction

Creative systems are computer programs that exhibit behaviours that would be
deemed as creative by unbiased observers [1]. Such behaviours are often ren-
dered in the form of artefacts that go from visual art [2] to linguistic creativ-
ity including, but not limited to verbally-expressed humor [3], narratives [4],
metaphors [5], neologisms [6], slogans [7] or poetry, one of the most popular
tasks in this subfield. Poetry generation is a kind of natural language generation
where the resulting text can be seen as a poem. This can be achieved by the
presence of features, such as a regular metre, rhymes, or a figurative language.

PoeTryMe [8,9] is a poetry generation platform that produces lines with the
help of a grammar and a set of relation instances, and combines them according
to a pre-defined strategy, towards the creation of a poem. PoeTryMe has a
versatile architecture that provides a high level of customisation and can be the
starting point for the development of different poetry generation systems. Several
of its components can be changed: its semantic knowledge, the line templates, the
© Springer International Publishing AG 2016
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generation strategies and, of course, the poem configuration. The combination of
all these components enables the generation of diverse poems, thus contributing
to a positive perception of creativity.

This paper presents a new instantiation of PoeTryMe where the generation
of a poem is inspired by information circulating in the Twitter' social network.
The process starts with a given topic, which used to retrieve associated words
from Twitter, then used as seeds for poetry generation. Resulting poems are not
clearly about the topic, but they are, at least, inspired by it, and an abstract
connection is usually present. A bot was developed to publish the creations of
the presented system in Twitter. Therefore, we see Twitter’s role in this process
also as a way of continuously retrieving different seeds, and thus contributing to
the generation of more diverse poems every time.

In the remaining of the paper, related work, mostly on poetry generation, is
first reviewed. Then, a short description of PoeTryMe is provided. Before con-
cluding and discussing cues for future work, the specificities of this instantiation
are presented, together with some examples and a critical view.

2 Related Work

Computational Creativity is a multidisciplinary endeavour at the intersection
of the fields of artificial intelligence, cognitive psychology, philosophy, and the
arts?. It is driven towards modelling, simulating or replicating creativity, using
a computer, either to: (i) construct programs capable of human-level creativity;
(ii) better understand human creativity and formulate an algorithmic perspective
on creative behaviour in humans; (iii) design programs that can enhance human
creativity without necessarily being creative themselves.

Poetry generation systems are artificial systems that produce text with poetic
features and has thus creative value. The automatic generation of poetry is a
complex task, as it involves several levels of language (e.g. phonetics, lexical
choice, syntax and semantics) and usually demands a considerable amount of
input knowledge. However, not all of those levels have to be strictly addressed.
On the one hand, poetic text does not have to be extremely precise [10], as
several rules, typically present in the production of natural language, need to
(or should) be broken [11]. On the other hand, poetry involves a high occurrence
of interdependent linguistic phenomena where rhythm, metre, rhyme and other
features like alliteration, sentiment, or figurative language play an important
role. For instance, it is sometimes enough to have a less clear message, in a
trade-off for a pleasant sound given by a highly regular metre and rhymes.

! https://twitter.com.
2 Check the website of the Association for Computational Creativity at http://
computationalcreativity.net/.
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Several poetry generation systems are based on poem or line templates, but
most of them go further and combine the previous with other techniques (e.g.
[12,13]). Templates learned from human-created poetry are often sequences of
words with gaps to be filled by the system, but they can also be sequences of
parts-of-speech [14].

Produced word sequences usually evolve to meet the desired constraints,
which often include a stress pattern (metre) and may additionally define the posi-
tion of rhymes, syntactic rules, semantic constrains, and other features like the
presence of alliteration or the use of figurative language. Evolution can be made
through a generate-and-test approach [10,15] or it can rely on evolutionary algo-
rithms [11,16]. Other approaches include case-based reasoning [17], probabilistic
language models [18], constraint programming [13], or multi-agent systems [19].

Besides exhibiting poetic features, produced text should obey linguistic con-
ventions and convey a conceptual message, meaningful under some interpreta-
tion [11]. The handling of linguistic rules is typically achieved with the help
of natural language processing tools, such as morphological lexicons or gram-
mars. On the other hand, meaningfulness is more subjective and difficult to
achieve. Towards this goal, different systems have handled semantics differently.
Some start generation from a textual document [12,20,21] or a set of seed words
[22-24] to constrain the space of possible generations, in a way that the poem
should use these exact words, or others semantically associated. The choice of
relevant words may be achieved either by exploring models of semantic similarity,
extracted from corpora [13,22,24], with the help of lexical-semantic knowledge
bases [14,23], or both [12].

Poetry generation has been mainly addressed for English, but there are
attempts in other languages, including Spanish [10,17], Basque [14], Finnish
[13,20], Chinese [24], Indonesian [25], or Bengali [26], among others. Our origi-
nal effort targeted Portuguese [8], which is also the target language of the present
work.

3 PoeTryMe

PoeTryMe [8,9] is a poetry generation platform, on the top of which different
strategies for poetry generation can be implemented. It relies on a modular
architecture (see Fig.1), which enables the independent development of each
module and provides a high level of customisation, depending on the needs of
the system and ideas of the user or developer. Among other parameters, users
may define the semantic network to use, the rules of the generation grammar, the
transmitted sentiment, the generation strategy and the structure of the poem.
Developers may reimplement some of the modules and reuse the others.

A Generation Strategy organises lines, such that they suit, as much as pos-
sible, the structure of a poetic form and exhibit certain features. A structure
file sets the number of stanzas, lines per stanza and of syllables in each line of
the poem. An instantiation of the Generation Strategy does not generate the
lines, but exploits the Sentence Generator module to retrieve natural language
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Fig. 1. The architecture of PoeTryMe.

fragments, which might be used as such. Each strategy may differ on the number
of fragments requested from the Sentence Generator at any time, and how they
are organised into the poem structure, considering for this purpose features like
metre, thyme, coherence between lines or others, depending on the desired goal.

Syllable-related features are evaluated with the help of the Syllable Utils.
Given a word, this module may be used to divide it into syllables, to find its
stress, or to extract its termination, useful to identify rhymes.

The Sentence Generator is a core module for PoeTryMe. It generates
semantically-coherent natural language fragments, with the help of: (i) a seman-
tic network, managed by the Relations Manager, that connects words according
to relation predicates; and a generation grammar, processed by the Grammar
Processor, with textual renderings for the generation of lines that express seman-
tic relations. The generation of a line is a three-step interaction:

1. A random relation instance, in the form of a triplet = {wordy, predicate,
wordy}, is retrieved from the semantic network. To narrow the space of
possible generations, a set of seed words can be provided to the Relations
Manager. This set defines the generation domain, represented by a subgraph
of the main network that will contain all the triplets involving seed words.
A surprise factor, v, sets the probability of selecting also triplets involving
nodes that are two levels far from the seeds.

2. A random rendering for the triplet’s predicate is retrieved from the gram-
mar. Grammar rules are natural language renderings of predefined semantic
relations. So, there must be a direct mapping between the relation names,
in the graph, and the rules’ name, in the grammar. Besides terminal tokens,
that will be present in the poem without change, rules have placeholders that
indicate the position of the relation arguments (< argl > and < arg2 >).
A simple example of a valid rule set, with three hypernymy patterns, is shown
in Fig. 2.
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3. The resulting fragment is returned after inserting the arguments of the triplet
in the proper placeholders of the rule. For instance, the rules displayed in
Fig. 2 could be used to generate the following fragments: a tool like a hammer,
mango is a delicious fruit, man before animal.

HYPERNYM-OF ::= a <argl> like a <arg2>
HYPERNYM-OF ::= <arg2> is a delicious <argl>
HYPERNYM-OF ::= <arg2> before <argl>

Fig. 2. Grammar example rule set.

In addition to the previous modules, the Contextualizer explains why certain
words were selected and what is their connection to the seed words, as a list of
triplets for each line. It can be used for debugging or evaluation purposes.

Besides the surprise factor, another way of increasing diversity is to expand
the set of seeds with semantically-relevant words. For this purpose, before gen-
eration, a personalized version of the PageRank [27] algorithm is run in the
full semantic network. Initial node weights are randomly distributed across the
seeds, while the rest of the nodes have an initial weight of 0. After 30 iterations,
nodes will be ranked according to their structural relevance to the seeds. The
top-r ranked nodes are added to seed set.

The previous expansion feature can be biased to induce a target sentiment in
the poem. For this purpose, the top-r nodes are previously filtered, in order to
use only those with a target polarity. The typical polarity of words is obtained
from the Sentiment Processor, an interface to a polarity lexicon that lists words
and their typical polarities (positive, neutral or negative). For instance, suppose
that the top-10 ranked words for the word “blue” are: grim, blueness, gloomy,
sexy, color, dark, dejected, low, dye, down. When generating a negative poem
with, say, the top-3 words, grim, gloomy and dark would be added to the seed
set, together with blue. For a positive poem, the word sexy would be added,
together with the next two positive words in the ranking.

A more detailed description of PoeTryMe’s architecture is available else-
where [9]. Although PoeTryMe was originally developed to produce poetry in
Portuguese, its flexible architecture enabled the adaptation to Spanish [28] and
English. It has also been used to produce song lyrics for a given melody [29].

4 Poetry Inspired by Current Trends

This section describes a new instantiation of PoeTryMe where seed words are
collected from Twitter. Feeding the system with words that, at a certain time,
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are associated with a topic, enables the generation of different poems every time,
with a shallow connection with present events, even if it is not immediately clear.

As the original PoeTryMe, the presented instantiation targets Portuguese
although, given our recent adaptations, it could be adapted to Spanish and
English with low effort. All the linguistic resources used were the same as those
of previous instantiations for Portuguese [9], except for the generation grammar,
which is described in the next section. After that, the current approach for
producing poetry inspired by Twitter is described; a Twitterbot that publishes
poems about trendy topics is introduced; the current setup of this system is
detailed; and some illustrative examples are presented, followed by a critical
view of our results.

4.1 Generation Grammar

The generation grammar used in this instantiation of PoeTryMe has two main
updates: it is more strict and covers different kinds of text. The rules of the
grammar are still automatically acquired from human-created poetry, by iden-
tifying lines where two words connected in the semantic network co-occur. Yet,
current rules were only added to the grammar when the relation arguments
matched the desired part-of-speech (POS). Previously, this did not always hap-
pen because, depending on the context, the same words might have different
POS. For instance, most verbs can also be nouns (e.g. break, cover), or many
nouns can behave as adjectives (e.g. red, young).

Another difference in the grammar is that, in addition to rules learned
from human-created poetry, they were also acquired from proverbs and from
Wikipedia sentences. As the lines of a poem are already kind of abstract or
already involve figurative meanings, when PoeTryMe adds a new level of abstrac-
tion, the result can sometimes turn out to be more difficult, if not impossible,
to interpret. On the other hand, Wikipedia text is not so creative but easily
interpretable. Our intuition is that, combining both kinds of text, the previous
issues will be more balanced, and the result may still slightly more clear, even
when altered by PoeTryMe.

Being more strict when collecting rules resulted in a much smaller grammar.
The current generation grammar, for Portuguese, covers about 1,500 renderings,
which is substantially less than the previous 4,100 [9]. Hopefully, low quality
grammar rules were left out.

4.2 Approach

The approach of the present system can be divided in three main steps, including
the generation of a poem. Before generation, there is a seed acquisition stage,
and a seed expansion stage. The seed acquisition stage goes as follows:

1. A topic t, in the form of a word or expression, is given as input.
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2. Through the Twitter4J® library, m tweets mentioning t are retrieved
from Twitter.

3. Each tweet is processed and the top-f most frequent nouns, adjectives or
verbs are collected and used as seed words.

If there is one, the main sentiment about the topic can also be estimated
by counting the total number of smileys and emojis in the retrieved tweets. For
each happy face (positive), a counter ¢ is incremented by 1 (¢ = ¢+ 1), and for
each sad or crying face (negative) it is decremented (¢ = ¢ — 1). The estimated
polarity depends of the value of c. If ¢ > 0, it is positive, and if ¢ < —6, it is
negative, where 0 is a predefined threshold.

Additional seeds can be obtained through the seed expansion procedure
described earlier, which can be biased towards the polarity estimated in the
previous stage. Alternatively, if there is a Wikipedia article about topic ¢, open
words from its first sentence can also be used as additional seeds. This is an
attempt to mix long-term data about the topic, in Wikipedia, with fresh infor-
mation, from Twitter, and has similarities with what Toivanen et al. [20] do with
Wikipedia and recent news.

Generation is the final stage and starts by feeding PoeTryMe with the set
of seed words. As most of its previous instantiations (e.g. [28,29]), a generate
& test strategy at the line level if followed. This means that, for each line in
the target poem structure, text fragments are successively generated and scored
against the target metre and presence of rhymes, while the best scoring are kept.
The generation of each line stops either after a predefined number of generated
candidates (n), or when a candidate line has precisely the target number of
syllables and target rhyme, if there is one.

4.3 Twitterbot

Twitter is increasingly becoming a popular tool in the Computational Creativity
community, not only as a source of information, but also as a platform for exhibit-
ing the results of creative systems. While Twitterbots are autonomous systems,
connected to Twitter that, from time to time, post messages, for creative Twit-
terbots, messages have a creative value. This includes the production of novel
metaphors [30], riddles [31], or Internet memes [32], among others. Poetry has
also been produced from the re-organisation of tweets [33].

Following the previous trend, the @poetartificial* Twitterbot was developed
for tweeting poems inspired by the current trends. Every hour, it reads the
Twitter trends for Portugal, selects one of the three top trends, and runs the
previously described approach for producing a set of poems inspired by the
selected trend. The best-scoring poem is selected. Given the size limitations for
tweets (140 characters), generated poerms are currently blocks of four 10-syllable
lines.

3 http://twitterdj.org/.
4 In Portuguese, poeta artificial means artificial poet.
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4.4 Setup

PoeTryMe has several customisable parameters, most of them mentioned earlier.
For the presented system, including the Twitterbot, the following parameters
were set:

— Poem structure: block of four lines, each with 10 syllables;
Relevant seeds obtained from expansion, r = 5;
— Surprise factor, v = 0;
— Strategy: generate & test
e Maximum generations / line, n = 2,500
e Increasing factor ¢ = 0.8; (to increase the probability of rhymes, n =
n + %o *n, where 7 is the position of the line in the stanza)
— Score:
e Each syllable missing / out of metre: +1 penalty point
e Each rhyme: -2 penalty points

It should be highlighted that the surprise factor was set to 0 because we
believe that there is already enough richness in the Twitter seeds, especially if
they are expanded. Apart from that, there was not a big difference from previous
instantiations of the system. The following additional parameters, specific of this
instantiation, were set:

— #Retrieved tweets, m = 200;

— #Frequent words, f = 5;

— Polarity threshold, 8 = m/20 (5% of the retrieved tweets);
— #Wikipedia words, w = 5.

The Twitterbot is currently generating 25 poems each hour, but publishing
only the one with the best overall generate &test score, out of those that fit in
a tweet (140 characters).

4.5 Examples

The new instantiation of PoeTryMe is illustrated by examples displayed in this
section. All of them were produced in 19th January, 2016, using, as an example
topic, “David Bowie”, a well-known musician whose death, 9 days earlier, was
still echoed throughout Twitter.

The examples are presented in their original form, in Portuguese, together
with a rough English translation. Of course that, due to the vagueness of lan-
guage and to the inherent abstraction in a poem, the resulting translations were
hard to reach, and often resulted in odd constructions. Examples were produced
with different sets of seeds words, obtained with different seed expansion settings,
enumerated in Table 1, together with the resulting seed words. The examples of
Fig. 3 only use the top-5 frequent words in the retrieved tweets, while the others
use five additional seeds, obtained by different means. In the poems of Fig.4,
the regular expansion procedure was applied to retrieve relevant words from the
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semantic network. The poems of Figs.5 and 6 used the same expansion algo-
rithm but the former is biased towards positive seeds, and the second towards
negative seeds. Finally, the poems in Fig.7 use five additional seeds extracted
from the abstract of David Bowie’s article in the Portuguese Wikipedia.

The top frequent words in the retrieved tweets include the word ‘music’,
because Bowie was a musician. The word ‘homage’ is present because several
tweets refer planned homages, especially from Lady Gaga, another musician.
The verb ‘to make’ is often used with ‘homage’ — to make an homage — and was
thus also frequent. The other two words, ‘partnership’ and ‘good’, were used
several times to mention that Bowie refused to make a partnership with the
band Coldplay, claiming that their music was not good.

Table 1. Seeds collected from Twitter and additional seeds obtained from different
expansion settings.

Seeds homenagem, msica, fazer, parceria, bom

(homage, music, make, partnership, good)

Expansion | associao, sociedade, lugar, comemorao, promessas

(association, society, place, commemoration, promises)

Expansion+ | virtuoso, harmonia, glria, alegria, carola

(virtuous, harmony, glory, joy, prayer)

Expansion- | vo, lbia, treta, vassalas, partida

(vain, wordy, bullshit, vassals, departure)

Wikipedia | musical, artstico, inglts, nome, ator

(musical, artistic, english, name, actor)

Besides the original seeds, the poems in Fig.4 use directly related words,
obtained from the semantic network. The exact connection of these words with
the domain can be confirmed with the help of the Contextualizer. Related
words include synonyms of homage (glory, proof), music (harmony) or of ‘to
make’ (invent, practise, charge), as well as a hypernym of partnership (associa-
tion). Some of these relations are not held by the same sense of the seed words,

glria da homenagem em cruz

homenagem a prova de luz glory of homage in the cross
de associaes de parceria homage is a proof of illumination

. . of partnership associations
sem achar msica, nem harmonia without finding music, nor harmony
fazer em frente, ir a inventar make ahead, go and invent

. . make ahead, go and practice

fazer em frente, ir a praticar make ahead. go and charge
fazer em frente, ir a facturar it is better to do than to invent

mais vale fazer que inventar

Fig. 3. Poems inspired by the topic David Bowie, without seed expansion.
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and they are often not the sense we would first thought of. Although the system
does not do it intentionally, but because word senses are not handled, we like to
see this as an open door to the presence of figurative language.

The poems in Fig.4 mix the utilisation of the original seeds with other
semantically-relevant, together with words directly-related to one of the pre-
vious. This includes synonyms of ‘to make’ (proceed, conclude) or of ‘to col-
lect’ (gather), a hyponym of recordings (record), also words like ‘albums’ that
may be collected, or ‘promises’ that should be devoted.

coleccionar sem tocar em lbuns

coligir para coleccionar collect without touching in albums
ther to collect
melhor fazer que representar g
f werq P . it is better to do than to act

um registo de gravaes doiradas arecord of golden recordings
sempre a fazer e a proceder always making and proceeding

’ Tui always completing and making
sempre a conciuir e afazer do not want then to give your place
no o queira dep()is o lugar dar to have promises without knowing to devote

ter promessas sem saber consagrar

Fig. 4. Poems inspired by the topic David Bowie, with expanded seeds.

The poems in Fig.5 use the original seeds and other semantically-relevant
words with a positive polarity. Words directly related to the previous include
synonyms of harmony (communion) and joy (satisfaction), hypernyms of part-
nership (society) and harmony (art), a hyponym of homage (proof) and an action
that causes joy (to rejoice).

alegrar resulta em alegria
de sociedades de parceria rejoice results in joy
alegrar resulta em alegria of partnership societies
+ incinal a h . rejoice results in joy
a arte principal a harmonia the main art is harmony
homage is a proof of illumination
homenagem a prova de luz n O
. armony communion in the cross
comunho da harmonia em cruz there is not satisfaction without joy
no h satisfao sem alegria of partnership companies

de sociedades de parceria

Fig. 5. Poem inspired by the topic David Bowie, with expanded positive seeds.

The poems in Fig.6 use the original seeds and other semantically-relevant
words with a negative polarity. Words directly related to the previous include
a synonym of vain (lied), a hypernym of bullshit (verbiage), a hyponym of
music (cheap music) and an association with tax (efficient), among others.
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andar ao palavreado da treta
com msica santa e musiqueta wandering to the verbiage of bullshit
eﬁciemes, imposto de mo with holy music and cheap music
. efficient, hand tax by heaven’s decree, lied and in

por decreto do cu, mentido e vo vain
tudo comeou a um vo embalde it all started to one useless vain

it all started to one worthless vain
tudo comeou a um vo debalde looks the Guelphs of our departure!
olha os guelfos da nossa partida! of what class to make my life

de que turma fazer a minha vida

Fig. 6. Poem inspired by the topic David Bowie, with expanded negative seeds.

The poems in Fig. 7 use the original seeds and other collected from Wikipedia.
As expected, the words collected from Wikipedia are more stable associations
with David Bowie: he was an English singer, musical producer, and also an
actor. Semantically-related words include synonyms of producer (creator) or
name (power), a hypernym of singer (artist) and of musical (movie).

de seu filme, lugar e musical

seu filme de musical palatal of your movie, place and music
portanto, um nome de poder his musical film is palatal
’ ’ it is therefore a name of power
fazer para chegar a fazer make to get to make
de criador e de produtor it is of a creator and a producer

I d iad what a soul, what a producer, what a creator
que alma, que produlor, que criador the responsible do not have a producer

as responsveis no ttm produtor the artist and then the singer
o0 artista e depois o cantor

Fig. 7. Poems inspired by the topic David Bowie, with additional seeds from Wikipedia.

Additional real-time examples can be checked in the Twitter feed of the user
@poetartificial, where the bot operates in real time.

4.6 Critical View

In the displayed examples, features like the regular metre and the frequent pres-
ence of rhymes arise. With the current settings, these features are often met.
In fact, with the current linguistic resources, meeting them is mostly a matter
of increasing the number of generations per line. Grammatical constraints are
also frequently satisfied, especially now, with more strict grammar on the POS
of the arguments. Though smaller than previous grammars, we can say that the
richness of the underlying resources still enables the generation of poems with
an interesting degree of variation, which contributes to a positive perception of
creativity.

Each line is semantically-coherent, because semantically-related words are
basically put in the position of other words that hold the same relation, in what
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can be seen as a shallow exploitation of analogy. Stranger situations might occur
from fixed words in the rule’s body, too specific and with a strong connection
with the original words, but not so much with the replacements, at least as long
as the semantic network is well-structured. At the same time, this is where the
poem may become interesting, or when it may fail. But this situation is not that
frequent in 10-syllable lines, typically restricted to functional words (e.g. deter-
miners and prepositions), besides the pair of related words.

In the displayed examples, when the previous situations happened, we can
say it went quite well in lines such as: homage is a proof of illumination, or
harmony communion in the cross, where the words ‘illumination’ and ‘cross’
were fixed. On the other hand, the line his musical film is palatal, where the
word ‘palatal’ is fixed, is odder. As most of the more specific words come from
the rules learned from Wikipedia, its usage for this purpose should be rethought.

Still on semantics, although they are generated independently, lines end up
having some unity, together and with the topic. This happens because they are
based on the same semantic domain, set by the topic. Though not frequent,
issues might arise from an odd order of the lines. This happens because the
system does not have any concern on showing some kind of evolution from the
beginning to the end of the poem.

Finally, the connection of the poem with the topic is sometimes too tenuous.
Using associated words is not always enough for this purpose. Moreover, there
might be strongly-associated words that are not in the semantic network, and
will thus never be used. This is why we say that the poem is inspired by the
topic, in a sense that it uses related words in semantically-coherent sentences,
but we do not claim that it is about the topic.

5 Concluding Remarks

A new instantiation of PoeTryMe, a poetry generation platform, was presented.
The singular feature of the presented system is that its poetry is inspired by
Twitter trends, more precisely, words that are associated with those.

Presented examples illustrate the potential of this system, but also its limi-
tations. Despite the presence of a regular metre, rhymes, grammatical sentences
and semantically-related words, the connection with the topic is not always very
clear. If it is not known, it is often hard to identify the original topic. Especially
when fresh associations, possibly valid just for a short period of time, are used.

This is why the poems are not about a topic, but inspired by it — given a topic,
currently associated words are extracted and fed to PoeTryMe, which expresses
“what it knows” about those words, poetically. Writing about the topic would
require deeper linguistic processing of the tweets and possibly other sources
of knowledge. On this problem, Tobin and Manurung [21] extract predicate-
argument structures from an input article and try to keep the same structure
during generation. They admit, however, that considering this together with
other features results in too much complexity and a long time for producing a
poem.
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In order to improve the connection with the topic, we are devising an alterna-
tive approach for setting the generation domain, but simpler than the previous.
In the preprocessing step, whenever a tweet uses two words that, according to our
semantic network, are related, this relation will be added to the set of identified
relations. Then, instead of using seed words for setting the generation domain,
this domain should consist of a graph with the identified relations, which is pos-
sible in the PoeTryMe architecture. If the graph is too small, additional relations
can be used, based on their distance to the domain, or the current strategy can
still be used as a fallback. The issue of only using words from the semantic
network remains, though.

Anyway, trends are always changing and people say different things about
them. So, independently of writing about the topic or not, the connection to
Twitter enables the continuous generation of different poems every time. This
can also be seen as a test to the limits of the system, and will certain give hints
for further improvements. Moreover, the Twitterbot will hopefully shake a little
bit the (still small) Portuguese community of Twitter users.
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Abstract. This paper presents a collaborative filtering method for hotel
recommendation incorporating guest preferences. We used the results of
aspect-based sentiment analysis to recommend hotels because whether
or not the hotel can be recommended depends on the guest preferences
related to the aspects of a hotel. For each aspect of a hotel, we iden-
tified the guest preference by using dependency triples extracted from
the guest reviews. The triples represent the relationship between aspect
and its preference. We calculated transitive association between hotels by
using the positive/negative preference on some aspect. Finally, we scored
hotels by Markov Random Walk model to explore transitive associations
between the hotels. The empirical evaluation showed that aspect-based
sentiment analysis improves overall performance. Moreover, we found
that it is effective for finding hotels that have never been stayed at but
share the same neighborhoods.

Keywords: Collaborative filtering - Markov Random Walk model -
Aspect-based sentiment analysis

1 Introduction

Collaborative filtering (CF) identifies the potential preference of a con-
sumer/guest for a new product/hotel by using only the information collected
from other consumers/guests with similar products/hotels in the database. It
is a simple technique as it is not necessary to apply more complicated content
analysis compared to the content-based filtering framework [1]. CF has been very
successful in both research and practical systems. It has been widely studied
[2-6,11], and many practical systems such as Amazon for book recommendation
and Expedia for hotel recommendation have been developed.

Item-based collaborative filtering is one of the major recommendation tech-
niques [6,7]. It assumes that the consumers/guests are likely to prefer prod-
uct/hotel that are similar to what they have bought/stayed before. Unfortu-
nately, most of them only consider star ratings and leave consumers/guests
© Springer International Publishing AG 2016
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textual reviews. Several authors focused on the problem, and attempted to
improve recommendation results using the techniques on text analysis, e.g., senti-
ment analysis, opinion mining, or information extraction [8-10]. However, major
approaches aim at finding the positive/negative opinions for the product/hotel,
and do not take users preferences related to the aspects of a product/hotel into
account. For instance, one guest is interested in a hotel with nice restaurants
for enjoying her/his vacation, while another guest, e.g., a businessman prefers
to the hotel which is close to the station. In this case, the aspect of the former
is different from the latter.

This paper presents a collaborative filtering method for hotel recommenda-
tion incorporating guest preferences. We rank hotels according to scores. The
score is obtained using the analysis of different aspects of guest preferences. The
method utilizes a large amount of guest reviews which make it possible to solve
the item-based filtering problem of data sparseness, i.e., some items were not
assigned a label of users preferences. We used the results of aspect-based sen-
timent analysis to recommend hotels because whether or not the hotel can be
recommended depends on the guest preferences related to the aspects of a hotel.
For instance, if one guest stays at hotels for her/his vacation, a room with nice
views may be an important factor to select hotels, whereas another guest stayed
at hotels for business, may select hotels near to the station. We parsed all reviews
by using syntactic analyzer, and extracted dependency triples which represent
the relationship between aspect and its preference. For each aspect of a hotel,
we identified the guest preference related to the aspect to good or not, based on
the dependency triples in the guest reviews. The positive/negative opinion on
some aspect is used to calculate transitive association between hotels. Finally, we
scored hotels by Markov Random Walk (MRW) model, i.e., we used MRW based
recommendation technique to explore transitive associations between the hotels.
Random Walk based recommendation overcomes the item-based CF problem
that the inability to explore transitive associations between the hotels that have
never been stayed but share the same neighborhoods [11].

2 Related Work

Sarwar et al. mentioned that CF mainly consists of two procedures, predic-
tion and recommendation [7]. Prediction refers to a numerical value expressing
the predicted likeliness of item for user, and recommendation is a list of items
that the user will like the most. As the volume of online reviews has drastically
increased, sentiment analysis, opinion mining, and information extraction for the
process of prediction are a practical problem attracting more and more atten-
tion. Several efforts have been made to utilize these techniques to recommend
products [9,12]. Cane et al. have attempted to elicit user preferences expressed
in textual reviews, and map such preferences onto some rating scales that can
be understood by existing CF algorithms [8]. They identified sentiment orien-
tations of opinions by using a relative-frequency-based technique that estimates
the strength of a word with respect to a certain sentiment class as the relative
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frequency of its occurrence in the class. The results using movie reviews from
the Internet Movie Database (IMDb) for the MovieLens 100k dataset showed
the effectiveness of the method. However, the sentiment analysis they used is
limited, i.e., they used only adjectives or verbs.

Niklas et al. have attempted to improve the accuracy of movie recommenda-
tions by using the results of opinion extraction from free-text reviews [9]. They
presented three approaches: (i) manual clustering, (ii) semi-automatic cluster-
ing by Explicit Semantic Analysis (ESA), and (iii) fully automatic clustering by
Latent Dirichlet Allocation (LDA) [13] to extract movie aspects as opinion tar-
gets, and used them as features for the collaborative filtering. The results using
100 random users from the IMDDb showed that the LDA-based movie aspect
extraction yields the best results. Our work is similar to Niklas et al. method in
the use of LDA. The difference is that our approach applied LDA to the depen-
dency triples, although Niklas applied LDA to single words. Raghavan et al. have
attempted to improve the performance of collaborative filtering in recommender
systems by incorporating quality scores to ratings [10]. They estimated the qual-
ity scores of ratings using the review and user data set, and ranked according to
the scores. They adapted the Probabilistic Matrix Factorization (PMF) frame-
work. The PMF aims at inferring latent factors of users and items from the
available ratings. The experimental evaluation on two product categories of a
benchmark data set, i.e., Book and Audio CDs from Amazon.com showed the
efficacy of the method.

In the context of recommendation, several authors have attempted to rank
items by using graph-based ranking algorithms [14,15]. Wijaya and Bressan have
attempted to rank items directly from the text of their reviews [16]. They con-
structed a sentiment graph by using simple contextual relationships such as
collocation, negative collocation and coordination by pivot words such as con-
junctions and adverbs. They applied PageRank algorithm to the graph to rank
items. Li et al. proposed a basket-sensitive random walk model for personal-
ized recommendation in the grocery shopping domain [11]. The method extends
the basic random walk model by calculating the product similarities through
a weighted bi-partite network which allows the current shopping behaviors to
influence the product ranking. Empirical results using three real-world data sets,
LeShop, TaFeng and an anonymous Belgium retailer showed that a performance
improvement of the method over other existing collaborative filtering models,
the cosine, conditional probability and the bi-partite network based similarities.
However, the transition probability from one product node to another is com-
puted based on a user’s purchase frequency of a product with regardless of the
users’ positive or negative opinions concerning to the product.

There are three novel aspects in our method. Firstly, we propose a method to
incorporate different aspect of a hotel into users preferences/criteria to improve
quality of recommendation. Secondly, from a ranking perspective, the MRW
model we used is calculated based on the polarities of reviews. Finally, from the
opinion mining perspective, we propose overcoming with the unknown polarized
words by utilizing LDA.
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3 Framework of the System

Figure 1 illustrates an overview of the method. It consists of four steps: (1) Aspect
analysis, (2) Positive/negative opinion detection based on aspect analysis, (3)
Positive/negative review identification, and (4) Scoring hotels by MRW model.

Aspect analy3|s

" Aspects
Rewews J 2. Pos/Neg opinion detection

o
Location || Room | | Overall
Pos/Neg || Pos/Neg Pos/Neg

4. Scoring hotels by

;3 Pos/Neg reV|ew MRW model
|dent|f|cat|on ™ Location
0S review
Tralnlng rewewsf p
Locaﬁon
neg review

Test reviews

Fig. 1. Overview of the method.

3.1 Aspect Analysis

The first step to recommend hotels based on guest preferences is to extract
aspects for each hotel from a guest review corpus. All reviews were parsed by
the syntactic analyzer CaboCha [17], and all the dependency triples (rel, x, y)
are extracted. Here, = refers to a noun/compound noun word related to the
aspect. y shows verb or adjective word related to the preference for the aspect.
rel denotes a grammatical relationship between z and y. We classified rel into
9 types of Japanese particle, “ga(ha)”, “wo”, “ni’, “he’, “to”, “de”, “yori’,
“kara” and “made”’. For instance, from the sentence “Cyousyoku (breakfast)
ga totemo (very) yokatta (was delicious).” (The breakfast was very delicious.),
we can obtain the dependency triplet, (ga, cyousyoku, yokatta). The triplet
represents positive opinion, “yokatta’ (was delicious) concerning to the aspect,
“Cyousyokw” (breakfast/meal).

3.2 Positive/Negative Opinion Detection

The second step is to identify positive/negative opinion related to the aspects of
a hotel. We classified aspects into seven types: “Location”, “Room”, “Meal”,
“Spa”, “Service”, “Amenity”, and “Overall”. These types are used in the
Rakuten travel data! which we used in the experiments. Basically, the iden-
tification of positive/negative opinion is done using Japanese sentiment polarity

! http://rit.rakuten.co.jp/rdr/index.html.

vww . allitebooks.con
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dictionary [18]. More precisely, if y in the triplet (rel, z, y) is classified into
positive/negative classes in the dictionary, we regarded the extracted depen-
dency triplet as positive/negative opinion. However, the dictionary makes it
nearly impossible to cover all of the words in the review corpus.

For unknown verb or adjective words that were extracted from the review
corpus, but did not occur in any of the dictionary classes, we classified them into
positive or negative class using a topic model. Topic models such as probabilistic
latent semantic indexing [19] and Latent Dirichlet Allocation (LDA) [13] are
based on the idea that documents are mixtures of topics, where each topic is
captured by a distribution over words. The topic probabilities provide an explicit
low-dimensional representation of a document. They have been successfully used
in many domains such as text modeling and collaborative filtering [20]. We used
LDA and classified unknown words into positive/negative classes. LDA presented
by [13] models each document as a mixture of topics, and generates a discrete
probability distribution over words for each topic. The generative process of LDA
can be described as follows:

1. For each topic k = 1,--- , K, generate ¢, multinomial distribution of words
specific to the topic k from a Dirichlet distribution with parameter ;
2. For each document d = 1,---, D, generate 6,;, multinomial distribution of

topics specific to the document d from a Dirichlet distribution with parameter
o
3. For each word n =1,--- , Ng in document d;
(a) Generate a topic zq4, of the n'" word in the document d from the multino-
mial distribution 0,
(b) Generate a word wg,, the word associated with the n** word in document
d from multinomial ¢4, .

Like much previous work on LDA, we used Gibbs sampling to estimate ¢ and 6.
The sampling probability for topic z; in document d is given by:

_ (i, By + o)
e e )= G W, Ta) v

2\; refers to a topic set Z, not including the current assignment z;. n7<” is the
count of word v in topic j that does not include the current assignment z;, and
m; indicates a summation over that dimension. W refers to a set of documents,
and T denotes the total number of unique topics. After a sufficient number of
sampling iterations, the approximated posterior can be used to estimate ¢ and
0 by examining the counts of word assignments to topics and topic occurrences
in documents. The approximated probability of topic k& in the document d, 9’; ,
and the assignments word w to topic k, ¢>A}j are given by:

5 N, + «

k _— 2
ed Ng+aK’ ()
2 Nw"’“ﬁ

o = = (3)

E= Ny
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For each aspect, we manually collected reviews and created a review set. We
applied LDA to each set of reviews consisted of triples. We need to estimate
two parameters, i.e., the number of reviews, and the number of topics k for the
result obtained by LDA. We note that the result can be regarded as a clustering
result: each cluster is positive/negative opinion, and each element of the cluster
is positive/negative opinion according to the sentiment polarity dictionary, or
unknown words. For each number of reviews, we applied LDA, and as a result,
we used Entropy measure which is widely used to evaluate clustering techniques
to estimate the number of topics (clusters) k. The Entropy measure is given by:

Jop— Z%ZP(Ai,Cj)logP(Ai,Cj). (@)

log k

k refers to the number of clusters. P(4;,C};) is a probability that the elements
of the cluster C; assigned to the correct class A;. N denotes the total number
of elements and INV; shows the total number of elements assigned to the cluster
Cj. The value of F ranges from 0 to 1, and the smaller value of E indicates
better result. We chose the parameter k whose value of F is smallest. For each
cluster, if the number of positive opinion is larger than those of negative ones,
we regarded a triplet including unknown word in the cluster as positive and vice
versa.

3.3 Positive/Negative Review Identification

We used the result of positive/negative opinion detection to classify guest reviews
into positive or negative related to the aspect. Like much previous work on sen-
timent analysis based on supervised machine learning techniques [21] or corpus-
based statistics, we used Support Vector Machine (SVMs) to annotate automat-
ically [22]. For each aspect, we collected positive/negative opinion (triples) from
the results of LDAZ?. Each review in the test data is represented as a vector where
each dimension of a vector is positive/negative triplet appeared in the review,
and the value of each dimension is a frequency count of the triplet. For each
aspect, the classification of each review can be regarded as a two-class problem:
positive or negative.

3.4 Scoring Hotels by MRW Model

The final procedure for recommendation is to rank hotels. We used a ranking
algorithm, the MRW model that has been successfully used in Web-link analysis,
social networks [23], and recommendation [11,14,15]. Given a set of hotels H,
Gr = (H, E) is a graph reflecting the relationships between hotels in the set. H
is the set of nodes, and each node h; in H refers to the hotel. E is a set of edges,
which is a subset of I x H. Each edge e;; in I is associated with an affinity

2 We used the clusters that the number of positive and negative words is not equal.
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weight f(i — j) between hotels h; and h;(i # j). The weight of each edge is a
value of transition probability P(h; | h;) between h; and h;, and defined by:

Gr
Sl c(gr, hj) c(gr, hi)

Py 10 =2 (=g ) e h)) ?

k=1

Equation (5) shows the preference voting for target hotel h; from all the
guests in Gr stayed at h;. We note that we classified reviews into posi-
tive/negative. We used the results to improve the quality of score. More pre-
cisely, we used only the positive review counts to calculate transition probabil-
ity. c(gr,h;) and c(gx, h;) in Eq. (5) refer to the lodging count that the guest
g reviewed the hotel hj(h;) as positive. P(h; | h;) in Eq.(5) is the marginal
probability distribution over all the guests. The transition probability obtained
by Eq. (5) shows a weight assigned to the edge between hotels h; and h;.

We used the row-normalized matrix U;; = (Us;)|m|x|m| to describe Gr with
each entry corresponding to the transition probability, where U;; = p(h; | h;).
To make U a stochastic matrix, the rows with all zero elements are replaced
by a smoothing vector with all elements set to ﬁ The matrix form of the

recommendation score Score(h;) can be formulated in a recursive form as in the

MRW model: A = pUTX + uu?l‘)e, where A = [Score(h;)]|m|x1 is a vector of
saliency scores for the hotels. e is a column vector with all elements equal to
1. p is a damping factor. We set p to 0.85, as in the PageRank [24]. The final

transition matrix is given by:

M=puUT + (l_ﬂ)eeT. (6)
| H |
Each score is obtained by the principal eigenvector of the new transition
matrix M. We applied the algorithm to the graph. The higher score based on
transition probability the hotel has, the more suitable the hotel is recommended.
For each aspect, we chose the topmost k hotels according to rank score. For each
selected hotel, if the negative review is not included in the hotel reviews, we
regarded the hotel as a recommendation hotel.

4 Experiments

4.1 Data

We used Rakuten travel data®. It consists of 11,468 hotels, 348,564 reviews sub-
mitted from 157,729 guests. We used plda? to assign positive/negative tag to the
aspects. For each aspect, we estimated the number of reviews, and the number
of topics (clusters) by searching in steps of 100 from 200 to 1,000. Table 1 shows
the minimum entropy value, the number of reviews, and the number of topics for

3 http://rit.rakuten.co.jp/rdr/index.html.
4 http://code.google.com/p/plda.
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Table 1. The minimum entropy value and the # of topics.

Aspect | Entropy | Reviews | Topics
Location | 0.209 600 700
Room 0.460 700 600
Meal 0.194 500 700
Spa 0.232 400 500
Service |0.226 500 700
Amenity | 0.413 600 600
Overall |0.202 500 700

each aspect. Table 4 shows that the number of reviews ranges from 400 to 700,
and the number of topics are from 500 to 700. For each of the seven aspects, we
used these numbers of reviews and topics in the experiments. We used linear ker-
nel of SVM-Light [22] and set all parameters to their default values. All reviews
were parsed by the syntactic analyzer CaboCha [17], and 633,634 dependency
triples are extracted. We used them in the experiments.

We had an experiment to classify reviews into positive or negative. For each
aspect, we chose the topmost 300 hotels whose number of reviews are large. We
manually annotated these reviews. The evaluation is made by two humans. The
classification is determined to be correct if two human judges agree. We obtained
400 reviews consisting 200 positive and 200 negative reviews. 400 reviews are
trained by using SVMs for each aspect, and classifiers are obtained. We randomly
selected another 100 test reviews from the topmost 300 hotels, and used them as
test data. Each of the test data was classified into positive or negative by SVMs
classifiers. The process is repeated five times. As a result, the macro-averaged
F-score concerning to positive across seven aspects was 0.922, and the F-score
for negative was 0.720. For each aspect, we added the reviews classified by SVMs
to the original 400 training reviews, and used them as a training data to classify
test reviews.

We created the data which is used to test our recommendation method.
More precisely, we used the topmost 100 guests staying at a large number of
different hotels as recommendation. For each of the 100 guests, we sorted hotels
in chronological order. We used these with the latest five hotels as test data.
To score hotels by MRW model, we used guest data staying at more than three
times. The data is shown in Table2. “Hotels” and “Different hotels” in Table 2

Table 2. Data used in the experiments.

Hotels 30,358
Different hotels | 6,387
Guests 23,042
Reviews 116,033




Exploiting Guest Preferences with Aspect-Based Sentiment Analysis 39

refer to the total number of hotels, and the number of different hotels that the
guests stayed at more than three times, respectively. “Guests” shows the total
number of guests who stayed at one of the “Different hotels”. “Reviews” shows
the number of reviews with these hotels.

We used MAP (Mean-Averaged Precision) as an evaluation measure [25]. For
a given set of guests G = {g1,- - ,gn}, and H = {hy,--- , hp, } be a set of hotels
that should be recommended for a guest g;, the MAP of G is given by:

|G| m;
MAP(G Z Z Precision(Rjy). (7)
| G | m] k=1

R, in Eq. (7) refers to the set of ranked retrieval results from the top result
until we get hotel hy. Precision indicates a ratio of correct recommendation
hotels by the system divided by the total number of recommendation hotels.

4.2 Basic Results

The results across seven aspects are shown in Table3. As shown in Table 3,
there are no significant difference among seven aspects, and the averaged MAP
obtained by our method, aspect-based sentiment analysis (ASA) was 0.392.
Table 4 shows sample clusters regarded as positive for three aspects, “location”,
“room”, and “meal” obtained by LDA. Each cluster shows the top 5 triples and
content words. We observed that the extracted triples show positive opinion for
each aspect. This indicates that aspect extraction contributes to improve over-
all performance. In contrast, some words such as yoi (be good) and manzoku
(satisfy) in content word based clusters appear across aspects. Similarly, some
words such as ricchi (location) and cyousyoku (breakfast) which appeared in
negative cluster are an obstacle to identify positive/negative reviews in SVMs
classification.

Table 3. Basic results.

Location | Room | Meal | Spa | Service | Amenity | Overall | Avg
MAP |0.391 0.373 |0.403/0.392|0.382 |0.391 0.414 ]0.392

We recall that we classified aspects into seven types according to the guest
preferences. There are other aspects for the hotels such as hotel types and area.
We used three types of the hotels, i.e., “Japanese style inn at a hot spring”,
“Pension”, and “Business hotel”. Similarly, we used two area, i.e., “Tokyo” and
“Nagano prefecture”. We had an experiment to examine how these aspects affect
the overall performance of recommendation. The data and the results are shown
in Tables5 and 6. We can see from Table5 that there are no significant dif-
ference among hotel types as the averaged MAP against the hotel types are
from 0.384 to 0.394. However, the Map of “Tokyo” related to “Amenity” was
0.376 while that of “Nagano Pref.” was only 0.329, and the difference was 0.047.
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Table 4. Top 5 triples and content words.

Rank | Aspects
Location Room Meal
1 (ni, eki, chikat) (ga, heya, yoi) (ga, shokuji, yoi)
be near to the station room was nice breakfast was nice
2 (ha, hotel, chikas) (ha, heya, hiroi) (ha, shokugi, yo1)
the hotel is close the room is wide meal was nice
3 (ni, hotel, chikai) (ga, heya, kirei) (ha, restaurant, good)
be near to the hotel A room is clean a restaurant is good
4 (ni, parking, chikaz) (de, sugoseru, heya) (ha, restaurant, yos)
be near to the parking can spend in the room | restaurant is nice
5 (ga, konbini, aru) (ha, heya, jyuubun) (ha, buffet, yoi)
be near to the convenience store | a room is enough goo | Buffet is delicious
Rank | Content words
Location Room Meal
1 ricchi heya syokugji
location room meal
2 eki hiroi yoi
station be wide be good
3 yoi kires cyousyoku
be good be clean breakfast
4 mise manzoku oishii
store satisfy be delicious
5 subarashii yoi manzoku
be great be good satisfy
Table 5. Data and results (hotel types).
Data Results
Hotels | Reviews | Location | Room | Meal | Spa | Service | Amenity | Overall | Avg
Hot spring | 3,073 |52,798 |0.393 0.375 [0.411/0.3940.381 |0.392 0.411 |0.394
Pension 1,845 |30,275 |0.383 0.364 |0.388/0.379/0.376 |0.386 0.401 |0.384
Business |2,759 |38,569 |0.394 0.370 |10.394/0.386/0.379 |0.390 0.408 |0.389
Table 6. Data and results (area).
Data Results
Hotels | Reviews | Location | Room | Meal | Spa |Service | Amenity | Overall | Avg
Tokyo 982 2,902 0.369 0.359 [0.387/0.381|0.376 |0.382 0.399 |0.394
Nagano Pref|897 2,093 0.361 0.353 10.378/0.369/0.329 |0.371 0.380 |0.367
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One reason behind this lies the small number of reviews as the “Amenity” of
“Nagano Pref.” consisted of only 47 reviews. For future work, we should be extend
our method for further efficacy by overcoming the lack of sufficient reviews in
data sets.

4.3 Comparative Experiments

We compared the results obtained by our method, ASA with the following four
approaches to examine how the results of each method affect the overall perfor-
mance.

1. Transition probabilities without review (TPWoR)
The probability P(h; | h;) used in the method is the preference voting for
the target hotel i; from all the guests in a set G who stayed at h;, regardless
of positive or negative review of G.

2. Content Words (CW)
The difference between content words method and our method, ASA is that
the former applies LDA to the content words.

3. Without reviews classified by SVMs (WoR)
SVMs used in this method classifies test data by using only the original 400
training reviews.

4. Without negative review filtering (WoNRF)
The method selected the topmost k hotels according to the MRW model, and
the method dose not use negative reviews as a filtering.

Table 7 shows averaged MAP across seven aspects. As we can see from Table 7
that aspect-based sentiment analysis was the best among four baselines, and
MAP score attained at 0.392. The result obtained by transition probability
without review was worse than any other results. This shows that the use of
guest review information is effective for recommendation. Table 7 shows that the
result obtained by content words method was worse than the result obtained by
aspect-based sentiment analysis, and even worse than the results without reviews
classified by SVMs (WoR) and without negative review filtering (WoNRF). Fur-
thermore, we can see from Table7 that negative review filtering was a small
contribution, i.e., the improvement was 0.014 as the result without negative

Table 7. Recommendation results.

Method MAP
Trans. pro. without review | 0.257
Content words 0.304

Without reviews by SVMs | 0.356
Without neg review filtering | 0.378
Aspect-based SA 0.392
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review filtering was 0.378 and aspect-based SA was 0.392. One reason is that
the accuracy of negative review identification. The macro-averaged F-score con-
cerning to negative across seven aspects was 0.720, while the F-score for positive
was 0.922. Negative review filtering depends on the performance of negative
review identification. Therefore, it will be necessary to examine features other
than word triples to improve negative review identification.

0.5
414
391 408
378 381
344 338 349 351
.285
Location  Room Meal Service Amenity  Overall
M Transition probabilities H Content words
Without reviews classified by SVMs B Without negative review filtering

m Aspet-based sentiment analysis

Fig. 2. The results against each aspect.

It is very important to compare the results of our method with four base-
lines against each aspect. Figure 2 shows MAP against each aspect. The results
obtained by aspect-based sentiment analysis were statistically significant com-
pared to other methods except for the aspects “spa” and “overall” in without
negative review filtering method.

Table8 shows a ranked list of the hotels for one guest (guest ID: 2037)
obtained by using each method. The aspect is “meal”, and each number shows
hotel ID. Bold font in Table 8 refers to the correct hotel, i.e., the latest five hotels
that the guest stayed at. As can be seen clearly from Table 8, the result obtained
by our method includes all of the five correct hotels within the topmost eight
hotels, while without negative review filtering (WoNRF) was four. TPWoR, CW,
and WoR did not work well as the number of correct hotel was no more than
three, and these were ranked seventh and eighth.

It is interesting to note that some recommended hotels are very similar to the
correct hotels, while most of the eight hotels did not exactly match these correct
hotels except for the result obtained by aspect-based sentiment analysis method.
If these hotels were similar to the correct hotels, the method is effective for finding
transitive associations between the hotels that have never been stayed but share
the same neighborhoods. Therefore, we examined how these hotels are similar
to the correct hotels. To this end, we calculated distance between correct hotels
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Table 8. Recommendation list for user ID 2037.

Rank | TPWoR | CW WoR WoNRF | ASA
2349 2203 2614 3022 449
604 2349 554 604 | 30142
12869 30142 | 30142 449 | 18848
90 604 604 | 30142 531
666 | 12869 3022 | 18848 769
2149 |39502 531 531 2223
38126 449 449 769 | 15204
449 | 31209 | 18848 | 2223 | 20428

XN || W N

and other hotels within the rank for each method by using seven preferences.
The preferences have star rating, i.e., each has been scored from 1 to 5, where
1(bad) is lowest, and 5(good) is the best score. We represented each ranked hotel
as a vector where each dimension of a vector is these seven preferences and the
value of each dimension is its score value. The distance between correct hotel
and other hotels within the rank for each method X is defined as:

G|

Dis(X) = ﬁ > argmin d(R.hi;, C_hi). (8)
i=1 Ik

| G | refers to the number of guests. R_h;; refers to a vector of the j-th ranked
hotels except for the correct hotels. Similarly, C'_h;; stands for a vector repre-
sentation of the k-th correct hotel. d refers to Euclidean distance. Equation (8)
shows that for each guest, we obtained the minimum value of Euclidean dis-
tance between R_h;; and C_h;,. We calculated the averaged summation of the
100 guests. The results are shown in Table 9. The value of “Dis” in Table 9 shows
that the smaller value indicates a better result. We can see from Table 9 that the
hotels except for the correct hotels obtained by our method are more similar to
the correct hotels than those obtained by four baselines. The results show that
our method is effective for finding hotels that have never been stayed at but
share the same neighborhoods.

Table 9. Distance between correct hotel and another hotel.

Method Dis
Trans. pro. without review | 3.067
Content words 2.859

Without reviews by SVMs | 2.721
Without neg review filtering | 2.532
Aspect-based SA 2.396
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5 Conclusions

We proposed a method for hotel recommendation by incorporating preferences
related to the different aspects of a hotel to improve quality of the score. We used
the results of aspect-based sentiment analysis to detect guest preferences. We
parsed all reviews by the syntactic analyzer, and extracted dependency triples.
For each aspect, we identified the guest opinion to positive or negative using
dependency triples in the guest review. We calculated transitive association
between hotels based on the positive/negative opinion. Finally, we scored hotels
by Markov Random Walk model. The comparative results using Rakuten travel
data showed that aspect analysis of guest preferences improves overall perfor-
mance and especially, it is effective for finding hotels that have never been stayed
at but share the same neighborhoods.

There are a number of directions for future work. In the aspect-based senti-
ment analysis for guest preferences, we should be able to obtain further advan-
tages in efficacy by overcoming the lack of sufficient reviews in data sets by incor-
porating transfer learning approaches [26,27]. We used only surface information
of terms (words) and ignore their senses in the aspect-based sentiment analy-
sis. A number of methodologies have been developed for identifying semantic
related words in natural language processing research field. This is a rich space
for further exploration. We used Rakuten Japanese travel data in the experi-
ments, while the method is applicable to other textual reviews. To evaluate the
robustness of the method, experimental evaluation by using other data such as
grocery stores: LeShop® and movie data: movieLens® can be explored in future.
Finally, comparison to other recommendation methods, e.g., matrix factoriza-
tion methods (MF) [28] and combination of MF and the topic modeling [29] will
also be considered in the future.
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Abstract. The daily growth of unstructured textual information created on the
Web raises significant challenges when it comes to serving user information
needs. On the other hand, evolving Semantic Web technology has influenced a
wide body of research towards meaning-based text processing and information
retrieval methods, that go beyond classical keyword-driven approaches. How-
ever, most of the work in the field targets English as the primary language of
interest. Hence, in this paper we present a very first attempt to process
unstructured Lithuanian text at the level of ontological semantics. We introduce
an ontology-based semantic search framework capable of answering structured
natural Lithuanian language questions, discuss its language-dependent design
decisions and draw some observations from the results of a recent case study
carried out over domain-specific Lithuanian web news corpus.

Keywords: Semantic search - SBVR - SPARQL - Information retrieval -
Ontology - Semantic annotation * Lithuanian language

1 Introduction

In the context of traditional Web search, Information Retrieval (IR) has been known as
a task of retrieving documents relevant to user information needs, typically expressed
by some form of a query. A general IR model can be characterized by three main
building blocks: representation of a user query, document content description and a
retrieval function. Early work in IR field highly focused on keyword-based models,
such as Boolean and Vector Space Model [1]. The obvious shortcoming of these
models is the lack of conceptualization both at the query and document representation
end, which eventually results in poor precision and recall rates. Several approaches
such as query expansion [2] and word sense disambiguation [3] have been proposed to
manage synonymy and polysemy in order to somewhat cope with the limitations of the
aforementioned models.

However, the introduction of common Semantic Web standards for semantic data
and domain knowledge representation (Resource Description Framework (RDF), RDF
Schema (RDFS), Web Ontology Language (OWL2)) followed by a dedicated RDF
query language (SPARQL) influenced a wide body of research [4] towards meaning-
based IR, which we will refer to as semantic search throughout the paper. Advanced
Information Extraction (IE) methods (e.g. semantic annotation, ontology population)
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are employed to complement standard text preprocessing techniques (e.g. tokenization,
stemming, stop word removal etc.) behind IR models.

Due to complexity of natural language, IE gets hardly dependent on advances in
Natural Language Processing (NLP) techniques. Lithuanian language, once compared
to the state-of-the-art of IE oriented NLP research for widely used languages, such as
English, is still pretty much an open research field. As a result, the lack of resources for
NLP-related tasks behind IE restricts the extent to which Lithuanian (and other less
popular languages in general) can be approached practically. In contrast, this is not the
case with well-researched languages (e.g. see IBM’s Watson project) [5].

The complexity of Lithuanian language raises multiple NLP-specific challenges. First
of all, it is highly inflected (7 cases, 2 genders, 2 grammatical numbers, 5 noun declensions)
which means that a single word stem may lead to lots of different word forms, each of them
belonging to a separate grammatical category. E.g., a nominative singular noun dokumentas
(document) alone has multiple other grammatical cases reflected by alternating suffixes:
dokumento (genitive), dokumentu (instrumental), dokumentui (dative), dokumente (loca-
tive), dokumentq (accusative) etc. Taking into account such declension of nouns and
adjectives is crucial when determining grammatical function of a word in a sentence.
Lithuanian is also a free word order language, meaning that a single sentence can be
expressed in multiple different ways just by switching word positions. This suggests a need
for non-standard syntactic parsing strategies that concentrate more on morphological lan-
guage features [6]. Such challenges generally apply not only for Lithuanian but any other
morphologically rich languages (e.g. Slavic) as well.

In this paper we present a combined attempt to semantic content processing and
search over Lithuanian web texts. A semantic search framework for the task is pro-
posed. We introduce an ontology population-based IE approach which is tightly
coupled with a model-to-model (M2M) transformation-driven IR model. We show how
such tight-coupling enables us to serve natural structured language queries over
domain-specific data represented in the form of ontology. The applicability of our
framework is then evaluated by performing a case study over a crawled Lithuanian
news website corpus, focusing on political and economic domains. To the best of our
knowledge, this is the first public attempt to Lithuanian text processing at the level of
ontological semantics. The rest of the paper is structured as follows. Section 2 gives a
brief overview of related work in semantic search area and provides state-of-the-art of
NLP research for Lithuanian language. Section 3 presents the architecture of our
semantic search framework with emphasis on capturing and maintaining
domain-specific semantics throughout the search process. The experimental observa-
tions and lessons learned from the case study are presented in Sect. 4. Finally, we draw
conclusions and discuss our future research plans in Sect. 5.

2 Related Work

The evolution of Semantic Web technology has made a significant impact on
meaning-based IR methods over the last decade. In particular, the introduction of
W3C’s OWL2, RDFS, RDF and SPARQL to conceptualize, represent and query
domain specific knowledge led to an upsurge of research in the field.
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[7] Proposed KIM - a framework for semantic annotation and retrieval. The main
idea behind KIM is the semantic typing of named entities (NE) by linking them to
pre-populated knowledge base entries and/or appropriate domain-ontology classes. [9]
Introduced an approach for semantically enhanced IR by adapting the classical vector
space model [8]. The IE task used to conceptualize document content is similar to the one
proposed by [7]. In addition, [9] use an ontology-based Question Answering (QA) sys-
tem to interpret the intent behind user queries. This is achieved by deriving linguistic
triples from a natural language question and then looking up for answer-bearing ontology
concepts by syntactic triple similarity matches [10]. Our approach to capturing user
query intents differs substantially: we aim at obtaining a formal SPARQL query model
from a structured natural language question (see Sect. 3.2).

Knowledge bases like Freebase or DBpedia have been recently used to tackle the
problem of open-domain QA [24, 25]. While their main goal is to retrieve answers to
factoid-like questions over structured world’s knowledge, our framework is primarily
targeted towards mining and searching domain-specific texts in order to satisfy
event-centric information needs.

All of the above mentioned approaches target semantic search only from an English
language perspective, thus they build upon sophisticated NLP methods that are well
known and properly researched. However, this is not the case with Lithuanian NLP
research. Perhaps one of the most significant achievements is the early work by [11] who
created the first Lithuanian lemmatizer and part-of-speech (POS) tagger called Lemuoklis.
The syntax of Lithuanian language has been extensively analyzed by [12] [6]. A recent
approach to statistical dependency parsing [13] showed the importance of morphological
features (especially grammatical case) for the accuracy of results. However, the lack
of syntactically annotated data suggests that rule-based parsing is a better choice.

The only publically available case study of NLP-based content processing is pre-
sented in [14], where authors apply named entity recognition (NER) among other stan-
dard text pre-processing steps to annotate and analyse Lithuanian news media websites.

3 Semantic Search Framework

The architecture of our proposed semantic search framework along its main compo-
nents is shown in Fig. 1. As was noted in Sect. 1 of the paper, the framework consists
of two major tightly coupled parts: information extraction (IE) and information
retrieval (IR) modules. For a detailed explanation on how these modules operate
together please refer to Sects. 3.1 and 3.2 respectively.

The IE module is dedicated for document text annotation by linguistic components
in the NLP pipeline. In other words, IE module is responsible for conceptualizing
domain-specific entities and capturing the events they participate in. In order to avoid
possible confusion about terminology, a note on the use of the terms “ontology popu-
lation” and “semantic annotation” should be given [15]. Our text processing efforts
concentrate on ontology population, i.e., adding instance data (A-Box) to a predefined
ontology schema (T-Box). In addition, we perform semantic annotation, i.e., we link
slices of document text to their ontological representation bits (A-Box) created in the
ontology population step. In this aspect, our approach slightly differs from previous
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Fig. 1. The architecture of the framework.

works discussed in Sect. 2. The reason for this is two-fold. First, there is no ready-to-use
semantic knowledge base that would have sufficient coverage of domain specific entities
and relations commonly mentioned in Lithuanian media. The construction of such
resource would require a significant amount of manual labor. Although, the existence of
multilingual lexical knowledge bases (e.g. BabelNet) [16] is well-known, the entries for
entities of a local importance (Lithuanian politics, organizations etc.) are rare to be
found. Secondly, IR model behind our framework is based on formal SPARQL query
execution, thus we expect for all the relevant domain knowledge acquired during text
processing to be available in the form of RDF triples at query time.

The IR module behind the framework is highly based on SBVR (Semantics of
Business Vocabulary and Business Rules) standard. SBVR is the OMG created
metamodel and specification that defines vocabulary and rules for describing business
semantics — business concepts, business facts, and business rules using some kind of
Controlled Natural Language [17]. SBVR enables to create formal specifications
understandable for business people and also interpretable by software tools. This is
achieved by the usage of structured natural language for representing meaning as
formal logic structures — semantic formulations. SBVR metamodel is based on prin-
ciple of separating meaning of business concepts and business restrictions from their
representation. A number of transformations of SBVR specifications to various
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software models have been created: Web services [18], BPMN [19], OWL2 [20], etc.
We employ specific SBVR metamodel features to capture the meaning behind user’s
information needs and further to obtain a formal SPARQL query representation by
means of model-to-model (M2M) transformation between the two.

3.1 Information Extraction

Information Extraction (IE) module aims to structure natural language document text at
the level of ontological semantics, i.e. by analyzing entity mentions and their
domain-specific relations we populate a predefined ontology schema with instance
data. Formal ontological representation of document content allows taking advantage
of implicit knowledge that can be inferred by employing OWL reasoning capabilities.

IE task behind our framework is powered by a pipeline of NLP components for
Lithuanian language:

— Lexical analyzer performs stop word removal and standard text tokenization by
breaking input text into tokens, sentences and paragraphs.

— Morphological analyzer assigns part-of-speech (POS) tags to each of the word along
with its lemma, grammatical number and grammatical case.

— Named Entity recognizer (NER) is based on gazetteer lookups. It detects mentions
of entities that belong to three major type categories: organizations, locations and
persons.

— Semantic annotator analyses domain-specific relations between entities and pro-
duces ontology instance data in the form of RDF triples.

Each of the NLP components produces stand-off annotations in a custom data
format which gets serialized using JSON. In such way, we keep the documents and
their annotations decoupled.

Since the principle behind the three first NLP components in the pipeline is beyond
the scope of this paper we will emphasize the fundamental features of our semantic
annotator.

Given an ontology schema, semantic annotator attempts to populate it by instantiating
classes and their properties with entity and relation mentions found in the analysed text. It
follows a fully rule-based approach that looks for specific lexico-semantic patterns,
combining information from prior lexical, morphological and named entity annotations.

Our current ruleset targets extraction of political and economic event mentions in
their various forms. After collecting the most common reporting verbs (sakyti (say),
teigti (state), pranesti (announce) etc.) from the news articles we derived multiple
patterns for utterance extraction. Example rules are given below:

Rule I
(cl) (c2) (c3)
{,SUBSTANCE"Y, -} <RVERB> <NE> & type (NE) = Person =>

assert (cl:Substance, c2:Talking, c3:Person, talks<c3,c2>,
conveys<c2,cl>, has talking type<c2, “Statement”>)
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Rule 11
(cl) (c2) (c3)
<NE> <RVERB>{,} {kad|jog} {SUBSTANCE} & type(NE) = Person =>

assert (cl:Person, c2:Saying, c3:Substance, talks<cl,c2>, con-
veys<c2,c3>, has talking type<c2, “Agreement”>)

Rule T is based on direct quotation extraction, while Rule II extracts indirect
quotations by matching common conjunction kad, jog (that) patterns. In both cases the
objective is to catch and instantiate the full triple: the agent, the reporting verb and the
substance that is being reported. As can be seen from the rules above, specific talking
type gets set as well, based on language semantics of different reporting verbs.

Some of the extraction rules are not as straightforward and require paying more
attention to language specific morphological features. An example of this is the
detection of work performed by persons within organizations (here, PNOUN stands for
the position noun like prezidentas (president), ministras (minister), feiséjas (judge) etc.):

Rule III

(cl) (c2) (c3)

<NE1> <PNOUN> <NE2> & type(NEl) = Organization & type(NE2) =
Person & caseMark (NEl) = genitive =>

assert(cl:0Organization, c3:Person, c:Work, works<c3, c>,
is performed in< c,cl>)

By relying just on lexical term sequence, we could end up with many incorrect
extractions. In a sample sentence Europos Parlamente prezidenté Dalia Grybauskaité
skaite pranesimg (President Dalia Grybauskaité gave a speech at the European Parlia-
ment) the locative case of the word Europos Parlamente determines its grammatical
function - an adverbial modifier of place. Ignoring the case mark, Rule III would result in
assertion works<Dalia Grybauskaité, Work>, is_performed_in<Work,
European Parliament> which is not entirely true. Therefore, an additional check
for the genitive case must be made in order to avoid incorrect extractions caused by
Lithuanian declension.

An example fragment of the output semantic annotator would produce once
Rule IIT gets successfully applied over a sample sentence is given below. Stand-off
JSON semantic annotations show the textual boundaries of the asserted entity instances
at the token level, while A-Box assertions in the form of RDF triples describe the
entities and their domain-specific relation at the level of ontological semantics:

[0,2] [4,2]
“Europos Parlamento prezidentas Martin Schulz skaité pranesimg.”
(President of the European Parliament Martin Schulz gave a speech.)
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"body": "{\"semantics\":

[

{\"ref\":[0,2],\"inst id\":\"
http://semantika.lt/ns/Agents#organization~02a861lbe33264c6~Age
nts.organization-1\"},

{\"ref\":[4,2],\"inst id\":\"http://semantika.lt/ns/Agents#
person~02a861bel3326678~Agents.person-1\"},

]

<rdf:Description
rdf:about="http://semantika.lt/ns/Agents#organization~02a86lbe
33264c6~Agents.organization-1">
<rdf:type
rdf:resource="http://semantika.lt/ns/Agents#organization"/>

<labels:label 1t xml:lang="1t">Europos
Parlamento</labels:label 1t>

<semLT:refers to document
rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9%kp~S
emLT.document-1"/>

</rdf:Description>

<rdf:Description
rdf:about="http://semantika.lt/ns/Agents#person~02a861bel33266
78~Agents.person—-1">
<rdf:type
rdf:resource="http://semantika.lt/ns/Agents#person"/>

<labels:label 1t xml:lang="1lt">Martin Schulz
</labels:label 1t>

<events:works
rdf:resource="http://semantika.lt/ns/Events#work~bedc0cl33~Eve
nts.work-1"/>

<semLT:refers to document
rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9%kp~S
emLT.document-1"/>

</rdf:Description>

<rdf:Description
rdf:about="http://semantika.lt/ns/Events#work~bedcO0cl33~Events
.work-1">
<rdf:type
rdf:resource="http://semantika.lt/ns/Events#work"/>

<events:is performed in rdf:resource="
http://semantika.lt/ns/Agentsf#organization~02a861be33264c6~Age
nts.organization-1"/>

<semLT:refers to document
rdf:resource="http://semantika.lt/ns/SemLT#document~jh79n9%kp~S
emLT.document-1"/>

</rdf:Description>
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Among the 3 rules presented above, our current ruleset includes over 20 patterns for
detecting different kind of events, such as changes of prices, taxes and other abstract
objects of interest. Also, any named entity mention always gets instantiated, whether it
participates in some event or not.

The final assertions are produced according to the ontology schema that we created
for capturing the event-specific knowledge commonly found in Lithuanian news arti-
cles. Currently, it has more than 100 classes and 70 relations. A tiny fragment of the
ontology relative to the running examples throughout the paper is given in Fig. 2. The
link between the document and the recognized objects within the content is established
by an object property <:refers_to_object> or its inverse form <:is_re-
ferred_in>. The Object class is the top class of all domain entities that we try to
detect through the IE process. Thus, the enrichment of ontology with new domain
entities is only a matter of sub-classing Object.

is_recognized_as

document «qis_referred_in object -actual_object
attnbutes — 0.1
—docum -D attnbutes
-document_URI D-:;: et <
-created_date iabel l;'m
-annotation_date :trustE: v
-source_name -is_abstract

I. - <« is_performed_in
il | i vy e
T works

conveys

I o T

Fig. 2. A fragment of domain-specific event ontology. Ontology classes marked in bold
represent directly corresponding SBVR vocabulary concepts.

taks B> talking

Talking by taking type T

As every mention of a named entity within the text results in new instance creation,
ambiguity issues are unavoidable. The same entities tend to be referred to under dif-
ferent lexical aliases (Dalia Grybauskaité, Grybauskaité, D. Grybauskaité etc.)
throughout the news articles. Lithuanian declension causes even more suffix alterna-
tions (Daliai Grybauskaitei, Dalios Grybauskaités, Daliq Grybauskaite etc.) in such
way having a negative impact on recall with queries including proper names (see
Sect. 3.2). Our strategy here is to employ several heuristics in order to disambiguate all
the different entity mentions to a single entity we call trusted:

— First, we find equal entities by performing common lemma and abbreviation
matches.
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— Secondly, we determine the main alias behind the trusted entity by inflecting its
nominative case, and then create a new instance 7.

— Lastly, we link all the corresponding entities to the frusted instance T by an object
property <:recognized_as_trusted_object>.

We iterate the above process for each distinct entity type (organizations, locations,
persons) recognizable by NER. In addition, the ontology is pre-populated with a set of
well-known trusted entities along with their main aliases, which makes the disam-
biguation process more precise by eliminating the need to perform the second dis-
ambiguation step.

As mentioned in Sect. 3, in addition to A-Box ontology assertions, semantic
annotator produces stand-off semantic annotations, i.e. extracted document text frag-
ments get linked to their corresponding ontology entity URIs by token indices. This
information is later used in IR phase.

3.2 Information Retrieval

Our semantically enhanced Information Retrieval (IR) model builds upon the frame-
work for querying OWL2 ontologies using structured natural language, as presented in
[21]. The operation of this framework depends on SBVR, OWL2 and SPARQL
specifications, each of which comes with a formal metamodel, thus making
model-to-model transformations possible. SBVR business vocabulary is used to for-
mulate, serialize and transform user’s information needs to a SPARQL query which,
eventually, retrieves appropriate answers from the ontology. An advantage of such
model-driven IR approach is the ability to capture and map domain-specific business
restrictions to formal query conditions (triple patterns) in a straightforward way, once
the M2M transformation rules are present.

To ensure that the resulting triple patterns of SPARQL query correspond to
ontology classes and properties, it is important to keep correspondence between SBVR
vocabulary entries (general concepts, verb concepts) and OWL2 ontology entities. The
most reliable way to do this is to obtain ontology schema automatically using model
transformations from specifications of SBVR business vocabulary and business rules as
described in [20] or vice versa [23].

Having business vocabulary and corresponding ontology schema in place, ques-
tions can be written using structured natural language, which helps to express the
intents more precisely and avoid ambiguities that are common in natural language
interpretation. Question formulation using structured natural language under strict
grammar rules imposes the need to guide the end user throughout the process.
Therefore, we employ EBNF (Extended Backus—Naur Form) to constraint user input to
a somewhat relaxed form of possible SBVR formulations present in the vocabulary. As
the question is written with the help of contextual suggestions, it gets parsed using
EBNF rules and an abstract syntax tree (AST) is created. The latter, which contains
recognized statements of the question, is further used to generate SBVR XMI (XML
Metadata Interchange) model. This model holds the captured meaning of a question
that is constructed using a closed projection with restricting logical formulations and
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projection variables, expressing general concepts that should appear in the answer.
SBVR XMI model is further transformed into SPARQL XMI model using ATL
model-to-model transformation language. The principles behind transformation process
and specific transformation rules are described in more details in [22]. At the final step,
SPARQL XMI model is translated to textual representation using a model-to-text
generator. The general workflow of this process is shown in Fig. 3.

An illustrative example of transforming question “Kokie asmenys dirba organi-
zacijose?” (What persons work in organizations?) to a SPARQL query is given below.
For the sake of simplicity, we provide only a small fragment of SBVR vocabulary
(Lithuanian and English equivalents), necessary for this particular and following
example transformations in the paper:

asmuo
organizacija
darbas
asmuo dirba darba
darbas yra dirbamas organizacijoje
asmuo dirba organizacijoje
Definition: asmuo dirba darba kuris yra dirbamas
organizacijoje
turinys
kalbéjimas
kalbéjimo tipas
Teigimo kalbéjimo tipas
General concept: kalbéjimo tipas
kalbéjimas turi kalbéjimo tipa
asmuo kalba kalbéjimag
kalbéjime kalba turini
asmuo kalba turini
Definition: asmuo kalba kalbéjimag kuriame kalba turini
turini kalba asmenys
See: asmuo kalba turini
asmuo teigia turini
Definition: asmuo kalba kalbéjima kuriame kalba turini ir
kalbéjimas turi kalbéjimo tipa Teigimo kalbéjimo tipas

The fragment consists of multiple vocabulary entries relevant to the running
example question: general concepts asmuo (person), organizacija (orga-
nization) and a verb concept asmuo dirba organizacijoje (person
works_in organization) denoting the domain specific relation between the prior
defined concepts. As this relation is derived through event concept darbas (work),
we use SBVR definition to describe this derivation. If the verb concept that particular
question is based on has definition, that definition is used to transform question to
SPARQL query.
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person
organization
work
person works work
work is performed in organization
person works in organization
Definition: person works work that is performed in
organization
substance
talking
talking type
Statement type of talking
General concept: talking type
talking has talking type
person talks talking
talking conveys substance
person talks substance
Definition: person talks talking which conveys substance
substance is talked by person
See: person talks substance
person states substance
Definition: person talks talking which conveys substance
and talking has talking type Statement type of talking

Transform AST of
the question to
SBVR model

Structure the
question into SBVR
form

Ask the question in

Parse the question
natural language

e
Corpus Store

Form the answerof
the question

e
Ontology
Store

Execute SPARQL
query

Transform SBVR model
of the question to
SPARQL model

Domain
Vocabulary

User

Generate textual
SPARQL query

Present the answer
of the question

Fig. 3. The general workflow of proposed model-driven IR approach.

The declension of Lithuanian nouns can be clearly seen from the above example,
i.e. the word representing general concept organizacija changes its suffix in the
verb concept asmuo dirba organizacijoje since the verb dirba governs the
locative case. In the English example, the grammatical form of a general concept
organization remains the same since its role is determined by the use of the
preposition in. We manage such language inflection by referring to the same concepts
in different SBVR formulations by their main grammatical form — lemma.

Several heuristics are employed to make the structured question as natural sounding
as possible. For example, in certain cases we allow omitting the subject part of the
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question, which is later derived by performing grammatical case-based matching in the
vocabulary entries. As a result, the question in our running example can be expressed in
a more user-friendly form “Kas dirba organizacijose?” (Who work in organizations?).
Similarly, we manage singular and plural noun forms as well. When there’s a proper
name involved in the question, e.g. “Kas dirba KTU?” (Who works in KTU?), we
allow omitting the type of individual which is further determined by analysing
vocabulary entries and using morphological analyser with NER function in ambiguous
cases.

The textual representation of transformed SPARQL query from the question in our
running example (English equivalent) is presented below:

SELECT ?person_ i ?organization i WHERE ({
?person_1i ?person_works work ?work 1.
?person_works work :label "person works work".
?person_1i rdf:type ?person cl.

?person _cl :label "person".

?work i rdf type ?work cl.

?work cl :label "work".

?work 1 ?work is performed in organization ?organization i.
?work is performed in organization :label

"work is performed in organization".

?organization i rdf:type ?organization cl.

?organization cl :label "organization".

}

Another example question “Kg kalbéjo asmenys” (What is_talked_by persons?)
finds talks of persons. To transform this question we use verb concept turinj
kalbéjo asmenys (substance is_talked by person) and its definition.
Since we set the type of talking in the ontology during semantic annotation, it is
possible to write specific questions, i.e. for finding statements, assertions, announce-
ments, acknowledgments, etc. In the domain vocabulary these specializations are
derived using certain definitions. For example, verb concept asmuo teigia turinj
(person states substance) is defined as asmuo kalbéjo kalbéjimg
kuriame kalbéjo turinj ir kalbéjimas turi kalbéjimo_tipa
Teigimo_kalbéjimo_tipas (person talks talking which conveys
substance and talking has talking_type Statement_-
type_of_ talking). This definition is used as the basis for SPARQL query
construction.

After the initial transformation, SELECT clause projects a set of variables V that
bind (given the RDF graph data matches) to answer-bearing ontology entity URIs. The
basic graph pattern (BGP) consists of multiple triple patterns that reflect the identifi-
cation of conforming vocabulary and ontology concepts. In particular, we determine
the type of each of the projected variables v € V in two steps:

e A triple pattern 7/ is created that binds a representative literal value of SBVR
concept to a non-projected variable n (<?person_cl :label “person”>).
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e A subsequent triple pattern 72 is created with n in an object position denoting the
type of the projected variable v (<?person_1i rdf:type ?person_cl>).

In a similar way we identify necessary vocabulary-conforming ontology properties.

Once the conformity between ontology classes, properties and SBVR vocabulary
entries is established, the query gets further optimized by rewriting redundant triple
patterns, i.e. we bind the ontological types of projected variables directly, instead of
keeping the aforementioned representative literal values of SBVR concepts:

SELECT ?person_1i ?organization i WHERE ({
?person_ i :works ?work i.
?person_i rdf:type :person.
?work i rdf type :work.
?work 1 :is performed in ?organization i.
?organization i rdf:type :organization.

}

Queries with proper names involved, e.g. Kas dirba Europos Parlamente? (Who
works in the European Parliament?), are transformed by additionally employing simple
heuristics to retrieve disambiguated instances (see Sect. 3.1). In particular, we generate
a set of triple patterns that use the <:recognized_as_trusted_object>
predicate to bind to all the non-trusted instances, thus eventually giving higher recall.

Finally, the query is augmented with triple patterns that require for each of the
projected variables to be bound to a single document instance (variable d), i.e. for each
v € V we create triple patterns <d :refers_to_object v>. At the last step, we
project an additional variable k in the SELECT clause that denotes the internal doc-
ument identifier later on used for snippet generation. Note that k ¢ V:

SELECT ?person_ i ?organization i ?k WHERE ({
?person_1 :works ?work i.
?d :refers to object ?person i.
?person i rdf:type :person.
2work i rdf type :work.
?work i :is performed in ?organization 1i.
?organization i rdf:type :organization.
?d :refers to object ?organization i.
?d :document ID ?k.
}

An ORDER BY clause could be added to sort the results according to document
publication date however, the ordering cost proved to be too high on a larger dataset.

At this stage, we have fully-constructed a formal SPARQL query that returns entity
URI bindings, essentially performing data retrieval. With the original research aim in
mind to attempt meaning-based information retrieval, our proposed framework
includes a component for result snippet generation. The logic behind it is based on the
following algorithm:

— For each of the initial SPARQL projection variables v € V extract their URI
bindings v — u;

— For each u retrieve its beginning b and ending e token indices from the semantic and
lexical annotations produced in IE phase;
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— Calculate min(b) and max(e) values to determine the range of a text passage;

— If min(b) and max(e) fit within boundaries of a single sentence, extend the range of a
text passage to a full sentence;

— Else If min(b) and max(e) overlap to the neighboring sentences, extend the range of
a text passage to the boundaries of neighboring sentences;

— Extract the text passage as a final snippet.

— Repeat for every tuple in the binding set.

Given that the lexical and semantic annotations produced in IE phase are correct,
the above algorithm results in a snippet containing both the answer-bearing entities,
and the original context they were extracted from.

4 Evaluation

An early evaluation of our approach was performed by conducting a case study over a
crawled corpus of Lithuanian news texts. We gathered over 500 million domain
specific documents from more than 30 news portals. After initial pre-processing steps
the documents were annotated producing around 235 million explicit and 273 million
implicit RDF triples under OWL-Horst materialization settings in the triple store.
A prototype for the search interface was deployed to ease the evaluation of the practical
applicability of our approach (see Fig. 4).

Kas dirba Europos Parlamente?

Spauskite Ctri+Space norédami gauti galimus klausima sudarangiy zodziy pasitlymus

E. Masiulis: Seimo pasakos, naujas leidimas | Balsas.lIt

balsas.It

2015 sau. 5 d. 19:21 - Kitas atvejis — apie kita Europos Parlamento narj V. Uspaskicha
kuriam vis dar Smézuoja, esa ji Lietuvoje kazkas politiSkai persekiojo vien dél to, kad yra ne tos
tautybés ir taip toliau.

Minskas lukuriuoja, o savo pasiuntiniy atSaukimg vadina ,techniniu” |
Balsas.It

balsas.It

2015 sau. 11 d. 06:43 - Europos Parlamento pirmininkas Martinas Schulzas dél tokio Minsko

sprendimo pareiskeé apgailestavima.

Fig. 4. A prototype of semantic search interface for the case study. Sample results are shown for
a question Kas dirba Europos Parlamente? (Who works in the European Parliament?).

In order to evaluate the search results in a quantitative manner, we selected 4
different queries for accuracy calculations: 2 abstract ones and 2 with proper names
involved (see Table 1). We then judged the quality of the results on two main criteria:
whether the text snippet returned gives a correct answer to the original question and if
the answer-related entities are correctly highlighted within the text passage.
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Table 1. Query set used for evaluation.

# | Query

Ql | Kg kalbéjo agentai?

(What did the agents say?)

Q2 | Kq kalbéjo Vladimiras Putinas?
(What did Vladimir Putin say?)
Q3 | Kas dirba organizacijose?
(Who work in organizations?)

Q4 | Kas dirba Europos Parlamente?
(Who works in the European Parliament?)

As a single article could possibly contain multiple distinct answers to the same
query, we chose to calculate precision values snippet wise, so the total number of
analysed articles differs per query and ranges from 12 to 65. Queries Q1, Q2 and Q3,
Q4 were assessed by manually evaluating 61 and 71 snippets respectively. These
numbers proved to be enough to observe a general trend in error sources.

Getting correct recall values is not a straightforward task in our current setting since
a full set of correct answers to each of the queries is not known in advance. Therefore,
we calculated recall only on a working subset of articles, i.e. those that had their
snippets evaluated as mentioned above. In particular, we analyzed the content of those
articles to collect the number of missed annotations and assertions required to stand as
an additional answer (snippet) with respect to the original query.

Table 2 shows the primary results of text snippet evaluation. Here, Ag column
stands for the amount of snippets analyzed; Agc — snippets with correct answer, ANg —
not found snippets. While most of the queries achieve very high precision rates, Q2
stands out with a bit lower results. We noticed that a common pitfall here is the
extraction of indirect quotations, where pure lexico-semantic patterns can’t differentiate
between the reporting agent and other agents contextually related to the reported
substance. Relatively low recall values indicate that our current domain-specific event
extraction ruleset is capable of capturing only the most common event expressions.

Table 2. Text snippet accuracy results.

# | Ar| Arc | Anr | Recall | Precision
Q1|61 |57 |64 |0.456 0.934
Q261 |54 |50 |0.486 |0.885
Q371169 |59 |0.493 |0.971
Q4|71 |71 |16 |0.816 | 1.000

In addition, we evaluated accuracy of entity highlighting within the correctly
returned snippets (see Table 3). Each of the queries from our query set is expected
to return an entity tuple, either agent-substance (Q1, Q2) or person-organization (Q3,
Q4), hence we split the results by agent/person and substance/organization columns.
Afc column lists the total number of snippets analyzed; Aap — correctly highlighted
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agent/person entities, Ago — correctly highlighted substance/organization entities. As
the results in Table 3 show, Q2, Q3 and Q4 reach near-perfect precision values in both
Aap and Ago. This is because these queries mostly return entities that get instantiated
by strictly following NE tags. In contrast, Q1 fails significantly on Asp. The Agent
entity behind Q1 is more general according to our ontology schema (see Fig. 2),
therefore not only NE instances are included within the results. In particular, Agent
subclasses like Group (and other specific types of agents) get instantiated by domain
list-guided noun lookups during IE. Our efforts here fail short when the looked-up noun
only governs the correct entity to be instantiated in a noun phrase and does not stand as
an instance by itself. Thus, noun phrase mining should be improved by taking into
account more Lithuanian morphological features.

Table 3. Entity highlighting accuracy results.

# | Arc|Aap | Aso|Par | Pso
Q1|57 |36 |53 |0.632]0.930
Q2154 |54 |51 |1.000]|0.944
Q3169 (69 |69 |1.000]1.000
Q4|71 |71 |71 |1.000|1.000

The primary experimental evaluation of our approach led to certain observations:

— The precision of search results is mainly affected by the performance of NLP
components behind IE task, since the IR phase operates in a Boolean manner, i.e.
given a transformed formal SPARQL query the returned bindings hold all the
conditions expressed by the set of triple patterns.

— Syntactic parser for Lithuanian is a crucial linguistic component currently missing
from the NLP pipeline. Event extraction from complex sentence structures with a
free word order is a non-trivial task and can hardly be carried out by solely relying
on lexico-semantic patterns.

— Even when NLP-related errors occur at IE stage, our snippet generation approach
enables to deliver a correct text passage with a decent level of accuracy.

The evaluation results can be summed up on a qualitative note. As shown in Fig. 4,
our strategy for snippet generation attempts to present the user with an answer in a
single step, eliminating the need to perform an additional search for the answer-related
text passage by opening the whole news article. We see this as one of the main features
and advantages of semantic search paradigm when compared to classical pure
keyword-based approaches.

5 Conclusions and Future Work

This paper introduced an ontology-based semantic search framework with tightly
coupled Information Extraction and Information Retrieval modules. In our opinion,
such tight coupling between the two once-separate disciplines plays a crucial role in the
field of semantic search.
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Our ongoing research showed that meaning-based information retrieval methods
can be successfully tackled even when the underlying language, like Lithuanian, is
highly inflected and has limited resources for natural language processing. Even though
this makes the task of information extraction more challenging, paying close detail to
language specific linguistic features allows capturing ontological semantics behind the
analyzed texts with significant results.

While our efforts were primarily targeted toward Lithuanian language processing,
the model-driven approach we took by employing SBVR, OWL2 and SPARQL
standards leaves the flexibility to adopt the proposed framework to different languages
as well. However, the diverse nature of different languages will always require certain
adoptions due to native differences in their grammatical properties.

As the observations gathered from the evaluation results have shown, there is still a
lot of room for improvement within our efforts, especially when it comes to information
extraction. In order to achieve higher recall rates we plan on extending our event
extraction ruleset with more rules and extraction patterns. We will also try to employ
Named Entity Linking (NEL) techniques as to expand the typeset of the event-related
entities beyond the ones predefined within our ontology. As a final note, the semantic
search prototype that we used in our case study is publically available online to
enhance the search experience for Lithuanian language users: http://www.semantika.lt/
SemanticSearch/Search/Index.
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Abstract. In the research field of time series analysis and mining, the nearest
neighbor classifier (1INN) based on the dynamic time warping distance (DTW) is
well known for its high accuracy. However, the high computational complexity
of DTW can lead to the expensive time consumption of the classifier. An
effective solution is to compute DTW in the piecewise approximation space
(PA-DTW). However, most of the existing piecewise approximation methods
must predefine the segment length and focus on the simple statistical features,
which would influence the precision of PA-DTW. To address this problem, we
propose a novel piecewise factorization model (PCHA) for time series, where an
adaptive segment method is proposed and the Chebyshev coefficients of sub-
sequences are extracted as features. Based on PCHA, the corresponding
PA-DTW measure named ChebyDTW is proposed for the 1NN classifier, which
can capture the fluctuation information of time series for the similarity measure.
The comprehensive experimental evaluation shows that ChebyDTW can support
both accurate and fast INN classification.

Keywords: Time series - Piecewise approximation - Similarity measure

1 Introduction

Time series classification is an important topic in the research field of time series
analysis and mining. A plethora of classifiers have been developed for this topic [1, 2],
e.g., decision tree, nearest neighbor (1NN), naive Bayes, Bayesian network, random
forest, support vector machine, rotation forest, etc. However, the recent empirical
evidence [3-5] strongly suggests that, with the merits of robustness, high accuracy, and
free parameter, the simple 1NN classifier employing the generic time series similarity
measure is exceptionally difficult to beat. Besides, due to the high precision of dynamic
time warping distance (DTW), the INN classifier based on DTW has been found to
outperform an exhaustive list of alternatives [5], including decision trees, multi-scale
histograms, multi-layer perception neural networks, order logic rules with boosting, as
well as the 1NN classifiers based on many other similarity measures. However, the
computational complexity of DTW is quadratic to the time series length, i.e., O(n?),
and the 1NN classifier has to search the entire dataset to classify an object. As a result,
the INN classifier based on DTW is low efficient for the high-dimensional time series.
To address this problem, researchers have proposed to compute DTW in the alternative
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piecewise approximation space (PA-DTW) [6-9], which transforms the raw data
into the feature space based on segmentation, and extracts the discriminatory and
low-dimensional features for similarity measure. If the original time series with length
n is segmented into N(N << n) subsequences, the computational complexity of
PA-DTW will reduce to O(N?).

Many piecewise approximation methods have been proposed so far, e.g., piecewise
aggregation approximation (PAA) [6], piecewise linear approximation (PLA) [7, 10],
adaptive piecewise constant approximation (APCA) [8], derivative time series segment
approximation (DSA) [9], piecewise cloud approximation (PWCA) [11], etc. The most
prominent merit of piecewise approximation is the ability of capturing the local
characteristics of time series. However, most of the existing piecewise approximation
methods need to fix the segment length, which is hard to be predefined for the different
kinds of time series, and focus on the simple statistical features, which only capture the
aggregation characteristics of time series. For example, PAA and APCA extract the
mean values, PLA extracts the linear fitting slopes, and DSA extracts the mean values
of the derivative subsequences. If PA-DTW is computed on these methods, its preci-
sion would be influenced.

In this paper, we propose a novel piecewise factorization model for time series,
named piecewise Chebyshev approximation (PCHA), where a novel code-based seg-
ment method is proposed to adaptively segment time series. Rather than focusing on
the statistical features, we factorize the subsequences with Chebyshev polynomials, and
employ the Chebyshev coefficients as features to approximate the raw data. Besides,
the PA-DTW based on PCHA (ChebyDTW) is proposed for the INN classification.
Since the Chebyshev polynomials with the different degrees represent the fluctuation
components of time series, the local fluctuation information can be captured from time
series for the ChebyDTW measure. The comprehensive experimental results show that
ChebyDTW can support the accurate and fast 1NN classification.

The structure of this paper is as follows: The related work on data representation
and similarity measure for time series is reviewed in Sect. 2; Sect. 3 shows the pro-
posed methodology framework; the details of PCHA are presented in Sect. 4; Sect. 5
describes the ChebyDTW measure; Sect. 6 provides the comprehensive experiment
results and analysis; Sect. 7 concludes this paper.

2 Related Work

2.1 Data Representation

In many application fields, the high dimensionality of time series has limited the per-
formance of a myriad of algorithms. With this problem, a great number of data repre-
sentation methods have been proposed to reduce the dimensionality of time series [1, 2].
In these methods, the piecewise approximation methods are prevalent for their sim-
plicity and effectiveness. The first attempt is the PAA representation [6], which seg-
ments time series into the equal-length subsequences, and extracts the mean values of
the subsequences as features to approximate the raw data. However, the extracted single
sort of features only indicates the height of subsequences, which may cause the local
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information loss. Consecutively, an adaptive version of PAA named piecewise constant
approximation (APCA) [8] was proposed, which can segment time series into the
subsequences with adaptive lengths and thus can approximate time series with less error.
As well, a multi-resolution version of PAA named MPAA [12] was proposed, which can
iteratively segment time series into 2' subsequences. However, both of the variations
inherit the poor expressivity of PAA. Another pioneer piecewise representation is the
PLA [7, 10], which extracts the linear fitting slopes of the subsequences as features to
approximate the raw data. However, the fitting slopes only reflect the movement trends
of the subsequences. For the time series fluctuating sharply with high frequency, the
effect of PLA on dimension reduction is not prominent. In addition, two novel piecewise
approximation methods were proposed recently. One is the DSA representation [9],
which takes the mean values of the derivative subsequences of time series as features.
However, it is sensitive to the small fluctuation caused by the noise. The other is the
PWCA representation [11], which employs the cloud models to fit the data distribution
of subsequences. However, the extracted features only reflect the data distribution
characteristics and cannot capture the fluctuation information of time series.

2.2 Similarity Measure

DTW [1, 2, 5] is one of the most prevalent similarity measures for time series, which is
computed by realigning the indices of time series. It is robust to the time warping and
phase-shift, and has high measure precision. However, it is computed by the dynamic
programming algorithm, and thus has the expensive O(n*) computational complexity,
which largely limits its application to the high dimensional time series [13]. To over-
come this shortcoming, the PA-DTW measures were proposed. The PAA representation
based PDTW [14] and the PLA representation based SDTW [10] are the early pioneers,
and the DSA representation based DSADTW [9] is the state-of-the-art method. Rather
than in the raw data space, they compute DTW in the PAA, PLA, and DSA spaces
respectively. Since the segment numbers are much less than the original time series
length, the PA-DTW methods can greatly decrease the computational complexity of the
original DTW. Nonetheless, the precision of PA-DTWs greatly depends on the used
piecewise approximation methods, where both the segment method and the extracted
features are crucial factors. As a result, with the weakness of the existing piecewise
approximation methods, the PA-DTWSs cannot achieve the high precision. In our pro-
posed ChebyDTW, a novel adaptive segment method and the Chebyshev factorization
are used, which overcomes the drawback of the fixed segmentation, and can capture the
fluctuation information of time series for similarity measure.

3 Methodology Framework
Figure 1 shows the framework of the methods proposed in this paper, which consists of
two parts:

(a) Piecewise Chebyshev approximation (PCHA). The time series is first coded into
the binary sequence, and then segmented into the subsequences with adaptive
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Fig. 1. The framework of the proposed methods.

lengths by matching the turning patterns. After that, the subsequences are fac-
torized with the Chebyshev polynomials and projected into the Chebyshev fac-
torization domain. The Chebyshev coefficients will be extracted as features to
approximate the raw data.

(b) ChebyDTW computation. DTW will be computed in the Chebyshev factorization
domain. Concretely, in the dynamic programming computation of DTW, the
subsequence matching over the Chebyshev features is taken as the subroutine,
where the squared Euclidean distance can be employed.

4 Piecewise Factorization

Without loss of generality, the relevant definitions are first given as follows.

Definition 1. (Time Series): The sample sequence of a variable X over n contiguous
time moments is called time series, denoted as T = {tq, 5, ..., t;, ..., t,,}, Where t; €
R denotes the sample value of X on the i-th moment, and »n is the length of T.

Definition 2. (Subsequence): Given a time series T = {7y, t5, ..., t;, ..., t,}, the subset
S of T that consists of the continuous samples {#;,1, ti12, ..., t;1;}, Where 0 < i < n-land
0 < I < n,is called the subsequence of T.
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Definition 3. (Piecewise Approximation): Given a time series T = {ty, 3, ..., t;, ...,
t,}, which is segmented into the subsequence set § = {S;, S, ..., S;, ..., Sy}, if I f:
S; = Vi=[vi, ..., vl €ER™, the set V={Vy, V5, .., V, ..., Vy} is called the
piecewise approximation of 7.

4.1 Adaptive Segmentation

Inspired by the Marr’s theory of vision [15], we regard the turning points, where the
trend of time series changes, as a good choice to segment time series. However, the
practical time series is mixed with a mass of noise, which results in many trivial turning
points with small fluctuation. This problem can be simply solved by the efficient
moving average (MA) smoothing method [16].

In order to recognize the significant turning points, we first exhaustively enumerate
the location relationships of three adjacent samples #—t;3 with their mean pg in time
series, as shown in Fig. 2. Six basic cell codes can be defined as Fig. 2(a), which is
composed by the binary codes d,—d3 of t,—3, and denoted as @(z,, t,, 13) = (310203)p-
Six special relationships that one of #,—#; equals to u are encoded as Fig. 2(b).

jo01 L1 110
| /\

(a)

Fig. 2. Three adjacent samples with the basic cell codes of (A) basic relationships, and
(B) specific relationships.

Based on the cell codes, all the minimum turning patterns (composed with two cell
codes) at the turning points can be enumerated as Fig. 3. Note that, the basic cell codes
010 and 101 per se are the turning patterns. Then, we employ a sliding window of
length 3 to scan the time series, and encode the samples within each window by Fig. 2.
In this process, all the significant turning points can be found by matching Fig. 3, with
which time series can be segmented into the subsequences with adaptive lengths.

However, the above segmentation is not perfect. Although the trivial turning points
can be removed with the MA, the “singular” turning patterns may exist, i.e., the turning
patterns appearing very close. As shown in Fig. 4, a Cricket time series from the UCR
time series archive [17] is segmented by the turning patterns (dash line), where the raw
data is first smoothed with the smooth degree 10 (sd = 10).
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Fig. 4. Segmentation for the Cricket time series (sd = 10).

Obviously, the dash lines can significantly segment time series, but the two black
dash lines are so close that the segment between them can be ignored. In view of this,
we introduce the segment threshold p that stipulates the minimum segment length. This
parameter can be set as the ratio to the time series length. Since the time series from a
specific field exhibit the same fluctuation characteristics, p is data-adaptive and can be
learned from the labeled dataset. Nevertheless, the segmentation is still primarily
established on the recognition of turning patterns, which determines the segment
number or lengths adaptively, and is essentially different from the principles of the
existing segmentation methods.

4.2 Chebyshev Factorization

At the beginning, it is necessary to z-normalize the obtained subsequences as a
pre-processing step. Rather than focusing on the statistical features, PCHA will fac-
torize each subsequence with the first kind of Chebyshev polynomials, and take the
Chebyshev coefficients as features. Since the Chebyshev polynomials with different
degrees represent the fluctuation components, the local fluctuation information of time
series can be captured in PCHA.

The first kind of Chebyshev polynomials are derived from the trigonometric
identity T,(cos(0)) = cos(nf), which can be rewritten as a polynomial of variable ¢ with
degree n, as Formula (1).
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cos(ncos~1(z)), te[-
T,(t) = { cosh(ncosh™' (1)), t>1 (1)
(—=1)" cosh(ncosh™' (—1)), <

For the sake of consistent approximation, we only employ the first sub-expression
to factorize the subsequences, which is defined over the interval [—1, 1]. With the
Chebyshev polynomials, a function F(¢) can be factorized as Formula (2).

1) = zn:c,»T,»(t) (2)
i=0

The approximation is exact if F(¢) is a polynomial with the degree of less than or
equal to n. The coefficients ¢; can be calculated from the Gauss-Chebyshev Formula (3),
where kis 1 for ¢ and 2 for the other c;, and #; is one of the n roots of 7,,(f), which can be
get from the formula #; = cos[(j — 0.5)n/n].

o= 55 F)T() ®)

However, the employed Chebyshev polynomials are defined over the interval [—1, 1].
If the subsequences are factorized with this “interval function”, they must be scaled
into the time interval [—1, 1]. Besides, the Chebyshev polynomials are defined every-
where in the interval, but time series is a discrete function, whose values are defined
only at the sample moments. To compute the Chebyshev coefficients, we would process
each subsequence with the method proposed in [18], which can extend time series into an
interval function. Given a scaled subsequence S = {(vy, #1), ..., (V;, 1)}, Where
-1 <1 <...<t, < 1,wefirstdivide the interval [—1, 1] into m disjoint subintervals
as follows:

[713t1+[) =1
I = [th; lz+l,+1) 2<i<m-—1
[tm 12+tm 1] i=m

Then, the original subsequence can be extended into a step function as Formula (4),
where each subinterval [7;, t;,,] is divided by the mid-point (¢; + #;,1)/2. The first half
takes the value v;, and the second half takes v;, ;.

F(t)=v,t€l, 1<i<m ()

After the above processing, the Chebyshev coefficients ¢; can be computed. For the
sake of dimension reduction, we only take the first several coefficients to approximate
the raw data, which can reflect the principal fluctuation components of time series.

Figure 5 shows the examples of (a) PAA, (b) APCA, (c) PLA, and (d) PCHA
representations for the stock time series of Google Inc. (symbol: GOOG) from
The NASDAQ Stock Market, which consists of the close prices at 800 consecutive
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trading days (2010/10/4-2013/12/5). As shown in Fig. 5(a), PAA extracts the mean
values of the subsequences with equal-length as features. In Fig. 5(b), APCA takes the
mean values and spans of the subsequences with adaptive-length as features, e.g.,
[-0.62, 134] for the first subsequence. In Fig. 5(c), PLA takes the linear fitting slopes
and spans of the subsequences with adaptive-length as features, e.g., [-0.0035, 96] for
the first subsequence. In Fig. 5(d), PCHA factorizes each subsequence and takes the
first four Chebyshev coefficients as features, e.g., [—3.8, 0.34, 3, —0.39] for the first
subsequence. It is obvious that the approximation of PCHA is different from the others,
which can well fit the local fluctuation characteristics of time series.

3+ Raw Data 3+ Raw Data [2.53.34]
——PAA ——APCA o
At 1.82 s [1.46,116]
119, 10.84,70]
! 028 ' [0.16,110] 7%
0.51,158
0F .59 046 -04 OF0.62.1341 11 0 126] [ 1
0.99 A0-84
-l -l Yoy [-0.64,52]
a2t 2
2010/10/4 2011/7/20 2012/5/4 2013/2/22 2013/12/5 2010/10/4 2011/7/20 2012/5/4 2013/2/22 2013/12/5
(@) (b)
. ! ! ! ! ! !
—FPLA o PCHA |i i I I I I
5L [-0.0005,104] ol ‘ ! ! ! ! ! !
[0.0107,146] [-3.8, 1| [-6.47.1 [-44. 1 [-2.89,1 ! ! !
v 034, ! 003 ! 169, !-025"! ! ! \
1r [0.0188.64] IF 30 | 663, | 34 | 193 | | V i
20.39] 1 -047] 1 -1.96] 1 0.26] 1| i i j
0L10.0035.96] [0.0009,190] 0 | i I I |
P [0.0029.78] A ) \ f i |
B Ve v i |
B \\ B | \ ' WV l075, | 328, 1 [837, 119.83,
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2 i i i | -2.99] 1 -226] | 0.49] 1-2.84]
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Fig. 5. PAA/APCA/PLA/PCHA representation examples.

In the entire procedure, the time series only needs to be scanned once for the
adaptive segmentation and factorization. Thus, the computational complexity of PCHA
is O(kn), where k is the extracted Chebyshev coefficient number and much less than the
time series length n.

5 Similarity Measure

DTW is one of the most prevalent similarity measures for time series [5]. It exploits the
one-to-many aligning scheme to find the optimal alignment between time series, as
shown in Fig. 6. Thus, DTW can deal with the intractable basic shape variations, e.g.,
time warping and phase-shift, etc. Given a sample space F, time series T = {7,
try ooy biy oty and O = {qy, g2, ..., Gj» ..., qn}, b q; € F, alocal distance measure
d: (x, y) — R* should be first set in DTW for measuring two samples. Then, a distance
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Fig. 6. One-to-many aligning scheme of DTW.

matrix C € R"™" is computed, where each cell records the distance between each pair
of samples from T and Q respectively, i.e., C(i, j) = d(t;, g;). There is an optimal
warping path in C, which has the minimal sum of cells.

Definition 4. (Warping Path): Given the distance matrix C € R™™", if the sequence
p={c, ..., ¢, ..., cr}, Wwhere ¢; = (a;, b)) € [1: n] x [1: m] forl € [1: L], satisfies the
conditions that:

i) c =1, 1) and ¢, = (m, n);
(i) c1 —c €1{(1,0),(0,1),d, 1)} forl e [1: L—1];
(i) a3 < an < ... < agrand b; < by, < ... < by;

Then, p is called warping path. The sum of cells in p is defined as Formula (5).

@, =C(c1) +C(e2) + -+ +C(cr) (5)

Definition 5. (Dynamic Time Warping Distance): Given the distance matrix C € R"™"
over time series T and Q, and its warping path set P = {py, ..., pi, ..., Px}, i, x € R",
the minimal sum of cells in the warping paths @,,, = {®; |P: < &, £, A € P} is
defined as the DTW distance between T and Q.

The computation of DTW performs with dynamic programming algorithm, which
would lead to the quadratic computational complexity to the time series length, i.e., O
(n*). Figure 7(a) shows the dynamic programming table with the optimal warping path
in DTW computation.

Based on PCHA, we propose a novel PA-DTW measure, named ChebyDTW,
which contains two layers: subsequence matching and dynamic programming com-
putation. Figure 7(b) shows the dynamic programming table with the optimal-aligned
path (red shadow) of ChebyDTW, where each cell records the subsequence matching
result over the Chebyshev coefficients. By the intuitive comparison with Fig. 7(a),
ChebyDTW would have much lower computational complexity than the original DTW.

With high computational efficiency, the squared Euclidean distance is a proper
measure for the subsequence matching. Given d Chebyshev coefficients are employed
in PCHA, for the subsequences S| and S, respectively approximated as C = [cy, ...,
¢yl and C= [¢1, ..., 4], the squared Euclidean distance between them can be com-
puted as Formula (6).
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Fig. 7. (a) Dynamic programming table with the optimal-aligned path (red shadow) of DTW,
(b) against that of ChebyDTW. (Color figure online)

D(C,C) = Z (ci— &)’ (6)

i=1

Over the subsequence matching, the dynamic programming computation performs.
Given that time series 7 with length m is segmented into M subsequences, and time
series Q with length n is segmented into N subsequences, ChebyDTW can be computed
as Formula (7). C” and C€ are the PCHA representations of T and Q respectively; CT
and CIQ are the first coefficient vectors of C” and C¢ respectively; rest(CT) means the
rest coefficient vectors of C” except for CT: the same meaning is taken for rest(C9).

ChebyDTW (T, Q) =
0, ifm=n=0
0, ifm=0orn=0
ChebyDTW [rest(CT), CY],
D(CT,C?) +min{ ChebyDTW[C, rest(C?)],
ChebyDTW [rest(CT), rest(C2)]

, otherwise

6 Experiments

We evaluate the 1NN classifier based on ChebyDTW from the aspects of accuracy and
efficiency respectively. 12 real-world datasets provided by the UCR time series archive
[17] are employed, which come from the various application domains and are char-
acterized by the different series profiles and dimensionality. All the datasets have been
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Fig. 8. Sample representative instances from each class of 12 datasets.

z-normalized and partitioned into the training and testing sets by the provider. Figure 8
shows the sample representative instances from each class of the datasets.

All parameters in the measures are learned on the training datasets by the DIRECT
global optimization algorithm [19], which is used to seek for the global minimum of
multivariate function within a constraint domain. The experiment environment is Intel
(R) Core(TM) i5-2400 CPU @ 3.10 GHz; 8G Memory; Windows 7 64-bit
OS; MATLAB 8.0_R2012b.

6.1 Classification Accuracy

Firstly, we take four PA-DTWs based on the statistical features as baselines, i.e.,
PDTW [14], SDTW [10], DTW spca [8], and DTWpga [9], which are based on PAA,
PLA, APCA, and DSA representations respectively. Secondly, since PA-DTW is
computed over the approximate representation, its precision is regarded lower than the
measures computed on the raw data. To test this assumption, we also take 4 DTW
measures computed on the raw data as baselines, including the original DTW and its
variations, i.e., CDTW [3], CIDDTW [20], DDTW [21].

Tables 1 and 2 present the 1NN classification accuracy based on ChebyDTW and
the baselines respectively. The best results on each dataset are highlighted in bold. The
learned parameters are also presented, which could make each classifier achieve the
highest accuracy on each training dataset, including the segment threshold (p), the
smooth degree (sd), and the extracted Chebyshev coefficient number (). For the sake of
dimension reduction, we learn the parameter 6 in the range of [1, 10] for ChebyDTW.

By the comparison, we find that, (1) the INN classifier based on ChebyDTW wins
all datasets over that based on the PA-DTW baselines. The superiority mainly derives
from the distinctive features extracted in ChebyDTW, which can capture the fluctuation
information for similarity measure. Concretely, as shown in Fig. 8, the practical time
series in the datasets have the relatively complicated fluctuation that can be transformed
into the wide Chebyshev domain, thus the difference between time series can be easily
captured by the Chebyshev coefficients. Whereas the statistical features extracted in the
baselines only focus on the aggregation characteristics of time series, which would
result in much fluctuation information loss.
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Table 1. The accuracy of 1NN classifiers based on ChebyDTW and four PA-DTW baselines.

Dataset o sd |0 | Cheby DTW | PDTW | SDTW | DTW gpca | DTWpga
Adiac 021221 9/0.72 0.61 0.34  0.28 0.38
Beef 0.1817| 5/0.57 0.50 |0.57 0.57 0.47
CBF 098 | 810 0.98 098 |0.95 091 0.50
Chlorine. 0.73 /25 80.65 0.60 |0.55 0.56 0.62
CinC_ECG. [0.29| 4| 9/0.81 0.65 0.63 0.61 0.63
Coffee 051141 9 0.89 0.79 10.75 0.82 0.61
ECG200 0.80| 7/ 9/0.89 0.80 [0.83 0.77 0.81
ECGFive. [0.73(17| 9091 0.79 ]0.68 0.68 0.57
FaceAll 0.51{2910/0.73 0.63 0.50 [0.63 0.71
FacesUCR [0.51| 4| 60.80 0.60 |0.57 0.72 0.70
ItalyPower. |0.51| 7| 5/0.94 0.93 0.80 0.90 0.87
SonyAl 0.95(25| 6/0.80 0.76 |0.73 0.76 0.70

Table 2. The accuracy of 1NN classifiers based on ChebyDTW and four DTW baselines.

Dataset Cheby DTW | DTW | CDTW | CIDDTW | DDTW
Adiac 0.72 0.60 |0.61 0.61 0.47
Beef 0.57 0.50 |0.53 0.50 0.47
CBF 0.98 1.00 |1.00 1.00 0.54
Chlorine. | 0.65 0.65 |0.65 0.64 0.69
CinC_ECG. | 0.81 0.65 (093 0.70 0.66
Coffee 0.89 0.82 10.82 |0.82 0.79
ECG200 0.89 0.77 10.88 0.81 0.80
ECGFive. |0.91 0.77 [0.80 |0.76 0.65
FaceAll 0.73 0.81 0.81 0.85 0.80
FacesUCR | 0.80 0.90 |0.91 0.83 0.76
ItalyPower. | 0.94 091 091 0.88 0.96
SonyAl 0.80 095 096 |0.92 0.87

(2) The classifier based on ChebyDTW has higher accuracy on more datasets than
the original DTW and its variations. The reason is apparent that, the noise mixed in the
time series can be filtered out by the Chebyshev factorization effectively, which is one
of the principal factors affecting the precision of similarity measures. Thus, the above
assumption that ChebyDTW has lower precision than the measures computed on the
raw data is not supported.

6.2 Computational Efficiency

The speedup of computational complexity gained by PA-DTW over the original DTW
is O(n*/w?), where n is the time series length and w is the segment number. It is
positively correlated with the data compression rate (DCR = n/w) of piecewise
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approximation over the raw data. In Table 3, we present the segment numbers and the
DCRs of five PA-DTWs on all datasets. As above, the optimal segment numbers for the
INN classifiers based on PDTW, SDTW, and DTW opca are learned on the training
datasets, while the average segment numbers on each dataset are computed for Che-
byDTW and DTWDSA-

As shown in Table 3, the DCRs of ChebyDTW are not only much larger than the
baselines on all datasets, but also robust to the time series length. Thus, it has the
highest computational efficiency among the five PA-DTWs. The efficiency superiority
of ChebyDTW mainly derives from the precise approximation of PCHA over the raw
data, and the data-adaptive segment method, which can segment time series into the
less number of subsequences with the adaptive lengths.

Table 3. The DCR results of five PA-DTWs.

Dataset n Cheby DTW PDTW SDTW DTW apca DTWpsa

w DCR w DCR w DCR w DCR w DCR
Adiac 176 3.99 44.13 36 4.89 13 13.54 43 4.10 70 2.51
Beef 470 5.18 90.68 61 7.70 10 47 61 7.70 192.32 2.44
CBF 128 1 128.0 30 4.27 27 4.74 15 8.53 46.19 2.77
Chlorine. 166 2 83.00 36 4.61 29 572 34 4.88 64.77 2.56
CinC. 1639 4 409.9 103 15.91 94 17.44 84 19.51 655.49 2.50
Coffee 286 2 143.0 60 477 33 8.67 40 7.15 117.34 2.44
ECG200 96 1.93 49.74 14 6.86 19 5.05 23 4.17 35.84 2.68
ECGFive. 136 1.61 84.43 9 15.11 9 15.11 5 27.20 48.24 2.82
FaceAll 131 2 65.50 32 4.09 32 4.09 32 4.09 53.96 2.43
FacesUCR 131 2 65.50 24 5.46 32 4.09 31 4.23 54.43 2.41
ItalyPower. 24 1.98 12.13 5 4.80 6 4.00 6 4.00 10.61 2.26
SonyAL 70 1 70.00 13 5.38 9 7.78 8 8.75 27.41 2.55

Table 4. The average runtime of 1NN classification based on DTW and ChebyDTW (ms).

Dataset DTW | ChebyDTW | Q
Adiac 172.21 |5.36 32.11
Beef 105.02 |0.54 194.95
CBF 9.34 0.37 25.40
Chlorine. |231.23 |5.47 42.24
CinC_ECG | 1721.93 |1 0.79 2175.49
Coffee 38.17 1040 96.05
ECG200 16.15 |1.18 13.69
ECGFive. |6.89 0.29 23.60
FaceAll 169.94 |8.26 20.57
FacesUCR |61.61 |2.37 26.00
ItalyPower. | 1.3 0.73 1.78
SonyAlL 2.1 0.25 8.38
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In addition, the average runtime of 1NN classification based on DTW and Che-
byDTW are presented in Table 4. According to the results, the efficiency speedup (£2)
of ChebyDTW over DTW can achieve as much as 3 orders of magnitude.

7 Conclusions

We proposed a novel piecewise factorization model for time series, i.e., PCHA, where
a novel adaptive segment method was proposed, and the subsequences were factorized
with the Chebyshev polynomials. We employed the Chebyshev coefficients as features
for PA-DTW measure, and thus proposed the ChebyDTW for INN classification. The
comprehensive experimental results show that ChebyDTW can support the accurate
and fast 1NN classification.
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Abstract. Data and Information Visualization is becoming strategic for
the exploration and explanation of large data sets due to the great impact
that data have from a human perspective. The visualization is the closer
phase to the users within the data life cycle’s phases, thus, an effective,
efficient and impressive representation of the analyzed data may result
as important as the analytic process itself. In this paper, we present our
experiences in importing, querying and visualizing graph databases tak-
ing one of the most spread lexical database as case study: WordNet. After
having defined a meta-model to translate WordNet entities into nodes
and arcs inside a labeled oriented graph, we try to define some crite-
ria to simplify the large-scale visualization of WordNet graph, providing
some examples and considerations which arise. Eventually, we suggest
a new visualization strategy for WordNet synonyms rings by exploiting
the features and concepts behind tag clouds.

Keywords: Graph database - Big Data - NoSQL - Data visualization -
WordNet - Neo4J

1 Introduction

We are increasingly confronting with a data deluge in every field and in every
human activity. With data we explore, we understand and get insights from
the whole world. More importantly, with the information coming from data, we
explain and communicate facts or knowledge about the world. Not surprisingly,
with the advent of Big Data paradigm, also Data and Information Visualiza-
tion have become an interesting and wide research field. If the main goal of
Data Visualization is to communicate information clearly and efficiently to users,
involving the creation and study of the visual representation of data —i.e., “infor-
mation that has been abstracted in some schematic form, including attributes
or variables for the units of information” [1] — the Information Visualization

© Springer International Publishing AG 2016
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main task is the study of (interactive) visual representations of abstract data
to reinforce human cognition. The abstract data may include both numerical
and non-numerical data, such as text and geographic information. According to
[2], it is possible to distinguish Information Visualization (InfoVis), when the
spatial representation is chosen, from Scientific Visualization (SciVis) when the
spatial representation is given due to the intrinsic spatial layout of data (e.g., a
flow simulation in 3D space). The study presented in this work belongs to the
first category being the data we represent abstract and not linked to physical
entities, i.e., they do not have pre-defined spatialization, such as, for example, in
the case of maps or geographic informative systems. Besides, the challenges that
the Big Data imperative [3-5] imposes to data management severely impact on
data visualization. The “bigness” of large data sets and their complexity in term
of heterogeneity contribute to complicate the representation of data, making the
drawing algorithms quite complex: just to make an example, let us consider the
popular social network Facebook, in which the nodes represent people and the
links represent interpersonal connections; we note that nodes may be accompa-
nied by information such as age, gender, and identity, and links may also have
different types, such as colleague relationships, classmate relationships, and fam-
ily relationships. The effective representation of all the information at the same
time is really challenging. A most important solution can be using visual cues,
such as color, shape, or transparency to encode different attributes. Also the
choice of the graph model is important to fit the nature of the information to be
visualized. The Labeled Property Graph model, for example, seems to fit well
most of the common scenario from the real life and that why we use this model
to convert WordNet synsets in a graph. The availability of large data coming
from human activities, exploration and experiments, together with the investi-
gations of new and efficiently ways of visualizing them, open new perspectives
from which to view the world we live in and to make business. The Infographics
become Infonomic, a composite term between the term Information and FEco-
nomics that wield information as a real asset, a real opportunity to make business
and to discover the world. Various techniques have been proposed for graph visu-
alization for the last two decades and they will be presented in the next section.
The principled representation methodology we agree on is the Visual Informa-
tion Seeking Mantra presented by Scheiderman in [6]. It can be summarized as
follows: “overview first, zoom and filter, then details-on-demand”. The reminder
of the paper is organized as follows. After a literature review on the Graph Visu-
alization techniques and methodologies, contained in Sect. 2, a description of the
proposed WordNet meta-model is provided in Sect. 3. Afterward, starting from
a description of the approach used for the WordNet importing procedure within
Neo4j, in Sect. 4, the attempts made in querying and visualizing WordNet are
described in Sects. 5 and 6. Section 7 extends the study presented in the previous
sections by proposig the adoption of a tag clouds based methodology in order
to visualize the WordNet synonims rings in Neo4J. Finally, Sect.8 draws the
conclusion summarizing the major findings and outlining future investigations.
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2 Related Works

Since the study conducted in this paper consists in the visual representation of
WordNet inside the Neo4j graph DB, this section focuses mainly on a litera-
ture review in Graph Visualization, referring to other well-known works in the
literature for a complete review of the techniques and theories in Information
Visualization [7-10]. Graphs are traditional and powerful tools that visually rep-
resent sets of data and the relations among them. In the most common sense of
the term, a graph is an ordered pair G = ('V, E) comprising a set V of vertices
or nodes together with a set E of edges or lines, which are 2-element subsets
of V (i.e., an edge is related with two vertices, and the relation is represented
as an unordered pair of the vertices with respect to the particular edge). Graph
visualization usually refers to representation of interconnected nodes arranged in
space and navigation through a visual representation to help users understand
the global or local original data structures [11]. Graphs are represented visually
by drawing a dot or circle for every vertex, and drawing an arc between two
vertices if they are connected by an edge. If the graph is directed, the direction
is indicated by drawing an arrow. A graph drawing should not be confused with
the graph itself (the abstract, non-visual structure) as there are several ways to
structure the graph drawing. All that matters is which vertices are connected
to which others by how many edges and not the exact layout. In practice it is
often difficult to decide if two drawings represent the same graph. Depending on
the problem domain some layouts may be better suited and easier to understand
than others. The pioneering work of Tutte [12] was very influential in the subject
of graph drawing, in particular he introduced the use of linear algebraic meth-
ods to obtain graph drawings. The basic graph layout problem is very simple:
given a set of nodes with a set of edges, it only needs to calculate the positions
of the nodes and draw each edge as curve. Despite the simplicity of the prob-
lem, to make graphical layouts understandable and useful is very hard. Basically
there are generally accepted aesthetic rules [13,14], which include: distribute
nodes and edges evenly, avoid edge crossing, display isomorphic substructures
in the same manner, minimize the bends along the edges. However, since it is
quite impossible to meet all rules at the same time, some of them conflict with
each other or they are very computationally expensive, practical graphical lay-
outs are usually the results of compromise among the aesthetics. Another issue
about graph layout is predictability. Due to the task of graph visualization, it
is important and necessary to make the results of layout algorithm predictable
[15], which means two different results of running the same algorithm with the
same or similar data inputs should also look the same or alike.

Below is a brief overview of graph layouts and visualization techniques
grouped by categories:

— Node-link layouts.
e Tree Layout. It uses links between nodes to indicate the parent-child rela-

tionships. A very satisfactory solution for node-link layout comes from
Reingold and Tilford [16]. Their classical algorithm is simple, fast, pre-
dictable, and produces aesthetically pleasing trees on the plane. However,
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it makes use of screen space in a very inefficient way. In order to overcome
this limitation, some compact tree layout algorithms have been developed
to obtain more dense tree, while keeping the classical tree looks [17]. Eades
[18] proposes another node-link layout called radial layout that recursively
positions children of a sub-tree into a circular wedge shape according to
their depths in the tree. Generally, radial views, including its variations
[19], share a common characteristic: the focus node is always placed at
the center of the layout, and the other nodes radiate outward on sepa-
rated circles. Balloon layout [20] is similar to radial layout and are formed
where siblings of sub-trees are placed in circles around their father node.
This can be obtained by projecting cone tree onto the plane.

e Tree Plus Layout. Since large graphs are much more difficult to handle
than trees, tree visualization is often used to help users understand graph
structures. A straightforward way to visualize graphs is to directly layout
spanning trees for them. Munzner [21] finds a particular set of graphs
called quasi-hierarchical graphs, which are very suitable to be visualized
as minimum spanning trees. However, for most graphs, all links are impor-
tant. It could be very hard to choose a representative spanning tree. Arbi-
trary spanning trees can also possibly deliver misleading information.

e Spring Layout. This layout, also known as Force-Directed layout, is
another popular strategy for general graph layouts. In spring layout,
graphs are modeled as physical systems of rings or springs. The attrac-
tive idea about spring layout is that the physical analogy can be very
naturally extended to include additional aesthetic information by adjust-
ing the forces between nodes. As one of the first few practical algorithms
for drawing general graphs, spring layout is proposed by Eades in 1984
[22]. Since then, his method is revisited and improved in different ways
[23,24]. Mathematically, Spring layout is based on a cost (energy) func-
tion, which maps different layouts of the same graph to different non-
negative numbers. Through approaching the minimum energy, the layout
results reaches better and better aesthetically pleasing results. The main
differences between different spring approaches are in the choice of energy
functions and the methods for their minimization.

Space Division Layout. In this case, the parent-child relationship is indicated
by attaching child node(s) to the parent node. Since the parent-child and
sibling relationships are both expressed by adjacency, The layout should have
a clear orientation cue to differentiate these two relationships.

Space Nested Layout. Nested layouts, such as Treemaps [25], draw the hierar-
chical structure in the nested way. They place child nodes within their parent
node.

3D Layout. In this case, the extra dimension can give more space and it
would be easier to display large structures. Moreover, Due to the general
human familiarity with 3D in the real world, there are some attempts to map
hierarchical data to 3D objects we are familiar with

Matrix Layout. Graphs can be presented by their connectivity matrixes. Each
row and each column corresponds to a node. The glyph at the interaction of



84 E.G. Caldarola et al.

(i, j) encodes the edge from node i to node j. Edge attributes are encoded as
visual characteristics of the glyphs, such as color, shape, and size. The major
benefit of adjacency matrices is the scalability.

Specifically regarding the visualization of WordNet, there are not many works
in the literature. In [26], the authors makes an attempt to visualize the Word-
Net structure from the vantage point of a particular word in the database, this
in order to overcome the down-side of the large coverage of WordNet, i.e., the
difficulty to get a good overview of particular parts of the lexical database. An
attempt to apply design paradigms to generate visualizations which maximize
the usability and utility of WordNet is made in [27], whereas, in [28] a radial,
space-filling layout of hyponymy (IS-A relation) is presented with interactive
techniques of zoom, filter, and details-on-demand for the task of document visu-
alization, exploiting the WordNet lexical database. Finally, regarding the com-
parison between Neo4J Cypher language performances against the traditional
SQL-based technologies, an interesting experience has been described in [29]
where the authors compare Neo4j back-end different alternatives to each other
and to the JPA-based sample back-end running on MySQL.

3 WordNet Case Study

The case study presented in this paper consists in the reification of the WordNet
database inside the Neo4J GraphDB [30,31]. WordNet [32,33] is a large lexical
database of English. Nouns, verbs, adjectives and adverbs are grouped into sets
of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are
interlinked by means of conceptual-semantic and lexical relations.

In this context we have defined and implemented a meta-model for the Word-
Net reification using a conceptualization as much as possible close to the way
in which the concepts are organized and expressed in human language [34]. We
consider concepts and words as nodes in Neo4J, whereas semantic, linguistic and
semantic-linguistic relations become Noeo4J links between nodes. For example,
the hyponymy property can relate two concept nodes (nouns to nouns or verbs
to verbs); on the other hand a semantic property links concept nodes to con-
cepts and a syntactic one relates word nodes to word nodes. Concept and word
nodes are considered with DatatypeProperties, which relate individuals with a
predefined data type. Each word is related to the represented concept by the
ObjectProperty hasConcept while a concept is related to words that represent it
using the ObjectProperty hasWord. These are the only properties able to relate
words with concepts and vice versa; all the other properties relate words to words
and concepts to concepts. Concepts, words and properties are arranged in a class
hierarchy, resulting from the syntactic category for concepts and words and from
the semantic or lexical type for the properties.

Figures 1(a) and (b) show that the two main classes are: Concept, in which
all the objects have defined as individuals and Word which represents all the
terms in the ontology.
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Fig. 2. Linguistic properties.

The subclasses have been derived from the related categories. There are some
union classes useful to define properties domain and co-domain. We define some
attributes for Concept and Word respectively: Concept hasName that represents
the concept name; Description that gives a short description of concept. On the
other hand Word has Name as attribute that is the word name. All elements have
an ID within the WordNet offset number or a user defined ID. The semantic and
lexical properties are arranged in a hierarchy (see Fig.2(a) and (b)). In Table1
some of the considered properties and their domain and range of definition are
shown.

Table 1. Properties.

Property Domain Range
hasWord Concept Word
hasConcept | Word Concept
hypernym | NounsAnd NounsAnd
VerbsConcept VerbsConcept
holonym NounConcept NounConcept
entailment | VerbWord VerbWord

similar AdjectiveConcept | AdjectiveConcept
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The use of domain and codomain reduces the property range application. For
example, the hyponymy property is defined on the sets of nouns and verbs; if it
is applied on the set of nouns, it has the set of nouns as range, otherwise, if it
is applied to the set of verbs, it has the set of verbs as range. In Table 2 there
are some of defined constraints and we specify on which classes they have been
applied w.r.t. the considered properties; the table shows the matching range too.

Table 2. Model constraints.

Constraint Class Property | Constraint range
AllValuesFrom | NounConcept hyponym | NounConcept
AllValuesFrom | AdjectiveConcept | attribute | NounConcept
AllValuesFrom | NounWord synonym | NounWord
AllValuesFrom | AdverbWord synonym | AdverbWord
AllValuesFrom | VerbWord also_see | VerbWord

Sometimes the existence of a property between two or more individuals entails
the existence of other properties. For example, being the concept dog a hyponym
of animal, we can assert that animal is a hypernymy of dog. We represent this
characteristics in OWL, by means of property features shown in Table 3.

Table 3. Property features.

Property Features

hasWord inverse of hasConcept

hasConcept | inverse of hasWord

hyponym inverse of hypernym; transitivity

hypernym | inverse of hyponym; transitivity

cause transitivity

verbGroup | symmetry and transitivity

4 Importing WordNet into Neo4J

The importing process of WordNet database within Neo4J graphDB [30] has
been implemented according to the scheme shown in Fig. 3. The process involves
three phases and three components: the importing from WordNet module, the
serializer module and the importing within Neo4J module. The first phase has
been implemented using a Java-based script that access the WordNet database
through JWI (MIT Java Wordnet Interface) API [35,36] and passes all the
information related to synsets, words, semantic relations and lexical relations to
the serializer module, producing appropriate serialized data, following a proper
schema that will be described in the following.
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Fig. 3. High-level view of the WordNet importing architecture.

The last component, which is related to the third phase of the process, is
responsible for importing the previously serialized information into Neo4J data-
base. The importing from WordNet takes place via five different sub-operations
which respectively retrieve: the information related to synsets, the semantic rela-
tions among synsets, the words, the lexical relations among words and finally
the links between the semantic and the lexical world, i.e., how a word is related
to its concepts (or its meaning) and viceversa.

The intentional schema of each serialized data is shown as follow:

1. The synset file contains the following fields:
(a) Id: the univoque identifier for the synset;
(b) SID: the Synset ID as reported in the WordNet database;
(c) POS: the synset’s part of speech;
(d) Gloss: the synset’s gloss which express its meaning.
2. The semantic relations file contains the following fields:
(a) Prop: the semantic relation linking the source and the destination synsets;
(b) Src: the source synset;
(¢) Dest: the destination synset;
3. The words file contains the following fields:
(a) Id: the univoque indentifier for the word;
(b) WID: the Word ID as reported in the WordNet database;
(¢) POS: the word’s part of speech;
(d) Lemma: lexical representation of the word,;
(e) SID: the synset Id whose the word is related.
4. The lexical relations file contains the following fields:
(a) Prop: the lexical relation linking the source and the destination words;
(b) Src: the source word;
(¢) Dest: the destination word,;
5. The lexical-semantic relations file contains the following fields:
(a) Word Id: the word id of the word that is linked to the synset on the right
via the hasConcept relation;
(b) Synset Id: the synset id of the synset that is linked to the word on the
left via the hasWord relation;
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In order to import all the information contained in the serialized data and
translate them into a graph data structure, the meta-model described in the
previous section has been used: each synset and word has been converted into
a node of the graph with label respectively: Concept and Word. Each semantic
relation has become an edge between two concept nodes with the type property
expressing the specific semantic relation holding between the concepts. Each
lexical relation has been converted into an edge between two word nodes with
a type property expressing the specific lexical relation between the word nodes.
Finally, the word nodes have been connected to their related concept nodes
through the hasConcept relation.

The Cypher query code used to import all the serialized information stored
into csv lines is shown as follows:

USING PERIODIC COMMIT 1000

IAOSAJSS Si\;n\eNITH HEADERS FROM’ PATH_-TO_-THE_FIRST_FILE”
CREATE (c: Concept {

id: tolnt (csvLine.id),

sid: csvLine.SID, POS:

csvLine .POS,

gloss: csvLine.gloss })

CREATE CONSTRAINT ON (c: Concept)
ASSERT c.id IS UNIQUE

USING PERIODIC COMMIT 1000

LOAD CSV WITH HEADERS FROM’' PATH_-TO-THE_SECOND_FILE”
AS csvLine

MATCH (src:Concept { id: tolnt(csvLine.Src)}),
(dest : Concept { id: tolnt(csvLine.Dest)})

CREATE (src) —[:semantic_property
{ type: csvLine.Prop }]—>(dest)

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM’ PATH-TO-THE_-THIRD-FILE”
AS csvLine

CREATE (w: Word {

id: tolInt(csvLine.id),
wid: csvLine .WID,

POS: csvLine .POS,

lemma: csvLine.lemma,

sid: tolnt(csvLine.SID) })

CREATE CONSTRAINT ON (w: Word)
ASSERT w.id IS UNIQUE

USING PERIODIC COMMIT 1000
LOAD CSV WITH HEADERS FROM’ PATH.TO.THE_.FOURTH_FILE”
AS csvLine

MATCH (src:Word { id: tolnt(csvLine.Src)}),
(dest:Word { id: tolInt(csvLine.Dest)})

CREATE (src) —[:lexical_property
{ type: csvLine.Prop }]—>(dest)

USING PERIODIC COMMIT 1000

LOAD CSV WITH HEADERS FROM’ PATH.TO_-THE_FIFTH_FILE”
AS csvLine

MATCH (src:Word { id: tolnt(csvLine.Word)}),

(dest:Concept { id: toInt (csvLine.SID)})
CREATE (src) —[:hasConcept]—>(dest)

Having identified each synset and word with a unique and sequential inte-
ger, it has been possible for Neo4J to efficiently create nodes and arcs from
csv lines. Furthermore, since the csv file contains a significant number of rows
(approaching hundreds of thousands) USING PERIODIC COMMIT can be used
to instruct Neo4j to perform a commit after a number of rows. This reduces the
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memory overhead of the transaction state. Table 4 shows the time performance
in importing all the csv file on a laptop computer with an Intel Core i7-4800MQ
processor at 2.70 GHz (64-bit) and 8 GB RAM.

Table 4. Neo4J query execution times for each importing query.

Query no | Q1 Q2 Q3 Q4 Q5
[ms] 13015 | 23779 | 25787 | 17358 | 36907

Listing 1.1. A comparison between Cypher language and standard SQL.

// First query comparison

MATCH (w-src: Word {lemma:’politics’})—[r: hasConcept]—>(c: Concept) —[x..N]—>(d:
Concept)<—[s: hasConcept]—(w-dst: Word) return w-src, c, d, w-dst

SELECT Word.lemma AS src_lemma, Word.hasConcept AS src_concept , SemanticRelation.type
AS Property_1, SemanticRelation.dst AS Intermediate_Conceptl , ...,
SemanticRelation.type AS Property-N, SemanticRelation.dst AS
Intermediate-ConceptN , Word.lemma AS dst-lemma

FROM Word JOIN Concept ON Word. conceptID = Concept.SID JOIN SemanticRelation ON
SemanticRelation.src = Concept.SID JOIN SemanticRelation ON SemanticRelation.dst
= SemanticRelation.src ... JOIN SemanticRelation ON SemanticRelation.dst =
SemanticRelation.src

WHERE word.wid = (SELECT Word.wid FROM Word WHERE Word .lemma =" politics”)

// Second query comparison

MATCH (n:Concept {words: '{politics}’})—[r: semantic_property *..N {type: Hyponym’}]—(m
Concept) RETURN COUNT(r )

SELECT SemanticRelation.src AS Source, COUNT(x*)
FROM SemanticRelation Relation-1 JOIN SemanticRelation Relation-2 ON Relation-1.dst =

Relation-2.src .... JOIN SemanticRelation Relation-N

ON Relation-N —1.dst = Relation-N.src

WHERE Source.words =’ politics ’ AND Relation-1.type = Hyponym’ ... AND Relation-N.type
=’Hyponym’

// Third query comparison

MATCH (w:Word { lemma:” food”}) ,(v:Word { lemma:”lunch”}),
p = shortestPath ((w) —[x]—(v))

RETURN p

(No equivalent)

5 Querying the WordNet Graph

The first attempt to visualize the graph-based version of the WordNet data-
base within Neo4j has been carried out using the Neo4j built-in web visualizer.
Although it is a power and flexible tool allowing the user to easily customize
the view according to her preferences, it suffers a lot when the number of ele-
ments to be visualized approaches few hundreds. Figure 4 shows the first result
obtained with a simple customization involving the usage of two different colors
for the two type of nodes, namely, the green for the Word node and the blue for
the Concept (or Synset) node. Semantic relations have been represented with
an edge thicker than the one used for the lexical relations or for the hasConcept
relations.

Each Concept node is labeled with the lexical chain of the synonyms related
to such concept. A set edges ends to the synset node and comes from all the
words belonging to the synset. These ones also are connected one with each other
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Fig. 4. First view of Neo4j WordNet graph excerpt. (Color figure online)

through the synonymy lexical relation. The concept nodes, in blue, are mainly
connected through the hypernym-hyponym semantic relations. The greatest value
of importing WordNet database into a Neo4j graph, it is not related to the
graph visualization capabilities of the web visualizer, but, mainly, to the power
of the Cypher query language, a declarative graph query language that allows
for expressive and efficient querying and updating of the graph store. Since very
complicated database queries can easily be expressed through Cypher, this allows
the user to focus on the data model domain instead of getting lost in database
access. Most of the keywords like WHERE and ORDER BY are inspired by SQL,
while pattern matching borrows expression approaches from SPARQL [37].

In the attempt to extract some useful information from the WordNet imple-
mentation in Neo4j, we have run few queries and have compared them to an
equivalent version expressed in SQL languages. Listing 1.1 reports a compar-
ison of the Cypher-based and SQL-based version of each query. It is not a
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Fig. 5. Second view of Neod4j WordNet graph excerpt. (Color figure online)

quantitative comparison but just a qualitative one that clearly shows how com-
plex (or in some circumstances impossible at all) is to translate a query from
the graph query language into the relational-based SQL language.

The objective of the first query is to get all concept nodes between the source
and the target synset, where the source concept is fixed and has a lemma equal to
politics, whereas the target node can be any node of the network. The only con-
straint is that between the first and the last synset there may be N (depth level)



92 E.G. Caldarola et al.

relations (semantic relations in this case) and N — 1 intermediate nodes. The
Neo4j web-based tool provides two ways of visualizing results: the table-based
and the graph-based. By analysing the query structure in the two columns, it
appears quite clear that a graph-based query language is most suitable in order
to select sub-graphs, as in this case. In fact, it comes very natural to select
a bunch of nodes and relations just by using patterns and pattern-matching,
expressed in an intuitive and iconic syntax, to describe the shape of the data
you are looking for [29]. On the contrary, the SQL-based version requires more
and more intricate combination of JOIN clauses to link synsets from the Seman-
ticRelation and Concept tables. Each JOIN clause involves a cartesian product
between the SemanticRelation table, which contains 283.836 rows, and itself
with an order that increases with the degree of separation between the source
and the target node (N). The second query in table, uses the COUNT aggrega-
tion function both in the Cypher and SQL-based version. It gets the number of
the Hyponym relations holding between the politics source concept and any other
concept that is at most N hops from the source. According to [38], aggregation
operators make worse the performances of the SQL-based query especially when
N increases (N < 6) with respect to the equivalent queries in Cypher. Also in
this case, the SQL-based query require N JOIN clauses which corresponds to an
equal number of cartesian products. Finally, the last query gets the shortest path
between the food and lunch concepts. While the Cypher language offers utility
functions like shortestPath() or AllShortestPath() making very easy to respond
to such queries, the SQL language do not has similar ready-to-use functions.
Furthermore, a graph-based data structure allows users to use Traversal API to
specify desired movements through a graph in a programmatic way (Fig.5).

6 Large-Scale Representation of WordNet Graph

The proposed representation of WordNet, within Neo4j, approaches very closely
the Big Data challenges. In particular, the volume dimension must be taken into
consideration here: this version of the WordNet graph, in fact, includes near
to 2 millions different relations linking more than 3 hundred thousand nodes
with each other. With these big numbers, the manipulation, the querying and
the visualization of the graph become quite challenging. Before describing the
attempts made in this direction, it is important to note that the visualization
of the entire structure of WordNet in terms of all synsets, words, semantic and
lexical relations in a way that is elegant and human friendly at the same time, is
a chimera, due to the performance issues of the visualization tools, in particular
when sophisticated drawing algorithms are used, and to the strongly connected
nature of information to be represented, which often results in a messy and dense
structure of nodes and edges. Figure6 shows a representation of near 15,000
nodes and 30,000 relations of WordNet using the Cytoscape v. 3 graph visual-
ization tool [38]. The image has been obtained by limiting to 30,000 relations
a simple cypher query that gets some data from the Neo4j implementation of
WordNet. The Neo4j running instance has been accessed via the cyNeod4j plugin,
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Fig. 6. WordNet graph excerpt with 30000 edges and about 15000 nodes. (Color figure
online)

that converts the query results into Cytoscape table format. Afterward, start-
ing from the query tables, a view has been created by defining a custom style
and the default layout. This latter is the Force-directed graph drawing algorithm
that draws graphs in an aesthetically pleasing way by positioning the nodes of
a graph in two-dimensional or three-dimensional space, so that all the edges are
of more or less equal length and there are as few crossing edges as possible [39].
The resulting figure is more considerable for global analysis than for informa-
tion that you can retrieve from it. Nevertheless, thanks to the force-directed
algorithm, it is possible to observe agglomerates of nodes and edges which cor-
respond to specific semantic categories. The figure also shows a zoomed area
selection where it is possible to visualize and read the synset labels belonging
to the selected semantic zone. Figure 6 shows only synsets and their semantic
relations; an attempt to add also the lexical relations and the Word nodes results
in an even more confused tangle of points and arcs. Thus, it is necessary to sim-
plify the representation of the network by following some functional and esthetic
criteria. In this regards, we have selected two simple criteria:

1. the efficiency of the visualization; i.e., avoid the information redundancy and
the proliferation of useless signs and graphics as much as possible;

2. the effectiveness of the visualization; i.e., grant that the graphical represen-
tation of the network covers the whole informative content of the WordNet
graph-based implementation.
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3. the clearness of visualization, i.e., use light colors, such as gray, light blue,
dark green, etc. with a proper level of brightness and with an appreciable
contrast.
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Fig. 7. First layout of WordNet graph excerpt. (Color figure online)

Along the efficiency criteria, we decided to visualize only Words labels, avoid-
ing to show again the lexical chain of words representing the corresponding con-
cept into the synset nodes. These ones only show the synset ID as retrieved from
the WordNet database inside the stretched blue oval. Furthermore, since for
each Hyponym relation between synsets corresponds an Hypernym relation, we
decided to show only one of the two, namely the Hypernym, in order to increase
the clearness of the representation. The same approach has been adopted for
the other pairs of antinomical relations like Meronym-Holonym. This approach
also satisfies the effectiveness criteria, in fact, even if there is not an explicit
representation of the Hyponym relations, these ones can be inferred from the
corresponding Hypernym ones. Each synset is linked to the corresponding lem-
mas through the hasConcept relation which has been represented with a dashed
line with a light gray color without an explicit label. This improves the effi-
ciency of the visualization and the effectiveness, since no informative contents
is sacrificed for clearness. Figure 7 shows an excerpt of the WordNet representa-
tion using the previously described style and layout. It appears evidently clearer
than the representation in Fig. 4 (also with respect to the zoomed selected area),
also adding the words nodes and the hasConcept relations. Figure 7 makes some
changes compared to the Fig. 8, mainly regarding the shape of the synset and
words nodes, its color and try to distinguish semantic relation by using different
colors.
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Fig. 8. Second layout of WordNet graph excerpt. (Color figure online)

7 The Tag Cloud-Based Representation of WorNet
Synonyms Rings

In addition to the large scale representation previously explained, an advance-
ment in the visualization of WordNet will be proposed in this section as a new
exploration path investigated by the authors: the adoption of tag cloud based
representation for the WordNet synonyms rings. By using the statistical linguis-
tics measures of polisemy and frequency of a term as visual cues in drawing
the word signs attached to a certain synset, we have improved the visualization
style of the WordNet graph in Neo4J. Technically, higher the frequency of the
word sense, larger is the font used to represent such word in the corresponding
synonym ring, as well as, higher is the polysemy of a word in the whole Word-
Net, lighter is the shade of gray used to tag such word. All the word senses
are connected to the corresponding synset through a blank gray line and each
synset is represented through a short text containing its gloss. Semantic relations
between synsets are represented through a transparent green arc showing a label
that report the type of the semantic link (e.g., hypernym, hyponim, meronym,
etc.). Figure9 shows the application of the style rules described above to the
same cypher query from home mentioned in the previous section. For each sense
of the term home, the figure shows the tag cloud based representation. Some con-
siderations arise from the figure above. The lighter gray used for the term ‘home’
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Fig. 9. WordNet synset rings containing the ‘home’ word with the customized style in
Cytoscape.

is due to its high polysemy (9). This color is intentionally weak to demonstrate
how vague is the term alone without a context making it meaningful. Things
get worse, for example, with terms like head or line with a polysemy equal to
33 and 29 respectively. On the contrary, the term home_plate is large in size and
as a strong gray shade because of its low polysemy (1) and high frequency when
used in the context of baseball.

Figures 10(a) and (b) show more representations of WordNet excerpts to
fully demonstrating the customized style resulting from this work. The figure
are obtained through the following Cypher query where ‘keyword’ is substituted
with book and time:

The figures above also highlights the semantic relations existing between
synsets showing a more complete representation of WordNet with the new visu-
alization style described in this work.
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8 Conclusions

In this paper we have described an experience of importing, exploring and visual-
izing WordNet into a graphDB. To achieve this objective we have faced different
issues involving Big Data challenges through all the phases of graph management.
The import procedure has been accomplished using he Cypher import functions;
queries running has also resulted quite simple by exploiting the potentiality of
the Cypher language (such as, its iconicity, the pattern-matching mechanism
and the built-in functions to traverse the graph), with respect to the equivalent
queries in SQL language. Eventually, the visualization task has resulted more
challenging, due to the intricate nature of the WodrNet graph and its “Big”
dimensions in terms of nodes and edges, particularly, when it is requested a
large-scale visualization. Thus, if we want to simplify the visualization of Word-
Net, a redefinition of the custom style and also the layout manager is needed. In
this regard, we have introduced three criteria to simplify the view, with respect
to efficiency, effectiveness and clearness and have adopted them in order to obtain
two different representation of WordNet, which results more clear at first glance.
In addition, an advancement in the visualization of WordNet has been proposed
as a new explanation path by adopting a tag cloud based representation for the
WordNet synonyms rings.

Starting from the consideration emerged in this work, at least two different
directions could be taken for future investigations or researches. From the one
hand, it worth to deepen the comparison between Cypher and SQL languages
also through a performance analysis, in order to appreciate the efficiency of
the language, in addition to the immediacy of the first language; on the other
hand, an improved characterization of the criteria to simplify the view could
be investigated, and validated by usability tests in which the user can express
a consensus whether the representation is friendly or not, and the information
inside WordNet is easily accessible or not. Finally, we think that the adoption of
a labeled directed property graph model for the representation of WordNet, as
an external and generalistic knowledge base, can be exploited in many contexts,
for example, Information Retrieval systems [40] to improve their performance
measures or in multimedia knowledge modeling [41,42] to enhance the expressive
power of representations.
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Abstract. The key to the success of the analysis of petabytes of textual data
available at our fingertips is to do it in the cloud. Today, several extensions exist
that bring Lucene, the open-source de facto standard of textual search engine
libraries, to the cloud. These extensions come in three main directions: imple-
menting scalable distribution of the indices over the file system, storing them in
NoSQL databases, and porting them to inherently distributed ecosystems. In this
work, we evaluate the existing efforts in terms of distribution, high availability,
fault tolerance, manageability, and high performance. We are committed to
using common open-source technology only. So, we restrict our evaluation to
publicly available open-source libraries and eventually fix their bugs. For each
system under investigation, we build a benchmarking system by indexing the
whole Wikipedia content and submitting hundreds of simultaneous search
requests. By measuring the performance of both indexing and searching oper-
ations, we report of the most favorable constellation of open-source libraries that
can be installed in the cloud.

Keywords: Full-text searching - Indexing - Distributed ecosystems * NoSQL -
Cloud

1 Introduction

Since the early 2010s, search engines took over the job of performing intelligent textual
analytics of petabytes of data. The most prominent open-source projects in this area are
Solr [29] and Elasticsearch [14]. While Solr seems to be more commonly used in
information retrieval domains, Elasticsearch is gaining more popularity in the area of
data analysis due to its data visualization tool Kibana [9]. Both have Lucene [19] at
their heart. Lucene is the de-facto standard search engine library. It is based on research
dating back to 1990 [5].

The first attempt to scale Lucene beyond the classical file system is presented in
[20]. Lucene storage classes are extended to store the index to and traverse the index
from the relational database management systems, such as MySQL. Back then, the
storage API was not standardized and undergone many changes. After the wide-spread
of NoSQL database management systems and distributed BigData systems, such as
Hadoop, the mean-time standardized Lucene storage API is ported to these emerging
technologies in several open-source prototypes. A good overview of these efforts are
found in [11].
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In this work, we investigate these open-source implementations as we believe that
the key to the success of any large-scale search engine will remain openness. We
explicitly refrain from adding any customized implementation to the off-the-shelf
open-source components. In the case of the presence of bugs in these publicly available
systems, we attempt to solve them. Other than fixing bugs, we apply only the tweaks
supplied by the official performance tuning recommendations from the providers.

Our contribution is the independent evaluation of the existing approaches in terms
of support for distribution. The main focus is the evaluation of the performance of both
indexing and searching of these systems. Moreover, a robust distributed search engine
must support data partitioning, replication and must be always consistent. So,
we investigate the effect of node failures. Furthermore, we take into consideration the
ease of management of the cluster.

The rest of the paper is organized as follows. In Sect. 2, we describe the properties
of a distributed highly-scalable search engine. We also give a background of the
technologies. In Sect. 3, we describe the architecture of each system under investiga-
tion. In Sect. 4, we present the performance evaluation based on the benchmarking
scenario that we constructed. Section 5 concludes the paper.

2 Background and Related Work

The following properties must be available in any cloud-based large-scale search
engine:

¢ Partitioning (sharding): It is splitting the index into several independent sections,
usually called shards. Each shard is a separate index and is usually indexed inde-
pendently. Depending on the sharding strategy, a search query is directed to the
corresponding shard(s) and each result is merged and returned to the user.

¢ Replication: It means storing various copies of the same data to increase the data
availability. On a system built over commodity hardware, such as Amazon EC2 [1]
or Microsoft Azure [3], replication protects against the loss of data. Additionally,
replication is also used to increase the throughput of index reads.

¢ Consistency: Depending on a relaxed definition of consistency, a newly indexed
document is not necessarily made available to the next search request. However, the
index data structure must be consistent under whatever storage model used to store
it. Consistency between the internal blocks of a single index must be guaranteed all
the time, whereas consistency across the independent shards is not a must.

¢ Fault-Tolerance: It means the absence of any Single Point of Failure (SPoF) in the
system. In case of the failure of a node, the whole search engine should not be go
offline.

e Manageability: The administration of the nodes of a cloud-based search engine must
be made easily: either through a Command Line Interface (CLI), programmatically
embeddable interface, e.g., IMX, or most preferably via web administration consoles.

¢ High Performance: It means that the response time for query processing should be
under a couple of seconds under a full load of concurrent search requests. Indexing
of new documents should be done in parallel.
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2.1 Lucene-Based Search Engines

A full text search index is usually a variation of the inverted index structure [S]. Indexing
begins with collecting the available set of documents by the crawler. A crawler consists
in general of several hundreds of data gathering threads. The parser in these threads
converts the collected documents to a stream of plain text. In the analysis phase, the
stream of data is tokenized according to predefined delimiters, such as blank, tab,
hyphen, etc. Then, all stop words are removed from the tokens. A stem analyzer usually
reduces the tokens to their roots to enable phonetic searches. Searching begins with
parsing the user query using the same parser used in the indexing process. This is a must
or else the matching documents will not be exactly the ones needed. The tokens have to
be analyzed by the same analyzer used for indexing as well. Then, the index is traversed
for possible matches. The fuzzy query processor is responsible for defining the match
criteria and the score of the hit according to a calculated distance vector.

Lucene [19] is at the heart of almost every full-text search engine. It provides
several useful features, such as ranked searching, fielded searching and sorting.
Searching is done through several query types including: phrase queries, wildcard
queries, proximity queries, range queries. It allows for simultaneous indexing and
searching by implementing a simple pessimistic locking algorithm [17].

An important internal feature of Lucene is that it uses a configurable storage engine.
It comes with a codec to store the index on the disc or maintain it in-memory for
smaller indices. The internal structure of the index file is public and is platform
independent [16]. This ensures its portability. Back in 2007, this concept was used to
store the index efficiently into Relational Database Management Systems [20]. The
same technique is used today to store the index in other NoSQL databases, such as
Cassandra [15] and mongoDB [23].

Apache Solr [29] is built on-top of Lucene. It is a web application that can be
deployed in any servlet container. It adds the following functionality to Lucene:

XML/HTTP/JSON APIs,

Hit highlighting,

Faceted search and filtering,

Range queries,

Geospatial search,

Caching,

Near Real-Time (NRT) searching of newly indexed documents, and
A web administration interface.

SolrCloud [29] was released in 2012. It allows for both sharding and replication of
the Lucene indexes. The management of this distribution is seamlessly integrated into
an intuitive web administration console. Figure 1 illustrates the configuration of one of
our setups in the web administration console.

Elasticsearch [14] evolved almost in parallel to Solr and SolrCloud. Both bring the
same set of features. Both are very performant. Both are open-source and use a different
combination of open-source libraries. At their hearts, both have Lucene. In general,
Solr seems to be slightly more popular than Elasticsearch in information retrieval
domains; whereas Elasticsearch is expanding more in the direction of data analytics.
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Fig. 1. Screenshot of the web administration console.

2.2 NoSQL Databases

The main strength of NoSQL databases comes from their ability to manage extremely
large volumes of data. For this type of applications, ACID transaction properties are too
restrictive. More relaxed models emerged such as the CAP theory or eventually con-
sistent emerged [4]. It means that any large-scale distributed DBMS can guarantee for
two of three aspects: Consistency, Availability, and Partition tolerance. In order to
solve the conflicts of the CAP theory, the BASE consistency model (BAsically, Soft
state, Eventually consistent) is defined for modern applications [4]. This principle goes
well with information retrieval systems, where intelligent searching is more important
than consistent ones.

A good overview of existing NoSQL database management systems can be found
in [8]. Mainly, NoSQL database systems fall into four categories:

graph databases,

key-value systems,
column-family systems, and
document stores.

Graph databases concentrate on providing new algorithms for storing and pro-
cessing very large and distributed graphs. They are often faster for associative data sets.
They can scale more naturally to large data sets as they do not require expensive join
operations. Neo4j [21] is a typical example of a graph databases.

Key-value systems use associative arrays (maps) as their fundamental data structure.
More complicated data structures are often implemented on top of the maps. Redis [25]
is a good example of a basic key-value systems.

The data model of column-family systems provides a structured key-value store
where columns are added only to specified keys. Different keys can have different
number of columns in any given family. A prominent member of the column
family stores is Cassandra [15]. Apache Cassandra is a second generation of
distributed key value stores; developed at Facebook. It is designed to handle very large
amounts of data spread across many commodity servers without a single point of
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failure. Replication is done even across multiple data centers. Nodes can be added to
cluster without downtime.

Document-oriented databases are also a subclass of key-value stores. The difference
lies in the way the data is processed. A document-oriented system relies on internal
structure in the document order to extract metadata that the data-base engine uses for
further optimization. Document databases are schema-less and store all related infor-
mation together. Documents are addressed in the database via a unique key. Typically,
the database constructs an index on the key and all kinds of metadata. mongoDB [23],
first developed in 2007, is considered to be the most popular NoSQL nowadays [6].
mongoDB provides high availability with replica sets.

In all attempts to store Lucene index files in NoSQL databases, the contributors
take the logical index file as starting point. The set of logical files are broken into
logical blocks that are stored in the database. It is therefore clear that plain key-value
data stores and graph databases are not suitable for storing a Lucene index. On the other
hand, document stores, such as mongoDB, are ideal stores for Lucene indices. One
Lucene logical file maps easily to a mongoDB document. Similarly, the Lucene logical
directory (files) is mapped to a Cassandra column family (rows), which is captured
using an inherited implementation of the abstract Lucene Directory class. The files
of the directory are broken down into blocks (whose sizes are capped). Each block is
stored as the value of a column in the corresponding row.

2.3 Highly Distributed Ecosystems

After the release of [7], Doug Cutting worked on a Java-based MapReduce imple-
mentation to solve scalability issues on Nutch [13]; which is an open-source web
crawler software project to feed the indexer of the search engine with textual content.
This was the base for the Hadoop open source project; which became a top-level
Apache Foundation project. Currently, the main Hadoop project includes four modules:

Hadoop Common: It supports the other Hadoop modules.

Hadoop Distributed File System (HDFS): A distributed file system.

Hadoop YARN: A job scheduler and cluster resource management.

Hadoop MapReduce: A YARN-based system for parallel processing of large data
sets.

Each Hadoop task (Map or Reduce) works on the small subset of the data it has
been assigned so that the load is spread across the cluster. The map tasks generally
load, parse, transform, and filter data. Each reduce task is responsible for handling a
subset of the map task output. Intermediate data is then copied from mapper tasks by
the reducer tasks in order to group and aggregate the data. It is definitely appealing to
use the MapReduce framework in order to construct the Lucene index using several
nodes of a Hadoop cluster.

The input to a MapReduce job is a set of files that are spread over the Hadoop
Distributed File System (HDFS). In the end of the MapReduce operations, the data is
written back to HDFS. HDFS is a distributed, scalable, and portable file system.
A Hadoop cluster has one namenode and a set of datanodes. Each datanode serves up
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blocks of data over the network using a block protocol. HDFS achieves reliability by
replicating the data across multiple hosts. Hadoop recommends a replication factor of
3. Since the release of Hadoop 2.0 in 2012, several high-availability capabilities, such
as providing automatic failover of the namenode, are implemented. This way, HDFS
comes with no single point of failure. HDFS was designed for mostly immutable files
[22] and may not be suitable for systems requiring concurrent write-operations. Since
the default storage codec for Solr is append-only, it matches HDFS. With the extreme
scalability, robustness and widespread of Hadoop clusters, it offers the perfect store for
Solr in Cloud-based environments.

Additionally, there are three ecosystems that can be used in building distributed
search engines: Katta, Blur and Storm.

Katta [12] brings Apache Hadoop and Solr together. It brings search across a
completely distributed MapReduce-based cluster. Katta is an open-source project that
uses the underlying Hadoop HDFS for storing the indices and providing access to
them. Unfortunately, the development of Katta has been stopped. The main reason is
the inclusion of several of the Katta features within the SolrCloud project.

Apache Blur [2] is a distributed search engine that can work with Apache
Hadoop. It is different from the traditional big data systems in that it provides a
relational data model-like storage on top of HDFS. Apache Blur does not use Apache
Solr; however, it consumes Apache Lucene APIs. Blur provides data indexing using
MapReduce and advanced search features; such as a faceted search, fuzzy, pagination,
and a wildcard search. Blur shard server is responsible for managing shards. For
Synchronization, it uses Apache ZooKeeper [32]. Blur is still in the apache incubator
status. The current release version 0.2.3 works with Hadoop 1.x and is not validated
using the scalability features coming with Hadoop 2.x.

The third project Storm [30] is also in its incubator state at Apache. Storm is a real
time distributed computation framework. It processes huge data in real time. Apache
Storm processes massive streams of data in a distributed manner. So, it would be a
perfect candidate to build Lucene indices over large repositories of documents once it is
reaches the release state. Apache Storm uses the concept of Spout and Bolts. Spouts are
data inputs; this is where data arrives in the Storm cluster. Bolts process the streams
that get piped into it. They can be fed data from spouts or other bolts. The bolts can
form a chain of processing, with each bolt performing a unit task in a concept similar to
MapReduce.

3 Systems Under Investigation

3.1 Solr on Cassandra

Solandra is an open-source project that uses Cassandra, the column-based NoSQL
database, instead of the file system for storing indices in the Lucene index format [16].
The project is very stable. Unfortunately, the last commit dates back to 2010. The
current Solandra version available for download uses Apache Solr 3.4 and Cassandra
0.8.6. Solandra does not use SolrCloud since it was not present at the time of the
development of the open-source project. The Cassandra-based distributed data storage
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is implemented behind the Facade CassandraDirectory. Solandra uses its own
index reader called SolandraIndexReaderFactory by overriding the default
index reader.

In the Solandra project, Solr and Cassandra run both within the same JVM.
However, with change in the configuration and the source code, we run a Cassandra
cluster instead of the single database. In a small implementation, the Cassandra cluster
spreads over 3 nodes as illustrated in Fig. 2. The larger cluster contains 7 nodes. On
Cassandra, each node exchanges information across the cluster every second. This
value can be change in its configuration file to match the hardware requirement.
A sequentially written commit log on each node captures write activity to ensure data
durability. Data is then indexed and written to an in-memory structure. Once the
memory structure is full, the data is written to disk in the SSTable data file. All writes
are automatically partitioned and replicated throughout the cluster. A cluster is arranged
as a ring of nodes. Clients send read/write requests to any node in the ring; that takes on
the role of coordinator node, and forwards the request to the node responsible for
servicing it. A partitioner decides which nodes store which rows.

Fig. 2. Our Solandra installation.

Both sharding and replication are automatically made available by the Casandra
cluster. Cassandra also guarantees the consistency of the blocks read by its various
nodes. Although fault-tolerance is a strong feature of Cassandra, Solr itself is the single
point of failure in this implementation, due to the absence of the integration with
SolrCloud. Unfortunately, Solandra does not support the administration console of
Solr. The only management option is through the Cassandra CLIL

3.2 Lucene on mongoDB

Another open-source NoSQL-based project is LuMongo [18]. LuMongo is a simple
JAVA library that implements Lucene APIs and stores the index in mongoDB. All
data, including indices and documents, is stored in mongoDB. mongoDB supports
sharding and replication out of the box. LuMongo itself operates as another indepen-
dent cluster. On error, clients can fail to another cluster node. The exchange of the
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cluster management information is done through an in-memory database called
Hazelcast. Nodes in the cluster can be added and removed dynamically through a
simple CLI command. Using the CLI, the user can perform the following operations:

query the health status of cluster,

list available indices, get their counts,
submit simple queries, and

fetch documents.

For example, the following CLI command registers a node in the cluster:

bash clusteradmin.sh --command registerNode --mongoConfig
mongo.properties --nodeConfig node.properties
--address 10.0.0.10

The following command starts a node:

bash startnode.sh --mongoConfig mongo.properties --
address 10.0.0.10 --hazelcastPort 5702

LuMongo indices are broken down into shards called segments. Each segment is an
independent Lucene standard index. A hash of the document’s unique identifier
determines which segment a document’s indexed fields will be stored into. In our
smaller implementation, illustrated in Fig. 3, the segments are stored in a 3 x 3
mongoDB cluster for the small setup and 7 shards and 3 replicas for the larger setup to
match the number of LuMongo servers; which is 3 and 7 respectively.

LuMongo LuMongo LuMongo
1 2 3

=

~— -

> |
I I I &
H QO
: N
| i '39

Fig. 3. Our LuMongo implementation.

ngoDB |
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In this setup, sharding is implemented in both LuMongo and mongoDB. The
mongoDB takes care of partitioning seamlessly. mongoDB guarantees the consistency
of the index store, while LuMongo guarantees the consistency of the search result.
There is no single point of failure in mongoDB and LuMongo.

While running our experiments under heavy load of concurrent search requests, we
discover a memory leak within the LuMongo code. The problem causes the LuMongo
node to crash at approx. 60 concurrent search per node. On the positive side, the whole
distributed system does not fail. Load is distributed evenly among the available nodes.
However, the cost is degrading the performance. We track down the problem to be in
fetching the content of the documents after returning the document ids from the search
engine. Consequently, we fix the problem and deploy a patched LuMongo to our
experiments to eliminate this malefaction.

3.3 Solrcloud

SolrCloud [29] contains a cluster of Solr nodes. Each node runs one or more collec-
tions. A collection holds one or more shards. Each shard can be replicated among the
nodes. Apache ZooKeeper [32] is responsible for maintaining coordination among
various nodes, similar to Hazelcast in the LuMongo project. It provides load-balancing
and failover to the Solr cluster. Synchronization of status information of the nodes is
done in-memory for speed and is persisted on the disk at fixed checkpoints. Addi-
tionally, the ZooKeeper maintains configuration information of the index; such as
schema information and Solr configuration parameters. Together, they build a Zoo-
keeper ensemble. When the cluster is started, one of the Zookeeper nodes is elected as a
leader. Although distributed in reality, all Solr nodes retrieve their configuration
parameters in a central manner through the Zookeeper ensemble. Usually, there are
more than one Zookeeper for redundancy. All Zookeeper IPs are stored in a config-
uration file that is given to each Solr node at startup.
The following commands start ZooKeeper and Solr nodes respectively:

./bin/zkServer.sh start conf/zoo.cfg

./bin/solr restart -cloud -z
196.204.178.62:2181,196.204.178.63:2181,196.204.178.65:21
81 -p 9120 -s example/cloud/node2/solr -m 5g

SolrCloud distributes search across multiple shards transparently. The request gets
executed on all leaders of every shard involved. Search is possible with near-real time
(NRT); i.e., after a document is committed. Figure 4 illustrates our small cluster
implementation. We build the cluster using a Zookeeper ensemble consisting of 3
nodes. We install 3 SolrCloud instances on three different machines, define 3 shards
and replicate them 3 times. In the larger cluster, we extend the Zookeeper ensemble to
spread 7 machines. We use 7 SolrCloud instance to master 7 shards while keeping the
replication factor at 3.
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Fig. 4. Our SolrCloud implementation.

3.4 Solrcloud on Hadoop

Building SolrCloud on Hadoop is an extension to the implementation described in
Sect. 3.3. The same Zookeeper ensemble and SolrCloud instances are used. Solr is then
configured to read and write indices in the HDFS of Hadoop by implementing an
HdfsDirectoryFactory and implementing a lock type based on HDFS. Both the
directory factory and the lock implementation come with the current stable version of

Solr [26]. The following command starts SolrCloud with Hadoop as its storage
backend.

./bin/solr start -cloud -z 196.204.178.62:2181,
196.204.178.63:2181, 196.204.178.65:2181 -p 9152 -m b5g
-Dsolr.directoryFactory=HdfsDirectoryFactory
-Dsolr.lock. type=hdfs
-Dsolr.hdfs.home=hdfs://196.204.178.66:9161/user/nagi/62

Figure 5 illustrates our small cluster implementation. We leave replication to the
HDEFS. We set the replication factor on HDFES to 3 to be consistent with the rest of the
setups. For the small cluster, we also use a 3 node Hadoop installation. For the large
cluster, we use a 7 node cluster.

Solr provides indexing using MapReduce in two ways. In the first way, the
indexing is done at the map side [27]. Each Apache Hadoop mapper transforms the
input records into a set of (key, value) pairs, which then get transformed into
SolrInputDocument. The Mapper task then creates an index from
SolrInputDocument. The Reducer performs de-duplication of different indices
and merges them if needed. In the second way, the indices are generated in the reduce
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Fig. 5. Our SolrCloud implementation over Hadoop.

phase [28]. Once the indices are created using either ways, they can be loaded by
SolrCloud from HDFS and used in searching. We use the first way and employ 20
nodes in the indexing process.

3.5 Functional Comparison

Table 1 summarizes the functional differences between all 4 systems under
investigation.
Table 1. Functional comparison of the systems under investigation.
Solr on Lucene on SolrCloud SolrCloud on
Cassandra | mongoDB Hadoop
Sharding Done by Done by Done by Solr Done by Solr
Cassandra | mongoDB
Replication Done by Done by Sync. on the level of the Done by HDFS
Cassandra | mongoDB file system under to
coordination of Zookeeper
Consistency Guaranteed | Guaranteed by | Done by Solr and managed | Guaranteed by
by LuMungo and | by Zookeeper HDEFS, Solr and
Cassandra | mongonDB Zookeeper
Fault-tolerance | Solr is No SPoF No SPoF No SPoF
SPoF
Manageability | CLI CLI Web Web for

Solr + web for
Hadoop
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4 Benchmarking

We build a full text search engine of the English Wikipedia [31] to evaluate the
performance of the system described in the previous Section. The index is built over
49 GB of textual content. We develop a benchmarking platform on top of each search
engine under investigation as illustrated in Fig. 6.

English
Wikipedia.xml words
|

Testbed

Indexing Searching
Workload Workload
generator generator ‘6
=
c
o
Bench- =
marking 8
Platform c
| 1 p
£
Indexing Searching o
t
workers workers )
o

Search Engine Cluster

Fig. 6. Components of the benchmarking platform.

The searching workload generator composes queries of single terms, which are
randomly extracted from a long list of common English words. It submits them in
parallel to the application. The indexing workload generator parses the Wikipedia
dump and sends the page title, the timestamp, and most important the content to the
benchmarking platform workers. They pass them to the search engine cluster to be
indexed, thus simulating a web crawler. The benchmarking platform manages two
connection pools of worker threads. The first pool consists of several hundreds of
searching workers threads that process the search queries coming from the searching
workload generator. The second pool consists of indexing workers threads that process
the updated content coming from the indexing workload generator. Both worker types
submit their requests over http to the search engine cluster under investigation. The
performance of the system including that of the search engine cluster is monitored
using the performance monitor unit.

4.1 Input Parameters and Performance Metrics

We choose the maximum number of fetched hits to be 50. This is a realistic assumption
taking into consideration that no more than 25 hits are usually displayed on a web page.
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We choose to read the content of these 50 hits and not only the title while fetching the
resultset. This exaggerated implementation is intended to artificially stress test the
search engines clusters under investigation. The number of search threads is varied
from 32 to 320 to match the size of connection pool for the searching worker threads.
By relaxing the requirement of prefetching all the pages of the resultset, the number of
concurrent searching threads can be increased enormously. In case of high load, the
workload generator distributes its searching search threads over 4 physical machines to
avoid throttling the requests by the hosting client. Due to locking restrictions inherent
in Lucene, we restrict our experiments to maximum one indexing worker per node in
the search engine cluster.

In all our experiments, we monitor the response time of the search operations from
the moment of submitting the request till receiving the overall result. We also monitor
the system throughput in terms of:

e searches per second, and
e index inserts per hour.

Additionally, the performance monitor constantly monitors CPU and memory
usages of the machines running the search engine cluster.

4.2 System Configuration

In order to neutralize the effect of using virtualized nodes in globalized data cloud
centers, we conduct our experiments in an isolated cluster available at the Internet
Archive of the Bibliotheca Alexandrina [10]. The Bibliotheca Alexandrina possesses a
huge dedicated computer center for archiving the Internet, digitizing material at Bib-
liotheca Alexandrina and other digital collections.

The Internet Archive at the Bibliotheca Alexandrina has about 35 racks each rack is
comprised of 30 to 40 nodes and a gigabit switch connecting them. The 35 racks are
connected also with a gigabit switch. The nodes are based on commodity servers with a
total capacity of 7000 TB.

The Bibliotheca Alexandrina dedicated one rack with 20 nodes to our research for
approx. one month. The nodes are connected with a gigabit switch and are isolated
from the activities of the Internet Archive during the period of our experiments. Each
node has an Intel i5 CPU 2.6 GHz, 8 GB RAM, 4 SATA hard disks 3 TB each.

For each search engine cluster, we construct a small version and a larger one as
described in Sect. 3. The small cluster consists of three nodes each containing a shard
(a portion of the index) while the larger one is built over 7 nodes. In all installations
have a replication factor of 3.

4.3 Indexing

Indexing speed varies largely with the number of nodes involved in the index building
operation. Lucene; and hence Solr; employs a pessimistic locking mechanism while
inserting data into the index. This locking mechanism is being kept for all backend
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implementations. From our current experiments and from previous ones [20], we
conclude that there is no benefit in having more than one indexing thread per Lucene
index (or Solr shard).

This means that the increase in number of shards and their dedicated indexing
Lucene/Solr yields to a proportional increase in the speed of indexing. The increase is
also linear for all systems under investigation. In other words, the indexing speed of a 3
nodes cluster is 3 times that’s of a cluster consisting of a single node. Respectively, the
indexing speed of a 7 nodes cluster is 2.3 times that’s of a cluster consisting of 3 nodes.
A clear winner in this contest is SolrCloud on Hadoop that employs MapReduce in
indexing. Using all 20 nodes available in the MapReduce operation increases the speed
by factor of 18. A minimum overhead is wasted later on in merging the indices into 3
and 7 nodes, respectively.

In order to normalize a comparison between all systems, we plot the throughput of
using one indexing thread on a 3 shards, 3 replica cluster in Fig. 7. These numbers are
roughly multiplied by the number of nodes involved to get the overall indexing speed.

On the normalized scale, NoSQL backends bring very different results. Casandra
has by far the fastest rate of insertion (60% faster than SolrCloud). This experiment
confirms the results reported by [24] proving the high throughput of Cassandra as
compared to other NoSQL databases. On the other hand, mongoDB-based storage is
the slowest. SolrCloud brings very good results on the file system. The overhead of
storage on HDFS is about 26% which is very acceptable taking into consideration the
advantages of storing data on Hadoop clusters in cloud environments and the huge
speed-ups due to the use of MapReduce in indexing.

90000

30000
20000
10000

0

Solr-Cassandra  Lucene-MongoDB SolrCloud SolrClowd on
Hadoop

inserts/hour

Fig. 7. Normalized indexing speed.

4.4 Searching

Searching is more important than indexing. We repeat the search experiments with the
number of search threads varying from 32 to 320. The duration of each experiment is
set to 15 min to eliminate any transient effect.
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The set of experiments is repeated for both the small cluster and the large cluster. The
response time for the small cluster is illustrated in Fig. 8 and the large cluster in Fig. 9.
The throughput in terms of number of searches per second versus the number of searching
threads is plotted in Fig. 10 for the small cluster and in Fig. 11 for the larger one.

2000
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1000 ——SolrCloud S3R3
—e— Lucene-MongoDB R353

—&—SolrCoud $3 HDFS R3

milliseconds
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number of searching threads

Fig. 8. Search time on the small cluster.
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Fig. 9. Search time on the large cluster.

The bad news is that the response time of the single Solr on the Cassandra cluster is
far higher than the other systems (>10 s). So, we dropped plotting its values for both
clusters. The same applies to the throughput, which was much lower than its coun-
terparts (<50 searches/second). Again this matches the findings in [24], where the high
throughput of Cassandra comes at the cost of read latency.

The good news is that the response time for the other systems is very much below
the usual 3 s threshold tolerated by a searching user. The maximum search time
measured on the small cluster is below 1.8 s and 1.4 s for the larger cluster. The curves
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Fig. 10. Throughput of the small cluster.

also show that the response time of the larger cluster is better than the smaller cluster
under all settings. This means that the performance of the system is enhanced by the
increase of the number of nodes. The system did not achieve its saturation yet.

The figures also illustrate the impact of HDFS on the response time and the overall
throughput of the search. Although the search time is increased by almost 40% and the
throughput is almost halved, the absolute values remain far below the user threshold of
3 s by retrieving the hits and the contents of each hit for a result-set size of 50 in less
than 2 s.

Another important remark is that the performance of all systems degrade gracefully
including LuMongo after fixing the memory leak problem found in the original
implementation.

The throughput curves, Figs. 10 and 11, illustrate that the throughput saturates after
a certain number of concurrent search threads. In the small cluster, Fig. 10, the three
setups saturate at 64 concurrent threads. On the large cluster, Fig. 11, this number
increases to 128.
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Fig. 11. Throughput of the large cluster.
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5 Conclusion

In this paper, we investigate the available options for building large-scale search
engines that we deploy in a private Cloud. We restrict ourselves to open-source
libraries and do not add extra implementation other that publicly available. Never-
theless, we allow ourselves to fix bugs that we encounter in the available code. We
investigate each variation, in terms of scalability through data partitioning, redundancy
through replication, consistency, and the ease of management. We build a bench-
marking platform on top of the systems under investigation. For each variation, we
construct a small and a large cluster. The results of the experiments show that the
combination of Solr and Hadoop provide the best tradeoff in terms of scalability,
stability and manageability. Search engines based on NoSQL databases offer either a
superior indexing speed, or fast searching times, which seem to be mutually exclusive
in our settings.

Acknowledgements. We Would like to Thank the Bibliotheca Alexandrina for Providing Us
with the Necessary Hardware for Conducting the Benchmarking Experiments.
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Abstract. Nowadays understanding people’s opinions is the way to suc-
cess, whatever the goal. Sentiment classification automates this task,
assigning a positive, negative or neutral polarity to free text concerning
services, products, TV programs, and so on. Learning accurate models
requires a considerable effort from human experts that have to prop-
erly label text data. To reduce this burden, cross-domain approaches are
advisable in real cases and transfer learning between source and target
domains is usually demanded due to language heterogeneity. This paper
introduces some variants of our previous work [1], where both transfer
learning and sentiment classification are performed by means of a Markov
model. While document splitting into sentences does not perform well
on common benchmark, using polarity-bearing terms to drive the classi-
fication process shows encouraging results, given that our Markov model
only considers single terms without further context information.

Keywords: Transfer learning - Sentiment classification - Markov chain -
Opinion mining - Polarity-bearing terms - Sentence classification

1 Introduction

When an understanding is required of whether a plain text document has a pos-
itive, negative or neutral orientation, sentiment classification is involved. This
supervised approach learns a model from a training set of documents, labeled with
the categories (or classes) we are interested in, then applies it to the test set whose
sentiment orientation has to be discovered. Sentiment classification differs from
text categorization in the set of classes to be considered: whereas the former usu-
ally relies on the same labels (i.e. positive, negative and possibly neutral), in the
latter topics are typically what we are interested in and they can range from music
to games, to literature, to art, and so on and so forth. However, in both tasks the
classification accuracy depends on how much the test documents reproduce the
patterns emerged when learning the model on the training set.
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In order to achieve this goal, the most natural approach consists in con-
sidering as training set documents belonging to the same domain of those to
be classified. The just outlined course of action, referred in literature as in-
domain, is the most profitable in terms of accuracy, because documents within
a unique domain are likely to be lexically and semantically similar. Neverthe-
less, the implicit assumption in-domain classification relies on in order to build
a model, is to always have labeled documents from the same domain of the text
set whose sentiment orientation is required to be predicted. This is quite difficult
in practice due to some reasons: on the one hand real text sets, like for instance
Facebook posts, tweets, discussions in fora, are usually unlabeled. On the other
hand, labeling text sets is an onerous activity if manually performed by human
experts.

Therefore cross-domain approaches are attractive in real cases, because if
a model has been built on a certain domain, its reuse in a different domain
is definitely desirable due to the aforementioned reasons. For example, let us
suppose to have learned a model on a set of reviews about movies and now to be
interested in understanding people’s thoughts about kitchen appliances. Instead
of manually labeling a part of the kitchen appliances reviews and building a
different model from scratch, we would exploit the one we already have. However,
the test documents might not reflect the regularity of the training set because
of language heterogeneity. In fact if a movie review is set to include terms like
“amusing” or “boring”, a kitchen appliance review is more likely to contain
“clean” or “broken”. Hence, a transfer learning phase is typically demanded to
bridge the inter-domain gap.

Many methods have been proposed in literature to transfer knowledge across
domains, by either adapting source data to the target domain or representing
both in a common space, using approaches such as for example feature expansion
and clustering. Remarkable levels of accuracy are reported in experimental eval-
uations of these methods on topic [2-4] and sentiment classification [5-7]. Given
their complexity, these methods often have the drawback of requiring poten-
tially burdensome parameter tuning in order to yield good results in real use
cases: at this extent, [8] presents a more straightforward method which obtains
comparable experimental results with fixed parameter values.

In our previous work [1], transfer learning was performed along with senti-
ment classification by folding terms from both source and target domains into
the same graph, characterized by a vertex for each term and an edge among
terms occurring together in documents. It deserves to be noted that classes were
also included into our representation. In this way, since the graph can easily be
interpreted as a Markov chain, information flows step by step from source spe-
cific terms to target specific ones and reaches categories, allowing both transfer
learning and sentiment classification.

In this paper we extend the aforementioned approach with two variants,
namely, considering documents as aggregates of sentences rather than as a whole
block and using polarity-bearing terms in order to drive state transitions in the
Markov chain. The first proposal deals with the idea that not every sentence
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bears the same sentiment orientation of the document where it appears. Thus,
classification is performed sentence by sentence and then results are combined
in order to assign the final label to the document. Instead, the second variant
aims to classify document sentiment through polarity-bearing terms. Whereas
in the basic Markov chain method state transitions are only proportional to
the semantic relationships between terms, now they also are function of the
terms capability in predicting category. This means that polarity-bearing terms
actually are those that contribute the most to the classification process.

Experiments have been performed to compare the underlying variants with
the previous version of our Markov chain method. The same benchmark text sets
have been chosen to assess performance in 2-classes (i.e. positive and negative)
in-domain and cross-domain sentiment classification. On the one hand, results
obtained by splitting documents into sentences are unsatisfying; on the other
hand, the outcome with polarity-driven state transitions is comparable with both
our basic algorithm and other works. Besides preserving the same benefits of our
foregoing Markov method, the latter technique improves the way classification is
carried out, that is, by taking advantage of polarity-bearing terms. Results are
encouraging, especially if considering that the model currently takes only single
terms into account, without relying on any kind of context information.

The rest of the paper is organized as follows. Section 2 analyzes the literature
about transfer learning, sentiment classification and Markov chains. Section 3
first of all recaps our preceding Markov chain based approach, then explains
the variants we introduce in this paper. Section 4 describes the experiments and
compares the outcome with other works. Finally, Sect.5 sums results up and
outlines future work.

2 Related Work

Transfer learning generally entails learning knowledge from a source domain
and using it in a target domain. Specifically, cross-domain methods are used to
handle data of a target domain where labeled instances are only available in a
source domain, similar but not equal to the target one. While these methods are
used in image matching [9], genomic prediction [10] and many other contexts,
classification of text documents by either topic or sentiment is perhaps their
most common application. Two major approaches can be distinguished in cross-
domain classification [11]: instance-transfer directly adjusts source instances to
the target domain, while feature-representation-transfer maps features of both
domains to a different common space. In text categorization by topic, transfer
learning has been fulfilled in some ways, for example by clustering together
documents and words [2], by extending probabilistic latent semantic analysis also
to unlabeled instances [3], by extracting latent words and topics, both common
and domain specific [4], by iteratively refining target categories representation
without a burdensome parameter tuning [8,12].

Apart from the aforementioned, a number of different techniques have been
developed solely for sentiment classification. For example, [13] draw on informa-
tion retrieval methods for feature extraction and to build a scoring function based
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on words found in positive and negative reviews. In [5,6], a dictionary contain-
ing commonly used words in expressing sentiment is employed to label a portion
of informative examples from a given domain, in order to reduce the labeling
effort and to use the labeled documents as training set for a supervised classifier.
Further, lexical information about associations between words and classes can
be exploited and refined for specific domains by means of training examples to
enhance accuracy [7]. Finally, term weighting could foster sentiment classifica-
tion as well [14], just like it happens in other mining tasks, from the general
information retrieval to specific contexts, such as prediction of gene function
annotations in biology [15]. For this purpose, some researchers propose different
term weighting schemes: a variant of the well-known tf-idf [16], a supervised
scheme based on both the importance of a term in a document and the impor-
tance of a term in expressing sentiment [17], regularized entropy in combination
with singular term cutting and bias term in order to reduce the over-weighting
issue [18].

With reference to cross-domain setting, a bunch of methods has been
attempted to address the transfer learning issue. Following works are based on
some kind of supervision. In [19], some approaches are tried in order to customize
a classifier to a new target domain: training on a mixture of labeled data from
other domains where such data is available, possibly considering just the features
observed in target domain; using multiple classifiers trained on labeled data from
diverse domains; including a small amount of labeled data from target. [20] sug-
gest the adoption of a thesaurus containing labeled data from source domain and
unlabeled data from both source and target domains. [21] discover a measure
of domain similarity contributing to a better domain adaptation. [22] advance
a spectral feature alignment algorithm which aims to align words belonging to
different domains into same clusters, by means of domain-independent terms.
These clusters form a latent space which can be used to improve sentiment clas-
sification accuracy of target domain. [23] extend the joint sentiment-topic model
by adding prior words sentiment, thanks to the modification of the topic-word
Dirichlet priors. Feature and document expansion are performed through adding
polarity-bearing topics to align domains.

On the other hand, document sentiment classification may be performed
by using unsupervised methods as well. In this case, most features are words
commonly used in expressing sentiment. For instance, an algorithm is introduced
to basically evaluate mutual information between the given sentence and two
words taken as reference: “excellent” and “poor” [24]. Furthermore, in another
work not only a dictionary of words annotated with both their semantic polarity
and their weights is built, but it also includes intensification and negation [25].

Markov chain theory, whose a brief overview can be found in Sect. 3, has
been successfully applied in several text mining contexts, such as information
retrieval, sentiment analysis, text classification.

Markov chains are particularly suitable for modeling hypertexts, which in
turn can be seen as graphs, where pages or paragraphs represent states and
links represent state transitions. This helps in some information retrieval tasks,
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because it allows discovering the possible presence of patterns when humans
search for information in hypertexts [26], performing link prediction and path
analysis [27] or even defining a ranking of Web pages just dealing with their
hypertext structure, regardless information about page content [28].

Markov chains, in particular hidden Markov chains, have been also employed
to build information retrieval systems where firstly query, document or both are
expanded and secondly the most relevant documents with respect to a given
query are retrieved [29,30], possibly in a spoken document retrieval context [31]
or in the cross-lingual area [32]. Anyhow, to fulfil these purposes, Markov chains
are exploited to model term relationships. Specifically, they are used either in
a single-stage or in a multi-stage fashion, the latter just in case indirect word
relationships need to be modeled as well [33].

The idea of modeling word dependencies by means of Markov chains is also
pursued for sentiment analysis. In practice, hidden Markov models (HMMs) aim
to find out opinion words (i.e. words expressing sentiment) [34], possibly trying to
correlate them with particular topics [35,36]. Typically, transition probabilities
and output probabilities between states are estimated by using the Baum-Welch
algorithm, whereas the most likely sequence of topics and related sentiment is
computed through the Viterbi algorithm. The latter algorithm also helps in Part-
of-speech (POS) tagging, where Markov chain states not only model terms but
also tags [37,38]. In fact, when a tagging for a sequence of words is demanded,
the goal is to find the most likely sequence of tags for that sequence of words.

Following works are focused on text classification, where the most widespread
approach based on Markov models consists in building a HMM for each different
category. The idea is, for each given document, to evaluate the probability of
being generated by each HMM, finally assigning to that document the class
corresponding to the HMM maximizing this probability [39-41]. Beyond directly
using HMMs to perform text categorization, they can also be exploited to model
inter-cluster associations. For instance, words in documents can be clustered for
dimensionality reduction purposes and each cluster can be mapped to a different
Markov chain state [42]. Another interesting application is the classification of
multi-page documents where, modeling each page as a different bag-of-words, a
HMM can be exploited to mine correlation between documents to be classified
(i.e. pages) by linking concepts in different pages [43].

3 Method Description

This Section firstly recaps the method based on the Markov chain theory we
advanced in [1] to accomplish both in-domain and cross-domain sentiment clas-
sification. Then two variants of the underlying approach are proposed, which
can also be combined together.

In order for non-expert readers to have a complete understanding, we would
like to remind that a Markov chain is a mathematical model that is subject to
transitions from one state to another in a states space S. In particular, it is a
stochastic process characterized by the so called Markov property, namely, future
state only depends on current state, whereas it is independent of past states.
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3.1 Basic Approach

Before going into details, notice that the entire algorithm can be split into three
main stages, namely, the text pre-processing phase, the learning phase and the
classification phase. We argue that the learning phase and the classification phase
are the most innovative parts of the whole algorithm, because they accomplish
both transfer learning and sentiment classification by means of only one abstrac-
tion, that is, the Markov chain.

Text Pre-processing Phase. The initial stage of the algorithm is text pre-
processing. Starting from a corpus of documents written in natural language,
the goal is to transform them in a more manageable, structured format.

Firstly, standard techniques are applied to the plain text, such as word tok-
enization, punctuation removal, number removal, case folding, stopwords removal
and the Porter stemming algorithm [44]. Notice that stemming definitely helps
the sentiment classification process, because words having the same morpholog-
ical root are likely to be semantically similar.

The representation used for documents is the common bag-of-words, that is,
a term-document matrix where each document d is seen as a multiset (i.e. bag)
of words (or terms). Let 7 = {t1,ta,...,tx}, where k is the cardinality of 7, be
the dictionary of terms to be considered, which is typically composed of every
term appearing in any document in the corpus to be analyzed. In each document
d, each word t is associated to a weight w¢, usually independent of its position
inside d. More precisely, w{ only depends on term frequency f(t,d), that is, the
number of occurrences of ¢ in document d, and in particular, represents relative
frequency rf(t,d), computed as follows:

wf = rf(td) = S D 1)

> f(r,d)

TeT

After having built the bags of words, a feature selection process is performed
to fulfil a twofold goal: on the one hand, feature selection allows selecting only the
most profitable terms for the classification process. On the other hand, being k
higher the more the dataset to be analyzed is large, selecting only a small subset
of the whole terms cuts down the computational burden required to perform
both the learning phase and the classification phase.

Among the feature selection methods analyzed in [1], the one that performs
better was chi-square x?, defined as in [45], which is a supervised scoring function
able to find the most relevant features with respect to its ability to characterize
a certain category. The ranking obtained as output is used on the one hand to
select the best n features and on the other hand to change term weighting inside
documents. In fact, this score s(t) is a global value, stating the relevance of a
certain word, whereas relative frequency, introduced by Eq.1, is a local value
only measuring the relevance of a word inside a particular document. Therefore,
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these values can be combined into a different term weighting to be used for the
bag-of-words representation, so that the weight w¢ comes to be

wi =rf(t,d) - s(t) (2)

Thus, according to the Eq. 2, both factors (i.e. the global relevance and the
local relevance) may be taken into account.

Learning Phase. The learning phase is the second stage of our algorithm. As in
any categorization problem, the primary goal is to learn a model from a training
set, so that a test set can be accordingly classified. Though, the mechanism
should also allow transfer learning in cross-domain setting.

The basic idea consists in modeling term co-occurrences: the more words
co-occur in documents the more their connection should be stronger. We could
represent this scenario as a graph whose nodes represent words and whose edges
represent the strength of the connections between them. Considering a document
corpus D = {di,ds,...,dn} and a dictionary 7 = {t1,%2,...,tt}, A = {a;;} is
the set of connection weights between the term ¢; and the term ¢; and each a;
can be computed as follows:

N
aij = aji = Zwi . ’ng (3)
d=1

The same strategy could be followed to find the polarity of a certain word,
unless having an external knowledge base which states that a word is intrinsi-
cally positive, negative or neutral. Co-occurrences between words and classes are
modeled for each document whose polarity is given. Again, a graph whose nodes
are either terms or classes and whose edges represent the strength of the con-
nections between them is suitable to represent this relationship. In particular,
given that C = {c1, ¢z, ..., cam} is the set of categories and B = {b;;} is the set of
edges between a term ¢; and a class c;, the strength of the relationship between
a term ¢; and a class ¢; is augmented if ¢; occurs in documents belonging to the

set DI ={d €D :cq=c;}.
bij = Z wi (4)

deDi

Careful readers may have noticed that the graph representing both term co-
occurrences and term-class co-occurrences can be easily interpreted as a Markov
chain. In fact, graph vertices are simply mapped to Markov chain nodes and
graph edges are split into two directed edges (i.e. the edge linking states ¢; and
t; is split into one directed edge from ¢; to t; and another directed edge from ¢; to
t;). Moreover, for each state a normalization step of all outgoing arcs is enough
to satisfy the probability unitarity property. Finally, the Markov property surely
holds because each state only depends on directly linked states, since we evaluate
co-occurrences considering just two terms (or a term and a class) at a time.

After having explained again the basic idea behind our method, we recap how
the learning phase was performed in [1]. Basically, we relied on the assumption
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that there exist a subset of common terms between source and target domains
that can act as a bridge between domain specific terms, allowing and supporting
transfer learning. So, these common terms are the key to let information about
classes flow from source specific terms to target specific terms, exploiting term
co-occurrences, as shown in Fig. 1.

negative

kitchen appl.s @

Fig. 1. Transfer learning from book-specific terms to kitchen appliances-specific terms
through common terms.

We would like to point out that the just described transfer learning process
is not an additional step to be added in cross-domain problems; on the contrary,
it is implicit in the Markov chain mechanism and, as such, it is performed in
in-domain problems as well. Obviously, if both training set and test set are
extracted from the same domain, it is likely that most of the terms in test set
documents already have a polarity.

Apart from transfer learning, the Markov chain we propose also fulfils the
primary goal of the learning phase, that is, to build a model that can be sub-
sequently used in the classification phase. Markov chain can be represented as
a transition matrix (MCTM), composed of four logically distinct submatrices,
as shown in Table 1. It is a (k + M) x (k + M) matrix, having current states as
rows and future states as columns. Each entry represents a transition probabil-
ity, which is computed differently depending on the type of current and future
states (term or class), as described below.

Table 1. This table shows the structure of MCTM. It is composed of four submatrices,
representing the transition probability that, starting from a current state (i.e. row), a
future state (i.e. column) is reached. Both current states and future states can be either
terms or classes.

t1,...,tk | C1,...,CM
’ !

ti,...,ty A B
Cly...,CM E F
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Let Dirgin and Dieqr be the subsets of document corpus D chosen as training
set and test set respectively. The set A, whose each entry is defined by Eq. 3, is
rewritten as

0, 1=
Gij = Gj; = S wfi -wﬁ, 1#£ ] (5)
d€D4rainUDtest !

and the set B, whose each entry is defined by Eq. 4, is rewritten as

deD?

train

where D{’r'ain = {d € Dirain : ca = ¢;}. The submatrices A" and B’ are the
normalized forms of Eqgs. 5 and 6, computed so that each row of the Markov chain
satisfies the probability unitarity property. Instead, each entry of the submatrices

FE and F looks like as follows:

eij =0 (7)

_ 1, 1=y
f”_{o, i# ®)

Notice that ' and F' deal with the assumption that classes are absorbing
states, which can never be left once reached.

Classification Phase. The last step of the algorithm is the classification phase.
The aim is classifying test set documents by using the model learned in the
previous step. According to the bag-of-words representation, a document d; €
Diest to be classified can be expressed as follows:

d d
dy = (wi), ..., wl e1y. .. car) (9)
wfll‘, ey wf): is the probability distribution representing the initial state of the
Markov chain transition matrix, whereas cy,...,cys are trivially set to 0. We

initially hypothesize to be in many different states (i.e. every state ¢; so that
wff > 0) at the same time. Then, simulating a single step inside the Markov chain
transition matrix, we obtain a posterior probability distribution not only over
terms, but also over classes. In such a way, estimating the posterior probability
that d; belongs to a certain class ¢;, we could assign the most likely label ¢; € C to
d;. The posterior probability distribution after one step in the transition matrix,
starting from document d;, is:

df = (w . wl el chy) = di x MCTM (10)
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where d; is a column vector having size (k + M) and MCTM is the Markov
chain transition matrix, whose size is (k + M) x (k + M). At this point, the
category that will be assigned to d; is computed as follows:

€4, = arg maxc; (11)
i€eC*
where C* = {c],...,c},} is the posterior probability distribution over classes.

Computational Complexity. The computational complexity of our method
is the time required to perform both the learning phase and the classification
phase. Regarding the learning phase, the computational complexity overlaps the
time needed to build the Markov chain transition matrix, say time(MCTM),
which is

time(MCTM) = time(A) + time(B)
+time(A + B') + time(E) + time(F) (12)

Remember that A and B are the submatrices representing the state tran-
sitions having a term as current state. Similarly, £ and F' are the submatrices
representing the state transitions having a class as current state. time(A/ + B/)
is the temporal length of the normalization step, mandatory in order to observe
the probability unitarity property. On the other hand, E and F' are simply a null
and an identity matrix, requiring no computation. Thus, since time complexity
depends on these factors, all should be estimated.

The only assumption we can make is that in general |7| >> |C|. The time

needed to compute A is O(@ - (|Dtrain| + |Dtest])), which in turn is equal to
O(|IT12-(|Dtrain| +|Diest|))- Regarding transitions from terms to classes, building
the submatrix B requires O(|7| - |C| - |Dtrain|) time. In sentiment classification
problems we could also assume that |[D| >> |C| and, as a consequence, the
previous time becomes O(|7| - |Dirain|). The normalization step, which has to
be computed one time only for both A and B, is O(|T |- (|T|+|C])+|T|+|C]) =
O((IT|+1)-(|T|+C|)), which can be written as O(|7|?) given that [T| >> |C|.
Further, building the submatrix E requires O(]7|?) time, whereas for submatrix
F O(|T] - |C]) time is needed, which again can be written as O(|7]) given that
|7| >> |C|. Therefore, the overall complexity of the learning phase is

time(MCTM) ~ time(A)
= O(|T|2 : (|,Dtrain‘ + |Dtest|)) (13)
In the classification phase, two operations are performed for each document
to be categorized: the matrix product in Eq. 10, which requires time(M atProd),

and the maximum computation in Eq. 11, which requires time(Max). Hence, as
we can see below

time(CLASS) = time(MatProd) + time(Mazx) (14)
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the classification phase requires a time that depends on the previous mentioned
factors. The matrix product can be computed in O((|7] + |C|)? - [Diest|) time,
which can be written as O(|7 |?+|Dyest|) given that |7] >> |C|. On the other hand,
the maximum requires O(|C|-|Diest|) time. Since the assumption that |7] >> |C|
still holds, the complexity of the classification phase can be approximated by the
calculus of the matrix product.

Lastly, the overall complexity of our algorithm, say time(Algorithm), is as
follows:

time(Algorithm) = time(MCTM) + time(CLASS)
~ time(MCTM) = O(|T|* - (|Dtrain| + | Diest|)) (15)

This complexity is comparable with the best performing state of the art
methods.

3.2 Document Splitting into Sentences

The first variant we advance in this work consists in considering the sentence
granularity rather than the document granularity. In fact documents can be
composed of many sentences, possibly characterized by a different sentiment
orientation. It is not seldom to encounter documents expressing positive (resp.
negative) opinions about a list of aspects and ending with an overall opposite
sentiment summarized in few words. Examples of the underlying behavior are
“My car’s steering wheel always vibrates because of [...] The seat is not so com-
fortable [...] But in general I like my car.” or even “I read that book. Characters
are well described, their psychological profile is meticulously portrayed. However,
the plot is definitely boring and I always fall asleep while reading!”

During the text pre-processing phase, documents are split into sentences
using the set of characters Tok = {.,;,!,7} as tokenizers. In this process, we
should be careful of some exceptions that can occur and invalidate the splitting.
We only handle the most straightforward cases, like for example Ph.D., Dr.,
websites and emails. Anyway we are aware that, depending on the training set,
many nontrivial cases could negatively affect the splitting.

In this context, co-occurrences between terms are no longer to be evaluated
inside the same document, but within the same sentence. More formally, consid-

ering each document d, as a set of sentences d, = {pf,p3,...,p}}, Eq.3 can be
rewritten as follows:
Qjj = Qj; = Z Zwﬁ . U)fJ (16)
deD ped

Consequently, Eq. 5 becomes

0, i=j
A = Qj; = Z Z ,wtp7 . wfﬂ i 7&] (17)
d€D¢trainUDtest pEA ’
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Similarly, the transition from a term to a class in Eq.4 can be rewritten as

bij = Z Z wf: (18)

deD pied
where p? = {p; € d : ¢, = ¢;}. Likewise, Eq. 6 comes to be
i
S oo
d€D¢rain piE€d

In the classification phase, we modify Egs. 10 and 11 to label the single sen-
tences inside a document rather than the document itself:

pf:(wfl‘,...,wf:,cf,...,cjé,):ptxMC’TM (20)

= arg maxc; (21)
iecr

Cpt
where p; is a column vector having size (k + M).

The output labels for each sentence are finally combined by voting in order
to obtain the final category for the document to be classified:

cq = arg max|c?| (22)
ieC
where |c?| = |{p; € d : ¢, = ¢;}|. The computational complexity is now function

of the number of sentences in the corpus, rather than of the number of documents
as in the basic version.

3.3 Polarity-Driven State Transitions

A second alternative, orthogonal to the previous one, has been developed to
establish how much a term should be linked with the others and with classes.
To this purpose we have to take into account that the probability that the
current state has at time ¢t will be redistributed to the other states at time
t+ 1. So far this takes place based on co-occurrences, as stated by Egs. 5 and 6.
Although it might seem reasonable, it is not enough because the capability of
both the current state and the future state in discriminating among categories
is completely overlooked during state transitions. Some issues related to this
behavior could occur. For example, if the current state is not well polarized,
not only it will not be able to distinguish among classes, but it will likely be
connected to terms having conflicting sentiment. On the other hand, if a term
semantically related to the current state is not well polarized, it should not be
selected as future state because it will not be useful for classification.

In order to solve the just explained issues, we focus on what it should take
place during state transitions. The intuition is that the more the current state is
capable of discriminating among categories (i.e. it is polarity-bearing) the more
its probability will be given to classes. The remaining part will be distributed
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to the other terms in a proportional way not only to the semantic relationship
between the current state and the future state, but also to the capability of the
latter in distinguishing among classes. Everything we need to fulfil this twofold
goal already is in our basic version of the Markov chain. In fact, the capability
fi of a term ¢; in discriminating among categories can be defined as:

_ Jbiy —bi|

Ji bit + b

(23)
where b;; is what has been defined by Eq. 6 and we can notice that 0 < f; <1.1In
other words, f; is the portion of probability that t; will redistribute to classes in
a proportional way to the values computed by Eq.6. This means that polarity-
bearing terms are those that contribute the most to the classification process.
The remaining (1 — f;) will be split among terms according to the following
relation:

0, 1=17
= . 24
CL’L] f] Z wiwz‘i]7 Z#] ( )
d€DtrainUDtest

Notice that the transition probability depends not only on the semantic rela-
tionship among terms, but also on the capability of the destination term in
detecting categories.

We would like to remind that, according to Eq.9, when classifying a docu-
ment d; the initial state of the Markov chain was represented by wfl‘, . ,wf;.
Each weight wy, has to be multiplied by f; as well, since only polarity-bearing
terms should drive sentiment classification, spreading their probability when
performing a step in the Markov chain. The overall computational complexity is
aligned with that of the aforementioned basic approach.

4 Experiments

The Markov chain based methods have been implemented in a framework
entirely written in Java. Algorithms performance has been evaluated through
the comparison with Spectral feature alignment (SFA) by Pan et al. [22] and
Joint sentiment-topic model with polarity-bearing topics (PBT) by He et al.
[23], which, to the best of our knowledge, currently are the two best performing
approaches in cross-domain sentiment classification.

We used common benchmark datasets to be able to compare results, namely,
a collection of Amazon'® reviews about four domains: Book (B), DVD (D), Elec-
tronics (E) and Kitchen appliances (K). Each domain contains 1000 positive
and 1000 negative reviews written in English. The text pre-processing phase
described in Sect. 3.1 is applied to convert plain text into the bag-of-words rep-
resentation, possibly splitting documents into sentences when dealing with the
variant introduced in Sect. 3.2. Before the learning phase and the classification
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phase, we perform feature selection by means of y2, which turned out to be the
best performing technique for this purpose in [1].

Performance of every presented variant is shown below and compared with
the state of the art. Differently, the Kitchen domain is ruled out from the analysis,
in order for the results to be comparable with those reported in our previous
work.

4.1 Setup and Results

From now on we will use M Cg when referring to the Markov chain variant char-
acterized by splitting documents into sentences, M Cp for the polarity-driven
transitions one, M Cgp for the combination between them, whereas M Cg indi-
cates the basic approach.

In order to compare performance with M Cpg, we replicate the same experi-
ment that gave the best outcome in our previous work. Therefore, the training
set is composed of 1600 documents and the test set of 400 documents. The best
250 features are selected in the text pre-processing phase by means of x? scor-
ing function. The goodness of results is measured by accuracy, averaged over
10 random source-target splits and evaluated for each particular source-target
combination, namely B — D, D - B,B— FE, F— B, D — E, E — D, even
including in-domain configurations, such as B — B, D — D, E — E.

As we can notice in Fig.2, both the variants relying on sentence splitting
(i.e. MCg and MCgp) do not perform well. The reason for this outcome is to
be found in the learning phase, where the polarity of each sentence should be
taken into account, as stated by Eq. 18. However, in the Amazon corpus we are
only aware of the whole document polarity and not of the sentiment at sentence
level. Consequently we had to make the strong assumption that each sentence

UomcgluMcplinMCs  MCgp

80 79 79
T e 77 76
M 75 7475 — 75
73 73 ™ — 73 =
S 71 271 7170 i
(U 69
g 66 66 67
£ 65
§ 64 64
<
60 57

"B—-D D—-B B—-E E—B D—E E—D Average
Fig. 2. Cross-domain classification by comparing all the proposed Markov chain based
variants. The best 250 features are selected in accordance with the score output by x2.
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in a training set document has the same sentiment of the document itself, even
if this is definitely false in general. This could trivially bring to erroneously
consider sentiment at term level and, as a consequence, to bad performance.

On the other hand, looking at Fig.3 we can see a qualitative comparison
between MCp and MCpg. The reported examples show that polarity-driven
state transitions could be helpful for the classification process when there are
some polarity-bearing terms within the document to be classified. In fact, in such
cases M C'p classifier is much more confident with its prediction than M C'g. This
could also bring (as in example B) to correctly predict test instances failed by
the basic classifier.

Anyway even if M Cp is able to take advantage of polarity-bearing terms, its
accuracy does not outperform that of M Cp. This outcome could be explained
considering that there is no constraint that forces terms to redistribute their
probability to others having the same sentiment. Moreover, a document not con-

A) great 0.1
wast 0.1
book 0.1
disappoint 0.05 base (MC))
recommend 0.04 iction: iti
- prediction: positive
write 0.38 —
ion (pos/neg = 1.26)
book 0.25 psit> positive  0.558
beauti 0.23 negative  0.442
perfect 0.14 k
positive of % [perfect 0.7 geat 02
negative 0| %. | beaut 0.3 gift 01
actual class: 2 write 0.4 | ransition| recommend  0.05 polarity-driven (MC,)
ositive ' book 0.001 disappoint  0.03 prediction: positive
p . o (posineg = 4.81)
P ’ positive  0.828
9 negative 0.172
(B) wast 0.1
great 0.1
book 0.1
disappoint  0.05 base (MC,)
recommend  0.04 | prediction: positive
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P 057 ansit positive 0503 | "9 )
cast 0.23 negative  0.497
positive 0™ disappoint 0.2
negative 0] &, | cast 0.9 charact 0.1
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actual class: %". classic 0.1 [ transition| better 0.1 polarity-driven (MC,)
negative great 0.04 | prediction: negative
positive 0 (posineg = 0.082)
negative 0 positive 0.076
negative 0.924

Fig. 3. Two examples of documents (A and B), represented as selected features with
associated weights, classified by using either MCp or MCp. Each of the rightmost
boxes only shows the 5 terms with the highest weights after the transition.
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taining most terms bearing its own polarity is likely to be misclassified because,
although terms are semantically related, they separately contribute to classi-
fication. This happens for example when a positive (resp. negative) document
expresses opposite opinions about some aspects before summarizing in few words
its overall polarity. Actually the context inside the document to be classified is
neglected, because the classification starts assuming to be in many different
states at the same time corresponding to the terms occurring in the document
itself. Then the step by step evolution of each state is independent of the others;
it is only determined by the semantic relationships between each term and the
others, learned when training the model.

Table 2 shows a comparison between our Markov chain based methods and
other works, namely SFA and PBT. Whereas MCg and MCgp are far away
from the state of the art, MCp and MCp achieve comparable results, despite
both SFA and PBT perform better on average. On the other side, we would like
to emphasize that our algorithms require much fewer features than the others,
i.e. 250 with respect to the 2000 needed by PBT and the more than 470000
needed by SFA. Therefore, since the computational complexity quadratically
grows with the number of features in all methods, the convergence of both MCpg
and M Cp is supposed to be dramatically faster than that of SFFA and PBT.

Lastly, we can see that similar considerations can be done in an in-domain
setting. Nothing needs to be changed in our methods to perform in-domain
sentiment classification, whereas other works use standard classifiers completely
bypassing the transfer learning phase.

Table 2. Performance of all the Markov chain based methods in both in-domain and
cross-domain sentiment classification, compared with other works. For each dataset,
the best accuracy is in bold.

Domain(s) | Other methods ‘ Markov chain method variants
SFA |PBT | MCs |MCsp |[MCp |MCp
Cross-domain experiments (source — target)

B—D 81.50% 81.00% |73.21% |70.92% | 76.92% | 77.95%
D— B 78.00% |79.00% | 72.91% 73.67% | 78.79% | 77.27%
B—FE 72.50% | 78.00 % | 66.24 % | 64.45% | 74.80 % | 72.68 %
E—B 75.00 % | 73.50% | 65.56 % | 63.52% | 71.65% | 71.13 %
D—E 77.00% |79.00% |70.54% 70.28% |79.21% | 76.58 %
E—D 77.50% 76.00% |65.15% | 57.32% | 73.91% | 74.68 %
Average |76.92% | 77.75% |68.94% | 66.69% | 75.88% | 75.05%
In-domain experiments
B — B 81.40% | 79.96 % | 73.72% | 72.45% | 76.77% | 77.78 %
D— D 82.55% | 81.32% |78.34% |79.60% | 83.50 % | 82.49 %
E—FE 84.60 % | 83.61% | 77.78 % | 78.54 % | 80.90 % | 79.55%
Average |82.85% |81.63% |76.61% | 76.86% |80.39% |79.94%
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5 Conclusions

In this work we presented some variants of the Markov chain based method
already advanced in [1] to accomplish sentiment classification in both in-domain
and cross-domain settings.

The first one consists in considering documents at the sentence granularity
instead of perceiving them as a whole. Results dealing with this expedient are
not good, probably because we made the strong assumption that, when learning
the model, sentences have the same polarity of the document including them.
A possible walk around is introducing a threshold parameter that establishes
the probability that a sentence has the same polarity of the document where
it appears. Another viable improvement consists in changing the way sentence
labels are folded together to output the final category for the test document.
Moreover, when a review is long, the final part usually bears the same sentiment
of the entire text, because it contains a summary of the author’s thought. On the
contrary when it is short, it is likely that the author immediately summarizes
his opinion without using terms bearing conflicting sentiment. In both cases,
taking only the last few sentences into account could be profitable. A further
alternative is using document splitting into sentences just to limit co-occurrences
among terms rather than to change the connection between terms and classes.

The second illustrated approach addresses the problem of steering the prob-
ability each state has at time ¢ to other states at time ¢ + 1 that are capable of
discriminating among categories. Although being comparable, this variant does
not outperform our basic Markov chain approach. The outcome is somewhat sur-
prising if we think that the classification is driven by polarity-bearing terms. The
reason is probably to be found in the fact that there is no constraint that forces
terms to redistribute their probability to others having the same sentiment. To
overcome this problem we might limit terms spreading their probability to others
in a way such that the more the current term is able in discriminating among
categories the more it should give its probability to other terms having the same
sentiment orientation.

Apart from the mentioned flaws, both the presented variants preserve all
the advantages of our basic Markov chain based method. Indeed, they not only
act as classifiers, but also allow transfer learning from source domain to target
domain in cross-domain problems. The polarity-driven state transitions variant
achieves comparable performance in terms of accuracy with the state of the art,
whereas the document splitting based ones are outperformed, perhaps due to
the strong assumption made. On the other side, all the introduced techniques
require lower parameter tuning than previous works. Furthermore, in spite of
having a comparable computational complexity, growing quadratically with the
number of features, much fewer terms are demanded to obtain good accuracy.

Future work should aim to improve the algorithm effectiveness. In addition to
the specific aspects proposed to enhance the particular variants, we believe that
the hypotheses we rely on should be better analyzed. For example, the algorithm
could suffer from the assumption to be in many different states at the same time,
made when a test document is required to be classified. In fact the step by step
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evolution of each state is independent of the others and consequently context
information ends up being overlooked. A possible way to walk could take into
account ngram features rather than just unigrams. Another option in order to
introduce context information is to consider grammatical relations among terms
for the sake of detecting patterns.

After having enhanced the algorithms accuracy, performance in a 3-classes
setting (i.e. adding the neutral category) could also be tested. On the other hand,
due to their generality, our methods might be applied as is in text categorization
problems. Finally, their applicability could be easily extended to other languages,
because they only depend on co-occurrences among terms.
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Abstract. This work introduces a two steps methodology for the prediction of
missing words in incomplete sentences. In a first step the number of candidate
words is restricted to the ones fulfilling the predicted part of speech; to this aim a
novel algorithm based on “posgrams” analysis is also proposed. Then, in a
second step, a word prediction algorithm is applied on the reduced words set.
The work quantifies the advantages in predicting a word part of speech before
predicting the word itself, in terms of accuracy and execution time. The
methodology can be applied in several tasks, such as Text Autocompletion,
Speech Recognition and Optical Text Recognition.

1 Introduction

Word prediction is a well-known challenging task with vast applications in Natural
Language Processing. One of the oldest word prediction software described in literature
was “The reactive keyboard” [1, 2]: it employed a tree structure to store the frequencies
of common ngrams (i.e. sequences of words) typed by the user; suggestions were
therefore shown while the user was typing. This was very similar to another software,
Profet [3]: for the same task it also used frequency lists of unigrams and bigrams (i.e.
ngrams composed by one and two words respectively), but reverted to unigrams when
the user started to type a new word. Scientific research on ngrams has focused on
improving one of the most important problems of the approach: data sparsity. In fact,
even in very large corpora there are legitimate sequences of words that are very rare
and do not appear at all. The so-called Laplace smoothing method of assigning a
unitary frequency to each ngram whose frequency is zero may lead to an overesti-
mation of those rare ngrams. Therefore new estimation methods have been proposed, in
particular: Good-Turing smoothing [4], Kats smoothing [5], Jelinek-Mercer smoothing
[6] and Kneser-Ney smoothing [7]. Skipgrams [8] are another approach to data spar-
sity: one or more words can be “skipped” from the sequence.

In [9] Microsoft released a novel questionnaire to stimulate research on word
prediction methods not based on ngrams: the Sentence Completion Challenge ques-
tionnaire is composed by 1040 questions; each question consists in a sentence having a
missing word and in five candidate words as possible answers. According to the
authors, it have been “explicitly designed to be non-solvable using purely N-gram
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based methods”. Several alternative methods to ngrams have been developed. In [10] a
novel language model is devised that predicts a word on the basis of its estimated
syntactic dependency tree probability. Latent Semantic Analysis [11] has been used in
[12] and in [13] to create language models by mapping each word in a geometric space.
In [14] neural networks are used instead to generate word embeddings for a language
model. Noise-contrastive estimation is proposed in [15] as a replacement for impor-
tance sampling to reduce neural networks training time requirements. A simplified
recurrent neural network called Impulse-Response Language Model (IRLM) is pro-
posed in [16]: overfitting is reduced by employing the random dropout regularization
method. However, the best-performing method to date for the Microsoft Sentence
Completion Challenge has been proposed in [17]: skipgrams and neural networks are
both used.

The questionnaire developed for the Challenge specifically addresses the problem
of completing a sentence having a missing word. This task is particularly useful for
Text Autocompletion, Speech Recognition and Optical Text Recognition. However,
the questionnaire simplifies the task in several ways. First of all, the five possible
answers to a given question always have the same part of speech (e.g. adjective).
Secondly, some parts of speech are never present in the answers set, stopwords in
particular: conjunctions, prepositions, determinants and pronouns. Thirdly, in a real
application the entire dictionary should be considered, not just five words. Therefore,
real word applications involve processing a larger and more heterogeneous set of
candidate words. To handle the general task better, we propose an innovative
methodology for predicting a missing word of a sentence. We focused our study on the
Italian and English languages, even though the proposed approach is in principle
general. The methodology consists in two steps. In the first step the number of can-
didate words is reduced. In particular, a novel algorithm based on posgrams has been
developed for predicting the part of speech of the missing word. Candidate words can
therefore be reduced to the ones fulfilling the predicted part of speech. In the second
step a word predictor is applied on this reduced words set. This can be accomplished by
using any of the word prediction algorithms described in literature. The following
sections describe the proposed methodology in more detail, which is also illustrated in
Fig. 1.

Section 2 demonstrates why the two steps prediction is advantageous: formulae for
the estimation of the success probability of the word prediction and for the estimation
of the execution time reduction are derived.

Section 3 quantifies the advantages for the Italian language: a tagged Italian corpus
is parsed and statistics about each part of speech of the tagset are collected; the a priori
probability of each tag is estimated; the formulae derived in Sect. 2 are then used to
estimate the gains in terms of accuracy and execution time.

Section 4 describes how the part of speech prediction step can be accomplished: a
novel algorithm based on posgrams is proposed.

Section 5 describes how to use the information achieved in the first step to predict
the missing word: a training procedure is described to assert which is the best action to
take for a given predicted part of speech.



A Word Prediction Methodology Based on Posgrams 141

1
Tagged Corpus Analysis Training

1
1
1
1
1 A 4 Y
1
1
1
1

/ Posgram Model/ / Word Prediction Model/
! . .
/ Incomplete sentence ,L,_, PoS Prediction
1

y

y
f Predicted PoS ;

Step 1

1
1
' Predicted Word Result
1

Fig. 1. The two steps word prediction methodology.

Section 6 applies the methodology to the English language: the Brown corpus [18]
is parsed and similar considerations to Sects. 3 and 5 are devised.

Section 7 shows the final results: the accuracy of the part of speech prediction
algorithm is compared to some baseline methods; the accuracy of the two steps word
prediction method is compared to the single step method on two novel questionnaires
of incomplete sentences.

2 Missing Word Prediction in Two Steps

Given a sentence having a missing word, predicting the part of speech of the word
before predicting the word itself may be convenient. First of all, in the following
paragraphs we will consider each word as belonging to one part of speech only: a
dictionary which associates each word to its most probable one will be used. While this
is a strong assumption, we will show that the methodology works nevertheless, leaving
the handling of the more general case for future works. To quantify the advantage, a
question is created on the basis of that incomplete sentence, by adding n candidate
words as possible answers. Let n. be the number of candidate words having the part of
speech c. Let us suppose that for any part of speech the number of words in the
dictionary having that part of speech is far greater than n. When building the answer
set, the effect of choosing a word on the probability that the next word will have the
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same part of speech can be therefore ignored. We will show that this hypothesis is
conservative. If the part of speech of the missing word is ¢, the probability that the
answers set contains k words having the same part of speech is:

P(n. = klc) = P(c)* '(1 — P(c))"* (’; : i) (1)

Suppose ¢ is known when answering the question. This gives an advantage to the
word predictor. Let S be the success at predicting the word. The probability of the
event, by choosing a random word among the answers having the part of speech c, is:

(sl = 3 ke, @

The success probability, regardless of ¢, will be:

P(S) =) P(c)P(S|e), 3)

ceC

where C is the set of the parts of speech. If the previous hypothesis is false, e.g. if the
number of words of the dictionary having a specific part of speech is very small or if
n is huge, the above formula will give a lower bound estimate of the success proba-
bility. This happens because the components P(n. = k|c) are increasingly overestimated
as k grows and they are weighted by the inverse of k.

Knowing the part of speech in advance gives two advantages. First of all, accuracy
is improved since:

P($)> . 4)

| —

The second advantage is the required execution time: by reducing the cardinality of
the answers set, less candidate words must be evaluated by the prediction algorithm. In
the next section we analyze these advantages in detail for the prediction of the missing
word of an Italian incomplete sentence.

3 Prediction of an Italian Word in Two Steps

In order to apply the two steps prediction model to the Italian language, we consider the
WaCky Italian Wikipedia Corpus [19, 20], freely available in the CoNLL format. It
uses two tagsets conforming to the EAGLES standard [21, 22]: a coarse-grained one
(14 tags) and a fine-grained tagset (69 tags). The first tagset is shown in Table 1. It
assigns a letter to each part of speech.

For testing the model, we set to five the number n of candidate words per question.
Table 2 shows, for each part of speech ¢, from left to right: the tag; the a priori
probability P(c), computed by analyzing the corpus; the probability P(n. = k|c) of



A Word Prediction Methodology Based on Posgrams 143

Table 1. The coarse-grained tagset.

Tag | Part of speech | Tag | Part of speech
A | Adjective N | Number

B | Adverb P | Pronoun

C | Conjunction |R |Article

D |Determinant |S | Noun

E | Preposition T | Predeterminant
F |Punctuation |V |Verb

I Interjection X | Other

Table 2. Probabilities related to the construction and usage of a five-answers question.
P(c) | P(n.=1|c)|P(n.=2|c)|P(n.= 3|c)| P(n. = 4|c)| P(n. = 5|c) | P(S|c) | P(c)P(S|c)
0.2803 | 0.2683 0.4180 0.2442 0.0634 0.0062 0.5000 | 0.1401
0.17120.4719 0.3898 0.1207 0.0166 0.0009 0.6726 | 0.1151
0.1380 | 0.5521 0.3536 0.0849 0.0091 0.0004 0.7320 | 0.1010
0.1030 | 0.6474 0.2974 0.0512 0.0039 0.0001 0.7974 | 0.0821
0.0837 | 0.7051 0.2575 0.0353 0.0021 0.0000 0.8345 | 0.0698
0.0799 | 0.7166 0.2490 0.0325 0.0019 0.0000 0.8418 | 0.0673
0.0399 | 0.8498 0.1412 0.0088 0.0002 0.0000 0.9205 | 0.0367
0.0381 | 0.8560 0.1357 0.0081 0.0002 0.0000 0.9239 | 0.0352
0.0305 | 0.8834 0.1112 0.0053 0.0001 0.0000 0.9391 | 0.0287
0.0245 | 0.9056 0.0910 0.0034 0.0001 0.0000 0.9511 |0.0233
0.0093 | 0.9631 0.0364 0.0005 0.0000 0.0000 0.9813 | 0.0092
0.0013 | 0.9947 0.0053 0.0000 0.0000 0.0000 0.9974 1 0.0013
0.0002 | 0.9990 0.0010 0.0000 0.0000 0.0000 0.9995 | 0.0002
0.0000 | 0.9998 0.0002 0.0000 0.0000 0.0000 0.9999 | 0.0000

—Ix 3 glzmawm> <0 oals

obtaining k answers having the same part of speech of the missing word, fork =1 ... 5,
conditioned to ¢ being that part of speech; the probability of success P(S|c) at pre-
dicting the missing word by choosing among the answers having part of speech c,
conditioned to ¢ being the part of speech of the missing word; the probability of ¢ being
the part of speech of the missing word and to succeed, at the same time, at predicting
that word.

The sum of the values of the last column is 0.7102. It represents the probability
P(S) of success at predicting the missing word by using the two steps methodology.
This means that by solving the problem of predicting the part of speech of a missing
word, the problem of predicting the word among five possible answers is solved with at
least 71% of accuracy. To provide a comparison, the current state of the art single step
algorithm achieves an accuracy of 58.9% at predicting the missing word among five
possible choices [17].
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Figure 2 and 3 show the obtainable advantage in terms of accuracy at different
answers set size n for the Italian language. The graph in Fig. 2 compares the two steps
model with the single step model: both models use random choice for word prediction,
but the first model performs a part of speech prediction step to reduce the number of
answers. Accuracy levels are reported. The graph in Fig. 3 shows the ratio between the
accuracy of the first model and of the second model. The two steps model always
outperforms the single step model, with up to 10 times or greater accuracy.

100%
90% -
80%
70%
60%
50%
40%
30%
20%
10%

0%

Accuracy

Fig. 2. Accuracy of prediction strategies as the size of the answers set grows; single step (dotted
red) and two steps (blue) random choice word predictors are compared. (Color figure online)
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a

Fig. 3. Accuracy ratio between the two steps and the single step prediction strategies.

Table 3 shows, for each part of speech: the tag; the a priori probability; the number of
unique words in a dictionary; the percentage of unique words in the dictionary; the
product of the a priori probability with the percentage of unique words. The sum of the
values of the last column is 15.11%. It represents the average percentage of the answers set
to be processed when the set is a casual sample of the whole dictionary. This can lead to a
speedup of about 6.6x (e.g. for LSA five times less scalar products must be computed).
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Table 3. Parts of speech a priori probabilities and distribution.

P(c) Words | Words % | P(c) - (Words %)
0.2803 | 32575 |30.87% |8.65%
0.1712 116 | 0.11% |0.02%
0.1380 18 | 0.02% |0.00%
0.1030 | 44528 |42.20% |4.35%
0.0837 | 25242 | 23.92% | 2.00%
0.0799 11| 0.01% |0.00%
0.0399 | 1889 | 1.79% |0.07%
0.0381 93 | 0.09% |0.00%
0.0305 128 | 0.12% | 0.00%
0.0245| 751 | 0.71% |0.02%
0.0093 68 | 0.06% |0.00%
0.0013 51 0.00% |0.00%
0.0002 71 0.01% |0.00%
0.0000 97 | 0.09% |0.00%
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4 The First Step: Prediction of the Part of Speech

In order to predict the part of speech of the missing word, the first 100,000 words of
the corpus have been parsed with a moving window: the frequency of every sequence
of one to five parts of speech has been saved to a lookup table. We will refer to
these sequences as ‘“posgrams” [23, 24]. The most frequent ones are reported in
Tables 4a and 4b.

Given a sentence having a missing word, the part of speech can be predicted by
using the posgrams lookup table. The window of five words centered on the missing
word is considered: each of the known words is replaced by the corresponding most

Table 4a. Most common posgrams by length and their frequencies on the first 100,000 words of
the WaCky Italian Wikipedia Corpus. The length spans from one to three.

1-posgram | Freq. |2-posgram | Freq. | 3-posgram | Freq.
S 28039 | ES 10072 | SES 5201
E 16283 | SF 7336 | ESE 2657
F 13600 | SE 7312 | ESF 2587
v 10692 | RS 6278 | RSE 2260
A 8574 | SA 4142 | ESA 1678
R 8169 | SS 3001 | SAF 1663
B 4033 | VE 2944 | VRS 1606
C 4021 | AF 2538 | VES 1600
P 3175 | SV 2385 | ERS 1341
N 2200 | AS 2277 | SSF 1317
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Table 4b. Most common posgrams by length and their frequencies on the first 100,000 words
of the WaCky Italian Wikipedia Corpus. The length spans from four to five.

4-posgram | Freq. | 5-posgram | Freq.
ESES 1835 | SESES 844
RSES 1639 | ESESF 529
SESF 1546 | VRSES | 457
SESE 1191 | ESESE 453

SESA 850 | RSESF 421
ESAF 733 | SESAF 379
VRSE 713 | RSESE 372
SAES 641 | ERSES 366
ASES 536 | VESES 336
SESS 519 | RSESA 288

Table 5. Posgram windows, up to the length of five, and their centrality.

Window | Centrality | Window | Centrality | Window | Centrality
X 1 XX_ 1 _XXXX |1
X 1 XXX |1 X XXX |2
X_ 1 X XX |2 XX XX |3
XX 1 XX X |2 XXX X |2
X X 2 XXX_ |1 XXXX_ |1

common part of speech; the predicted part of speech of the missing word is the one
which maximizes the frequency of the posgram.

In order to improve the prediction accuracy in case of infrequent or absent pos-
grams in the corpus, an ad-hoc smoothing algorithm has been developed. First of all we
define the “centrality” of a window with respect of the part of speech to be predicted as
the number of parts of speech, plus one, between the missing element and the nearest
extremity of the window. Table 5 shows the centrality of each window up to size five.
The part of speech to be predicted is represented by an underscore; the known parts of
speech are represented by an “X”.

The pseudo-code in Fig. 4 illustrates the smoothing algorithm. It takes in input
three parameters: the maximum size p of a posgram; the extended window composed
by the concatenation of the p — 1 tags on the left of the missing word, an underscore
and the p — 1 tags on the right of the missing word; a vector a of weights. Subwindows
of progressively lower size are processed: the score of each part of speech is incre-
mented for each posgram found in the lookup table. The increment is the product of:
the frequency of the posgram; the centrality of the subwindow; the weight o;, where i is
the difference between the size of the first posgram matched and the size of the current
subwindow.
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Function predictPos (maxPosgramSize, window, weights)
bestScore = 0
mostProbablePos = "S"
w =0
For size = maxPosgramSize To 1
For Each pos In tagset

subwindows = findSubwindows (window, size)
For Each subwindow In subwindows
posgram = Replace "_" In window With pos

scores[pos] += frequency (posgram)
* centrality (subwindow)
* weights[w]

If scores[pos] >= bestScore Then

bestScore = scores|[pos]
mostProabablePos = pos
End If

End For Each
If bestScore > 0 Or w > 0 Then
w=w+ 1
If w = length(weights) Then Break
End if
End For
Return mostProbablePos
End Function

Fig. 4. Pseudocode of the smoothing algorithm employed for part of speech prediction.

5 The Second Step: Prediction of the Missing Word

Given the predicted part of speech, this information can be used to improve the
accuracy of the word prediction. First of all, it’s convenient to assert the best action to
take for each possible part of speech of the tagset. Therefore, the training phase is split
into two steps. In the first step, the part of speech predictor and the word predictor are
trained. In the second step, a questionnaire is automatically created from the corpus:
from each sentence a question is built, by removing a random word; the other candidate
words are chosen randomly from the nearby sentences; these words and the removed
word constitute the answers set for the question. For each question the part of speech is
predicted and the word predictor is invoked on the full answers set. Afterwards, the
word predictor is invoked again on the restricted answers set composed by the words
having the predicted part of speech. Results statistics are collected and aggregated by
the predicted part of speech. After this second step of training, the achieved statistics
provide information on which action to take. In particular they tell whether to restrict
the answers set to the predicted part of speech, i.e. if the prediction of that part of
speech is sufficiently reliable to actually improve word prediction.

6 Application to the English Language

In order to assess the applicability of the approach to the English language, we ana-
lyzed the Brown corpus. It consists in 500 English documents taken from different
sources covering nine topics: news, religion, hobbies, folklore, literature, government,
science, fiction, humor. Its tagset is composed by 226 different tags and it has been
mapped to the coarse-grained tagset (14 tags) shown in Table 1.



148 C. Spiccia et al.

As for the Italian language, a five-answers question test has been considered. The
involved probabilities are shown in Table 6, for each part of speech c, from left to right:
the tag; the a priori probability P(c), computed by analyzing the corpus; the probability
P(n. = k|c) of obtaining k answers having the same part of speech of the missing word,
for k=1 ... 5, conditioned to ¢ being that part of speech; the probability of success
P(S|c) at predicting the missing word by choosing among the answers having part of
speech ¢, conditioned to ¢ being the part of speech of the missing word; the probability
of ¢ being the part of speech of the missing word and to succeed, at the same time, at
predicting that word.

Table 6. Probabilities related to the construction and usage of a five-answers question.
P(c) | P(n.=1|c)| P(n.=2|c)|P(n.=3|c)| P(n.=4|c)| P(n. = 5|c)| P(S|c) | P(c)P(S|c)
0.2908 | 0.2531 0.4150 0.2551 0.0697 0.0071 0.4856 | 0.1412
0.1532]0.5142 0.3721 0.1010 0.0122 0.0006 0.7045|0.1079
0.1396 | 0.5482 0.3556 0.0865 0.0093 0.0004 0.7292 1 0.1017
0.1108 | 0.6252 0.3116 0.0582 0.0048 0.0002 0.7827 | 0.0867
0.0816 | 0.7115 0.2528 0.0337 0.0020 0.0000 0.8386 | 0.0684
0.0619 | 0.7743 0.2045 0.0203 0.0009 0.0000 0.8769 | 0.0543
0.0396 | 0.8508 0.1403 0.0087 0.0002 0.0000 0.9210 | 0.0365
0.0360 | 0.8635 0.1291 0.0072 0.0002 0.0000 0.9281 | 0.0334
0.0359 | 0.8640 0.1287 0.0072 0.0002 0.0000 0.9284 | 0.0333
0.0310 | 0.8817 0.1128 0.0054 0.0001 0.0000 0.9381 | 0.0291
0.0185 | 0.9279 0.0701 0.0020 0.0000 0.0000 0.9630 | 0.0178
0.0010 | 0.9959 0.0041 0.0000 0.0000 0.0000 0.9980 | 0.0010
0.0001 | 0.9997 0.0003 0.0000 0.0000 0.0000 0.9998 | 0.0001
0.0000 | 1.0000 0.0000 0.0000 0.0000 0.0000 1.0000 | 0.0000
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This can be compared to Table 2. Surprisingly, the sum of the values of the last
column is 0.7115, leading to the same success probability achieved for Italian, i.e. 71%.
This probability considers a perfect part of speech predictor for the first step and the
worst word predictor (random choice) for the second step. The a priori probabilities of
the tags are also very similar among the two languages.

Table 7 shows, for each part of speech: the tag; the a priori probability; the number
of unique words in a dictionary; the percentage of unique words in the dictionary; the
product of the a priori probability with the percentage of unique words.

The sum of the values of the last column is 21.69%. It represents the average
percentage of the answers set to be processed when the set is a casual sample of the
whole dictionary. This result is similar to the percentage obtained for the Italian lan-
guage (15.11%). However while the most common part of speech in the English
dictionary is “S” (noun), the most common part of speech in the Italian dictionary is
“V” (verb). This happens because in Italian verbs can be inflected in several ways.
However in any real usage, e.g. in a corpus, nouns are the most common part of speech
in Italian too; in fact, this is reflected into the a priori probabilities.



Table 7. Parts of speech a priori probabilities and distribution.
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c | P(c) Words | Words % | P(c) - (Words %)
S 10.2908 | 51490 | 64.36% | 18.71%
E | 0.1532 191 | 0.24% 0.04%
V10.1396| 9011 | 11.26% 1.57%
F 10.1108 16 | 0.02% 0.00%
R | 0.0816 5] 0.01% 0.00%
A 10.0620 | 16022 |20.03% 1.24%
P 1 0.0396 119 | 0.15% 0.01%
B 0.0360| 2135 | 2.67% 0.10%
C 0.0359 19 | 0.02% 0.00%
D | 0.0310 70 | 0.09% 0.00%
N |0.0186| 654 | 0.82% 0.02%
X 10.0010 84 | 0.10% 0.00%
I |0.0000 184 | 0.23% 0.00%
T | 0.0000 0| 0.00% 0.00%
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As for the WaCky Italian Wikipedia Corpus, the first 100,000 words of the Brown
corpus have been parsed with a moving window: the frequency of every sequence of
one to five parts of speech has been saved to a lookup table. The most frequent
posgrams are reported in Tables 8a and 8b.

The results shown in Tables 8a and 8b can be compared with the results in
Tables 4a and 4b for Italian. In particular, while posgrams of size one exhibits similar
frequencies, higher order posgrams are more language-sensitive: for example, the most
common 5-posgram in Italian (“SESES”) is not common in English; similarly, the most
common 5-posgram in English (“SSSSS”) is rare in Italian. Therefore, a different part
of speech predictor should be employed on the first step for each language needed.

Table 8a. Most common posgrams by length and their frequencies on the first 100,000 words of
the Brown corpus. The length spans from one to three.

1-posgram | Freq. | 2-posgram | Freq. | 3-posgram | Freq.
S 29075 | SS 7494 | ERS 3124
E 15321 | SE 7468 | SSS 2899
\Y% 13955 | SF 6615 | RSE 2249
F 11080 | RS 5578 | SER 2246
R 8158 | ER 4464 | SES 2237
A 6195 | AS 4308 | SSF 1858
P 3691 | ES 3817 | ASE 1501
B 3603 | SV 3486 | RAS 1431
C 3590 | VE 3318 |RSS 1353
D 3099 | VV 3063 | ASF 1189




150 C. Spiccia et al.

Table 8b. Most common posgrams by length and their frequencies on the first 100,000 words
of the Brown corpus. The length spans from four to five.

4-posgram | Freq. | 5-posgram | Freq.
SERS 1613 | SSSSS 691
SSSS 1276 | SERSS 505
ERSE 1129 | RSERS 479
ERSS 839 | SERSE 477
ERAS 749 | SERAS 363
VERS 682 | ERSSS 352
RSER 668 | ERSES 347
RSES 662 | ASERS 335
SSSF 649 |ERSER | 324
RASE 644 | SERSF 303

7 Results

The proposed part of speech prediction method employed on the first step is not
directly comparable with general Part of Speech Tagging (POST) algorithms. In fact
those algorithms are concerned with finding the most probable sequence of parts of
speech for a complete sentence. While several approaches has been described in lit-
erature for handling unknown words, i.e. words not present in the training dataset, no
studies have been done, at the best of our knowledge, on handling missing words.
POST algorithms address a different task since they assume that no words are missing
in the middle of the sentence. For unknown words, they generally take advantage of the
word morphology, e.g. prefixes or suffixes, for predicting the part of speech. This
cannot be done for missing words. Therefore, Tables 9a and 9b compare the proposed
part of speech prediction method with two very baseline methods: random choice and

Table 9a. Accuracy of various part of speech prediction methods for missing words for the
Italian language.

Method Accuracy

Posgrams 43.2%
Always noun | 28.0%
Random choice | 7.1%

Table 9b. Accuracy of various part of speech prediction methods for missing words for the
English language.

Method Accuracy
Posgrams 45.0%
Always noun |29.1%
Random choice | 7.1%
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choice of the most probable part of speech, i.e. noun (“S”). The best results are
obtained with p =5, 09 = 0.5, oy = 16.7, o, = 0.2, achieving an accuracy of 43.2%
for the Italian language and of 45.0% for the English language.

State of the art algorithms for word prediction reported in literature have been tested
with the Microsoft Sentence Completion Challenge dataset. This is currently the only
complete training-test dataset specifically developed for measuring automatic sentence
completion algorithms. However, because of its limits exposed in Sect. 1 (uniformity
of the part of speech in the answer set of any given question and unrepresented parts of
speech among missing words), this dataset could not be employed. Therefore, in order
to test the full word prediction methodology two new questionnaires has been built.
Their format is the same of the one used for the Microsoft Sentence Completion
Challenge: each question is composed by a sentence having a missing word and by five
candidate words as answers. However our questionnaires are more general, since they
address the aforementioned limits. First of all, each word of the same answers set may
belong to a different part of speech. Secondly, the missing word can belong to any part
of speech, including: conjunctions, prepositions, determinants and pronouns. The two
questionnaires have been built by selecting 368 Italian sentences from the Paisa [25]
dataset and 612 English sentences from the book “The adventures of Sherlock Holmes”
[26]. From each sentence a question is built, by removing a random word; the other
candidate words are chosen randomly from the nearby sentences; these words and the
removed word constitute the answers set for the question. We employed three different
word prediction methods for the second step: ngrams, Latent Semantic Analysis
(LSA) and random choice. Tables 10a and 10b show the results in term of accuracy.

Table 10a. Accuracy of various word prediction methods on the Italian questionnaire, with (2
steps) and without (1 step) employing the proposed part of speech prediction algorithm.

Method Accuracy
ngrams (2 steps) 51.1%
ngrams (1 step) 50.3%
LSA (2 steps) 30.7%
Random choice (2 steps) | 29.3%
LSA (1 step) 25.5%
Random choice (1 step) |20.4%

Table 10b. Accuracy of various word prediction methods on the English questionnaire, with (2
steps) and without (1 step) employing the proposed part of speech prediction algorithm.

Method Accuracy
ngrams (2 steps) 57.8%
ngrams (1 step) 57.8%
LSA (2 steps) 33.0%
LSA (2 steps) 27.9%
Random choice (1 step) | 27.0%
Random choice (1 step) | 20.6%
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Each two steps method always provides better or equal results than its single step
counterpart. Since any part of speech, except punctuation, is admissible in a question
answers set, the obtained results are not directly comparable with those reported for the
Microsoft Completion Challenge. Furthermore, most stopwords such as conjunctions,
prepositions and determiners had to be included during the training phase. This has
undermined the quality of the semantic spaces employed by LSA, leading to lower
results than those reported in literature for English. Results show that word prediction
methods with lower accuracy exhibit greater improvements (up to +8.9% for Random
choice) than methods with higher accuracy (up to +0.8% for ngrams). In general, the
greater the accuracy of the word prediction method, the greater the part of speech
prediction accuracy step is required to be advantageous. While this is not surprising, it
should be noted that even a 50.3% accuracy word prediction algorithm (i.e. ngrams for
Italian) can be improved by a 43.2% accuracy part of speech predictor: in fact,
depending on the predicted part of speech the accuracy of the first step may be greater
and therefore still advantageous; when this is not the case the part of speech prediction
will be automatically discarded, as described in Sect. 5.

8 Conclusion

In this work we discussed the issues concerning the prediction of missing words in
incomplete sentences. As a matter of fact, sentence completion remains one of the more
difficult problems within the domain of natural language processing; the best results are
achieved when a restricted and well built set of possible completions is given. We
therefore proposed an additional step of analysis and prediction with respect to tradi-
tional algorithms. The additional preparatory step is aimed at predicting the part of
speech of the missing word. This solution allows for an automatic reduction of the
number of candidate words and leads to an improvement of the results accuracy and a
reduction of the execution time. Experimental results showed that the two steps
methodology has always given better or equal results than its single step counterpart. It
is important to highlight that small improvements can be obtained even when the
average accuracy of the part of speech predictor is relatively low.

In particular the methodology has been tested according to two different experi-
mental settings: one for the Italian language and one for English. To this aim, two
different questionnaires have been built and results proved to be consistent among the
two languages. They are also consistent with the results of the preliminary analysis
conducted on two different corpora, the WaCky Italian Wikipedia corpus and the
Brown corpus. From this preliminary analysis resulted that for both languages a priori
probabilities for each part of speech were similar; furthermore, the expected theoretical
success probability and speedup of the methodology also resulted to be comparable.
However, since higher order posgrams showed different statistics among the two
languages, two different part of speech predictors has been trained. Experimental
results on these first step predictors showed an accuracy of 43.2% for Italian and of
45.0% for English, against a baseline of 7.1% (14 tags). Tests on the full two steps
word prediction methodology resulted in accuracy improvements of up to 8.9%.
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Future works will focus primarily on improving the first step, i.e. the prediction of

the part of speech of the missing word. In particular, we ignored the fact that each word
may belong to more parts of speech: while the methodology worked nevertheless,
extending the model to handle the general case may improve the results. Secondarily,
other word prediction algorithms can be tested for the second step.
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Abstract. In recent years, Internet has completely changed the way
real life works. In particular, it has been possible to witness the online
emergence of web 2.0 services that have been widely used as communi-
cation media. On one hand, services such as blogs, tweets, forums, chats,
email have gained wide popularity. On the other hand, due to the huge
amount of available information, searching has become dominant in the
use of Internet. Millions of users daily interact with search engines, pro-
ducing valuable sources of interesting data regarding several aspects of
the world. Bitcoin, a decentralized electronic currency, represents a radi-
cal change in financial systems, attracting a large number of users and a
lot of media attention. In this work we studied whether Bitcoin’s trading
volume is related to the web search and social volumes about Bitcoin.
We investigated whether public sentiment, expressed in large-scale col-
lections of daily Twitter posts, can be used to predict the Bitcoin market
too. We achieved significant cross correlation outcomes, demonstrating
the search and social volumes power to anticipate trading volumes of
Bitcoin currency.

Keywords: Bitcoin - Web search media - Social media - Twitter -
Sentiment analysis + Google trends - Cross correlation analysis

1 Introduction

The advent of the Internet has completely changed the way real life works. By
enabling practically all Internet users to interact at once and to exchange and
share information almost cost-free, more efficient decisions on several fields are
possible.

The majority of daily activities radically changed, moving towards a “vir-
tual sector”, such as web actions, credit card transactions, electronic currencies,
navigators, games, and so on. In recent years, web search and social media have
emerged online. On one hand, services such as blogs, tweets, forums, chats, email
have gained wide popularity. Social media data represent a collective indicator
of thoughts and ideas regarding every aspect of the world. It has been possible
to assist to deep changes in habits of people in the use of social media and social
network [1]. Social media technologies have produced completely new ways of
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interacting [2], bringing the creation of hundreds of different social media plat-
forms (e.g., social networking, shared photos, podcasts, streaming videos, wikis,
blogs).

On the other hand, due to the huge amount of available information, search-
ing has become dominant in the use of Internet. Millions of users daily interact
with search engines, producing valuable sources of interesting data regarding
several aspects of the world.

Recent studies demonstrated that web search streams could be used to ana-
lyze trends about several phenomena [3-5]. In one of the seminal works, Ginsberg
et al. proved that search query volume is a sophisticated way to detect regional
outbreaks of influenza in USA almost 7 days before CDC surveillance [6].

Kristoufek [7] studied the popularity of the Dow Jones stocks, measured by
Google search queries for portfolio diversification. Curme et al. [8] clustered
the online searches into groups and showed that mainly politics and business
oriented searches are connected to the stock market movements. Preis et al. [9]
demonstrated that Google searches, for financial terms, can support profitable
trading strategies. Dimpfl et al. found a strong relationship between internet
search queries and the leading stock market index. In addition they found a
strictly correlation between the Dow Jones’ realised volatility and the volume of
search queries [10].

There are also studies that report another use of a search engine, namely
as a possible predictor of market trends. Bollen et al. showed that search vol-
umes on financial search queries have a predictive power. They compared these
volumes with market indexes such as Dow Jones Industrial Average, trading vol-
umes and market volatility, demonstrating the possibility to anticipate financial
performances [11]. In this work, Granger causality analysis and a Self Orga-
nizing Fuzzy Neural Network are used to investigate the hypothesis that public
mood states, as measured by the Opinion Finder and GPOMS mood time series,
are predictive of changes in DJTA closing values. Kristoufek proposed the study
of Power-law correlations for Google searches queries for Dow Jones Industrial
Average (DJIA) component stocks, and their cross-correlations with volatility
and traded volume [12].

Bordino et al. proved that search volumes of stocks highly correlate with
trading volumes of the corresponding stocks, with peaks of search volume antic-
ipating peaks of trading volume by one day or more [5]. In his work [13], Bulut
described that internet search data, via Google Trends, is utilized to nowcast the
known variates of two structural exchange rate determinations models. By using
internet search data, the author aims to get a timely description of the state of
the economy way before the official data are released to the market participants.
Kim et al. [14] introduced an analysis system to predict the value fluctuations
of virtual currencies used in virtual worlds, and based on user opinion data in
selected online communities. In their proposed method, data of user opinions on
a predominant community are collected by employing a simple algorithm and
guaranteeing a stable prediction of value fluctuations of more than one virtual
currency.
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Search queries prove to be a useful source of information in financial appli-
cations, where the frequency of searches of terms related to the digital currency
can be a good measure of interest in the currency [15]. Mondria et al. proved that
the number of clicks on search results stemming from a given country correlates
with the amount of investment in that country [16]. Further studies showed that
changes in query volumes for selected search terms mirror changes in current
volumes of stock market transactions [17].

In recent years, social media data assume the role of a collective indicator
of thoughts and ideas regarding every aspect of the world. It has been possible
to assist to deep changes in habits of people in the use of social media and
social network. In particular, we deeply analysed the transmitted sentiment of
users regarding a particular topic. Twitter!, an online social networking website
and microblogging service, has become an important tool for businesses and
individuals to communicate and share information with a rapid growth and
significant adoption. In fact, Java et al. affirmed that it seems to be used to
share data and to describe minor daily activities [18].

Twitter and other social media offer a plethora of opportunities to reveal
business intuitions, where it remains a challenge to identify the potential social
audience. In their work Ling et al. [19] analyzed the Twitter content of an account
owner and its list of followers through various text mining methods and machine
learning approaches in order to identify a set of users with high-value social
audience members. In their paper, Ciulla et al. [20] assessed the usefulness of
open source data that come from Twitter for prediction of societal events by
analysing in depth the microblogging activity surrounding the voting behaviour
on a specific event. Mocanu et al. performed a comprehensive survey of the
worldwide linguistic landscape emerging from mining the Twitter microblogging
platform [21]. Hick et al. explored the opportunities and challenges in the use of
Twitter as platform for playing games, through crawling game that uses Twitter
for collaborative creation of game content [22].

Additionally, Twitter has rapidly grown as a mean to share ideas and
thoughts on investing decisions. Analyzing in deep the literature related to dif-
ferent uses of social media, and Twitter in particular, we collected information
about its use for seeking real world emotions that could predict real financial
markets trend [23]. In their paper, Rao and Srivastava studied the complex rela-
tionship that exists between tweet board literature (like bullishness, volume,
agreement etc.) with the financial market instruments (like volatility, trading
volume and stock price) [24].

One of the fascinating phenomena of the Internet era is the emergence of
digital currencies. Bitcoin, the most popular among these, has been created in
2008 by Satoshi Nakamoto [25] for the purpose to replace cash, credit cards
and bank wire transactions. A digital currency can be defined as an alternative
currency which is exclusively electronic and thus has no physical form.

Bitcoin is based on advancements in peer-to-peer networks [26] and cryp-
tographic protocols for security. Due to its properties, Bitcoin is completely

! https://twitter.com/.
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decentralized and is not managed by any government or central bank. More-
over, it ensures anonymity. So, it is practically detached from the real economy.
Bitcoin is based on a distributed register known as “block-chain” to save trans-
actions carried out by users. Like any other currency, a peculiarity of Bitcoin is
to facilitate transactions of services and goods with vendors that accept Bitcoins
as payment [27], attracting a large number of users and a lot of media attention.

The Bitcoin represents an important new phenomenon in financial markets.
Mai et al. examined predictive relationships between social media and Bitcoin
returns by considering the relative effect of different social media platforms
(Internet forum vs. microblogging) and the dynamics of the resulting relation-
ships using auto-regressive vector and error correction vector models [28]. Matta
et al. examined the striking similarity between Bitcoin price and the number of
queries regarding Bitcoin recovered on Google search engine [29]. In their work,
Garcia et al. [30] proved the interdependence between social signals and price
in the Bitcoin economy, namely a social feedback cycle based on word-of-mouth
effect and a user-driven adoption cycle. They provided evidence that Bitcoins
growing popularity causes an increasing search volumes, which in turn result a
higher social media activity about Bitcoin. A growing interest inspires the pur-
chase of Bitcoins by users, driving the prices up, which eventually feeds back on
the search volumes. There are several works that present predictive relationships
between social media and Bitcoin volumes where the relative effects of different
social media platforms (Internet forum vs. microblogging) and the dynamics
of the resulting relationships, are analyzed using cross-correlation [31] or linear
regression analysis [32]. Social factors, that are composed of interactions among
market actors, may strongly drive the dynamics of Bitcoins economy [30].

In this work we decided to investigate whether social media activity or infor-
mation collected by web search media could be profitable and used by investment
professionals. We also evaluated the possibility to find a relationship between
Bitcoins trading volumes and volumes of exchanges tweets.

We first studied the relationship that exists between trading volumes of Bit-
coin currency and the volumes of search engine, then we analyzed a corpus of
2,353,109 tweets in order to discover if the chatter of the community can be
used to make qualitative predictions about Bitcoin market, attempting to estab-
lish whether there is any correlation between tweets sentiment and the Bitcoins
trading volume. The frequency of searches of terms about Bitcoin could have
a good explanatory power, so we decided to examine Google, one of the most
important search engine. We studied whether web search media activity could
be helpful and used by investment professionals, analyzing the search volumes
power of anticipate trading volumes of the Bitcoin currency.

We compared USD trade volumes about Bitcoin with search volumes using
Google Trends. This is a feature of Google search engine that illustrates how
frequently a fixed search term was looked for. Following this kind of approach,
we evaluated how much “Bitcoin” term, for the specific time interval, is looked
for using Googles search engine.
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Simultaneously, we decided to apply automated Sentiment Analysis on shared
short messages of users on Twitter in order to automatically analyze peoples
opinions, sentiments, evaluations and attitudes. We wondered whether public
sentiment, as expressed in large-scale collections of daily Twitter posts, can be
used to predict the Bitcoin market. The results of our previous analysis suggest
that a significant relationship with future Bitcoins price and volume of tweets
exists on a daily level. We found a striking correlation between Bitcoins price
spread and changes in query volumes for the “Bitcoin” search term [29].

The body of this paper is organized in five major sections. Section 2, describes
the methodology applied in our study, Sect.3 summarizes and discusses our
results and, finally, Sect. 4 presents conclusions and suggestions for future work.

2 Methodology

2.1 Google Trends

Google Trends? is a feature of Google Search engine that illustrates how fre-
quently a fixed term is looked for. Through this, you can compare up to five
topics at one time to view their relative popularity, allowing you to gain an
understanding of the hottest search trends of the moment, along with those
developing in popularity over time. This system provides a time series index of
the volume of queries made by the users with Google.

Query index is based on the number of web searches, performed with a specific
term, and compared to the total amount of searches done over time. Absolute
search volumes are not shown, because the data are normalized on a scale from
0 to 100.

Google classifies search queries into 27 categories at the top level and 241
categories at the second level through an automatic classification engine. Indeed,
queries are given out to fixed categories, due to natural language processing
methods.

The query index data are available as a CSV file in order to facilitate
research activities. Figure 1 depicts an example from Google Trends for the query
“Bitcoin”.

2.2 Blockchain.info

Blockchain.info? is an online system that provides detailed information about
Bitcoin market. Launched in August 2011, this system shows data on recent
transactions, plots on Bitcoin economy and several statistics. It allows users to
analyze different Bitcoin aspects:

— Total number of Bitcoins in circulation
— Number of Transactions

2 http://trends.google.com.
3 http://www.blockchain.info.


http://trends.google.com
http://www.blockchain.info

160 M. Matta et al.

C A | 8 http: -om/trend date=6%2F2014%2013m&cmpt=q&tz=Etc%2FGMT-2

= GoogleTrends Q  Explore topics

Explore

Compare search terms ~

| bitcoin e
Searchterm Mg ke

Interest over time News headines

WM

Fig. 1. Example of Google Trends usage for the query “Bitcoin”.

— Total output volume
— USD Exchange Trade volume
— Market price (USD)

We decided to study a time series regarding the USD trade volume from top
exchanges, analyzing its trends.

2.3 Twitter API

The Twitter space can be explored by means of its Application Programming
Interface (API)?, implementing a simple crawler that allows developers to collect
the required data. Twitter servers send back XML or JSON responses, that are
parsed and processed by the implemented system. Twitter gives the opportunity
to work with its API with three different approaches that are listed below.

— Original REST API allows users to analyze the Twitter core, in order to
update their statuses or profile information in realtime.

— Search API is read-only in the search database, and search queries return
up to 1500 tweets from up to seven/eight days before.

— Streaming API provides real time data access to tweets in filtered forms that
return public statuses that match with one or more filters. This approach
doesn’t allow developers to find all the historical tweets, but it enables the
access to data as it is being tweeted.

While Twitter REST API is available and suitable for different applications,
we decided to monitor tweets with Twitter Streaming API, that provides imme-
diate updates. As soon as tweets come in, Twitter notifies the implemented
system allowing us to store them into the database without the delay of polling
the REST APIL

* https://dev.twitter.com/overview/documentation.
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2.4 Opinion Mining

The opinion mining is a particular technique that detects automatically the
sentiment and subjectivity transmitted in written texts. The user’s tweets could
express the opinion regarding different topic, trends or brands [33]. For this
reason, we decided to monitor the sentiment expressed, day after day, by users
on the matter of Bitcoin.

Since the goal of this research is neither to develop a new sentiment analysis
nor to improve an existing one, we used “SentiStrenght”, a tool developed by
a team of researchers in the UK that demonstrated good outcomes [34]. Sen-
tiStrength estimates the strength of positive and negative sentiments in short
texts. It is based on a dictionary of sentiment words, each one associated with a
weight, which is its sentiment strength. In addition, this method uses some rules
for non-standard grammar.

Based on the formal evaluation of this system on a large sample of comments
from MySpace.com, the accuracy of predicting positive and negative emotions
was something similar to that of other systems (72.8% for negative emotions
and 60.6% for positive emotions, based on a scale of 1-5). Compared to other
methods, SentiStrenght showed the highest correlation with human coders [35].
The tool is able to assess each message separately and, at the end, it returns one
singular value.

— +1 if the system identifies a positive sentiment
— —1 if the system identifies a negative sentiment
— 0 if a neutral opinion is identified

2.5 Data Collection

Search query volumes regarding Bitcoin were collected from Google Trends web-
site, capturing all searches, inserted from June 2014 to July 2015, with “Bitcoin”
word as keyword.

Trading volume data were gathered from blockchain.info website, in order to
evaluate daily trends of Bitcoin currency. We assessed the relationship over time
between number of daily queries and trading volume of Bitcoin.

We collected a dataset of tweets regarding Bitcoin in the period between
January and April 2015 using Streaming Twitter API, achieving almost two
millions of statuses. The system has been set to raise in real time the tweets
that contain “Bitcoin” word in the sentence. Twitter API provides several fields
in JSON format. We decided to hold the following tweet’s information, saving it
in our database.

— Tweet ID

— Tweet text

— Date of creation

— User who posted the status
— User location


https://myspace.com/
https://blockchain.info/
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For each collected tweet, we detected the language in order to use the correct
sentiment dictionary. “Language-detection” is a particular library, implemented
in Java language, able to identify the language of a given sentence using Naive
Bayesian filter®. The system has been tested, achieving a 99% precision for 53
languages. After this step, the sentiment was calculated using the correct lan-
guage dictionary by means of SentiStrength.

To better understand whether a search engine can be a good predictor of
trading volumes, we analysed the correlation between these data expressed as
time series, performing a time-lagged cross-correlation study, and a Granger-
causality test. We applied the same analysis to the number of tweets, and to
the sentiment expressed by users. These analyses based on Twitter have been
applied on a shorter period than the search media analysis.

3 Results

We extracted from Google Trends and Blockchain.info data sources time series
composed by daily values in the time intervalranging from June 2014 to July
2015, in order to evaluate their relationship and prediction capability. The same
approach has been applied to the Twitter, dataset but in the time interval rang-
ing from January 2015 to April 2015. We run statistical analysis and the com-
putation of correlation, cross-correlation and Granger causality test, obtaining
interesting results.

3.1 Tweets Analysis

We collected 2,353,109 tweets covering the period between January and April
2015. Using Sentistrength, we computed the sentiment of each tweet, obtaining
418,949 positive tweets and 270,669 negative ones. The remaining tweets are
neutral. There are more positive messages than negative ones. We also found that
positive messages are almost 2 times more likely to be forwarded than negative
ones. After a careful analysis, it was observed that the number of neutral tweets
is very high because people very often write non-expressive comments, the price
of Bitcoin or simple links that lead to other web pages.

Figure 2 shows the two time series for the period under consideration, rep-
resenting the positive tweets with a dotted line and the negative tweets with a
solid line. Taking a look to the two time series it’s possible to see some negative
or positive peaks, corresponding to price variations®. For instance, the peak of
January 26" is due to the top price of the Bitcoin for the same day, 278$%. An
other example can be seen on 12 February when there is a negative peak, cor-
responding to a price decrease at 221.85 dollars. This Figure clearly shows that,
most of the times, positive and negative time series grow up and decrease with
the same pace in a given day. This is related to the total amount of tweets of

5 https://code.google.com/p/language-detection,/ .
5 https://blockchain.info /it /charts /market-price.
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Fig. 2. Representation of the positive tweets with a dotted line and the negative tweets
with a solid line for the period between January and April 2015.

the evaluated day. To solve this problem, we developed a simple metric called
PT-NT ratio « to predict the trends of the Bitcoin trading volume. We defined
the sentiment score x; of day t as the ratio of positive versus negative messages
on the Bitcoin topic. A message is defined as positive if it contains more positive
then negative words, and negative in the opposite case.

_ county(pos.tweet A Bitcoin topic)

(1)

count(neg.tweet A\ Bitcoin topic)

_ p(pos.tweet | Bitcoin topic,t) @)

p(neg.tweet | Bitcoin topic,t)

With this approach, it’s possible to determine the ratio of positive versus
negative tweets on a fixed day. The resulting time series were used to study their
correlation with the Bitcoin trading volume over a given period of time.

3.2 Pearson Correlation

Pearson’s correlation r is a statistical measure that evaluate the strength of a
linear association between two time series G and T. Initially, we assumed G as
query data and T as trading volumes.

N (G-O@-T)
VS (G =G, (1 - T

The Pearson correlation coefficient has values between —1 and 41, the bounds
denoting maximum anti-correlation or correlation, respectively, whereas 0 indi-
cates no correlation. We calculated the Pearson correlation between queries

3)
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Fig. 4. Bitcoin Trading Volume and Queries Volume about Bitcoin.

search data and trading volume and we found a result equal to 0.60, which
is quite high. The correlation is also clearly visible in the Fig. 3.

This result is confirmed by Fig. 4, that shows the two time series. Here peaks
in one time series typically occur close to peaks in the other. The solid line, that
represents search volumes, very often anticipates the dotted line, that represents
trading volumes. The most significant peaks occurred in the interval between
August and September 2014, between September and October 2014, between
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Fig.5. Pearson Correlation coefficient between Trading Volume and the Volume of
Tweets about Bitcoin.

November and December 2014 and between January and February 2015. During
other periods, this phenomenon is less evident, but anyway it is present.

Radical changes in peaks are due to several factors. One of the most evident
peaks in Fig.4 corresponds to the interval between end of June and beginning
of July. This is the period of the Greek crisis acme, that caused changes also in
the Bitcoin market. Indeed, a lot of people started to invest in Bitcoin because
people tried to move money out of the country, and Greek government tried to
block this process. Bitcoins were seen by many as the only way to move their
wealth to other currencies. In fact, Greeks would use Bitcoin to protect the
value of their money at home. Ten times more Greek than usual were found at
the company ‘German Bitcoin.de’™ to buy electronic currency. This situation
is clearly visible in the right part of Fig.4, where the curve corresponding to
the volumes of queries regarding Bitcoin considerably increases, followed by an
increase of the curve of trading volumes after some days. This is confirmed by
correlation values.

Comparing the PT-NT ratio of tweets volume with the trading volume of
Bitcoins, we found a Pearson correlation equals to 0.37, which is still a remarkable
value. The two time series are again quite similar, and this is shown in Fig. 5, that
shows a fair correlation, with some points far from the line of best fit. Figure 6
highlights the period between January and February 2015, where we can notice
how social peaks correspond to following peaks in the trading volume. This is
particularlt evident on January, 25 and on February, 14. The prediction power
of the PT-NT ratio on Bitcoin trading volumes, however, is lower than that of
web search volumes.

" https://www.bitcoin.de/.
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Fig. 6. Bitcoin Trading Volume and PT-NT ratio in the period January, 23 to February,
22, 2015.

3.3 Cross Correlation

We investigated whether query or search volumes can anticipate trading volumes
of Bitcoin. We calculated the cross correlation comparing the trading volume T
with the query volume G as the time lagged Pearson cross correlation between
two time series G and T for all delays d between —5 and 5. We also applied
the same analysis, substituting the search data with the social data, according
to Eq. 4.

2. (Gi—G)(Tiea—T)

r(d) = 2 2
VL (G- &P \E, (Tha - T)

We chose to evaluate a maximum lag of five days and, also in this case, the
correlation ranges from —1 to 1.

In Table1 we report the results obtained from these experiments. Each col-
umn shows the cross-correlation corresponding to different time lags. We can
observe that cross-correlation for positive lags is always higher than for negative
lags. Taking a look to the raw search volume, the results with positive delays take
values always higher than 0.64, whereas those with negative delays take values
always lower than 0.55. This means that query volumes are able to anticipate
trading volumes of 3 days, or even more.

Different outcomes are visible in the bottom raw, corresponding to the PT-
NT ratio social volume, where the highest cross correlation result is given with a
delay equal to 1. It means, that the social volume is able to anticipate the trading
volume in one or two days with 0.37 as the best result. The results with positive
delays achieve outcomes always higher than 0.35 and with negative delays report
values always lower than 0.22. Although we achieved good outcomes with both
search and Twitter functions, the search volume has better predictive power.

(4)
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Table 1. Cross-correlation with the trading volume of Bitcoin, compared to the search
volume, and to the PT-NT ratio.

Delay -5 —4 -3 -2 -1 0 1 2 3 4 5
Search volume | 0.363 | 0.402 | 0.447 | 0.502 | 0.559 | 0.609 | 0.649 | 0.670 | 0.682 | 0.674 | 0.645

PT-NT ratio | 0.058 | 0.122|0.165 | 0.169 | 0.221 | 0.353 | 0.379 | 0.374 | 0.373 | 0.366 | 0.343
volume
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Fig. 7. Cross-Correlation between Trading Volume and Queries Volume about Bitcoin,
with a maximum lag of 30 days.
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Fig. 8. Cross-Correlation between Trading Volume and PT-NT ratio of social volume
about Bitcoin, with a maximum lag of 30 days.

Figures 7 and 8 show the cross correlation results with a maximum lag of 30
days, just to highlight that the media volume (social or search) anticipates the
trading volume and that the best result is given by a lag of almost 3 in the Fig. 7
and by a lag of one in the other picture.

3.4 Granger Causality

We performed a Granger causality test in order to verify whether web search
queries or the PT-NT ratio of social volume, regarding Bitcoin, are able to cause
particular trends in some days. The Granger-causality test is used to determine
whether a time series G(t) is a good predictor of another time series T(t) [36].
If G Granger-causes T, then GP%** should significantly help predicting T/utvre
via TP alone.

We compared the two media volumes G, one after the other, with trading
volume T with the null hypothesis being that T is not caused by G. An F-test
is then used to determine if the null hypothesis can be rejected.
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We computed two auto-regression vectors as follows in the Eqs. 5 and 6, where
L represents the maximum time lag.

L
T(t) =Y alt-1)+e (5)
=1

L L
T(t) =Y aiT(t—1)+ Y HG(t—1)+e (6)
=1 =1

We can affirm that G causes T if Eq. 6 is statistically better significant than
Eq. 5. We applied the test in both directions, as an instance G — T means that
the null hypothesis is “G doesn’t Granger-cause T”.

Tables 2 and 3 show the results of the Granger causality test, applied to the
different media, social and web search. The first column represents the direction
of the applied test, the second one the delay, and then the F-test result with its
p-value. This parameter represents the probability that statistic test would be
at least as extreme as observed, if the null hypothesis were true. So, we reject
the null hypothesis if p value is inferior to a certain threshold (p < 0.05).

Table 2 demonstrates that trading volumes can be considered Granger-caused
by the query volumes. It is clearly shown that time-series G influences T, given
by the p value <0.001 for lags ranging from 1 to 5. So, the null hypothesis is
strongly rejected. On the other hand, the F-value test applied to the direction
T—G reported a p-value always greater than 0.1. Trading volume T doesn’t have
significant casual relations with changes in queries volumes on Google search
engine G. So, null hypothesis cannot be rejected.

Table 3 shows that the Granger causality tests report a p value always higher
than 0.25, meaning that the null hypothesis cannot be rejected, so the PT-NT
ratio of social volume cannot cause the trading volume. Also in this case, the
main problem could be the short temporal period that we took in account, not

Table 2. Granger-causality tests between trading volume T and web search volume G.

Direction of causality | Delay | F-value test | P-value

G—T 41.8135 p < 0.001
15.1435 p < 0.001
12.9332 p < 0.001
15.1546 p < 0.001
12.9279 p < 0.001

T—G 0.5450 p=0.46

2.3006 p=0.10
1.4878 p=0.21
1.5336 p=0.19
1.2297 p=0.29
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Table 3. Granger-causality tests between PT-NT ratio of social volume G and trading
volume T.

Direction of causality | Delay | F-value test | P-value
G—T 1 2.5175 p=0.1173
2 0.1210 p=0.8863
3 0.2512 p=0.8602
4 1.3807 p=0.2519
5 1.1938 p=0.3243
T—-G 1 1.3501 p=0.24
2 0.4841 p=0.61
3 0.6937 p=0.55
4 0.0899 p=0.98
5 0.7991 p=0.55

enough to evaluate the predictive power of anticipation or causation. Never-
theless, we can confirm that search volume is the best predictor, able to cause
changes in the trading volume.

4 Conclusions

In this work we studied the relationship that exists between trading volumes
of Bitcoin currency and the volumes of search engine. Then we analyzed a cor-
pus of tweets in order to discover if the chatter of the community can be used
to make qualitative predictions about Bitcoin market, attempting to establish
whether there is any correlation between tweets sentiment and the Bitcoins trad-
ing volume.

Initially, we presented an analysis of a collection of queries index about Bit-
coin compared to its trading volume. We selected a corpus that lasts the period,
between June 2014 and July 2015, using Google Trends media to analyze Bit-
coins popularity under the perspective of web search. We examined the Bitcoin
trading behaviour comparing its variations with Google Trends data.

We first considered the Pearson correlation analysis and we found that the
trading volumes follow the same direction pace of queries volumes. It reveals an
obvious correlation due to peaks in one time series that occur close to peaks in the
other. Then we continued with cross-correlation and the outcome reports that
query volumes is able to anticipate trading volumes in almost 3 days. Finally,
we used Granger causality test, confirming that trading volumes can be con-
sidered Granger-caused by the query volumes. From results of these analysis,
we can affirm that Google Trends is a good predictor, because of its high cross
correlation value, where we individuated a value of 0.68.

Then, we analysed a collection of tweets about Bitcoin, considering a total
amount of 2,353,109 tweets. The corpus lasts a period of 120 days between



170 M. Matta et al.

January 2015 and April 2015. We applied automated Sentiment Analysis on
these tweets in order to evaluate whether public sentiment could be used to
predict Bitcoins market.

We applied the same kind of correlation analysis to the corpus of tweets com-
paring its variations with the trading volumes of Bitcoin. From results of cross
correlation analysis between the time series, we found that the ratio between pos-
itive and negative tweets may contribute to predict the movement of Bitcoins
trading volume in a few days, achieving 0.37 as outcome. The Granger-causality
tests reported that the analyzed PT-NT ratio of social volume cannot cause
changes in the trading volume. This can be probably due to the short temporal
period that we took in account, not able enough to evaluate the predictive power
of anticipation or causation. Anyway, we can confirm that Google Trends can be
seen as the best predictor, because of its high cross correlation value with three
days of lag.

As future improvements, we are working on the possibility to apply a similar
approach to other contexts, in order to better understand the predictive power
of web search and social media. We are also working to extend our analysis to
evaluate the correlation of Bitcoin Market Volatility.
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Abstract. Ontology alignment is the process where two different ontolo-
gies that usually describe similar domains are ‘aligned’, i.e. a set of cor-
respondences between their entities, regarding semantic equivalence, is
determined. In order to identify these correspondences several methods
have been proposed in literature. The most common features that these
methods employ are string-, lexical-, structure- and semantic-based fea-
tures for which several approaches have been developed. However, what
hasn’t been investigated is the usage of visual-based features for deter-
mining entity similarity. Nowadays the existence of several resources that
map lexical concepts onto images allows for exploiting visual features
for this purpose. In this paper, a novel method, defining a visual-based
similarity metric for ontology matching, is presented. Each ontological
entity is associated with sets of images. State of the art visual feature
extraction, clustering and indexing for computing the visual-based sim-
ilarity between entities is employed. An adaptation of a Wordnet-based
matching algorithm to exploit the visual similarity is also proposed. The
proposed visual similarity approach is compared with standard metrics
and demonstrates promising results.

1 Introduction

Semantic Web is providing shared ontologies and vocabularies in different
domains that can be openly accessed and used for tasks such as semantic anno-
tation of information, reasoning, querying, etc. The Linked Open Data (LOD)
paradigm shows how the different exposed datasets can be linked in order to
provide a deeper understanding of information. As each ontology is being engi-
neered to describe a particular domain for usage in specific tasks, it is common
for ontologies to express equivalent domains using different terms or structures.
These equivalences have to be identified and taken into account in order to enable
seamless knowledge integration. Moreover, as an ontology can contain hundreds
or thousands of entities, there is a need to automate this process. An example
of the above comes from the cultural heritage domain where two ontologies are
being used as standards, one is the CIDOC-CRM', used for semantically anno-
tating museum content, and the other is the Europeana Data Model?, which

! CIDOC-CRM, http://www.cidoc-crm.org.
2 Europeana Data Model, http://labs.europeana.eu.
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is used to semantically index and interconnect cultural heritage objects. While
these two ontologies have been developed for different purposes, they are used in
the cultural heritage domain and correspondences between their entities should
exist and be identified.

In ontology alignment the goal is to automatically or semi-automatically dis-
cover correspondences between the ontological entities, i.e. their classes, prop-
erties or instances. An ‘alignment’ is a set of mappings that define the similar
entities between two ontologies. These mappings can be expressed e.g. using the
owl:equivalentClass or owl:equivalentProperty properties so that a reasoner can
automatically access both ontologies during a query. More formally, if O = (S, A)
is the definition of an ontology with S being the ontology signature consisting
of the lexical terms of concepts and relations, and A being the axioms that
restrict the meaning of these terms, then for two ontologies O; = (S, A1) and
02 = (S2,A3) a mapping is defined as a morphism f : S; — Sy such that
As E f(Ay), i.e. all interpretations that satisfy O;’s axioms also satisfy the
translated Og’s axioms [13].

While the proposed methodologies in literature have proven quite effective,
either alone or combined, in dealing with the alignment of ontologies, there
has been little progress in defining new similarity metrics that take advantage of
features that haven’t been considered so far. In addition existing benchmarks for
evaluating the performance of ontology alignments systems, such as the Ontology
Alignment Evaluation Initiative® (OAEI) have shown that there is still room for
improvement in ontology alignment.

In the last 5years the proliferation of multimedia has generated several
annotated resources and datasets that are associated with concepts, such as
ImageNet* or Flickr® thus making their visual representations easily available
and retrievable so that they can be further exploited, e.g. for image recognition.

In this paper we propose a novel ontology matching metric that is based
on visual similarities between ontological entities. The visual representations
of the entities are crafted by different multimedia sources, namely ImageNet
and web-based image search, thus assigning each entity to descriptive sets of
images. State of the art visual features are extracted from these images and
vector representations are generated. The entities are compared in terms of these
representations and a similarity value is extracted for each pair of entities, thus
the pair with the highest similarity value is considered as valid. The approach
is validated in experimental results where it is shown that when it’s combined
with other known ontology alignment metrics it increases precision and recall of
the discovered mappings.

The main contribution of the paper is the introduction of a novel similar-
ity metric for ontology alignment based on visual features. To the best of the
authors knowledge this is the first attempt to exploit visual features for ontology

3 OAEI, http://oaei.ontologymatching.org.
* ImageNet, http://www.image-net.org/.
5 Flickr, https://www.flickr.com/.
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alignment purposes. We also propose an adaptation of a popular lexical-based
matching algorithm where lexical similarity is replaced with visual similarity.

The paper is organized as follows: Sect. 3 describes the methodology in detail,
while Sect. 5 presents the experimental results on the popular OAEI conference
track dataset. In Sect. 4 an metric that exploits the proposed visual similarity and
lexical features is proposed and described. Related work in ontology alignment
is documented in Sect. 2. Finally, Sect. 6 concludes the paper and a future work
plan is outlined.

2 Related Work

In order to accomplish the automatic discovery of mappings, numerous
approaches have been proposed in literature that rely on various features. Ontol-
ogy matching goes as far back as 2000 where in [18] the Chimaera ontology
mapping tool is described. [13] presented a comprehensive ontology alignment
methods, approaches and tools. Of the most common are methods that compare
the similarity of two strings, e.g. comparing hasAuthor with isAuthoredBy, are
the most used and fastest to compute as they operate on raw strings. Exist-
ing string similarity metrics are being used, such as Levenshtein distance, Edit
distance, Jaro-Winkler similarity, etc., while string similarity algorithms such
as [28] have been developed especially for ontology matching. Other mapping
discovery methods rely on lexical processing in order to find synonyms, hyper-
nyms or hyponyms between concepts, e.g. Author and Writer, where Wordnet
is most commonly used. In [16] a survey on methods that use Wordnet [20]
for ontology alignment, is carried out. Approaches for exploiting other external
knowledge sources have been presented [2,7,24,25]. Other similarity measures
rely on the structure of the ontologies by treating ontologies as schemas since
schemas can be thought of as ontologies with a reduced relationship type set.
Such an approach is the Similarity Flooding [19] algorithm that stems from the
relational databases world but has been successfully used for ontology alignment,
while others exploit both schema and ontology semantics for mapping discov-
ery. Other works in this field can be found in [17,21]. A comprehensive study
of such methods can be found at [26]. Machine learning has also been employed
for ontology matching where features as the ones mentioned above are combined
in order to train a machine algorithm to decide which pairs of ontology entities
will be considered as semantically similar. One can refer to works such as [10]
where Support Vector Machines (SVM) are used, [22] where an adaptation of
the AdaBoost algorithm which uses Decision Trees as base classifiers is proposed
or [4] where a multi-level learning strategy is presented.

In terms of matching systems, there have been proposed numerous
approaches that combine matchers or include external resources of the gener-
ation of a valid mapping between ontologies. Most available systems have been
evaluated in the OAEI benchmarks that are held annually. In [11] the authors
use a weighted approach to combine several matchers in order to produce a final
matching score between the ontological entities. In [23] the authors go a step fur-
ther and propose a novel approach to combine elementary matching algorithms
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using a machine learning approach with decision trees. The system is trained
from prior ground truth alignments in order to find the best combination of
matchers for each pair of entities. Other systems, such as AML [8,14], make use
of external knowledge resources or lexicons to obtain ground truth structure and
entity relations. This is especially used when matching ontologies in specialized
domains such as in biomedicine. Finally, semantic-based matching is exploited
in S-Match [9].

In contrast to the above we have proposed a novel ontology matching frame-
work that corresponds entities with images and makes use of visual features in
order to compute similarity between entities. To the authors knowledge, this is
the first approach in literature where a visual-based ontology matching algo-
rithm is proposed. Throughout the paper, the term “entity” is used to refer to
ontology entities, i.e. classes, object properties, datatype properties, etc.

3 Visual Similarity for Ontology Alignment

The idea for the development of a visual similarity algorithm for ontology align-
ment originated from the structure of ImageNet where images are assigned to
concepts. For example, Fig. 1 shows a subset of images that is found in Ima-
geNet for the words boat, ship and motorbike. Obviously, boat and ship are more
semantically related than boat and motorcycle. It is also clear from Fig.1 that
the images that correspond to boat and ship are much more similar in terms of
visual appearance than the images of motorbike. One can then assume that it
is possible to estimate the semantic relatedness of two concepts by comparing
their visual representations.

In Fig.2 the proposed architecture for visual-based ontology alignment is
presented. The source and target ontologies are the ontologies to be matched.
For every entity in the ontologies, sets of images are assigned through ImageNet
by identifying the relevant Wordnet synsets. A synset is a set of words that
have the same meaning and these are used to query ImageNet. A single entity
might correspond to a number of synsets, e.g. “track” has different meaning in
transport and in sports as can be seen in Fig. 3. Thus for each entity a number
of image sets are retrieved. For each image in a set, low level visual features are
extracted and a numerical vector representation is formed. Therefore for each
concept different sets of vectors are generated. Each set of vectors is called a
“visual signature”. All visual signatures between the source and target ontology
are compared in pairs using a modified Jaccard set similarity in order to come
up with a list of similarity values assigned to each entity pair. The final list of
mappings is generated by employing an assignment optimization algorithm such
as the Hungarian method [15].
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(c) Images for “motorbike”

Fig. 1. Images for different synsets. (a) and (b) are semantically more similar than with
(c). The visual similarity between (a) and (b) and their difference with (c) is apparent.
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Fig. 2. Architecture of the proposed ontology alignment algorithm.
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(a) Images for “track (running)” (b) Images for “track (train)”

Fig. 3. Images that correspond to different meanings of concept “track”. Since we can’t
be certain of a word meaning (word sense), each concept is associated with all relevant
synsets and corresponding image sets from ImageNet.

3.1 Assigning Images to Entities

The main source of images in the proposed work is ImageNet, an image database
organized according to the WordNet noun hierarchy in which each node of the
hierarchy is associated with a number of images. Users can search the database
through a text-search web interface where the user inputs the query words,
which are then mapped to Wordnet indexed words and a list of relevant synsets
(synonym sets, see [20]) are presented. The user selects the desired synset and
the corresponding images are displayed. In addition, ImageNet provides a REST
API for retrieving the image list that corresponds to a synset by entering the
Wordnet synset id as input and this is the access method we used.

For every entity of the two ontologies to be matched, the following process
was followed: A preprocessing procedure is executed where each entity name
is first tokenized in order to split it to meaningful words as it is common for
names to be in the form of isAuthorOf or is_author_of thus after tokenization,
isAuthorOf will be split to the words is, Author and of. The next step is to filter
out stop words, words that do not contain important significance or are very
common. In the previous example, the words is and of are removed, thus after
this preprocessing the name that is produced is Author.

After the preprocessing step, the next procedure is about identifying the
relevant Worndet synset(s) of the entity name and get their ids, which is a
rather straightforward procedure. Using these ids, ImageNet is queried in order
to retrieve a fixed number of relevant images. However trying to retrieve these
images might fail, mainly due to two reasons: either the name does not cor-
respond to a Wordnet synset, e.g. due to misspellings, or the relevant Ima-
geNet synset isn’t assigned any images, something which is not uncommon since
ImageNet is still under development and is not complete. So, in order not to end
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up with empty image collections, in the above cases the entity name is used to
query Yahoo  image search® in order to find relevant images. The idea of using
web-based search results has been employed in computer vision as in [1] where
web image search is used to train an image classifier.

The result of the above-described process is to have each ontological entity
C associated with n sets of images I;o, with i = 1,...,n, where n is the number
of synsets that correspond to entity C.

3.2 Extracting the Visual Signatures of Entities

For allowing a visual-based comparison of the ontological entities, each image set
I;c has to be represented using appropriate visual descriptors. For this purpose,
a state of the art approach is followed where images are represented as compact
numerical vectors. For extracting these vectors the approach which is described
in [27] is used as it has been shown to outperform other approaches on standard
benchmarks of image retrieval and is quite efficient. In short, SURF (Speeded
Up Robust Features) descriptors [?] are extracted for each image in a set. SURF
descriptors are numerical representations of important image features and are
used to compactly describe image content. These are then represented using
the VLAD (Vector of Locally Aggregated Descriptors) representation [12] where
four codebooks of size 128 each, were used. The resulting VLAD vectors are
PCA-projected to reduce their dimensionality to 100 coefficients, thus ending
up with a standard numerical vector representation v; for each image j in a set.
At the end of this process, each image set I, will be numerically represented
by a corresponding vector set. This vector set is termed “visual signature” Vo
as it conveniently and descriptively represents the visual content of I;c, thus
Vie ={v;}, with j =1,...,k and k being the total number of images in I;¢.
The whole processing workflow is depicted in Fig. 4.

Entity
name

Download images E>
(ImageNet + web
search)

Get synsets
from Wordnet

Extract SURF
descriptors

0

]

Indexvectors [<3
(Visual

signature)

Dimensionality
reduction (PCA)

Construct
VLAD vectors

Fig. 4. Block diagram of the process for extracting the visual signatures of an entity.

Algorithm 1 outlines the steps to create visual signatures V¢ of entities in an
ontology.

5 Yahoo search, https://images.search.yahoo.com.
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Algorithm 1. Pseudocode for extracting visual signature V¢ of an entity C in ontol-
ogy O.

Ensure: Vo = (), C is an entity of ontology O
Cy — removeStopW ords(tokenize(C))
W « find Wordnet synsets of C}
for all synsets W, in W do
I,c < download k images from ImageNet
if I,c = 0 then
download k images from web
end if
Vic — 0
for all images j in I,c do
v; < extractVisual Descriptors(j)
Vic « add vy
end for
Vc «— add Vic
end for
return V¢

3.3 Comparing Visual Signatures for Computing Entity Similarity

Having the visual signatures for each entity, the next step is to use an appropriate
metric in order to compare these signatures and estimate the similarity between
image sets. Several vector similarity and distance metrics exist, such as cosine
similarity or euclidean distance, however these are mostly suitable when compar-
ing individual vectors. In the current work, we are interested in establishing the
similarity value between vector sets so the Jaccard set similarity measure is more
appropriate as it is has been defined exactly for this purpose. It’s definition is

J _ Vies 0 Vit
ViCsy‘/tth |‘/’ch U ‘/th|

(1)

where Vics and Vjc, are the ¢ and j different visual signatures of entities Cj
and Cy, |Vics N Vjcy is the intersection size of the two sets, i.e. the number of
identical images between the sets, and |V;¢s ﬂVth\ is the total number of images
in both sets. It holds that 0 < Jy,., v,c, < 1. For defining if two images A and B
are identical, we compute the angular similarity of their vector representations.

arccos (cosineSim(A, B))

(2)

AngSimap=1—
T

with cosineSim(A, B) equal to
n=100

Z Ay - By
k=1

n=100 n=100

D A D B
k=1 k=1

cosineSim(A, B) =
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For AngSim, a value of 0 means that the two images are completely irrele-
vant and 1 means that they are identical. However, two images might not have
AngSima g = 1 even if they are visually the same but they are acquired from
different sources due to e.g. differences in resolution, compression or stored for-
mat, thus we risk of having |VcsNVjc¢| = 0. For this reason instead of aiming to
find truly identical images we introduce the concept of “near-identical images”
where two images are considered identical if the have a similarity value above a
threshold T', thus

0 if AngSimap <T
1 if AngSimAB >T

Identicala p = { (4)
T is experimentally defined. Using the above we are able to establish the Jac-
card set similarity value of two ontological entities by corresponding each entity
to an image set, extracting the visual signature of each set and comparing these
signatures. The Jaccard set similarity value Jy, y; is computed for every pair
i,j of synsets that correspond to the examined entities, V,U. Visual Similarity

is defined as
Visual Sim(Cy, Ct) = mang(JViCmVth) (5)

7‘7

4 Combining Visual and Lexical Features

The Visual Similarity algorithm can either be exploited as a standalone measure
or it can be used as complementary to other ontology matching measures as
well. Since in order to construct the visual representation of entities Wordnet
is used, one approach is to combine visual with lexical-based features. Lexical-
based measures have been used in ontology matching systems in recent OAEI
benchmarks, such as in [23] where, among others, the Wu-Palmer [29] Wordnet-
based measure has been integrated. The Wu-Palmer similarity value between
concepts C7 and C5 is defined as

2. N; -
Ni+No+2 N3

where Cj is defined as the least common superconcept (or hypernym) of both C;
and Cs, N7 and Ny are the number of nodes from C; and C5 to Cs, respectively,
and N3 is the number of nodes on the path from Cj3 to root. The intuition behind
this metric is that since concepts closer to the root have a broader meaning which
is made more specific as one moves to the leaves of the hierarchy, if two concepts
have a common hypernym closer to them and further from the root, then it’s
likely that they have a closer semantic relation.

Based on this intuition we have defined a new similarity metric that takes
into account the visual features of both concepts and of their least common
superconcept. Using the same notation and meaning for C7, Cy, C3, the measure
we have defined is expressed as

WuPalmerc, .c, =

V3

LeriVisenc. = 3w, v v

(7)
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Hydroplane Craft
Boat-Hydroplane=0.49, Boat-Craft=0.24,
Hydroplane-Craft=0.35

LexiVis (Boat-Hydroplane) = 0.20

Fig. 5. Visual similarity values between the concepts “Boat” and “Hydroplane” which
are semantically irrelevant but visually similar. Their common hypernym is “Craft”.
The LexiVis measure, by taking advantage of lexical features, lowers their similarity
value.

where V3 is the visual similarity value between Cy and Cs and V;,Vs are the
visual similarity values between C7,C5 and Cq,C3 respectively. V;,Vo and V3 are
calculated according to Eq.5. In all cases, 0 < LexiVisc, c, < 1. The intu-
ition behind this measure is that semantically related concepts will be each
other highly visually similar to each other and also highly similar visually with
their closest hypernym. The incorporation of the closest hypernym in the overall
similarity estimation of two concepts will allow for corrections in cases where
concepts might be visually similar but semantically irrelevant, e.g. “boat” and
“hydroplane” pictures depict an object surrounded by a body of water, how-
ever when they are visually compared against their common superconcept, in
the previous example it is the concept “craft”, their pair-wise visual similarity
value will be low thus lowering the concepts’ similarity. This example is depicted
in Fig. 5.

5 Experimental Results

For analyzing the performance of the Visual Similarity ontology matching algo-
rithm we ran it against the Ontology Alignment Evaluation Initiative (OAEI)
Conference track of 2014 [5]7. The OAEI benchmarks are organized annually and
have become a standard in ontology alignment tools evaluation. In the conference
track, a number of ontologies that are used for the organization of conferences
have to be aligned in pairs. The conference track was chosen as, by design, the
proposed algorithm requires meaningful entity names that can be visually rep-
resented. Other tracks, such as benchmark and anatomy, weren’t considered due
to this limitation which is further discussed in Sect. 6. Reference alignments are
available and these are used for the actual evaluation in an automated manner.

7 OAET 2014, http://oaci.ontologymatching.org/2014.
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The reference alignment that was used is “ral” since this was readily available
for the OAFEI 2014 website.

The VisualSim and LexiVis ontology matching algorithms were integrated
in the Alignment API [6] which offers interfaces and sample implementations in
order to integrate matching algorithms. The API is recommended from OAEI for
participating in the benchmarks. In addition, algorithms to compute standard
information retrieval measures, i.e. precision, recall and F-measure, against ref-
erence alignments can be found in the API, so these were used for the evaluation
of the tests results. In these tests we changed the threshold, i.e. the value under
which an entity matching is discarded, and registered the precision, recall and
F'1 measure values.

In order to have a better understanding of the proposed algorithms we com-
pared it against other popular matching algorithms. Ideally the performance
of these would be evaluated against other matching algorithms that make use
of similar modalities, i.e. visual or other. This wasn’t feasible as the proposed
algorithms are the first that makes use of visual features, so we compare it
with standard algorithms that exploit traditional features such as string-based
and Wordnet-based similarity. For this purpose we implemented the ISub string
similarity matcher [28] and the Wu-Palmer Wordnet-based matcher which is
described in Sect.4. These matchers have been used in the YAM-++ ontology
matching system [23] which was one of the top ranked systems in OAEI 2012.

All aforementioned algorithms, ISub, Wu-Palmer, VisualSim and LexiVis,
are evaluated using Precision, Recall and F'1 measure, with

2 - Precision - Recall
Fl=
Precision + Recall (8)

The results of this evaluation are displayed in Fig. 6.

It can be seen from Fig. 6 that VisualSim and the LexiVis algorithms per-
forms better in all measures than the Wu-Palmer alignment algorithm which
confirms with our initial assumption that the semantic similarity between enti-
ties can be reflected in their visual representation using imaging modalities. This
allows a new range of matching techniques based on modalities that haven’t been
considered so far to be investigated. However, the string-based ISub matcher
displays superior performance, which was expected as string-based matchers are
very effective in ontology alignment and matching problems, which points out
that the aforementioned new range of matchers should work complementary
to the existing and established matchers as these have proven their reliability
though time.

An additional performance factor that should be mentioned is the compu-
tational complexity and overall execution time for the Visual based algorithm
which is much greater than the simpler string-based algorithms. Analyzing Fig. 4,
of all the documented steps by far the most time consuming are the image
download and visual descriptor extraction. However, ImageNet is already offer-
ing visual descriptors which are extracted from the synset images and are freely
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Fig. 6. Precision, Recall and F1 diagrams for different threshold values using the con-
ference track ontologies of OAEI 2014.
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available to download®. The range of images that have been processed is not yet
complete but as ImageNet is still in development, the plan is to have the whole
image database processed and have the visual descriptors extracted. This avail-
ability will make the calculation of the proposed visual-based ontology alignment
algorithms faster.

5.1 In Combination with Other Ontology Alignment Algorithms

As a further test, using the Alignment API we integrated the LexiVis matching
algorithm and aggregated the matching results with other available matching
algorithms in order to have an understanding on how it would perform in a real
ontology matching system. We used the LexiVis algorithm as it was shown to
perform better than the original Visual Similarity algorithm (Fig.6). The other
algorithms that were used are the ISub and Similarity Flooding matchers in
addition to the baseline NameEq matcher. These were used in order to have
a combination of matchers that exploit different features, i.e. string, structural
and visual. The matchers were combined using an adaptive weighting approach
similar to [3]. For this test we again used the conference track benchmark dataset
of OAEI 2014. For this dataset, results regarding the performance of the partic-
ipating matching systems are published in OAEI’s website and in [5]. It can be
seen from Table 1, in the line denoted with italic font, that the inclusion of the
LexiVis ontology matching algorithm in the matching system results in better
overall performance than running the system without it. The added value of 0.01
in F'1 results in an overall F'1 value of 0.60 which brings our matching system

Table 1. Performance of the LexiVis matching algorithm in combination with other
matching algorithms (ISub, Name Equality, Similarity Flooding [19]), and how the per-
formance is compared to matching systems that participated in OAEI 2014 conference
track.

System Precision | Recall | F1-measure
AML 0.85 0.64 |0.73
LogMap 0.80 0.59 |0.68
LogMap-C 0.82 0.57 |0.67
XMap 0.87 0.49 10.63
NameEq + ISub + SimFlood + LexiVis | 0.71 0.53 |0.60
NameEq + ISub + SimFlood 0.81 0.47 10.59
OMReasoner 0.82 0.46 |0.59
Baseline (NameEq) 0.80 0.43 |0.56
AOTL 0.77 0.43 |0.55
MaasMtch 0.64 0.48 |0.55

8 ImageNet visual features download,
http://image-net.org/download-features.
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in the top 5 performances. The rather small added value of 0.01 is mainly due
to the fact that the benchmark is quite challenging as can be seen from the
results of Table1. For example the XMap system, which is ranked 4th, man-
aged to score 0.07 more in F'1 than the baseline NameEq matcher which simply
compares strings and produces a valid pair if the names are equal. Even this
small increase of F'1 just by including the LexiVis algorithm proves that it can
improve results in such a challenging benchmark thus showing its benefit.

6 Conclusions

In this paper a novel ontology matching algorithm which is based on visual fea-
tures is presented. The algorithm exploits ImageNet’s structure which is based
on Wordnet in order to correspond image sets to the ontological entities and state
of the art visual processing is employed which involves visual feature descrip-
tors extraction, codebook-based feature representation, dimensionality reduction
and indexing. The visual-based similarity value is taken by calculating a modi-
fied version of the Jaccard set similarity value. A new matcher is also proposed
which combines visual and lexical features in order to determine entity similar-
ity. The proposed algorithms have been evaluated using the established OAEI
benchmark and has shown to outperform Wordnet-based approaches. In addition
it was shown that the combination of the LexiVis algorithm with other standard
ontology matchers and metrics in a matching system has led to increase mapping
accuracy compared to the same matching system but without including LexiVis.
This proves the increased efficiency of our approach.

A limitation of the proposed visual-based matching algorithm is that since it
relies of visual depictions of entities, in cases where entity names are not words,
e.g. alphanumeric codes, then its performance will be poor as images will be
able to be associated with it. A way to tackle this is to extend the approach
to include other data, such as rdfs:label, which are more descriptive. Another
limitations of this approach would be the mapping of concepts that are visually
hard to express, e.g. “Idea” or “Freedom”, however this is partly leveraged by
employing web-based search which likely retrieves relevant images for almost any
concept.

Future work will be directed to the optimization of the processing pipeline
in order to have visual similarity results in a more timely manner and other
approaches such as word sense disambiguation in order to reduce the image sets
that correspond to each entity. Finally, as it has already been mentioned, since
the current version of the algorithm only uses entity names, we will also consider
using additional features such as entity labels and comments.
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Abstract. Model-intersection (MI) problems are a very large class of
logical problems that includes many useful problem classes, such as proof
problems on first-order logic and query-answering (QA) problems in pure
Prolog and deductive databases. We propose a general schema for solv-
ing MI problems by equivalent transformation (ET), where problems
are solved by repeated simplification. The correctness of this solution
schema is shown. This general schema is specialized for formalizing solu-
tion schemas for QA problems and proof problems. The notion of a target
mapping is introduced for generation of ET rules, allowing many possible
computation procedures, for instance, computation procedures based on
resolution and unfolding. This theory is useful for inventing solutions for
many classes of logical problems.

Keywords: Model-intersection problem - Query-answering problem -
Equivalent transformation - Problem solving

1 Introduction

This paper introduces a model-intersection problem (MI problem), which is a pair
(Cs, ), where Cs is a set of clauses and ¢ is a mapping, called an ezit mapping,
used for constructing the output answer from the intersection of all models of Cs.
More formally, the answer to a MI problem (Cs, ) is () Models(Cs)), where
Models(Cs) is the set of all models of Cs. The set of all MI problems constitutes
a very large class of problems and is of great importance.

MI problems includes as an important subclass query-answering problems
(QA problems), each of which is a pair (Cs,a), where Cs is a set of clauses
and a is a user-defined query atom. The answer to a QA problem (Cs, a) is
defined as the set of all ground instances of a that are logical consequences of
Cs. Characteristically, a QA problem is an “all-answers finding” problem, i.e.,
all ground instances of a given query atom satisfying the requirement above are
to be found. Many logic programming languages, including Datalog, Prolog, and
other extensions of Prolog, deal with specific subclasses of QA problems.
© Springer International Publishing AG 2016
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The class of proof problems is also a subclass of MI problems. In contrast
to a QA problem, a proof problem, is a “yes/no” problem; it is concerned with
checking whether or not one given logical formula is a logical consequence of
another given logical formula. Formally, a proof problem is a pair (E1, Es), where
E, and FE5 are first-order formulas, and the answer to this problem is defined
to be “yes” if E5 is a logical consequence of Fy, and it is defined to be “no”
otherwise.

Historically, among these three kinds of problems, proof problems were first
solved, e.g., the tableaux method [8] and the resolution method [12] have been
long well known. After that, QA problems on pure Prolog were solved based on
the resolution principle. The theory of SLD-resolution was used for the correct-
ness of Prolog computation. So it has been believed that Prolog computation
is an inference process. This approach can be called a proof-centered approach.
Many solutions proposed so far for some other classes of logical problems are
also basically proof-centered.

In this paper, we prove that a QA problem is a MI problem (Theorem 3), and
a proof problem is also a MI problem (Theorem 4). Together with the inclusion
relation between proof problems and QA problems shown in [2], we have

Proor C QA C M,

where PROOF, QA, and MI denote the class of all proof problems, the class of
all QA problems, and the class of all MI problems, respectively. The class of all
MI problems is larger than the class of all QA problems and that of all proof
problems. It is a more natural class to be solved by the method presented in
this paper. A general solution method for MI problems can be applied to any
arbitrary QA problem and any arbitrary proof problem. This can be called a
MI-centered approach.

MI problems are axiomatically constructed on an abstract structure, called
a specialization system. It consists of abstract atoms and abstract operations
(extensions of variable-substitution operations) on atoms, called specializations.
These abstract components can be any arbitrary mathematical objects as long as
they satisfy given axioms. Abstract clauses can be built on abstract atoms. This
is a sharp contrast to most of the conventional theories in logic programming,
where concrete syntax is usually used. In Prolog, for example, usual first-order
atoms and substitutions with concrete syntax are used, and there is no way to
give a foundation for other forms of extended atoms and for various specialization
operations other than the usual variable-substitution operation.

An axiomatic theory enables us to develop a very general theory. By instan-
tiating a specialization system to a specific domain and by imposing certain
restrictions on clauses, our theory can be applied to many subclasses of MI
problems.

We propose a general schema for solving MI problems by equivalent transfor-
mation (ET), where problems are solved by repeated simplification. We introduce
the concept of target mapping and propose three target mappings. Since trans-
formation preserving a target mapping is ET, target mappings provide a strong
foundation for inventing many ET rules for solving MI problems on clauses.
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An ET-based solution consists of the following steps: (i) formalize an initial
MI problem on some specialization system, (ii) prepare ET rules, (iii) construct
an ET sequence, and (iv) compute an answer mapping for deriving a solution.

To begin with, Sect. 2 recalls the concept of specialization system and formal-
izes MI problems on a specialization system. QA problems and proof problems
are embedded into the class of all MI problems. Section 3 defines the notions of
a target mapping and an answer mapping, and introduces a schema for solving
MI problems based on ET preserving answers/target mappings. The correctness
of this solution schema is shown. Section 4 introduces three target mappings for
clause sets. Among them, MM is a target mapping that associates with each
clause set a collection of its specific models computed in a bottom-up manner.
Section 5 presents solution schemas for QA problems and proof problems based
on the solution schema for MI problems in Sect. 3. Section 6 shows examples of
solutions of a QA problem and a proof problem based on the solution schemas
in Sect. 5. Section 7 concludes the paper.

The notation that follows holds thereafter. Given a set A, pow(A) denotes
the power set of A and partialMap(A) the set of all partial mappings on A (i.e.,
from A to A). For any partial mapping f from a set A to a set B, dom(f) denotes
the domain of f, i.e., dom(f) ={a | (a € A) & (f(a) is defined)}.

2 Clauses and Model-Intersection Problems

2.1 Specialization Systems

A substitution {X/f(a),Y/g(z)} changes an atom p(X,5,Y") in the term domain
into p(f(a),5,g(z)). Generally, a substitution in first-order logic defines a total
mapping on the set of all atoms in the term domain. Composition of such map-
pings is also realized by some substitution. There is a substitution that does
not change any atom (i.e., the empty substitution). A ground atom in the term
domain is a variable-free atom.

Likewise, in the string domain, substitutions for strings are used. A substi-
tution {X/“aYbc”,Y/“zyz”} changes an atom p(“X5Y”) into p(“aY bebryz”).
Such a substitution for strings defines a total mapping on the set of all atoms
that may include string variables. Composition of such mappings is also realized
by some string substitution. There is a string substitution that does not change
any atom (i.e., the empty substitution). A ground atom in the string domain is
a variable-free atom.

A similar operation can be considered in the class-variable domain. Con-
sider, for example, an atom p(X: animal,Y: dog, Z: cat) in this domain,
where X: animal, Y: dog, and Z: cat represent an animal object, a dog
object, and a cat object, respectively. When we obtain additional informa-
tion that X is a dog, we can restrict X: animal into X: dog and the atom
p(X: animal,Y : dog, Z: cat) into p(X: dog,Y : dog, Z: cat). By contrast, with
new information that Z is a dog, we cannot restrict Z: cat and the above atom
since Z cannot be a dog and a cat at the same time. More generally, such a
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restriction operation may not be applicable to some atoms, i.e., it defines a
partial mapping on the set of all atoms. Composition of such partial mappings is
also a partial mapping, and we can determine some composition operation cor-
responding to it. An empty substitution that does not change any atom can be
introduced. A ground atom in the class-variable domain is a variable-free atom.

In order to capture the common properties of such operations on atoms, the
notion of a specialization system was introduced around 1990.

Definition 1. A specialization system I is a quadruple (A,G,S,u) of three
sets A, G, and S, and a mapping p from S to partialMap(A) that satisfies the
following conditions:

1. (V8" € 8)(Fs € 8) : pu(s) = u(s") o u(s").
2. FseS)(VaecA):pu(s)(a) =a.
3. GC A

Elements of A, G, and S are called atoms, ground atoms, and specializations,
respectively. The mapping u is called the specialization operator of I'. A special-
ization s € S is said to be applicable to a € A iff a € dom(u(s)). O

Assume that a specialization system I' = (A, G, S, u) is given. A specializa-
tion in S will often be denoted by a Greek letter such as 0. A specialization § € S
will be identified with the partial mapping p(6) and used as a postfix unary (par-
tial) operator on A (e.g., u(f)(a) = ab), provided that no confusion is caused.
Let € denote the identity specialization in S, i.e., ae = a for any a € A. For any
0,0 € S, let 6 o o denote a specialization p € S such that u(p) = p(o) o u(9),
ie, a(foo) = (ab)o for any a € A.

2.2 User-Defined Atoms, Constraint Atoms, and Clauses

Let Iy = (Au,Gu, Su, ttu) and I, = (Ac, G, Se, tie) be specialization systems
such that S, = S.. Elements of A, are called user-defined atoms and those of
Gy are called ground user-defined atoms. Elements of A, are called constraint
atoms and those of G, are called ground constraint atoms. Hereinafter, assume
that S = S, = S.. Elements of S are called specializations. Let TCON denote
the set of all true ground constraint atoms.

A clause on (I, I.) is an expression of the form

A1yeney O — b1y, by,

where m > 0, n > 0, and each of ay,...,a;,,b1,...,b, belongs to A, U A.. It is
called a definite clause iff m =1 and ay € A,. It is called a positive unit clause
iff it is a definite clause and each of by, . .., b, belongs to A.. It is a ground clause
on (I, I;) iff each of a1, ...,am,b1,...,b, belongs to G, UG.. Let CLS denote
the set of all clauses on (I, I%).
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2.3 Interpretations and Models

An interpretation is a subset of G,. Unlike ground user-defined atoms, the truth
values of ground constraint atoms are predetermined by TCON (cf. Sect.2.2)
independently of interpretations. A ground constraint atom g is true iff g €
TCoN. It is false otherwise.

A ground clause C' = (ai1,...,am, < b1,...,b,) is true with respect to an
interpretation G C G, (in other words, G satisfies C) iff at least one of the
following conditions is satisfied:

1. There exists i € {1,...,m} such that a; € G UTCON.
2. There exists j € {1,...,n} such that b; ¢ G U TCON.

A clause C' is true with respect to an interpretation G C G, (in other words, G
satisfies C) iff for any specialization 6 such that C@ is ground, C is true with
respect to G. A model of a clause set Cs C CLS is an interpretation that satisfies
every clause in Cs.

Note that the standard semantics is taken in this paper, i.e., all models of a
formula are considered instead of specific ones, such as those considered in the
minimal model semantics [6,11] (i.e., the semantics underlying logic program-
ming) and those considered in stable model semantics [9,10] (i.e., the semantics
underlying answer set programming).

2.4 Model-Intersection (MI) Problems

Let Models be a mapping that associates with each clause set the set of all of
its models, i.e., Models(Cs) is the set of all models of Cs for any Cs C CLs.

Assume that a person A and a person B are interested in knowing which
atoms in G, are true and which atoms in G, are false. They want to know the
unknown set G of all true ground atoms. Due to shortage of knowledge, A still
cannot determine one unique true subset of G,,. The person A can only limit pos-
sible subsets of true atoms by specifying a subset Gs of pow(G,). The unknown
set G of all true atoms belongs to Gs. One way for A to inform this knowledge
to B compactly is to send to B a clause set Cs such that Gs C Models(Cs).
Receiving Cs, B knows that Models(Cs) includes all possible intended sets of
ground atoms, i.e., G € Models(Cs). As such, B can know that each ground
atom outside |J Models(Cs) is false, i.e., for any g € Gy, if g ¢ |J Models(Cs),
then g ¢ G. The person B can also know that each ground atom in [ Models( Cs)
is true, i.e., for any g € Gy, if g € (| Models(Cs), then g € G. This shows the
importance of calculating (| Models(Cs).

A model-intersection problem (MI problem) is a pair (Cs, ¢), where Cs C CLS
and ¢ is a mapping from pow(G, ) to some set . The mapping ¢ is called an exit
mapping. The answer to this problem, denoted by ansyi(Cs, @), is defined by

ansvi(Cs, o) = tp(m Models(Cs)),

where () Models(Cs) is the intersection of all models of Cs. Note that when
Models(Cs) is the empty set, [ Models(Cs) = G,.
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2.5 Query-Answering (QA) Problems

Let Cs C CLs. For any Cs C CLs, Cs is a logical consequence of Cs, denoted
by Cs = C5, iff every model of Cs is also a model of Cs'. For any a € Ay, a is a
logical consequence of Cs, denoted by Cs = a, iff Cs |= {(a «—)}.

A query-answering problem (QA problem) in this paper is a pair (Cs, a),
where Cs C CLS and a is a user-defined atom in A,. The answer to a QA
problem (Cs, a), denoted by ansqa(Cs,a), is defined by

ansqa(Cs,a) ={ab | (0 € S) & (ab € Gy) & (Cs = (ad <))}
Theorem 1. For any Cs C CLS and a € Ay,
ansqa (Cs, a) = rep(a) N (ﬂ Models(Cs)),
where rep(a) denotes the set of all ground instances of a.

Proof: Let Cs C CLS and a € A,. By the definition of |, for any ground atom
g € Gu, Cs =g iff g € () Models(Cs). Then
ansqa(Cs,a) = {ab | (8 € S) & (ab € G,) &(Cs = (ab <))}
={g(0€8) & (9=ab)&(g € Gu)&(Cs = (g <))}
={g (g € rep(a)) & (Cs = (g <))}
={g| (g € rep(a)) & (g € () Models(Cs)))}
= rep(a) N (ﬂ Models(Cs)).
O

Theorem 1 shows the importance of the intersection of all models of a clause
set. By this theorem, the answer to a QA problem can be rewritten as follows:

Theorem 2. Let Cs C CLS and a € Ay. Then ansqa(Cs,a) = ansmi(Cs, ¢1),
where for any G C Gy, p1(G) = rep(a) N G.

Proof: It follows from Theorem 1 and the definition of ¢ that ansqa(Cs,a) =
v1(N Models(Cs)) = ansyi(Cs, ¢1). O

This is one way to regard a QA problem as a MI problem, which can be
understood as follows: The set () Models(Cs) often contains too many ground
atoms. The set rep(a) specifies a range of interest in the set G,. The exit mapping
1 focuses attention on the part rep(a) by making intersection with it.

Theorem 3 below shows another way to formalize a QA problem as a MI
problem.

Theorem 3. Assume that the specialization system for first-order logic is used.
Let Cs C CLS and a € A,. Then

ansqa (Cs,a) = ansyi(CsU{(p(z1, ..., zn) — a)}, ¢2),



Model-Intersection Problems and Their Solution Schema 197

where p is a predicate that appears in neither Cs nor a, the arguments x1, ..., Ty,
are all the mutually different variables occurring in a, and for any G C G,

w2 (G)={ab | (0 €8) & (p(x1,...,2,)0 € G)}.
Proof: By Theorem 1 and the definition of s,
ansqa (Cs, a) = rep(a) N (ﬂ Models(Cs))

= o([ | Models(Cs U {(p(x1, ..., xn) < a)}))
= ansmi(CsU {(p(z1,...,2n) — a)}, p2).
O

In logic programming [11], a problem represented by a pair of a set of definite
clauses and a query atom has been intensively discussed. In the description logic
(DL) community [4], a class of problems formulated as conjunctions of DL-based
axioms and assertions together with query atoms has been discussed [13]. These
two problem classes can be formalized as subclasses of QA problems considered
in this paper.

2.6 Proof Problems

A proof problem is a pair (Ep, Es), where E; and Es are first-order formulas,
and the answer to this problem, denoted by ansp,(E1, Es), is defined by

“yes” if F is a logical consequence of Ej,

anspy(E1, Ey) = i
pr(E1, E2) {“no” otherwise.

It is well known that a proof problem (Ej, Es) can be converted into the
problem of determining whether Ey A —FEs is unsatisfiable [5], i.e., whether Ej A
—F5 has no model. As a result, ansp,(E1, F3) can be equivalently defined by

“yes” if Models(Ey N —E3) = 0,

ansp.(F1, Ey) = .
pe(E1, B2) {“no” otherwise.

Theorem 4. Let (Ey, Es) be a proof problem. Let Cs be the set of clauses
obtained by transformation of Fy N —FEs preserving satisfiability. Let 3
pow(Gy) — {“yes”, “no”} be defined by: for any G C G,

uyesv Zf G — gu,

“no” otherwise.

(6 = {

Then ansp,(E1, Eq) = anspi(Cs, ©3).

Proof: Let b be a ground user-defined atom that is not an instance of any user-
defined atom occurring in Cs. If m is a model of Cs, then m — {b} is also a
model of Cs. Obviously, m — {b} # G,. Therefore, (i) if Models(Cs) # 0, then
() Models(Cs) # Gy, and (ii) if Models(Cs) = @, then (| Models(Cs) = ({} = Gu.
Hence ansp,(E1, E2) = ansyi(Cs, p3). |
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3 Solving MI Problems by Equivalent Transformation

A general schema for solving MI problems based on equivalent transformation
is formulated and its correctness is shown (Theorem 9).

3.1 Preservation of Partial Mappings and Equivalent
Transformation

Terminologies such as preservation of partial mappings and equivalent transfor-
mation are defined in general below. They will be used with a specific class of
partial mappings called target mappings, which will be introduced in Sect. 3.2.

Assume that X and Y are sets and f is a partial mapping from X to Y.
For any x,2’ € dom(f), transformation of x into z’ is said to preserve f iff
f(x) = f(2'). For any x,2’ € dom(f), transformation of z into z’ is called
equivalent transformation (ET) with respect to f iff the transformation preserves
foie, f(@) = f(@).

Let F be a set of partial mappings from a set X to a set Y. Given z,2’ € X,
transformation of x into &’ is called equivalent transformation (ET) with respect
to IF iff there exists f € F such that the transformation preserves f. A sequence
[xo,x1,...,x,] of elements in X is called an equivalent transformation sequence
(ET sequence) with respect to F iff for any i € {0,1,...,n — 1}, transformation
of z; into z;41 is ET with respect to F. When emphasis is placed on the initial
element zo and the final element x,,, this sequence is also referred to as an ET
sequence from xg to x,,.

3.2 Target Mappings and Answer Mappings

Given a MI problem (Cs, o), since anspi(Cs, ) = ¢([| Models(Cs)), the answer
to this MI problem is determined uniquely by Models(Cs) and ¢. As a result,
we can equivalently consider a new MI problem with the same answer by
switching from Cs to another clause set Cs' if Models(Cs) = Models(Cs).
According to the general terminologies defined in Sect. 3.1, on condition that
Models(Cs) = Models(Cs'), transformation from = = Cs into 2’ = Cs' pre-
serves f = Models and is called ET with respect to f = Models, where (i)
x,2" € pow(CLs) and (ii) Models(x), Models(z') € pow(pow(G,)). We can also
consider an ET sequence [Csg, Csy, . .., Cs,] of elements in pow(CLS) with respect
to a singleton set { Models}. MI problems can be transformed into simpler forms
by ET preserving Models.

In order to use more partial mappings for simplification of MI problems, we
extend our consideration from the specific mapping Models to a class of partial
mappings, called GSETMAP, defined below.

Definition 2. GSETMAP is the set of all partial mappings from pow(CLS) to
pow(pow(Gy)). O
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As defined in Sect. 2.4, Models(Cs) is the set of all models of Cs for any
Cs C CLs. Since a model is a subset of G,,, Models is regarded as a total mapping
from pow(CLS) to pow(pow(G,)). Since a total mapping is also a partial mapping,
the mapping Models is a partial mapping from pow(CLS) to pow(pow(G,)), i.e.,
it is an element of GSETMAP.

A partial mapping M in GSETMAP is of particular interest if (M (Cs) =
() Models(Cs) for any Cs € dom(M). Such a partial mapping is called a target
mapping.

Definition 3. A partial mapping M € GSETMAP is a target mapping iff for
any Cs € dom(M), (M (Cs) = () Models(Cs). O

It is obvious that:
Theorem 5. The mapping Models is a target mapping. a

The next theorem provides a sufficient condition for a mapping in GSETMAP
to be a target mapping.

Theorem 6. Let M € GSETMAP. M is a target mapping if the following con-
ditions are satisfied:

1. M(Cs) C Models(Cs) for any Cs € dom(M).
2. For any Cs € dom(M) and any mg € Models(Cs), there exists my € M(Cs)
such that m1; C mo.

Proof: Assume that Conditions 1 and 2 above hold. Let Cs € dom(M). By
Condition 1, M (Cs) D () Models(Cs). We show that (| M (Cs) C () Models(C's)
as follows: Assume that g € (M (Cs). Let my € Models(Cs). By Condition 2,
there exists my € M(Cs) such that m; C maq. Since g € (M (Cs), g belongs
to my. So g € ma. Since my is any arbitrary element of Models(Cs), g belongs
to () Models(Cs). It follows that () M (Cs) = (| Models(Cs). Hence M is a target
mapping. a

Definition 4. A partial mapping A from pow(CLS) to a set W is an answer map-
ping with respect to an exit mapping ¢ iff for any Cs € dom(A), ansmi(Cs, ) =
A(Cs). O

If M is a target mapping, then M can be used for computing the answers to
MI problems. More precisely:

Theorem 7. Let M be a target mapping and ¢ an exit mapping. Suppose that
A is a partial mapping such that dom(A) = dom(M) and for any Cs € dom(M),
A(Cs) = (N M(Cs)). Then A is an answer mapping with respect to ¢.

Proof: Let Cs € dom(A). Since dom(A) = dom(M), Cs belongs to dom(M).
Since M is a target mapping, (| M (Cs) = (| Models(Cs). Thus ansvi(Cs, @) =
©([ Models(Cs)) = o((NM(Cs)) = A(Cs). So A is an answer mapping with
respect to ¢. O
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3.3 ET Steps and ET Rules

Next, a schema for solving MI problems based on equivalent transformation (ET)
preserving answers is formulated. The notions of preservation of answers/target
mappings, ET with respect to answers/target mappings, and an ET sequence
are obtained by specializing the general definitions in Sect. 3.1.

Let m be a mapping, called state mapping, from a given set STATE to the set
of all MI problems. Elements of STATE are called states.

Definition 5. Let (S,S’) € STATEXSTATE. (S, S’) is an ET step with respect to
7 iff if 7(S) = (Cs, ) and 7(S’) = (C5, '), then ansyi(Cs, p) = ansyi(Cs', ).

O

Definition 6. A sequence [Sp,Si,...,S,] of elements of STATE is an ET
sequence with respect to 7 iff for any ¢ € {0,1,...,n — 1}, (S;, Si+1) is an
ET step with respect to . O
The role of ET computation constructing [Sp, S1,...,S,] is to start with

So and to reach S, from which the answer to the given problem can be easily
computed.
The concept of ET rule on STATE is defined by:

Definition 7. An ET rule r on STATE with respect to 7 is a partial mapping
from STATE to STATE such that for any S € dom(r), (S,7(S)) is an ET step with
respect to 7. O

We also define ET rules on pow(CLS) as follows:

Definition 8. An ET rule r with respect to a target mapping M is a partial
mapping from pow(CLS) to pow(CLS) such that for any Cs € dom(r), M(Cs) =
M(r(Cs)). O

We can construct an ET rule on STATE based on target mappings.

Theorem 8. Assume that M is a target mapping and r is a partial mapping
from pow(CLS) to pow(CLS). Let 7 be defined as a partial mapping from STATE
to STATE such that for any S € STATE, if w(S) = (Cs,¢), then w(7(S)) =
(r(Cs), ). If r is an ET rule with respect to M, then 7 is an ET rule on STATE.

Proof: Assume that r is an ET rule with respect to M. Let S € STATE such that
m(S) = (Cs, ). Then

ansvi(Cs, p) = @(ﬂ Models(Cs))

= (since Mis a target mapping)

= () M(Cy))

= (since r is an ET rule with respect to M)

= ([ M(r(Cs)))
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= (since M is a target mapping)

= @(ﬂ Models(r(Cs)))
= ansmi(r(Cs), ¢).

3.4 Correct Solutions Based on ET Rules
Assume that

— ¢ is an exit mapping,

— PrROB = pow(CLS) X {¢},

— STATE is a set of states and 7 is a state mapping for STATE such that for any
S € STATE, the second component of 7(S) is ¢, and

— A is an answer mapping with respect to .

The proposed solution schema for MI problems consists of the following steps:

Assume that a MI problem (Cs, ¢) in PROB is given as an input problem.
Prepare a set R of ET rules on STATE with respect to .

Take Sy such that 7w(Sp) = (Cs, ) to start computation from Sy.

Construct an ET sequence [Sy,...,S,] by applying ET rules in R, i.e., for
each i € {0,1,...,n— 1}, S;y1 is obtained from S; by selecting and applying
r; € R such that S; € dom(r;) and r;(S;) = Si11.

5. Assume that 7(S,,) = (Csy,, ¢). If the computation reaches the domain of A,
i.e., Cs, € dom(A), then compute the answer by using the answer mapping
A, i.e., output A(Cs,,).

=W

Given a set Cs of clauses and an exit mapping ¢, the answer to the MI
problem (Cs, ), i.e., ansmi(Cs, ) = o([) Models(Cs)), can be directly obtained
by the computation shown in the leftmost path in Fig. 1. Instead of taking this
computation path, the above solution takes a different one, i.e., the lowest path
(from Cs to Cs') followed by the rightmost path (through A) in Fig. 1.

The selection of r; in R at Step 4 is nondeterministic and there may be many
possible computation paths for each MI problem. Every output computed by
using any arbitrary computation path is correct. When the set R gives at least
one correct computation path for each MI problem in PROB, R can be regarded
as an algorithm for PROB.

Theorem 9. The above procedure gives the correct answer to (Cs, ).

Proof. Since [Sp, ..., S,]is an ET sequence, ansyi(Cs, @) = ansyi(Csy, ). Since
A is an answer mapping with respect to ¢, ansmi(Csn,p) = A(Cs,). Hence
ansmi(Cs, o) = A(Csp,). O
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Fig. 1. Target mappings, an answer mapping, and ET computation paths.

3.5 Computation Cost for Solving MI Problems

We next explain the basic structure of computation cost of the solution in
Sect. 3.4. For the discussion below, the following notation is assumed:

— For any S, S’ € STATE, let trans(S, S’) denote the transformation of S into S’,
and time(trans(S, S")) denote the computation time required for this transfor-
mation step.

— Let 7 be a state mapping. For any answer mapping A and S € STATE, let
comp(A, S) denote the computation of A(Cs), where 7(S) = (Cs, ¢), and let
time(comp(A, S)) denote the amount of time required for this computation.

With this notation, the time of the solution in Sect.3.4 using an ET sequence
[So,S1,...,5,] and an answer mapping A is evaluated by

Tt = EiL time(trans(S;—1, S;)) + time(comp(A, Sy)).

A basic strategy to obtain an efficient solution is to minimize (i) the time for
final computation, i.e., time(comp(A,Sy,)), (ii) the computation time of each
transformation step in the ET sequence from Sy to S, i.e., time(trans(S;—1,.5;))
for each ¢ € {1,...,n}, and (iii) the total number of computation steps, i.e., n.

4 Target Mappings for Clauses

Next, three target mappings are introduced, i.e., 71 for sets of positive unit
clauses, 75 for sets of definite clauses, and MM for sets of arbitrary clauses.
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4.1 A Target Mapping for Sets of Positive Unit Clauses

Let PUcL denote the set of all positive unit clauses. A partial mapping 71 €
GSETMAP is defined as follows:

1. For any F' C PUcL, 71(F) is the singleton set {mp}, where
mp ={ab |((a —b1,...,b,) €EF) & (0 €S) &
(ab € Gu) & ({b16,...,b,0} C TCON)}.
2. For any Cs C CLs such that Cs € PUcL, 71(Cs) is undefined.
Theorem 10. 7y is a target mapping.

Proof: Assume that F' C PUCL. Let 71 (F) = {mr}. Obviously, mp is a model
of F. Hence 11 (F) = {mp} C Models(F'). So the first condition of Theorem 6 is
satisfied for 7.

Now assume that F' C PUcCL and m € Models(F'). Let 71 (F) = {mp}. Then
mp € 71(F) and mp C m. So the second condition of Theorem 6 is also satisfied
for 7. Thus 7 is a target mapping by Theorem 6. O

4.2 A Target Mapping for Sets of Definite Clauses

Let DCL denote the set of all definite clauses. Given a definite clause C, the atom
in the left-hand side of C' is called the head of C, denoted by head(C), and the
set of all user-defined atoms and constraint atoms in the right-hand side of C
is called the body of C, denoted by body(C'). Assume that D is a set of definite
clauses in DcL. The meaning of D, denoted by M (D), is defined as follows:

1. A mapping Tp on pow(G) is defined by: for any set G C G, Tp(G) is the set
{head(CO) (C e D) & (0 €S) &
(each user-defined atom in body(C#9) is in G) &
(each constraint atom in body(CH) is true)}.

2. M(D) is then defined as the set |-, 75 (0), where Th(0) = Tp(0) and for
each n > 1, TR(0) = Tp(T5 (D).

Then a partial mapping 72 € GSETMAP is defined below.

1. For any D C DcL, 72(D) is the singleton set {M(D)}.
2. For any Cs C CLs such that Cs  DcL, 72(Cs) is undefined.

Theorem 11. 75 is a target mapping.

Proof: Let D C DcL. Since M(D) is a model of D, m(D) = {M(D)} C
Models(D). So the first condition of Theorem 6 is satisfied for 5. Let m €
Models(D). Since M(D) is the least model of D, M(D) C m. So the second
condition of Theorem 6 is satisfied for 7. By Theorem 6, 7 is a target mapping.

O

Theorem 12. For any F C PUCL, 7o(F) = 7 (F).
Proof: For any F C PUCL, 7o(F) = {M(F)} ={mpr} =n(F). O
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4.3 A Target Mapping for All Clause Sets

Given a clause C, the set of all user-defined atoms and constraint atoms in the
left-hand side of C' is denoted by lhs(C') and the set of all those in the right-hand
side of C is denoted by rhs(C). A clause is said to be positive if there is at least
one user-defined atom in its left-hand side; it is said to be negative otherwise.

It is assumed henceforth that (i) for any constraint atom ¢, not(c) is
a constraint atom; (ii) for any constraint atom ¢ and any specialization 6,
not(c)0 = not(ch); and (iii) for any ground constraint atom ¢, c¢ is true iff not(c)
is not true.

The following notation is used for defining a target mapping MM for arbitrary
clauses in CLS (Definition9).

1. Let Cs be a set of clauses possibly with constraint atoms. MVRHS(CSs) is
defined as the set {MVRHS(C) | C' € Cs}, where for any clause C € Cs,
MVRHS(C) is the clause obtained from C' as follows: For each constraint atom
¢ in lhs(C'), remove ¢ from [hs(C) and add not(c) to rhs(C).

2. Let Cs be a set of clauses with no constraint atom in their left-hand sides.
For any G C G, GINST(Cs, G) is defined as the set

{RMCON(CO) |(C € Cs) & (€ 8) &
(each user-defined atom in C6 is in G) &

(each constraint atom in rhs(C9) is true)},

where for any clause C’, RMCON(C") is the clause obtained from C’ by remov-
ing all constraint atoms from it.

3. Let Cs be a set of clauses possibly with constraint atoms. For any G C G,
INST(Cs, G) is defined by

INsT(Cs, G) = GINST(MVRHS(Cs), ).

4. Let Cs be a set of ground clauses with no constraint atom. We can construct

a set of definite clauses from Cs as follows: For each clause C € Cs,

— if Ihs(C) = 0, then construct a definite clause the head of which is L and
the body of which is rhs(C), where L is a special symbol not occurring in
Cs;

— if [hs(C) # 0, then (i) select one arbitrary atom a from lhs(C'), and (ii)
construct a definite clause the head of which is a and the body of which
is rhs(C).

Let Dc(Cs) denote the set of all definite-clause sets possibly constructed from

Cs in the above way.

Proposition 1. Let Cs C CLS. For any m C G, m is a model of Cs iff m is a
model of INST(Cs, G).

Proof: INST(Cs, G) is obtained from Cs by (i) moving constraint atoms in the left-
hand sides of clauses into their right-hand sides, (ii) instantiation of variables into
ground terms, (iii) removal of clauses containing false constraint atoms in their
right-hand sides, and (iv) removal of true constraint atoms from the remaining
clauses. Each of the operations (i), (ii), (iii), and (iv) preserves models. O
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A mapping MM is defined below.
Definition 9. A mapping MM € GSETMAP is defined by

MM(Cs) = {M(D) | (D € Dc(InsT(Cs,G))) & (L ¢ M(D))}
for any Cs C CLS. O
Theorem 13. MM is a target mapping.

Proof: First, we show that the first condition of Theorem 6 is satisfied for MM.
Let Cs C CLs. Suppose that m € MM(Cs). Let Cs’ = INST(Cs,G). Then there
exists D such that m = M(D), D € Dc(Cs'), and L ¢ M(D). We show that m
is a model of Cs as follows:

— Let Cp be a positive clause in Cs'. Since D € Dc(Cs'), there exists C' € D
such that head(C') € lhs(Cp) and body(C) = rhs(Cp). Since m satisfies C, m
also satisfies Cp. Hence m satisfies every positive clause in Cs'.

— Let Cy be a negative clause in Cs'. Since D € Dc(Cs'), there exists C' € D
such that head(C’) = L and body(C’) = rhs(Cn). Since L ¢ M(D), m does
not include body(C’). So rhs(Cy) € m, whence m satisfies C. Hence m
satisfies every negative clause in Cs.

So m is a model of Cs. By Proposition1, m is a model of Cs, i.e., m €
Models(Cs).

Next, we show that the second condition of Theorem 6 is satisfied for MM.
Let Cs C CLs. Suppose that m’ € Models(Cs), i.e., m' is a model of Cs. Let
Cs' = INsT(Cs,G). By Proposition 1, m’ is also a model of Cs'. Let D be a set
of definite clauses obtained from Cs by constructing from each positive clause
C in C5 a definite clause C’ as follows:

1. Select an atom a from lhs(C') as follows:

(a) If rhs(C) C m/, then select an atom a € hs(C) Nm’.

(b) If rhs(C) € m/, then select an arbitrary atom a € lhs(C').

2. Construct C’ as a definite clause such that head(C’) = a and body(C’) =
rhs(C).

It is obvious that m’ is a model of D. Let m” = M(D). Since m” is the least
model of D, m” C m’. Since m’ is a model of Cs', m' satisfies all negative clauses
in Cs'. Since m” C m/, m” also satisfies all negative clauses in Cs. It follows
that L ¢ M(D). Hence m” € MM(Cs).

So MM is a target mapping by Theorem 6. a

Theorem 14. For any D C DcrL, MM(D) = 72(D).
Proof: Let D C DcL. Then Dc(INST(D, G)) is the singleton set {INST(D,G)}.
Obviously, M(D) = M(INsT(D,G)) and L ¢ M(INST(D, G)). It follows that
MM(D) = {M(D’) | (D" € Dc(InsT(D,G))) & (L ¢ M(D"))}
= {M(nsT(D,G))}
={M(D)}
= 1»(D).
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5 Solutions for QA Problems/Proof Problems

ET solutions for QA problems/proof problems on clauses are given by special-
izing the solution schema of Sect. 3.

5.1 A Solution for QA Problems

First, we solve a QA problem by using an answer mapping that is determined by
the target mapping 7 given in Sect. 4.1 (i.e., 7 (F') = {mp} for any FF C PUcL).

1. Assume that a QA problem (Cs, a) is given.

2. Transform (Cs,a) into a MI problem (CsU {(p(z1,...,2,) < a)}, p2), where
p is a predicate that appears in neither Cs nor a, the arguments z1, ..., z, are
all the mutually different variables occurring in a, and 5 is the exit mapping
defined in Sect. 2.5, i.e., for any G C Gy, ¢2(G) = {ab | (0 € S) & (p(z1,
oxn)f e G

3. Prepare a set R of ET rules to transform MI problems preserving their
answers. For simplicity, we only use rules that do not change the second
argument of a state (i.e., do not change the exit mapping).

4. Transform (CsU {(p(z1,...,2n) < a)},p2) equivalently by using ET rules
in R.

5. If the transformation sequence reaches a MI problem of the form (F, ),
where F'is a set of positive unit clauses with p-atoms in their heads, then the
answer @o(mp) is obtained.

5.2 A Solution for Proof Problems

Next, we apply the solution schema of Sect. 3 to proof problems. Since for any
clause set Cs, Models(Cs) = () iff (| Models(Cs) = G, by the proof of Theorem 4,
we use here an answer mapping that maps obviously unsatisfiable clause sets to
“yes” and maps obviously satisfiable ones to “no”.

1. Assume that a proof problem (Fy, Fs) is given.

2. Transform F; A —FEs into a conjunctive normal form Cs in order to obtain a
MI problem (Cs, ¢3), where @3 is the exit mapping defined in Sect. 2.6, i.e.,
for any G C Gy, p3(G) = “yes” if G = Gy, and p3(G) = “no” otherwise.

3. Prepare a set R of ET rules to transform MI problems preserving their
answers. For simplicity, we only use rules that do not change the second
argument of a state (i.e., do not change the exit mapping).

4. Transform (Cs, p3) equivalently by using ET rules in R.

5. If the transformation sequence reaches a MI problem of the form (Cs', p3),
where Cs is a clause set that contains the empty clause, then the answer
is “yes”. If the transformation sequence reaches a MI problem of the form
(C5, p3), where Cs' is a set of positive clauses, then the answer is “no”.

For transformation to a conjunctive normal form at Step 2, the usual
Skolemization [5] is used. Since resolution and factoring are ET rules [1], the
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solution for proof problems here includes the usual proof method using
resolution. More precisely, for any computation path by the “resolution” proof
method using the resolution and factoring inference rules, there is a correspond-
ing MI-based computation path using resolution and factoring ET rules. We may
find a better computation path by using other sets of ET rules. For instance,
one disadvantage of using inference rules is an increase in the number of clauses,
and this disadvantage can be solved by the use of unfolding and definite-clause
removal ET rules.

6 Example

Usual first-order atoms are used for illustration below. To apply the proposed
theory in this section, a specialization system (Ay, Gy, S, pu) corresponding to
the usual first-order space is used, where A, is the set of all first-order atoms,
Gy is the set of all ground first-order atoms, S is the set of all substitutions
on Ay, and pu, provides the specialization operation corresponding to the usual
application of substitutions in S to atoms in A,,.

6.1 Problem Description

Let Cs be the set consisting of the clauses C1—Cbs7 in Fig. 2. These clauses are
obtained from the mayDo Thesis problem given in [7] with some modification.

Cy1: FM(z) «— FP(z) Ca: FP(john) —

Cs: FP(mary) «— Cy: teach(john,ai) —
Cs: St(paul) — Cs: AC(ai) —

C7: Tp(kr) — Cs: Tp(lp) —

(2)

Co: curr(z,z) — exam(z,y), subject(y, z), St(z), Co(y), Tp
St(z), Tp(z), FP(y),AC(w),

Cho: mayDoThesis(x,y) — curr(zx, z), expert(y, z),
teach(y,w)

Ch1: mayDoThesis(z,y) «— St(x), NFP(y)

Cha: exam(paul, ai) — Chs: subject(ai, kr) «—

Cha: subject(ai,lp) — Chs: expert(john, kr) —

Che: expert(mary,lp) — Ch7: AC(x) «— teach(mary, x)

Chs: — AC(z),BC(x) Cho: AC(z),BC(z) — Co(x)

Cao: Co(x) «— AC(x) Ca1: Co(z) — BC(x)

Caz: FP(z) < NFP(x) Ca3: < NFP(x),teach(x,y), Co(y)

C24: teaCh(y7 x)7NFP(y) — FP(y),funch(y,x)
Cas: Co(x), NFP(y) < FP(y), funcfy(y, )
Cas: funcfy(john, ai) —

Car: — funcfy(mary, ai)

Fig. 2. Clauses representing the background knowledge of the modified mayDoThesis
problem.

! To represent the original mayDoThesis problem in a clausal form, extended clauses
with function variables are used. To change atoms with function variables into user-
defined atoms, the funcf, predicate is used in the clauses C24—Cb7.
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All atoms appearing in Fig. 2 belong to A,. The unary predicates NFP, FP, FM,
Co, AC, BC, St, and Tp denote “non-teaching full professor,” “full professor,”
“faculty member,” “course,” “advanced course,” “basic course,” “student,” and
“topic,” respectively. The clauses Cy—C1;1 together provide the conditions for a
student to do his/her thesis with a professor, where mayDo Thesis(s, p), curr(s,t),
expert(p,t), exam(s,c), and subject(c,t) are intended to mean “s may do his/her
thesis with p,” “s studied ¢ in his/her curriculum,” “p is an expert in ¢, “s
passed the exam of ¢,” and “c covers t,” respectively, for any student s, any
professor p, any topic t, and any course c.

Let a be the atom mayDoThesis(paul,x). We consider the QA problem
(Cs,a), which is to find all students who may do their theses with paul. Let

¢ be defined by: for any G C G,,,
o(G) = {mayDoThesis(paul, x) | ans(z) € G},

where ans is a unary predicate denoting “answer.” The QA problem (Cs,a)
above can then be transformed into a MI problem (CsU {Cy}, ¢), where Cj is
the clause given by:

Cy : ans(z) — mayDoThesis(paul, x)

Using rules for transformation of clauses given in Sects. 6.2-6.3, how to com-
pute the answer to the MI problem (CsU {Cy}, ¢) is illustrated in Sect. 6.4.

6.2 Unfolding Operation
Assume that:

— Cs C CLs.
— D is a set of definite clauses in CLS.
— occ is an occurrence of an atom b in the right-hand side of a clause C in Cs.

By unfolding Cs using D at occ, Cs is transformed into
(Cs—{C}) U (| J{resolvent(C,C",b) | C" € D}),

where for each C' € D, resolvent(C,C’,b) is defined as follows, assuming that
p is a renaming substitution for usual variables such that C' and C’p have no
usual variable in common:

1. If b and head(C’p) are not unifiable, then resolvent(C,C"’,b) = (.

2. If they are unifiable, then resolvent(C,C’,b) = {C"}, where C" is the clause
obtained from C and C’p as follows, assuming that 6 is the most general
unifier of b and head(C’p):

(a) ths(C") = Ihs(CH)
(b) rhs(C") = (rhs(CH) — {b0}) U body(C'’ p0)

The resulting clause set is denoted by UNFOLD(Cs, D, occ).
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Theorem 15. Assume that:

1. Cs C CLs.

2. D is a set of definite clauses in Cs.

8. occ is an occurrence of an atom in the right-hand side of a clause in Cs— D.
4. @ 18 an exit mapping.

Then

- MM(Cs) = MM(UNFOLD(Cs, D, occ)), and
— ansmr(Cs, o) = ansy (UNFOLD(Cs, D, oce), ). O

6.3 Other Transformations

Definite-Clause Removal. Assume that (i) D is a set of definite clauses in
Cs, (ii) the heads of all definite clauses in D are atoms with the same predicate
symbol, say p, (iii) no p-atom appears in any clause in Cs — D, and (iv) ¢ only
refers to g-atoms, where ¢ # p. Then Cs can be transformed into Cs— D.

Elimination of Subsumed Clauses and Elimination of Valid Clauses.
A clause C] is said to subsume a clause Cy iff there exists a substitution 6 for
usual variables such that lhs(C1)0 C [hs(Cs) and rhs(C1)0 C rhs(Cs). If a clause
set Cs contains clauses C and C5 such that C7 subsumes Cs, then Cs can be
transformed into Cs— {Ca}.

A clause is wvalid iff all of its ground instances are true. Given a clause C, if
some atom in 7hs(C) belongs to lhs(C), then C' is valid. A valid clause can be
removed.

Side-Change Transformation. Assume that p is a predicate occurring in a
clause set Cs and p does not appear in a query atom under consideration. The
clause set Cs can be transformed by changing the clause sides of p-atoms as
follows: First, determine a new predicate notp for p. Next, move all p-atoms in
each clause to their opposite side in the same clause (i.e., from the left-hand side
to the right-hand side and vice versa) with their predicates being changed from
p to notp.

Side-change transformation is useful for deriving a new set of clauses to which
unfolding with respect to p-atoms can be applied, when each clause C in Cs
satisfies the following two conditions: (i) there is at most one p-atom in the
right-hand side of C, and (ii) if there is exactly one p-atom in the right-hand
side of C, then all user-defined atoms in the left-hand side of C' are p-atoms.

6.4 ET Computation

The clause set CsU{Cy}, consisting of Cy—Co7, given in Sect. 6.1 is transformed
using ET rules provided by Sects. 6.2—6.3 as follows:
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Cas: teach(john,ai) «—

Ca9: AC(ai) —

Cso: AC(z) « teach(mary, )

0312 — AC(Z‘),BC(:C)

Csa: AC(z),BC(x) < Co(x)

Cs3: Co(x) «— AC(x)

C34: Co(z) «— BC(x)

Css: «— NFP(z),teach(z,y), Co(y)

Css: ans(y) <« NFP(x)

Cs7: ans(john) — AC(x), teach(john, x), Co(ai)

Css: ans(mary) < AC(x), teach(mary, ), Co(ai)

Csg: ans(john) «— AC(z), teach(john, x), NFP(john), Co(ai
Cao: ans(mary) «— AC(x), teach(mary, x), NEP(mary), Co(
Cu1: teach(john,ai), NFP(john) —

Cu2: Co(ai),NFP(john) «—

)
ai)

Fig. 3. Clauses obtained by application of unfolding and application of basic transfor-
mation rules

Cus: ans(x),notNFP(z) —
Cusa: notNFP(john) «—

Cus: ans(john) —

Cus: «— BC(ai)

Fig. 4. Clauses obtained by further application of transformation rules

— By (i) unfolding using the definitions of the predicates mayDoThesis, FP, Tp,
curr, subject, expert, St, exam, funcfy, and FM, (ii) removing these definitions
using definite-clause removal, and (iii) removal of valid clauses, the clauses
Cy—Co7 are transformed into the clauses Cog—Cyo in Fig. 3.

— Side-change transformation for NFP enables (i) unfolding using the defini-
tions of teach, Co, and AC, (ii) elimination of these definitions using definite-
clause removal, (iii) removal of valid clauses, and (iv) elimination of subsumed
clauses. By such side-change transformation followed by transformation of
these four types, Cos—C)yo are transformed into the clauses Cy3—Cyg in Fig. 4.

— Side-change transformation for notNFP enables unfolding using the defini-
tions of BC' and NFP. By unfolding and definite-clause removal, C43—Cy¢ are
transformed into Cys, i.e., (ans(john) <).

As a result, the MI problem (CsU{Cy}, ¢) in Sect. 6.1 is transformed equiv-
alently into the MI problem ({(ans(john) <)}, ). Hence

ansyi(Cs U {Co}, ) = ansvi({(ans(john) <)}, ¢)

([ ) Models({ (ans(john) «)}))
= {mayDoThesis(paul, john)}.
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6.5 A Proof Problem and Its Solution

By modifying the QA problem in Sect. 6.1, we have a proof problem that deter-
mines whether there is a student who may do his/her thesis with paul.

This proof problem is formalized as a MI problem (CsU {Cy} U{Chpeq}, 9},
where ()4 is the negative clause (« ans(x)) and for any G C Gy, ¢(G) = “yes”
if G = G,, and o(G) = “no” otherwise.

One way to solve this problem is to transform CsU {Co} U {Ceq} in a way
similar to the transformation in Sect.6.4. Even in the presence of the negative
clause Cpeq, the same transformation rules can be applied and the clause set
Cs U {Cy} U {Cpeg} is transformed into {(ans(john) <)} U {Chpeq}, from which
the clause set

{(ans(john) <)} U{(—)}
can be obtained by unfolding. Since this clause set contains the empty clause,
ansyi(CsU{Co} U{Chreg}t, p) = “yes”.

7 Conclusions

A model-intersection problem (MI problem) is a pair (Cs, ), where Cs is a set
of clauses and ¢ is an exit mapping used for constructing the output answer
from the intersection of all models of Cs. The class of MI problems considered in
this paper has many parameters, such as abstract atoms, specializations, restric-
tion on forms of clauses, etc. By instantiating these parameters, we can obtain
theories for subclasses of QA and proof problems corresponding to conventional
clause-based theories, such as datalog, Prolog, and many other extensions of
Prolog.

The proposed solution schema for MI problems comprises the following steps:
(i) formalize a given problem as an MI problem on some specialization sys-
tem, (ii) prepare ET rules from answers/target mappings, (iii) construct an ET
sequence preserving answers / target mappings, and (iv) compute the answer by
using some answer mapping (possibly constructed on some target mapping).

We introduced the concept of target mapping and proposed three target
mappings, i.e., 71 for sets of positive unit clauses, 7o for sets of definite clauses,
and MM for arbitrary sets of clauses. These target mappings provide a strong
foundation for inventing many ET rules for solving MI problems on clauses.
Many kinds of ET rules, including the resolution and factoring ET rules, are
realized by transformations that preserve these target mappings. For instance,
a proof based on the resolution principle can be regarded as ET computation
using the resolution and factoring ET rules. By introducing new ET rules, we
can devise a new proof method [2]. By inventing additional ET rules, we have
been successful in solving a large class of QA problems [3].

By instantiation, the class of MI problems on specialization systems produces,
among others, one of the largest classes of logical problems with first-order atoms
and substitutions. The ET solution has been proved to be very general and
fundamental since its correctness for such a large class of problems has been



212 K. Akama and E. Nantajeewarawat

shown in this paper. By its generality, the theory developed in this paper makes
clear the fundamental and central structure of representation and computation
for logical problem solving.
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Abstract. In Knowledge-Based Systems, experts should model human
knowledge as faithful as possible to reality. In this way, it is essential
to consider knowledge imperfection. Several approaches have dealt with
this kind of data. The most known are fuzzy logic and multi-valued
logic. These latter propose a linguistic modeling using linguistic terms
that are uniformly distributed on a scale. However, in some cases, we
need to assess qualitative aspects by means of variables using linguis-
tic term sets which are not uniformly distributed. We have noticed, in
the literature, that in the context of fuzzy logic many researchers have
dealt with these term sets. However, it is not the case for multi-valued
logic. Thereby, in our work, we aim to establish a methodology to repre-
sent and manage this kind of data in the context of multi-valued logic.
Two aspects are treated. The first one concerns the representation of
terms within an unbalanced multi-set. The second deals with the use of
symbolic modifiers within such kind of imperfect knowledge.

Keywords: Imperfect knowledge + Multi-valued logic - Unbalanced
terms - Symbolic modifiers

1 Introduction

Knowledge handled by humans is often imperfect. These imperfections may be
due to ambiguity, incompleteness, imprecision, uncertainty, inconsistency, etc.
Several approaches were suggested in the literature for such knowledge repre-
sentation and treatment. The most known are fuzzy logic [1] and multi-valued
logic [2,3].

Humans are able to perform reasoning without any exact measurements.
They mostly use abstract terms of natural language (young, old, mature, etc.)
and symbolic data rather than numerical values or qualitative ones. Terms can
also be composed by using adverbs, such as little, more or less and slightly. Both
fuzzy logic and multi-valued logic propose a linguistic term modeling to allow
using words in reasoning process. They use linguistic variables that take values
in a set of linguistic terms [4]. These latter express the various nuances of the
processed information using words.
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Generally in Knowledge-Based Systems, experts use linguistic terms that are
uniformly and symmetrically distributed on a scale. However, in many cases,
linguistic information needs to be defined by unbalanced term sets whose terms
are not uniformly and/or not symmetrically distributed. For example, in the
evaluation process, we often consider a single negative term, e.g. Fail, and many
positive terms such as Medium, Good, FExcellent, etc. The gap between these
terms is unequal. Herrera et al. [5,6] deal with this unbalanced linguistic term
set in the context of fuzzy logic.

In this paper, we focus on multi-valued logic. It allows to symbolically repre-
sent imprecise knowledge using ordered adverbial expressions of natural language
[2]. We have noticed that in the context of this logic, few studies have treated
unbalanced linguistic term sets [7,8]. The aim of this paper is to introduce a new
approach to represent and treat such data in the context of multi-valued logic.
It is based on our previous work [8] that expresses unbalanced terms using a
uniform multi-set. In the present work, we apply our proposal to an Information
Retrieval System (IRS). This latter aims to retrieve a set of documents that
satisfies a user query. This system is composed of three units [9]:

1. A documentary archive or a database including a set of documents. They
are represented by means of index terms describing their subject content.

2. A query subsystem presenting user needs by means of weighted queries. It
indicates the topics that he/she is asking for.

3. An evaluation subsystem allowing the evaluation of documents according
to their relevance compared to the user query.

Usually, users are interested in documents whose contents are the most
relevant to their queries. This implies the use of more precise labels in the
left (positive) interval than in the right (negative) one [9]. Thus, in IRS the
use of non-uniformly distributed term sets is recommended. Indeed, it is more
appropriate to use such kind of multi-sets to represent the relevance degrees
of the documents or to express the weights of index terms in the queries.
To achieve this, we will use the unbalanced set Sy, = {None, Low, Medium,
High, QuiteHigh,VeryHigh,Total} = {N,L,M,H,QH,VH,T} [9] (Fig.1).

N L M H QH VH T
| | |

Fig. 1. Unbalanced linguistic term set.

Two aspects are discussed in our work. The first concerns the representation
of terms within an unbalanced multi-set. The second deals with the manage-
ment of such a kind of knowledge. Figure 2 illustrates the different steps of this
process. In the first one, we apply the single scale algorithm [8] to express a term
belonging to a non uniform multi-set (L in the figure) using a uniform multi-set
(L is represented by Té) Afterwards, existing tools designed for balanced sets in
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(3) Result
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Fig. 2. Management of unbalanced linguistic term set.

the context of multi-valued logic, as aggregatlon operators or modlﬁers can be
applied to the obtained term (in this example 7'2 is modified into 73 using the
modifier CRy). The last step aims to express the result of the computational
phase with a term from the initial unbalanced multi-set (Approzimately L in the
figure).

This article is organized as follows. We start, in Sect.2, with an explana-
tion of what is unbalanced term sets. In Sect.3, we introduce the basic con-
cepts of multi-valued logic and of symbolic modifiers. Existing works that con-
cern the representation of unbalanced multi-sets are presented in Sect. 4. Then,
Sect. 5 introduces our approach to express terms within an unbalanced set (Fig. 2
Step 3). Finally, we propose a new way to use Generalized Symbolic Modifiers
(GSM) with unbalanced linguistic terms (Fig.2 Step 2).

2 Preliminaries

Most Knowledge-Based Systems use linguistic sets with terms that are uniformly
and symmetrically distributed. However, there are other cases that need to assess
qualitative aspect by means of variables using linguistic terms which are not uni-
formly and/or symmetrically distributed, named unbalanced linguistic sets. In
many real-life situations, these latter are used as in project investment, negoti-
ation process, evaluation process, etc. Asymmetric linguistic information can be
a consequence of the nature of the linguistic variables involved in the problem
such as personal examination or evaluation system (Fig.3) [10]. Terms are not
equidistant, e.g. the distance between Poor and Average is greater than between
Average and Good. This difference indicates the expert’s interest in having a
more precise definition of a part of the domain, that leads to the use of more
labels in this interval.
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Very
Poor Average Good Good Excellent

L | 1 1 )

Fig. 3. Set of 5 linguistic terms not uniformly distributed.

Moreover, in many problems, several decision makers are involved. In fact, it
is more reliable to obtain a decision based on the opinion of several experts than
on a single one. In a multi-experts decision making process, each expert may
assess his knowledge with a particular scale having a specific granularity (Fig.4)
[10]. Tt indicates their different knowledge backgrounds or judging abilities. In
each used linguistic set, terms are uniformly distributed.

| Slabets
-~
S
3 Labels
-~
> S:
.
. .
.
'
7 Labels

o
[

Fig. 4. Fuzzy multi-granular scales used by experts.

Herrera et al. [6] considered that an unbalanced fuzzy set is a set with a
minimum term, a maximum term and a central term s. called also midpoint.
The remaining terms are neither uniformly nor symmetrically distributed on
both side of central term:

S =5, UScUSR (1)

With:

— Sp: the subset including terms on the left of the central term s. and #(Sr)
its cardinality;

— S¢: the singleton containing the term s.;

— Sg: the subset including terms on the right of the central term s. and #(Sg)
its cardinality.

Hence, S is described by:

S = {(#(Sr), densityr), 1, (#(Sg), densityr)} (2)
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where 1 is the midpoint. The density corresponds to a high granularity around
the central term or the end of fuzzy partition. Therefore, the density value can
be middle or extreme.

For example, the set represented by Fig.3 will be described by S =
{(1, extreme), 1, (3, extreme)}. In fact, the central term is {Average}. The left
subset includes only the term {Poor} which is the minimum term. While the
right subset includes { Good, Very Good, Excellent}. These terms are closer to
the maximum term Fzcellent. So the density corresponds to extreme for the two
subsets.

Xu [11] proposed to define the unbalanced set as a set of (2t — 1) labels, with
t a positive integer, as follows:

O — {618 = (1—p). 2(2—1). 2(3— 20-3) 209 (1—

S - {Sﬁ |ﬂ - (1 t)a 3(2 t)7 4(3 t)a"'aoa"'v 4(t 3)7 S(t 2)a(t 1)} (3)
Thus, the central term has index 0 and other terms have positive or negative
indices. The main idea of this definition is that the absolute value of the deviation
between the indices of two successive terms increases regularly proceeding from
the center term to the end of the scale. Figure5 [11] illustrates an unbalanced
set with t = 4. We notice that the terms are symmetrically distributed around
the central term.

Very Very
None low Low Medlium High high Perfect
4 4 {4) s (4) (4) (4)
s£33 5141,3 S35 s((, ! S Saf3 53

Fig. 5. A sct of seven linguistic labels S,

In this work, we propose to define an unbalanced linguistic term set S, as a
set of degrees that includes a minimum degree, False, a maximum degree, True,
and the remaining ones are neither uniformly nor symmetrically distributed on
the scale. The gaps between adjacent terms may be unequal. Set granularity, i.e.
its cardinality, can be odd or even. Each term is defined by its position on the
scale. They are supplied directly (v;) or by specifying the gap (d;) between each
successive terms. For example, we consider the set Ls = {A, B,C, D, E}. These
terms can be specified by they positions (Fig. 6-a):

—vg=va4=0
— vy =vg =0.15
— vy =vc = 0.25
*’UgZ’UD:O.E)
*’04:’UE:1
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They can also be defined using the gap (Fig. 6-b) between their positions v; 1

and v; calculated as follows:
di = Vi+1 — U4 (4)

In our example, the distances are:
- d0:U1—00=0.15
- d1 :11271}1:0.1
- d2:7)3—’l)220.25
- d3:114—U3=0.5

0 0.15 025 0.5 1
L ] ] | J

Vo w1 V2 Vi Vi

(a) Terms position

0.15 0.1 0.25 0.5
L | | I J

d a: ds in

(b) Distances between terms

Fig. 6. Terms definitions.

There are two important subjects to treat when dealing with imperfect knowl-
edge: (1) its representation and (2) its management. Many works have dealt
with these term sets in the fuzzy logic context [5,9-15]. Researchers have pro-
posed approaches for their representation [5,10,14] and their management, such
as operators for unbalanced aggregation [13,15]. In the context of multi-valued
logic, only Abchir and we, in [7,8] respectively, proposed algorithms to repre-
sent unbalanced term sets within a uniform set. Our present work, developed in
the multi-valued context, has two targets: the first one is to propose a new way
to represent uniform terms within unbalanced multi-sets; the second intends to
define an approach to use symbolic modifiers with such knowledge.

3 Multi-valued Logic and Generalized Symbolic Modifiers

Multi-valued logic is based on De Glas’s multi-set theory [2]. In this approach,
each linguistic term is represented by a multi-set. Knowledge is expressed thanks
to an ordered and finite scale of M symbols denoted by [2,16]:

LM:{7-077—17~~~77—(M—1)};M22 (5)

7; is the membership degree to the multi-set (i € [0, M — 1]).
It should be noted that symbolic degrees are connected only by the total
order relation <, defined by [17]:

To <Tg <= a < B Vaand § € [0,M — 1] (6)
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In most existing works on multi-valued logic, these degrees are assumed to
be uniformly distributed on the scale. The membership relation in multi-valued
logic is partial:

T €Eq A <= x belongs to A at a degree a (7)

To express the imprecision of a predicate, a qualifier 9, is associated with
each degree:

2z is 0y A<= (x is 94 A) is true
< (xis A) is 7, true

For example, saying that the climate is little humid means that the climate
satisfies the predicate humid with the degree 1o as shown in the Fig. 7.

notatall very little little moderately enough very completely

3 31 3
+ + + + +

T T, T, T Ts s Ts

Fig. 7. Representation of a scale of 7 truth-degrees.

The works of Zadeh [18], in fuzzy logic, and more recently those of Akdag
et al. [19,20] and Truck [21], in multi-valued logic context, consider that any fuzzy
subset or multi-valued symbol can be considered as a modification of another
fuzzy subset or multi-valued symbol respectively. A modifier allows modeling
knowledge and gradual reasoning to build new terms from the initial ones, or to
compare two values by finding the modifier that allows the transformation from
one to another.

In multi-valued logic, a membership in a multi-set is characterized by a sym-
bolic membership degree 7; defined on a scale of ordered degrees Lj,;. Thus, the
data modification is a transformation of a degree and/or the scale of the multi-
set. Indeed, some linguistic modifiers preserve the same multi-set, but modify the
membership degree. Others transform a multi-set towards another one. Hence,
it leads to an expansion or erosion of the original scale.

Symbolic linguistic modifiers have been proposed by Akdag et al. [19,20] and
they were generalized and formalized by Truck [21,22]. They were named Gener-
alized Symbolic Modifiers (GSM). According to Truck [21], a GSM (Definition 1)
is a triplet of parameters: radius, nature (i.e. dilated, eroded or preserved) and
mode (i.e. reinforcing, weakening or central). The radius is denoted by p with
p € N*. The higher p, the more powerful the modifier.

Definition 1 [21]. Let 7; be a symbolic degree, such that i € N, in a scale Ly of
M terms (M € N*\{1}) with ¢ < M. Let m be a GSM with radius p denoted m,,.
The modifier m, is a function that performs a linear transformation of ; to a
new degree T,y € Lpy (where Ly is the linear transformation of Las) according
to a radius p : mp(i) =1'; my(M) = M'.
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Table 1. Some examples of generalized symbolic modifiers (GSM) [21].

Mode Nature Modifier | Effect
Weakening | Erosion EW, m(i) = max (0,1 — p)
m(M) = max (2,M — p)
Dilatation DWW, m(i) =i
m(M) =M+ p
DWW, m(i) = max (0,i— p)
m(M) =M+ p
Conservation | CW, m(i) = max (0,i— p)
m(M) =M
Reinforcing | Erosion ER, m(i) =i
m(M) =max (i+1,M—p)
ER,

M) = max (1,M — p)
Dilatation DR, m(i i
m

Conservation | CR, m
m

Central Erosion EC, m(i

(
(
(
(
(
(
(
(
(
Ei) =min (i+p,M—p—1)
(
(
(
(
(
(
Dilatation DcC, (
(

#|.] is the flour function.

For each linguistic degree, Akdag et al. [19] associate a numerical rate, i.e.
an intensity level. In fact, an item from the multi-set can be considered as a
precision degree of a proposition. This latter, named proportion, is the quotient
prop(r;) = % associated with each 7; such that p(7;) is its position in the scale,
i.e. i. Thus, Prop(r;) is the weight of the degree 7; relatively to the linguistic set
granularity, i.e. its intensity compared to the truth degree 7(3;_1) (True).

Symbolic modifiers are classified as: weakening when the proportion
decreases, i.e. prop(r;/) < prop(r;) (the four weakening modifiers defined in [21]
are EW,, DW,, DW, and CW,); reinforcing when it increases, i.e. prop(ry) >
prop(7;) (the four reinforcing modifiers proposed in [21] are ER,, DR,, DR/, and
CR,) or central if prop(r;) does not change, such modifiers may act as a zoom
on the base (the four central modifiers presented in [21] are EC,, EC,, DC,, and
DCY). Some examples of GSM are presented in Table 1.

The Fig. 8 shows the results of applying weakening and reinforcing modifiers

to the term 75 in Ly with radius equals to 1.
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F t + <& - t i  Original
T T T T T Ts Ts
F + 3 - + i EW,
L7) T T <) T T
k t \ 2 t + t i Cw1
T 2] T u T Ts
} t t L 4 t t + i Dw,
173 T T T i T T 2]
b t <& + t t 4 ' D\\’i
T LT, <) T L] 4]
} - : t < i ERj)
w T T <] L T
b + + & + i  ERy
T T T LA T Ts
k t+ + - X 2 + + i DR,
T T T 4] T T Ts T

t t } t 2 t i CRy

Fig. 8. Results of applying weakening and reinforcing modifiers [21].

4 Representing Unbalanced Multi-sets

In the context of multi-valued logic, few works have treated the non-uniformly
dis-tributed knowledge. Abchir proposed in the discussion of his thesis [7] a first
approach based on the use of Generalized Symbolic Modifiers (GSM). We also
proposed in a previous work [8] a modified version of the Abchir’s algorithm to
represent unbalanced degrees on a single uniform scale. These two algorithms
will be presented in the following subsections.

4.1 Abchir’s Algorithm

This approach aims to represent numerical input values vy, v, ..., representing
the position of terms on a scale, as symbolic degrees of a uniform multi-set L.
The algorithm starts by calculating a v coeflicient multiplier to transform input
values (v;) to integer ones, denoted wal;, if they are not. Then, each obtained
integer value is transformed into a couple (7;, Lys) according to the following rule:

M = max(2,vali11); T = Tval; (8)

The procedure is iterative. It stops when all input values have been treated.
The author denotes the first M by M;. If the next value to treat cannot be
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integrated in this set, i.e. valy > M7, a new value M, denoted by M5, is calculated
such that: My = valy + 1.

Thus, the couple (vala, Ms) leads to (Tyai,, Lar,). When M changes, previ-
ously calculated couples must be represented within the new scale Ljs,. The
weakening expanding modifier DW s, —az,) (Table1) is used to do this.

The process continues for each value, ensuring that the multiplier coefficient
always generates integer values. If this is not the case, the multiplier v should be
changed in a new v that allows transforming all considered values into integers,
and its old value will be denoted by 7,;4. Then, all previous values must be
recalculated using the central expanding modifier DC, (Table 1). The multiplier
c allows to transform -,;4 into 7. It is obtained as follows:

Y = C*Yold 9)

To illustrate this algorithm, let us consider the linguistic term set S,, =
L;={N, L, M, H, QH, VH, T} [9] (Fig.1). We aim to represent each term of L,
using a term from a uniform linguistic set. As input, we consider the positions
of terms as:

— Term N: v =0

— Term L: v; =0.25

— Term M: v9 = 0.5

— Term H: vz = 0.625
— Term QH: vy = 0.75
— Term VH: vs5 = 0.875
— Term T: vg =1

Let us suppose that the first term to treat is (M,0.5) then v is equal to
10. Thus: valyy = 0.5 %10 = 5; M = maxz (2,5 + 1) = 6. So (M,0.5) will be
represented by (75, Lg).

Considering the couple (L, 0.25) as the second term treated, the correspond-
ing value is: valy, = 0.25%10 = 2.5. It is not an integer. Therefore, v, = 10 and
v = ¢*10 = 100. Then we get ¢ = 10 and valy, = 25. Consequently, the modifier
DCy is applied to the couple (75, Lg). Hence, the term (M, 0.5) is represented
by (750, Ls1). While the term (L, 0.25) is represented by (725, Ls1) (Fig.9).

M
*
-
- DC,, t'
4 M
&
T Ts0
L M
@ ¢
To T2s Ts0

Fig. 9. Example of applying Abchir’s approach using GSM.
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The corresponding value to the couple (QH,0.75) is valgy = 0.75 * 100 =
75 > 51 = M. The term QQH cannot be incorporated into the set Ls;. There-
fore, M is changed from 51 to 76 and the couple (QH,0.75) is represented by
(775, L76). It is then necessary to modify the terms L and M already calculated
by applying DW76_51) = DWas (Fig. 10). They become respectively (725, Lrg)
and (7’507 L76).

L M
L 2 L
To T2s Tso
\ DW 25
L M
L 2 *
To T2s Tso
L M QH
L 2 L 2 L 2
To Tas Tso T

Fig. 10. Second example of applying Abchir’s approach using GSM.

The process continues for each value, ensuring that the multiplier coefficient
~ always generates integer values and that the value treated could be integrated
in the used multi-set. The result of this algorithm, assuming that the values
input order is: M, L, QH, H, VH, T, L is described in Fig. 11.

N L M H QH VH T
|

| | | | ] |
To T250 T500 Te2s T7s0 Ts7s T1000

Fig. 11. Result of applying Abchir’s approach using GSM.

For this algorithm, neither considered values to treat nor their number is
known in advance. Partitioning will be done as the value is specified. The final
result remains the same if a change is made in input terms order. The main
criticism made to this approach is its iterative part for recalculating pairs rep-
resenting terms already treated. This is done each time that the used multi-set
or the value of the multiplier v is modified.

4.2 Single Scale Algorithm

The difference between Abchir’s algorithm [7] and the single scale approach [8]
is in the input data as well as in their treatment. In the single scale approach,
input data can be the positions of the values to partition or the distances between
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them. This last case, not allowed with Abchir’s approach, offers more flexibility
to the users.

The gap between each pair of successive terms reflects a difference in their
meaning. In this proposal, inputs are expressed by numerical values which are
supplied directly (d;) (Fig. 12-a) or specified by the position of each term on the
scale (v;) (Fig.12-b). In the latter case, the distance between the terms (more
precisely their positions) v;+1 and v; are calculated using formula (4).

1/4 1/4 1/8 1/8 1/8 1/8
| ] ] ] ] ] )
d1 d2 (K] dy ds ds
(a) Distances between terms
0 1{4 1/2 S§/8 6/8 7/8 1
L ] ] ] I |
Vi Va2 Vi Vi Vs Vs Vr

(b) Terms position

Fig. 12. Algorithm inputs.

This proposal is based on Espinilla et al.’s work [23]. The authors proposed a
new definition of linguistic hierarchies: Extended Linguistic Hierarchies (ELH),
within fuzzy logic. To build an ELH, they use a finite number of levels (¢, n(t))
with:

— t: the number indicating the hierarchy level with t =1,...,m; such as m is the
number of experts;

— n(t): the granularity, i.e., the number of terms, of the uniform linguistic term
set corresponding to the level ¢t. Each linguistic term has a triangular mem-
bership function, uniformly and symmetrically distributed on [0, 1]. The gran-
ularity of each level is always odd.

To express his knowledge, each expert can use a specific level, i.e. a par-
ticular granularity [23]. Espinilla et al. proposed to add a new level [(¢*, n(t*))
(Definition 2) to the hierarchy with ¢* = m + 1. This level retains all the modal
points of all the previous levels. The modal points have a membership degree
that is equal to one.

Definition 2 [23]. Let {S™V) ... S™"™1 be the set of linguistic scales with any
odd value of granularity. A new level, [(t*,n(t*)) with t* = m+1, that keeps the
former modal points of the previous m levels can have the following granularity:

n(t*) =1+ LOM|[(n(1) — 1), (n(2) — 1),..., (n(m +1) — 1)]

With m the number of experts.
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Fig. 13. Extended Linguistic Hierarchy (ELH) with 3, 5, 7 and 13 terms.

Figure 13 [23] shows an ELH with three levels of 3, 5 and 7 terms. The fourth
level (t*) has as granularity the LCM of the previous ones: 1 + LCM(3—1,5—
1,7—1) = 13.

In a similar way, we proposed to express unbalanced terms within a new
uniform multi-set [8]. In fact, the granularity of the uniform multi-set equals
the LCM of the sets representing initial terms granularity. The input data are
unbalanced linguistic terms set Sy, (Las, M the number of terms) and the
gap between terms. These are provided directly (Fig. 12-a) or by specifying the
position of each term (Fig. 12-b).

First, the granularity M} of each uniformly distributed linguistic set Ly,
used to represent each input term vy is calculated. In this set, the distance
between each two successive terms is denoted by dj.

M= L)y oy (10)
dy;

Once the sets Ly, including all the terms of the initial set are determined,
the granularity of the uniform set Ly is deduced as:

M' =1+ LOMM Y (M — 1) (11)

Each value will be expressed on the new uniform scale L, as a couple
(Ty,> L+ according to the following rule:

dy =y *xd;k=1,...,(M—1) (12)
Where d is the distance between any pair of successive degrees in Ly . For a
uniform linguistic set, this distance is:
1

¢ =Gr=D (13)
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Algorithm 1. Single Scale algorithm.

Input:
M unbalanced linguistic terms
Normalized distances dy with k=1, ..., (M-1)
begin
Calculate granularities My; My, € N*\{1} with k=1, ..., (M-1)
Calculate granularity:
M =1+ LCMM (Mg — 1)
Deduce distance d = (M,%l)
s0 — (7 (;, L)
Calculate vy = % with k=1, ..., (M-1)
| Sk < (T:WLM/)

Output: S" = {(, Larr),(Thy, Lar )y (7o, Lar)}

To express the distances dj according to the distance d/, the multiplier vy, is
calculated using the rule (12).

The minimum term is represented by (79, Lar/) and denoted by so. The
process, presented in Algorithm 1, continues for other values. The obtained cou-
ples (T’Yk’L]\/I/) are denoted by si. To ensure the succession of terms, the cal-
culated multiplier ~; is added to the one calculated in the previous iteration
named 7,;4. Thus, the comparison is always done regarding the first term of the
set L, i.e., 7-(;.

This algorithm allows to bring us back to the uniform case which will give us
the capacity to use different existing tools as linguistic modifiers [24], aggregation
operators, etc.

Considering the complexity, this proposal is less complex (O(p)) than
Abchir’s (O(p?)), with p the number of input terms [8]. Indeed, in this approach
the treatment is done after introducing all data. Hence, the couples representing
terms are calculated once.

To illustrate this algorithm, let us consider an Information Retrieval System
(IRS) and the linguistic term set S,, = Ly = {N, L, M, H, QH, VH, T} [9]
(Fig. 1). This latter is used to express the relevance of documents in the retrieval
process. We aim to represent each term of L; using a term from a uniform
linguistic set. As input, we consider the normalized distances in Ly as:

— Distance N—L:dy =+ =
Distance L— M : dy = 41

— Distance M — H : d3 = Z% =0.125
— Distance H — QH : d4 = g =0.125
— Distance QH — VH : d5 8 =0.125
Distance VH —T : dg = z = 0.125

First, we calculate the values Mjy:
M, = 712'?1 =5 = My;

Mz =% — 9 = My = Ms = Mg
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Then, we determine the granularity M  of the uniform set and the distance
between any of its successive terms d:

M =1+ LOM(B—1,9—1)=9;

d = 545 =0.125

We associate the couple (7'(/), Lyg) to the term N, and we treat the other terms:

— For L (k = 1): yo1a < 0;
71‘-%1(1-1—%3:2;
L(— (TQ,Lg)

— For M (k = 2): yo1q < 2;
V2~ Yoid + % =4
M « (14, L)

— For H (k = 3): 710 < 4;
V3 Youd + B = 5;

H<— (T5,L9)

— For QH (k = 4) Yold < 53
V4 — Yoid + & =0
QH «— (76,L9)

— For VH (k = 5) Yold — 6;
Vs — Yoia + B =T;
VH<— (7'7,[/9)

— For T (k = 6): yo1a < 73
'76‘_'701d+d/ =8
T(— (T87L9)

The algorithm output is illustrated in Fig. 14.

N L M H QH VH T

To T2 T4 T5 T6 T7 TS
1 | | | | | |

Fig. 14. Result of the single scale algorithm.

5 Representation of Terms Within an Unbalanced Set

In the previous section, we have presented our previous work [8] to represent
an unbalanced term set S, within a uniform term set Lj;,. Thereby, existing
symbolic modifiers or aggregation operators can be applied to its terms. The
obtained values are also expressed using the uniform set Lj;. However, it is
more understandable for the user to represent these results using terms from the
initial set Sy,.

In this section, we focus on the representation of a term 7, from the uniform
set Ly, with a term from Sy, denoted by Lj;. We suppose that the used dis-
tances on both sets are normalized. For further precision, we denote the degrees
of the uniform set Ly by 7-0,, ..., T;... and those of Sy, by 70,...,7... (knowing
that 5 and T(; correspond to the same position 0 and 7y, and TJIW to 1). We
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propose a way to determine the nearest position, in S,,, to an initial term Tl-/,
represented by its position v; in Lps/. For that purpose, we need to define the
proportion of an unbalanced degree from .Sy, .

Definition 3. Let 7; be a symbolic degree of an unbalanced multi-set Sy (Las).
Its proportion is defined as: Prop(r;) = Zdj'
j=1

With di,da,d;,...d; the normalized distances between each pair of successive
degrees in the unbalanced multi-set Sy, .

We aim to identify the term 7,,s in Sy, which distance between it and the

first term (7) of L), is the closest to v; (v; is the position of 7; on L),). Thus,
we will compare v; with the sum [j; of the distances separating successive terms

k
in Lo = Y _d;.
j=1

The process will stop when the value of [ is higher or equal to v;. If the
values v; and [; are equal, the position of TiI in Ly is that of 7_1. If v; < I,
we check the closest term to v; between 7,1 and 7. In this case, a proportion
error, denoted by «, exists and its value is the difference between the position
of a term Til and that of the closest term, i.e. 7,_1 or 7. If these terms are
equidistant to TZ«/ , we choose the term with the smallest index. This approach is
described in Algorithm 2.

The inputs for this function are the position v; of the term T; , the M terms
of the unbalanced multi-set S,,, and the normalized distances d; between its
successive terms. As output, we obtain the couple (Tpos, @).

To illustrate our approach, let us continue with the IRS example already
described. Let us suppose that a document D is described in the database with
aset of 5 index t;(i € {1,...,5}) : D=0.7/t; +0.5/t2 +0.9/t3 + 0.6 /t4 + 0.4 /t5.

In fact, the system indicates for each index term a numeric value correspond-
ing to its importance in describing the subject discussed in the document. If the
index term ¢; is not linked to the document subject content, its value is equal to
0. However, the index value that is equal to 1 means that ¢; is too important in
the document subject. We aim to represent each index value, i.e. v;, by means
of a couple (Tpos, @); such 7, is a membership degree from L7 (Syy).

The counter k is initialized to 1 and the distance [;, to 0. For the first index
value vy:

- k=110,=025<07=v;

- k=2:10=0254+025=0.5<0.7
-k =3:13=05+0.125=0.625 < 0.7
-k =4:1,=0.6254+0.125=0.75 > 0.7

In this case v; is lower than Iy (=0.75). We can say that the index value is
between 73, High (H), and 14, Quite High (QH). So, we check the closest term
between 73 and 74 by comparing values of (I4 — v1) and (vy — (Ig — dy)):

(0.75 — 0.7) < (0.7 — (0.75 — 0.125)).
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Hence, 74 is closer than 73 and the proportion error is a = —0.05. Thus, vy is
represented by (QH, —0.05) (Fig. 15). We can say that the degree 74 is weakened
of 0.05 or that vy is little less than QH. In the present paper we will not treat the
use of adverbs to express proportion error but we only consider its numeric value.

N L M H QH VH T
=

| | | | | |

v1= (QH, -0.05)

Fig. 15. Representation of the index v; within an unbalanced set.

We proceed using the same approach for the other index values. Thus, we
obtain:

D = (QH, —0.05)/t1+ (M, 0) /t2+ (VH, 0.025) /t5+ (H, —0.025) /t4+ (M, —0.1) /t5.

Algorithm 2. Representation of terms within unbalanced multi-set.
Input:
The position v; of the term 7'1-/7 7'1-/ €L,y
M linguistic terms of Las(Sun)
Normalized distances dy in Las; k=1, ..., (M-1)
begin
k=1
1 =0
while [, j v; do

k
= d;
j=1
k—k+1
if I = v; then
‘ pos «— k-1

a+—0
else

if Iy - v; jvi - (I - di) then
pos «+— k

‘ o — - (lk - vi)

else
pos «— k-1

L a— v - (Ig - dg)

Output: The couple (Tpos, @)

6 Linguistic Modifiers with Unbalanced Multi-sets

In multi-valued logic, any symbol can be considered as a modification of
another one. Thereby, modifiers allow to represent small variations of impre-
cise characterizations of a linguistic variable. Symbolic modifiers may transform
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simultaneously the membership degrees and the scale of the multi-set. We pro-
pose in this section to illustrate how to use symbolic modifiers with unbalanced
imperfect knowledge. We present an approach to apply Generalized Symbolic
Modifiers [21] (Table 1), initially designed for balanced sets, to unbalanced term
sets.

To perform this, first, we express the unbalanced term to modify with a
term from a balanced multi-set. Afterwards, we apply the GSM modifier on the
obtained term within a balanced set. Then, we look for the closest matching
term back in the original unbalanced multi-set. Our proposal has as input M
linguistic terms of the unbalanced multi-set Sy, (represented on a scale Lys), a
term 7; from this set, the normalized distances d between its successive terms
and the GSM m to apply. The treatment will be as follows (Algorithm 3):

1. Express the term 7; within a uniform multi-set L, using the single uniform
scale approach (Subsect. 4.2). The new term is denoted by T/

2. Apply the GSM m to the term T . Thus, we get a new umform linguistic set
Ly, such that M = m(M ), and a new term 7, = m(7;).

3. Represent the term Ti within the initial unbalanced linguistic set Las (Sun)
using the approximation function presented in Algorithm 2.

Thus, for this last step, we have to determine the nearest position to Ti” in
Sun (Lar). First, we calculate the position v;/, i.e. the distance between the term
TZ»” and 7'(’)/. Afterwards, we determine the term 7,,5 by comparing v;/ to the sum
Iy, of the distances between each successive terms in Lys (dg).

Algorithm 3. Using GSM with unbalanced multi-set.
Input:
M unbalanced linguistic terms of Las(Sun)
The term 73 € Ly
Normalized distances dy of La; k=1, ..., (M-1)
The GSM m
begin
L, < Single scale approach (M unbalanced terms, di) (Algo. 1)
Identify the couple (7;/ , Lys) corresponding to (7;, Lar) in Ly
(rpr, M) —m (1 , M)
v G
Calculate the closest term Tp0s to v;l in Syun and the proportion error «
| (Algo.2)

Output: The couple (Tpos, @)

To illustrate our approach, we use the same example of IRS previously pre-
sented. We consider the unbalanced set L7 of relevance degrees (Fig.16). We
apply the reinforcing modifier C' Ry to the relevance degree Medium, i.e. T5. The
process is represented in Fig. 17.

As mentioned before, the distances dji are: di = do = 0.25;d3 = dy = d5 =
dg = 0.125.
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N L M H QH VH T
To T T Ta T4 Ts Ts
| | ] ] | ] |

Fig. 16. Unbalanced set of relevance degrees.

The proportion of the term 75 in the unbalanced term set L7 (Definition 3)
is: Prop (72) = dy + dz = 0.25 + 0.25 = 0.5.

The granularity of the uniform set, previously calculated in Subsect. 4.2, is
9 and the term 7o from S, is represented by 741 in Lg. We notice that the
proportion is preserved Prop(ni) = % =0.5.

For this example, we apply the GSM CR; to the couple (75, Lg) (Table 1):
i =m(4) =min(4+1,9 — 1) = min(5,8) =5

M" =m(9) =9.

The obtained couple is (Tg, Lgy). We remind that the modifier CR is a rein-
forcing one, i.e. the proportion increases:

Prop (15) = 2> Prop(r,) = 2.

Finally, we must express the term Tg within the initial set L7;. We first
calculate the distance: vy = (1\/’7_1) = % = 0.625.

The counter k is initialized to 1 and the distance l; to 0.

~Fork=1;1; «—0.25 < v, .
~ Fork =2l 025+025=05<v;
~ For k = 3; I3 «— 0.5+ 0.125 = 0.625 = v,

In this case, the value of I3 is equal to vg. Thus, 73 is the associated term
in the unbalanced set L. The proportion of this term is Prop (r3) = 0.625. It
corresponds to the proportion of the term 75” in the balanced multi-set Lg.

We can say that the result of applying CR with radius 1 to the relevance
degree Medium corresponds to the relevance degree High.

N L M H QH VH T
L | (N I E—

(1) Single Scale Algorithm

T, T -E LTI I % T
L | | | | |

(2) Apply CR(1)

I O T I
| ] ] | | ] ]

(3) Represent result within S,

N L M (H QH VH T
Il L L Il

L | |

Fig. 17. The process of applying C'R; to relevance degree M.
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7 Conclusions

This work deals with the representation and management of unbalanced multi-
sets. These latter are a particular case of imperfect knowledge. The literature
does not propose a formal definition of unbalanced term sets. Besides that, works
that use these sets are only concerned with fuzzy logic. Hence, proposing one
could be a significant improvement in imperfect knowledge management.

We present in this paper an algorithm for the representation of uniform terms
within an unbalanced multi-set. This process uses an approximation function
providing the closest unbalanced term to the desired uniform one. Our solution
also calculates a proportion error that might exist in some cases. We also propose
another algorithm that allows to use symbolic modifiers, initially designed for
balanced terms, with unbalanced ones. This proposal is based on our previous
work [8] for the representation of unbalanced terms on a single uniform multi-set.

An immediate perspective of this work is to validate our proposals in a real
case and compare the obtained results to existing works. For example, we could
propose a model to evaluate documents in a retrieval process in the context
of multi-valued logic. The evaluation will be done by comparing our results to
those of the model proposed by Herrera-Viedma and Lépez-Herrera in [9] in the
context of fuzzy logic.

As future work, we will work on a way to treat symbolic cases where the
distances between terms are expressed with words instead of numbers. It, also,
would be interesting and more understandable by users to express the proportion
error by using adverbs like little, more or less, slightly,...

Furthermore, another aspect treated in the literature is the approximate
reasoning [4]. It is based on the Generalized Modus Ponens (GMP) which aims
to deduce from an observation that is approximately equal to the premise rule,
a result similar to the conclusion rule. It would be valuable to propose a new
GMP rules dealing with unbalanced multi-sets.
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Abstract. Over the last decade, several ontology reasoners have been
proposed to overcome the computational complexity of inference tasks
on expressive ontology languages such as OWL 2 DL. Nevertheless, it
is well-accepted that there is no outstanding reasoner that can outper-
form in all input ontologies. Thus, deciding the most suitable reasoner
for an ontology based application is still a time and effort consuming
task. In this paper, we suggest to develop a new system to provide user
support when looking for guidance over ontology reasoners. At first, we
will be looking at automatically predict a single reasoner empirical per-
formances, in particular its robustness and efficiency, over any given
ontology. Later, we aim at ranking a set of candidate reasoners in a most
preferred order by taking into account information regarding their pre-
dicted performances. We conducted extensive experiments covering over
2500 well selected real-world ontologies and six state-of-the-art of the
most performing reasoners. Our primary prediction and ranking results
are encouraging and witnessing the potential benefits of our approach.

Keywords: Ontology *+ Reasoner - Robustness * Efficiency - Supervised
machine learning - Prediction - Ranking

1 Introduction and Related Works

Over the last decade, several semantic reasoning algorithms and engines have
been proposed to cope with the computational complexity of inference tasks
on expressive ontology languages such as OWL 2 DL [26]. Matentzoglu et al.
have recently conducted a detailed survey [24] scrutinizing this considerable
research and engineering efforts to design sophisticated reasoners with highly
optimized implementation. Nevertheless, it is well-accepted that there is no rea-
soning engine that can outperform in all input ontologies. It would be quite easy

to check this out from the results of the annual reasoner evaluation workshop,
ORE [8].

This work is an extension of our previous publication at the 7th International
Conference on Knowledge Engineering and Ontology Development KEOD 2015 [2].
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Generally speaking, the performances of a reasoner is closely depending on
the success or the failure of optimizations tricks, set up by reasoner designers to
solve hardness features in description logic [4]. Experts pre-established decision
rules about the appropriateness of a reasoner for a particular ontology are not
efficient in practice, except for trivial cases. In fact, the respective authors of
[16,32] have highlighted the lack of knowledge about the factors that are affecting
the performances of a specific reasoner on a specific ontology. Empirical results
are often surprising the experts as reasoner performances, may remarkably vary
on different ontologies standing at the same hardness level. All of these findings
gave rise to new challenges in the area of ontology reasoning: we would wonder
how to a priori predict a reasoner performances over an input ontology? And how
to assist users, with little or no experience about the sophisticated description
logic algorithms, in the choice of the most adequate reasoner for the ontology
under consideration?

Our first research question was primarily addressed by Kang et al. [20,21],
then by Sazonau et al. [31]. Each of the aforementioned authors have deployed
machine learning techniques [1] in order to train predictive models of a reasoner
runtime. The learning approach consists of using a learning algorithm to model
the relation between the ontologies’ characteristics, and the relative performance
of a specific reasoner. The focus of these authors was about automatically pre-
dicting how fast would be a reasoner in achieving a reasoning task over any input
ontology. However, they omitted the fact that reasoners can load and process an
ontology for some reasoning task, but they can also deliver quite distinct results.
Gardiner et al. [12] and more recently Lee et al. [22] have outlined the issue of rea-
soner disagreement over inferences or query answers, computed over one input
ontology. In fact, since ORE 2013 an empirical correctness checking method
was established to assess the reasoner derived inferences. The results were quite
unforeseen as there were no single reasoner that have correctly processed all
the ontologies. Even the fastest reasoner have failed to derive accurate results
for some ontologies, while other less performing engines, have succeeded to cor-
rectly process them. These findings motivated us to extend the work of reasoner
performances prediction by considering the correctness as an additional evalu-
ation criterion. In this chapter, we will describe our methodology of learning
reasoner robustness predictive models. By robustness, we assign the ability of a
reasoner to achieve a reasoning task within a fixed time limit while providing
correct results.

Our second research question is linked to the famous problem of algorithm
selection, discussed in the first place by John Rice since 1976 [29]. This issue has
been at the crossroads of many problem fields, such as machine learning (ML),
satisfiability solving (ST), and combinatorial optimization (CP). A common trait
among the proposed solutions is that they employ supervised machine learning
techniques, regression or ML classification’, to build an efficient predictor of an

! It’s important to notice that “DL classification” stands for a reasoning task aiming
at inferring the subsumption relations between the classes and the properties in
given ontology, however the “ML classification” denotes the process of training a
predictive model from a labelled dataset.
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algorithm’s runtime for each problem instance [33]. The final goal was to exploit
the complementarity of the algorithms by combining them into an algorithm
portfolio [13] in order to obtain improved performances in the average case. The
idea of building reasoner portfolio have recently seduced Kang et al. [19]. The
latter one have employed his previously proposed reasoner runtime predictive
models, to build RsOs a kind of meta-reasoner which combines existing rea-
soners and tries to determine the most efficient one for a given ontology. Their
results were remarkable, claiming that ReOs could outperform the most efficient
state of art reasoner. However, no rigorous evaluation under no idiosyncratic
conditions have been conducted to confirm the Kang’s et al. assertions. In fact,
the time overheard due to the prediction steps was not discussed. Hence, one
would wonder how ReO2, which computes 91 ontology metrics, invokes 5 ranking
algorithms, compares the predictions and finally, calls the most efficient reasoner
in order to process the input ontology, would be faster than straightly and simply
calling the reasoner in question?

Given these findings, we chose to address the problem of ontology reasoner
selection from a different perspective. We believe that to have reasoners selected
as being best suited from an input ontology is a kind of recommendation that
would be made for users seeking for guidance. The provided advise would be
in its basic form, a ranking of reasoners, in a most preferred order. As previ-
ously highlighted by [28], providing a ranking of candidate algorithms is a more
informative and flexible solution, than suggesting one single best algorithm. For
instance, a user may decide to continue using his favourite reasoner, if its per-
formance is slightly below the topmost one in the ranking. To compute the
reasoner ranking we decided to investigate how to take into account information
regarding both the robustness and the efficiency of the candidate reasoners. Our
proposed ranking method is a supervised one based on learned predictive models
of each of the aforementioned reasoner evaluation criteria. The method allows
ties between reasoners and follows rules from the bucket order principals. To the
best of our knowledge, we are the first to employ more than one criterion to rank
the reasoners and we believe it is one important step in the direction of multi-
criteria ranking of ontology reasoners. To show the effectiveness of our different
proposals, we carried out extensive experiments covering 2500 well selected real-
world ontologies and six state-of-the-art of the most performing reasoners. The
provided data was trained by known supervised ML algorithms. The obtained
assessment results show that we could build highly accuracy reasoner robustness
and reasoner efficiency predictive models. Owe to the effectiveness of our train-
ing method, accurate ranking of reasoners was obtained witnessing the potential
of our approach.

The remainder of this chapter is organized as follows. Section 2 specifies our
methodology for building reasoner robustness predictive models. Construction
details and evaluation results are given in Sect. 3. We then move to consider ways
of extending this prediction system. Section 4 presents our design ideas of a user
oriented guidance system for the selection of ontology reasoner. The primarily
assessments results are reported in Sect. 5. Finally, Sect. 6 concludes the chapter
and gives some of our future directions.
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2 Robustness Prediction of the Ontology Reasoners

2.1 Reasoner Empirical Robustness

The notion of robustness differs by the field of research. For instance in the soft-
ware field, Mikolagek [25] defined the robustness as the capability of the system
to deliver its functions and to avoid service failures under unforeseen conditions.
Recently, Gongalves et al. [14] bought forward this definition in order to conduct
an empirical study about the robustness of DL reasoners. Authors underlined
the need to specify the robustness judgement constrains before assessing the
reasoners. These constraints would describe some reasoner usage scenario. The
authors highlighted that a reasoner may be considered as robust under a certain
scenario and non-robust under another.

Given the robustness specification by Gongalves et al., we started by setting
our proper constrains in order to describe an online execution scenario of rea-
soners where ontologies should be classified as quick as possible. This scenario
yields to the following constraints: (I) any range of OWL ontologies should be
supported; (II) functional: the reasoner should be capable to classify the ontology
and deliver correct inferences; (III) non-functional: the reasoner should complete
classification within a fixed cut-off time; and (IV) the failure, w.r.t to the 2nd
and the 3rd requirements, means either a reasoner crashes when processing the
ontology, or exceeds the time limit or delivers unexpected results. To put it
a nutshell, we define the robustness of a reasoner given an input ontology as
follows:

Definition 1 (Reasoner Robustness). The robustness of a reasoner stands
for its ability to correctly achieve a reasoning task for a given ontology within a
fixed cut-off time.

Respectively, we can define the robustness of a reasoner over an ontology corpus
as follows:

Definition 2. The most robust reasoner over an ontology corpus would be the
one satisfying the correctness requirement for the highest number of ontologies
while maintaining the shortest computational time.

One major obstacle we faced when looking to empirically check the robustness
of reasoners was about automatically assessing the correctness of a reasoner’s
results. In fact, only a few attention has been paid to this issue. As previously
outlined by Gardiner et al. [12], manually testing the correctness of a reasoner’s
inferences would be relatively easy for small ontologies, but usually unfeasible
for real world ones. The authors claimed that the most straightforward way
to automatically determine the correctness is by comparing answers derived by
different reasoners for the same ontology. Consistency across multiple answers
would imply a high probability of correctness, since the reasoners have been
designed and implemented independently and using different algorithms. Luckily,
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this testing approach was implemented in the ORE evaluation Framework [15].
The reasoner output was checked for correctness by a majority vote, i.e. the
result returned by the most reasoners was considered to be correct. Certainly,
this is not a faultless method. Improving it would be advantageous for our study,
however this issue is out of the scope of this chapter.

2.2 Learning Methodology

The first research question of this paper is to check whether it is feasible to auto-
matically predict the robustness of modern reasoners using the results of their
previous running. To accomplish this aim, we choose to work with supervised
ML techniques. In any standard machine learning process, every instance in a
training dataset is represented using the same set of features. In our case, the
instances are ontologies belonging to some corpus S(O) = {Oy,...,On}, with N
denoting the size of the corpus n =| S(O) |. The features are metrics character-
izing the ontology content and design. Thus, given a feature space F?, where d
stands for the space dimension, each ontology is represented by a d-dimensional
vector X (99 = [xl(i),mg(i), . ,xd(i)] called a feature vector, where i refers to
the i-th ontology in the dataset, i € [1, N]. The features may be continuous, cat-
egorical or binary. The learning is called supervised as far as ontologies are given
with known labels. In our study, a label would describe a given reasoner robust-
ness when processing the considered ontology for DL classification?. Based on
the robustness specification given in Sect. 2.1, we designed four labels that would
describe the termination state of this reasoning task. The first label describes the
state of success and the other ones distinguish three types of failure. These labels
are: (1) Correct (C) standing for an execution achieved within the time limit
and delivered expected results; (2) Unexpected (U) in the case of termination
within the time limit but delivered results that are not expected; (3) Timeout
(T) in the case of violating the time limit; and (4) Halt (H) describing a sudden
stop of the reasoning process owing to some error. Thus, the set {C,U,T, H}
denotes our label space £ admitted for the learning process.

The vector of all ontologies’ labels is specific to one reasoner R and denoted
by Lr = [[(01),1(02),...,1(0,)], where I(O;) is the label of the i-th ontol-
ogy. By gathering the pairs (feature vectors, labels), a dataset is built in and
designed by Dg = {(X(©),1x(0;))}, i € [1, N]. This dataset illustrates the meta
knowledge about the reasoner previous running. Afterwards, the Dg is provided
to a supervised learning algorithm in order to train its data and establish a
predictive model about the robustness of the corresponding reasoner. Roughly
speaking, a model Mg is a mapping function from an ontology feature vector
X(©) to a specific label describing the reasoner robustness ] r(X (©)). It would

2 It’s important to notice that “DL classification” designs a reasoning task aiming at
inferring the class and property subsumption relation in a given ontology, however
the “ML classification” denotes the process of training a predictive model from a
labeled dataset.
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be a mathematical function, a graph or a probability distribution, etc.
Mg : X e Flslp(X) e L (1)

When a new ontology, which does not belong to the dataset is introduced, then
the task is to compute its features and then predict its exact label, using a
reasoner predictive model.

Unluckily, the performances of learning algorithms are highly sensitive to
quality of employed features. Uninformative or highly inter-correlated features
could deteriorate the accuracy of the learned models. Commonly, feature selec-
tion methods [7] are deployed in order to remove irrelevant and redundant fea-
tures. Plenty of these kind of methods are available in literature. In our study,
we will be investigating some of the well known techniques in feature selection.
The set of investigated methods is designed by FS. Consequently, different vari-
ants of the initial reasoner dataset will be established, called featured datasets,
each with an eventually reduced subset of features. Worth of cite, we will be
also investigate several supervised machine learning algorithms, within a given
set denoted by AL. These elaborated investigations would provide us a way to
identify the most effective combination, i.e. a learning algorithm associated to a
specific feature selection method, which could deliver the most accurate reasoner
robustness models. Therefore, the training steps will be repeated as far as the
number of algorithms and the number of datasets for a given reasoner. Then, the
established models will be evaluated against a bunch of assessment measures.
Further, we will introduce a method to compare these models and figure out their
“best” one. Details about the deployed ML techniques, assessment measures and
the selection procedure are given in Sect. 3.2.

Algorithm 1. A Single Reasoner Robustness Learning Procedure.
Input : S(0)={O01,...,0,} the set of the training ontologies,
Lr = [lI(01),...,1(0r)] the labels vector of the reasoner R, AL the
set of learning algorithms, FS the set of feature selection methods.
Output: M5 the reasoner R robustness best learned model.
[X©V . XON] — computeOntologiesFeature Vectors(S(O));
Dr «— getTheReasonerDataSet(Lr, [X OV, ... X(ON)]) .
foreach F € FS do
DY — selectRelevantFeatures(F, Dr);
foreach A € AL do
< M) g(FA) 5 trainAndAssess TheModel(A, DE) ;
MP — MFU{< MEPA 74 Sy
end
< M(Fbest) p(Fbest) select BestModelFromOneDataSet(MT) ;
MBest . pqBest (< pp(Fbest) p(Fbest) o3
end
MEest « selectBestModelAccross TheDataSets(MB5t)
return MPBet:

© 00 N O Uk W N

[
W N = O
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Algorithm 1 sum ups the main steps of the aforementioned reasoner robust-
ness learning methodology, where M (F:4) stands for a reasoner robustness pre-
dictive model trained by a machine learning algorithm A from a featured dataset
by the feature selection method F'. The assessment score of this model is denoted
by 7(F>4) Worth noting, the set FS contains the | element, which means no
feature selection method to be applied to the initial dataset. This configuration
would allow us to keep the initial dataset with its full set of features, denoted
by RAW D. Later on, models trained from RAW D will be compared to those
trained from the featured datasets (Algorithm 1, Line 10).

2.3 Ontology Features

There is no known automatic way of constructing “good” ontology feature sets.
Instead, distinct domain knowledge should be used to identify properties of
ontologies that appear likely to provide useful information about its complexity
level. To accomplish our study, we reused some of previously proposed ontology
features and defined new ones. Mainly, we discarded those computed based on
specific graph translation of the OWL ontology, as there is no agreement of the
way an ontology should be translated into a graph [31]. We organized the ontol-
ogy features into 4 main categories. Some of the latter ones are then refined by
splitting them in sub-categories. The categories are as follows:

1. The Size Description is a group of metrics characterizing the size of the
ontology considering both the amount of its terms and axioms.

2. The Ontology Expressivity Description is based on two main features,
namely the OWL profile* and the DL family name.

3. Ontology Structural Description gathers various metrics commonly used
by the ontology quality evaluation community [23] to characterize the tax-
onomic structure of an ontology, i.e. its named class or named properties
inheritance hierarchy.

4. The Ontology Syntactic Description is a set of metrics proposed in order
to quantify some of the general theoretical knowledge about DL complexity
sources [4]. Features of the current category are divided in 6 subcategories.
Each one of these is specific to a particular OWL syntactic component.

To sum up, we have characterized almost 110 ontology features, described in
details in our previous work [3]. Table1 illustrates the overall organisation of
our features and gives the definition of the main ones.

3 For further details about OWL 2 profiles, the reader is kindly referred to http://
www.w3.org/TR/owl2-profiles/.
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Table 1. OWL ontology features catalogue.

Category Subcategory |Features Description
Ontology Signature size |SC, SOP, SDP, SI, SDT | Respectively the nbr. of named classes, object properties,
size data properties, individuals and data types
Axiom’s size |SA, SLA Axioms count, Logical axioms count
Ontology DFN DL Family name (AL, ALC, SHIF, etc.)
expressivity
OPR OWL Profile (EL, DL)
Ontology CHierarchy C(P)-MD Max. depth of the class (property) hierarchy
structural
features
PHierarchy C(P)-MSB Max. nbr. of sub-classes (-properties) in the hierarchy
C(P)-MTangledness Max. nbr. of super-classes (-properties) in the hierarchy
C(P)-ASB Avg. nbr. named sub-classes (-properties)
C(P)-Tangledness Avg. nbr. of classes (properties) with multiple direct
ancestors
Cohesion CCOH, PCOH Cohesion of respectively class hierarchy, property hierarchy
OPCOH,OCOH Cohesion of object property and the cohesion in the
ontology
Richness RRichness Ratio of rich relationships (non-hierarchical ones)
AttrRichness Ratio of classes having attributes
Ontology Axioms KBF(set) Ratio of axioms in TBox, RBox and ABox
syntactic
features
ATF (set) Frequencies of each OWL axiom types (28 OWL Axiom
type)
AMP, AAP Respectively the Max. and Avg. parsing depth of axioms
Constructors |CCF (set) Frequency of each type of constructors (11 OWL
constructors)
ACCM Max. nbr. of constructors per axiom
OCCD Density of class constructors in the ontology
CCP(set) Occurrences of Constructors Coupling Patterns (UI, EUI,
cuI)
Classes CDF (set) Ratio of class definilions PCD, NPCD and GCI
CCYC, CDISJ Ratio of respectively cyclic and disjoint classes
CNOM Ratio of classes defined using nominals
Properties OPCF(set) Avg. frequency of object property hard characteristic. (9
characteristics:transitivity, symmetry, functional, etc)
HVR(set) The highest value of each nbr. restriction type (min, max,
exact)
AVR Nbr. restriction Avg. value
Individuals NNF Ratio of nominals in the TB ox

INDISJ, ISAM

Ratio of respectively disjoint and equal individuals

3 Evaluation

of Reasoners’ Robustness Prediction

Before presenting the learning methods, we start by describing the collected data
for the assessment purpose.

3.1 Data Collection

In order to conduct experiments over reasoners in the most reliable way, we
have chosen to work with the evaluation Framework of the ORE workshop*.
The motivation behind our choice is multi-fold: first, the ORE event is widely
recognized by the Semantic Web community; the ontology corpus collected by

* The ORE Framework is available at https://github.com/andreas-steigmiller/ore-20
14-competition-framework/.
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ORE community is well diversified and balanced throughout easy and hard cases;
and finally the description of the reasoner results is consistent with our definition
of the reasoner robustness specified Subsect. 2.1. Using this Framework, we will
conduct new DL and EL classification evaluations with 6 reasoners and 2500
ontologies described in the following.

Ontologies. We selected 2500 ontologies from the ORE corpora®. The ontolo-
gies fall into the OWL 2 DL (1200) and the OWL 2 EL (1300) profiles, binned
according to their sizes® and cover almost 167 distinct expressivity families.
Figure 1 describes the ontologies distribution over size bins w.r.t the OWL pro-
files, then illustrated the most represented expressivity families in the dataset.
We can assert that our ontology sampling is representative of the different ranges
of OWL ontologies and it is richly diversified in size and expressivity. Thus, it
would reduce the probability for a given reasoner to encounter only problems it
is particularly optimized for. We further split up our set of ontologies into S(O)
having 2000 ontologies and T(O) gathering the remaining 500 ontologies. The
partition was carefully made in a stratified way in order to respect the overall
distribution of ontology size and expressivity. Hence, the S(O) set will be used to
train and assess the reasoner predictive models, however the T(O)’s ontologies
will be employed in the evaluation of our second contribution, i.e. the ranking
of reasoners.

400 350
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194 250
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0 0
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Fig. 1. Ontologies distribution over size bins and expressivity families.

Reasoners. We investigated the 6 best ranked reasoners” in both the DL and EL
classification challenges of the ORE’2014 competition. They are namely Komn-
clude, MORe, HermiT, TrOWL, FaCT++ and JFact. We excluded FLK
despite its good results and high rank, as far as it does not support the classifi-
cation of DL ontologies. We run the ORE Framework in the sequential mode on
a machine equipped with an Intel Core 17, CPU running at 3.4 GHz and having
32GB RAM, where 12 GB were made available for each reasoner. We set the
condition of 3min time limit to classify an ontology by a reasoner. This tight

® The ORE corpus is available at http://zenodo.org/record/10791.
5 The size corresponds to the number of the logical axioms.
7 All ORE’2014 reasoners are available at https://zenodo.org/record/11145/.
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schedule would be consistent with the chosen scenario, i.e. the online DL classifi-
cation of an ontology. Table 2 summarizes the results of the reasoner DL and EL
classification challenges®. By following Definition 2, reasoners are listed based
on their robustness rank over the selected ontology corpus. For each reasoner,
Table 2 shows the number of ontologies within each label class (Subsect. 2.1) and
the average reasoning runtime for the correctly classified ontologies.

Table 2. Summary of reasoner evaluation results. (Avg. time in milliseconds).

Reasoner | #Correct | #Unexpected | #Timeout | #Halt | Avg. time (correct)
Konclude | 2408 44 2 6 1147.71
MORe 2182 71 241 6 3366.74
HermiT | 2167 3 312 18 7918.18
TrOWL | 2149 257 74 20 3246.37
FaCT++ | 1968 18 419 95 4476.26
JFact 1679 41 636 144 8474.55

Building the Reasoner Datasets. Feature vector for each ontology in the
study set was computed and recorded. Having the evaluation results and the
ontology feature vectors, 6 datasets were established each for a specific reasoner.
It’s important to notice that our reasoner datasets are unbalanced ones. Based
on the description made by [18], a dataset is considered as unbalanced, if one
of the classes (minority class) contains much smaller number of examples than
the remaining classes (majority classes). In our context, the classes are reasoner
robustness labels. We take as an example the Konclude’s dataset described in
Table 2, we can easily notice the huge difference between the number of ontologies
labeled as Correct #C (the majority) and those labelled as Unexpected #U or
Timeout #T (the minority). However, its obvious that predicting the minor
cases is much more of interest for both ontology and reasoner designers, since
they highlight a situation of failure. In fact, a user would be interested in knowing
whether it would be safe to choose Konclude to classify its ontology. The learning
from unbalanced datasets is considered as one of the most challenging issue
in the data mining field [18] and could seriously affect the predictive models’
effectiveness. That’s why in the remainder, we paid attention to carefully select
the most resisting supervised machine learning algoritkhms to the unbalanced
data problem.

3.2 Learning Methods
It is worth of mention that all of the learning methods described in the following

are available in the machine learning working environment, Weka [17]. We have

8 Results of our experiments are available at https://github.com/PhdStudent2015/
Classification_Results_2016.
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used the Java API of Weka” as base tool to implement our prototype of automatic
learning of reasoner robustness models.

Feature Selection Methods (FS). In our study, we tried to track down the
subset of features, which correlate the most with the robustness of a given rea-
soner. To achieve this task, we first chose to investigate the utility of employing
supervised discretization [11], as a feature selection method. Basically, this tech-
nique stands for the transformation task of continuous data into discrete bins
while considering the distribution of the target labels. When no bins are identi-
fied for a given feature, this latter one is considered useless and could be safely
removed from the dataset. As an application method, we opted for the well
known Fayyad & Irani’s supervised discretization technique (MIDL). For the
seek of validity, we decided to compare the MIDL’s results to the ones computed
by more common feature selection methods. We chose two well known meth-
ods, each representative of a distinct category of feature selection approaches:
first, the Relief method (RLF)!°, which finds relevant features based on a rank-
ing mechanism; then, the CfsSubset method (CFS), which selects subsets of
features that are highly correlated with the target label while having low inter-
correlations. In overall, the FS set is equal to {1, MDL, CFS, RLF}.

Supervised Machine Learning Algorithms (AL). We selected 5 candidate
algorithms, each one is representative of a distinct and widely recognized cat-
egory of machine learning algorithms [1]. All the used implementations were
applied with the default parameters of the Weka tool. They are namely: (1)
Random Forest (RF) a combination of C4.5 decision tree classifiers; (2) Sim-
ple Logistic (SL) a linear logistic regression algorithm; (3) Multilayer Percetron
(MP) a back propagation algorithm used to build an Artificial Neural Network
model; (4) SMO a Support Vector Machine learner with a sequential minimal
optimization; and finally (5) IBk a K-Nearest-Neighbour algorithm with nor-
malized euclidean distance. To sum it up, the AL set is equal to {RF, SL, MP,
SMO, IBK}.

Prediction Accuracy Measures and Selection Method. In previous works
[20], the accuracy standing for the fraction of the correct predicted labels out of
the total number of the dataset samples, was adopted as main assessment metric
of the predictive models. However, accuracy would be misleading in the case of
unbalanced datasets'!. Thus, we looked for assessment measures known for their
appropriateness in the case of unbalanced data. Based on the comparative study
conducted by [18], we retained three main measures: (1) Kappa coefficient
(k); (2) Matthews Correlation Coefficient (MCC); and (3) F-Measure
(FM). Values of Kappa and MCC vary between —1 and 1, where 0 represents
agreement due to chance. The value 1 represents a complete agreement between

9 The Weka API is available at www.cs.waikato.ac.nz/ml/weka/downloading.html.

10 RLF will be used with a ranking threshold equal to 0.01.

' Accuracy places more weight on the majority class(es) than the minority one(s).
Consequently, high accuracy rates would be reported, even if the predictive model
is not necessarily a good one.
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both the real and the predicted labels. FM ranges from 0 to 1, the higher is F'M,
the more accurate the model is. However, Kappa and MCC' are known to be more
effective than FM, whenever the dataset is unbalanced. We computed the FM
score as it is widely adopted by the machine learning community. In addition,
we made use of the standard stratified 10-fold cross-validation technique for the
evaluation process of the trained models. For the sake of simplicity, we only
retained the average values of the computed assessment measures over all the
cross-validation steps.

In order to select a reasoner best predictive model, we propose to com-
pute a score index per model that would enable us to establish a total order
through all the trained predictive models for a particular reasoner. We called it,
the Matthews Kappa Score (MKS). As the acronym would suggest, MKS is a
weighted aggregation of the MCC and the Kappa values computed to assess a
reasoner model Mpg.

ax MCC(Mg) + 8 * Kappa(Mg)
a+p

MEKS(Mp) = (2)
such that (o + §) = 1. Thus, the best predictive model for a given reasoner is
the one having the maximal value of the MKS score:

MBest — arg max (MKS(M: 3
Bt = arg maz. (MKS(M}) ®)

where Mg denotes the set of predictive models learned for a reasoner R. In the
case where multiple maximal models are identified, the model with the highest
F-Measure (FM) is selected. Our aggregation is coherent as both MCC and
Kappa are ranging in [—1,1].

3.3 Robustness Learning Results and Assessment Discussion

The selection of a reasoner best predictive model is achieved through two stages:
the best model given a specific reasoner dataset variant (RAWD, MDL, CFS or
RLF); then the best model across all the datasets. For the sake of brevity, we
only list the results of the second selection stage. In Table 3, the Mpes column

Table 3. Comparison and selection of a reasoner best learned robustness model across
the different datasets. #F standing for the number of ontology features used in M5t

RAWD (1) MDL (discrete) CFS RLF MEest
Mpest | MKS |FM | Mpes |[MKS |FM | Mpest | MKS |[FM | Myes: | MKS |FM | #F
Konclude [IBK |0.61 [0.97| MP |0.63 |0.97 RF |0.58 |0.97 IBK |0.61 |0.97 67
MORe |RF [0.81 |0.96/SMO 0.82 (0.96 RF [0.79 |0.95 RF |0.81 |0.96 94
HermiT |RF 0.86 |0.96 MP |0.87 |0.97|RF 0.85 |0.96|RF |0.86 |0.96 |92
TrOWL |RF 0.77 |0.94 RF |0.79 |0.95 RF |0.71 |0.93|RF [0.75 |0.94 |95
FaCT++ |RF  |0.875/0.95|RF | 0.879/0.95 RF |0.836/0.94 RF |0.871 |0.95 95
JFact RF  |0.900(0.95 RF |0.900 [0.95 |RF |0.886|0.94 RF |0.903|0.95 58
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illustrates the name of the learned algorithm corresponding to the identified rea-
soner best model given a dataset type. The assessment values of MKS and FM
presented in this table are the average across the 10 folds cross-validation. By
comparing the MKS score of the different models learned for a given reasoner, it
is easy to recognize the final best model M5¢*. This means identifying the most
suitable combination (learning algorithm, feature selection method) which have
led to the topmost accurate reasoner robustness predictive model. In Table 3, the
M ge‘” models are highlighted in extra bold face. The number of ontology fea-
tures deployed within the M g st model is reported in the last column of Table 3
(the #F column). In overall, the learned reasoners’ best predictive models, i.e.
the ME! set of models, showed to be highly accurate, achieving in all cases,
an over to 0.95 FM value. In addition, they are well resisting to the problem
of minor classes, as in all cases, their respective MKS scores were over 0.63.
In particular, the MKS of the JFact best predictive model was 0.90, indicating
almost a perfect predictive model. All of these findings shed light on the high
generalizability of the learned model as well as its effectiveness in predicting
reasoner robustness for the ontology classification task. A number of impor-
tant observations can also be made from this table. First, not once the RAWD
dataset, with its entire set of almost 110 ontology features, was listed in the
final selection of the reasoners’ best models. In most cases, the MKS and FM
values of reasoner predictive models derived from featured datasets (MDL, CFS
or RLF) outperform those ones computed from RAWD models. Therefore, it is
quite expectable, that there is a restricted set of key ontology features that are
more correlated to the reasoner performances that the other features. It would
also be observed that the size of feature vectors of the ME®** models varies from
58 in the case of JFact going to 95 in the case of TrOWL and FaCT++. This
observation pinpoints that the key ontology features, are close to the reasoner
under study. Reasoners implement different optimization techniques to overcome
particular ontology complexity sources and thus, indicators of their robustness
would also vary. In fact, we are not sure which feature selection method would
be the most suited in unveiling the ontology key features for all the reasoners.
The MDL method has outperformed in major cases, but beaten by the RLF’s
technique in one reasoner instance, i.e. JFact. On the other hand, SMO, MP
and RF have shared the podium of the outstanding ML algorithms. Neverthe-
less, it can easily be observed that the RF algorithm is the most dominant one
except when using the MDL discretization method. Obviously, the discretization
improves the predictive quality of the learning algorithms like MP, SMO and SL.
Throughout these observation, we would admit that there is no ultimate best
combination, (feature selection, ML algorithm), that suits for all the reasoners.
Accordingly, we confirm that even if the learning process may be maintained the
same, the learning techniques must be diversified to grasp, in a better way, the
reasoner-specific empirical behaviours.
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4 Ontology Reasoners Ranking with Ties

In the first part of this chapter, we focused on studying individual reasoners
seeking to a priori predict their robustness over a given ontology. Now, we put
the focus on providing advices to potential users regarding the best available
reasoners to their ontology based applications. The provided advices are in their
basic form, i.e. a ranking of reasoners in a most-preferred order. Our reasoner
ranking method allows ties and follows the principals of bucket order. In the
remainder, we describe our ranking approach after recalling some basic notions.

4.1 Preliminaries

Following Fagin et al. [10], given a set of data objects, a total order (or a lin-
ear order) is a binary relation of objects such that the relation satisfies the
three criteria of anti-symmetry, transitivity, and linearity. A bucket order is sim-
ply a total order that allows “ties” between objects in a bucket. Formally, let
B={Bi,...,B:} be a set of non empty buckets that forms a partition of a set A
of alternatives'?, i.c. Jl_, Bi = A and B; N B; = 0 if i # j, and let < be a strict
total order on B, i.e. By < ... < By, we say (B, <) forms a bucket order on A.
< is a transitive, strict binary relation such that for any z,y € A, x precedes y
denoted by = < y, if and only if there are 4, j with ¢ # j such that x € B;, y € B;
and B; < B;. If  and y are in the same bucket, then x and y are incomparable
and said to be “tied”. A totally ordered set is a special case of a bucket ordered
set in which every bucket is of size 1. A ranking o with ties over A is associated
with a bucket order (B, <) over A as 0 = By < ... < B, where i is the rank
of z € A, ie. o(x) =1, if and only if z € B;. Vo' € B; Az # ', then z, 2’
are equally ranked o(z) = o(2’) = ¢ and hence a tie. When z precedes y, i.e.
o(x) < o(y), this means a preference for x over y. Following [27], given a bucket
order (B, <) over a set of alternatives A, Cp is a pair ordered matrix capturing
the pairwise preferences over the elements of A. Cg is |A| X |.A| matrix such for
each z;,z; € A that Cg(i,j) = 1if z; < zj, i.e. By < By, Cg(i,j) = 0.5 if z;
and x; belongs to the same bucket and Cg(i,j) = 0 if 2; < 2;. By convention,
Cg(i,i) = 0.5 and Cg(i, ) satisfies that Cg(4,j) + Cg(j,¢) = 1. For simplic-
ity, the terms rankings and orders are used interchangeably throughout this
chapter.

4.2 Overall Description of the Ranking Approach

We propose a method of ranking with ties over a set of reasoners, which are likely
to be good candidates to accomplish a reasoning task over a user input ontology.
Our ranking is a supervised one, mainly based on reasoners’ robustness models
described in Sect. 2. More in details, given a user ontology O, characterized by a
feature vector (Subsect. 2.3) and a set of candidate reasoners R = {Ry, ..., R},

12 The alternatives are the objects, or elements to be ranked.
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we suggest to predict the robustness of each of these reasoners over the input
ontology and accordingly compute their ranking through a rigorous application
of the bucket order principals. Obviously, by comparing the prediction results of
the set of reasoners (i.e. the alternatives), 4 possible reasoner groups could be
identified, each corresponds to a robustness predictive label {C,U, T, H} (Sub-
sect. 2.2). These groups are disjoint ones, as we would predict only one label per
reasoner, their union is equal to the whole set of reasoners, and therefore, they
form a partition of R. Hence, we can define the buckets set {B¢, By, Br,Bu},
which matches these groups. In addition, a precedence order relation < over the
described buckets can easily be specified. In our opinion, the most straightfor-
ward order is B¢ < By < Br < Bpg. Intuitively, reasoners belonging to Bo
are the most preferred ones as they are robust over O,. The By’s reasoners
could achieve the reasoning task within the time limit but the correctness of
their results was not approved by our correctness checking method'®. Therefore,
we think that they are much preferred than reasoners falling in the By bucket,
which won’t deliver any result to be assessed. Of course, the worse reasoners are
in By bucket, as they are not even capable to process the ontology.

Given this configuration, two particular cases need special attention. First
when |Be| = 0, this means no reasoner would be suggested as robust over the
input ontology. However, the remaining ordered buckets could still be provided
to the user as a good tagging guidance as how reasoners would possibly behave
against the O, ontology. Another interesting case is when |B¢| > 1, here more
than one candidate reasoner, may be all of them, would be provided as equally
robust reasoners. However, we think that such a ranking would be of little help
for the user, since it does not distinguish the most suited reasoner over the set
of the robust ones. Wherefore, we need to break the tie at the top of the ranking
list, otherwise further partitioning the Bo bucket.

For a better discrimination between reasoners falling in the B bucket, we
chose to use an additional reasoner evaluation criterion, the efficiency. Applying
this method would require training further predictive models for each candidate
reasoner, more precisely regression models, which map the ontology feature vec-
tor X(©w) to the reasoner’s estimated runtime, tr € R. Having these models,
the B¢ bucket’s reasoners will be linearly ordered by a simple decreasing sorting
over their predicted computational times. The more efficient a robust reasoner is,
the smaller would be its ranking number. Henceforth, each of the robust reason-
ers will have its own corresponding bucket. Nevertheless, the order of reasoners
within the remaining buckets, By < Br < By, will be maintained the same and
their ranking numbers will be updated. For instance, if ¢ reasoners were found
to be robust ¢ =| B, | and By # 0, then VR, € By, 0(R,) = ¢+ 1. To meet the
aforementioned requirements, we are extending the definition of ranking with
ties with particular rules as follows:

13 However, the reasoner results correctness may be approved by a different checking
method.
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Definition 3 (Reasoners Ranking with Ties). Given a set of candidate rea-
soners R = {Ry,..., Ry} and an ordered bucket partition over R, B = Bo <
Bu < Br < Bu, a reasoner R; precedes a reasoner R;, i.e. o(R;) < o(R;)
and Cg(i,j) = 1, if and only if, R; € B; and R; € B; A B;,B; € B such that
B; < Bj or B; = B; = Bc and tARi < tARj. Consequently, R; and R; are tied, i.e.
o(R;) = o(R;) and Cg(3,j) = 0.5, if and only if, B; = B; # Bc. The remaining
conventions over Cg matriz won’t be changed, this means Cg(i,i) = 0.5 and
Cgs(i,7) + Cg(j,i) = 1.

To sum it up, our reasoner ranking approach operates in two periods: (i) an
offline period for knowledge acquisition about a set of reasoners using state of
art supervised learning techniques; and (%i) an online period for users counselling
over the reasoners using our method of ranking with ties. Further details about
each period are given in the next subsections.

4.3 Description of the Offline Training Process

The main goal of this stage is to build meta-knowledge about a set of candi-
date reasoners R = {Ry,..., Ry}, with m = |R|. The meta-knowledge will
be acquired using supervised ML techniques and recorded as reasoner profiles.
A reasoner profile is defined in the following:

Definition 4 (Reasoner Profile). Given the performance criteria space of the
ontology reasoners C*, where s stands for the space dimension, a reasoner profile
P(R) is represented by a s-dimensional vector of predictive models, P(R) =
[Mgl, cee Mgs], where Mgi stands for the predictive model which estimates the
quality of the reasoner R according to the performance criterion C;, i € [1,s].

In our case, a couple of reasoner performances criteria are under investigation:
the robustness and the efficiency. Thus, two predictive models are needed to
be trained for each reasoner: a classification model of the reasoner robustness
MZE and a regression model of its computational time ME. Given R the set of
candidate reasoners and S(O) a sampling of n ontologies, reasoners evaluation
over these ontologies will be carried on and results will be recorded. Information
derived during the evaluation reflects a general empirical behaviour of reasoners,
which would serve as meta-knowledge for learning reasoner predictive models.
In fact, by labelling each ontology with the termination state of the reasoning
task accomplished by a particular reasoner R; € R, we proposed a methodology
to learn a predictive model of the overall robustness of this reasoner (details in
Subsect. 2.2). The same methodology will also be employed to build the regres-
sion models after making some adjustments to the input data and the learn-
ing techniques. The first modification to accomplish is about the sampling of
ontologies. We recall that a regression model of a reasoner R; will be invoked
only after predicting its robustness over an input ontology. Otherwise, we need
to predict how fast would be the reasoner in successfully classifying an ontology.
Therefore, we removed from the sampling those ontologies which caused the fail-
ure of the reasoner. So, let S.(O) C S(O) be the training set of ontologies for
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efficiency learning task. In a second step, ontologies within S.(O) are labelled by
the logarithm of the R;’s runtime. The log transformation of runtime was first
proposed by Lin et al. [33], whom found it to be of paramount importance to
improve the overall accuracy of regression model. The latter one could be dete-
riorated due to the large variation in runtimes across the ontologies. Thus, the
new label vector of the reasoner R; would be Lg, = [log(¢t(01)),...,log(t(On))],
with ¢(O;) standing for the processing time spent by R; to classify O;. Hence-
forth, we will learn to approximate, Z\i, the logarithm of R;’ runtime. The AL
set of learning algorithms will be restricted to Random Forest (RF), Logistic
Regression (LR) and the SVM based algorithm (SMO), since they are capable
to train regression models. On the other hand, the FS set of feature selection
methods will only include the CFS and the RLF methods in addition to the
L element. The discretization can’t be used for regression, since we are learning
continuous values, rather than labels. The predictive accuracy of the trained
efficiency models will be adjudged using two well established indices, the root
mean squared error (RMSE) and the coefficients of determination (R2) also
known as the R-square [1]. Commonly known, a good regression model will have
a low RMSE and a high R? close to 1. By referring to this rule, we will select
the best efficiency predictive model for each reasoner. The selection method is
similar to the one described in Subsects. 2.2 and 3.2, and having the following
selection formula:

ME®t = arg max (R*(M%)) Aarg min (RMSE(ME)) (4)
MieMp MiLEMp
where Mg denotes the set of predictive models learned for a reasoner R. An
aggregation of RMSE and R? can not be established since the both metrics have
different ranges of values.
As a final result to this knowledge acquisition stage, a set P of m reasoner
profiles, P = [P(Ry), ..., P(Ry)], is built in and stored in a knowledge base.

4.4 Description of the Online Ranking Process

Once a user introduces its ontology, O,,, to our reasoner recommendation system,
features of this ontology are computed, X(P+) and stored reasoner profiles,
P =[P(Ry),...,P(Ry)], are loaded in order to rank them following the former
specified ranking rules (c.f. Definition 3). The ranking procedure is detailed in
Algorithm 2. The main purpose of this algorithm is to partition the candidate
set into ordered buckets Bo < By < Br < By and accordingly encoding the
reasoner pair order matrix Cg (|P| x |P| matrix). Let B be a vector of size |P|
recording for each reasoner the bucket it belongs to. For instance, if a reasoner
R; is predicted to be robust over the ontology O,, then B[i] « ‘C’'*. Initially,
the buckets of the reasoners are unknown.

14 We recall that each of the buckets Be < By < Br < By corresponds to a predictable
label {C,U, T, H} computed by the robustness classification model.
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Algorithm 2. The Reasoner Ranking with ties.

Input : The user input ontology O,,.
Output: The Cp matrix encoding the pairwise preferences over the candidate
reasoners.

X(Ouw) computeTheOntologyFeatureVector(O,,);

P < loadTheReasonerProfiles() ; //P = [P(R1),..., P(Rx)]
B — [F,F,...,F]; //B is of sizem

T «— [+o00,+00,...,+00] ; //T is of sizem

[S S

'

5 Initialize the pairs of the Cg matrix with 0.5 ;
6 for i — 1 to |P| do
7 T — predictTheReasonerRobustness(P|i], X (©+));
8 B[’L] — E ;
o | ifl; = 'C’ then
10 //the reasoner is robust
11 T[i] — predictTheReasonerRuntime(P][i], X (9*));
12 end
13 for j — 1 to |P| do
14 if (B[i] < B[j]) or (B[i] = B[j] =’C’ and T[i] < T[j]) then
15 | Calil] —1:
16 else if (B[i] = B[j] #’C") then
17 | Csli]lj] —05;
18 end
19 Cs[jl[i] <1 - Csli][j] ;
20 end
21 end

22 return Cg;

Thus, the B vector is initialized as a sequence of ‘F’, standing for full, this means
the full bucket gathering all the candidates. This particular bucket is placed at
the bottom of the buckets, i.e. Bc < By < Br < By << Bp. Respectively, we
can induce that all the reasoners are initially tied and having the same rank,
that’s why all the pairs of the Cg matrix are initialized by 0.5. The partitioning
of the reasoners set into disjoint buckets as well as the encoding of Cg matrix
are progressively computed while iterating over the set of reasoners. We recall
that reasoners within the Bo bucket are further ordered according to their pre-
dicted runtime. Let T be the vector of size |P| recording for each reasoner its
predicted runtime. The T vector is initialized with a sequence of 400, standing
for the maximal possible computing time. This configuration would guarantee
that reasoners within any bucket different from B¢, will always be tied at the
bottom of the reasoner ranking list.

A step by step example is given in Fig.2 explaining our algorithm running
mode. Given 5 reasoner profiles P = [P(R1), P(R2), P(R3), P(R4), P(R5)] and
an ontology O,, Fig.2 depicts the different iterations processed in order to
encode the Cp matrix. In each iteration, we show the reasoner R; predicted
label and eventually its predicted runtime, then the corresponding changes over
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Iteration 1: Ra Iteration 2: Ra Iteration 3: Rs
Label: U Label: €, Timme: 100s Label: T
B [ulelrfr]F] B [ulclrlrlr] B |[ulclxlr[F]
T seo | 2= | o= [ 2== [ === ] T +==[ 100 [ +== [ +==[ +==] T +==] 100 [ +o= [ +o= [ +== ]
051 1 1 1 05[] 0 1 1 1 IR 1 1 1
[ 05 |0s5|0o5]05 1 051 1 1 1 o051 1 1
Cs [ o5 |0os5|0o5][05 Cs [4) o 05| 05|05 Cs ] [ 05| 1 1
o o5 |os|os5]0os [7) ] 05| 05|05 o ] 1] 0.5 | 05
o o5|os|os5]05 [7) o 05| 0o5]05 1] 1] o 05|05
Iteration 4: Ry Iteration 5: Rs Final ranking list:
Label: U Label: C, Time:10s R5<R2Z<RI1.R4<R3
B [ulcls]ule] B [ulclvlolc] Hasse Diagram:
T [=J100] =T-=T--=] T [=[100]-=]-=T10] @
) 1 051 o5] 0 2 o050
1 05 |1 1 1 1 05| 1 1 [0 @
Cs [1) [3) 050 1 Cs [7) ] o5 |0 [
05 |0 1 05 |1 05| O 1 05 |0 o °
) 7] 1) [7) 0.5 1 1 1 1 0.5

Fig. 2. Reasoner ranking steps with Hasse Diagram representation of the result.

the data structures, B, T and Cg. The computed reasoner pair order matrix
could be illustrated using the well known Hasse Diagram [30] or by a simple
string representation.

5 Evaluation of the Reasoners Ranking Approach

In this section, we describe the results of the empirical evaluation of our proposed
rea-soner ranking approach. First, we report the assessment of the training stage,
then the experimental validation of the ranking method.

5.1 Assessment of the Training Stage

As earlier specified, the prime goal of this stage is to build a set of reasoner pro-
files. Each profile is composed of two reasoner predictive models: the robustness
and the efficiency one. In Sect. 3, we described the collected data for the evalu-
ation, then, we reported and discussed the assessment of the trained robustness
predictive models of these reasoners. Using the same data and under identical
experimental environment, we trained the efficiency predictive models for the
each candidate reasoner. Table 4 illustrated the assessment of the best efficiency
predictive models trained from a specific reasoner dataset variant. The presented
R? and RMSE values are the average across the 10 folds cross-validation. The
final selection of reasoners’ best predictive models across all the datasets, M ge“,
are highlighted in extra bold face. The number of ontology features deployed
within the ME°" is reported in the last column of Table4 (the #F column).
Three main observations could be drawn from Table 4. First, Random Forest
(RF) have beaten Logistic Regression (LR) and SVM (SMOreg) in all dataset
variants and for all the reasoners. RF associated to the feature selection method
(RLF), have delivered the reasoners’ topmost accurate regression models, M ge“.
This is according to both quality measures R? and RMSE. Nevertheless, we
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Table 4. Comparison and selection of a reasoner best learned efficiency models across
the different datasets. #F standing for the number of ontology features used in M5t

FS

Reasoner | RAWD (1) CFS RLF MEest
Myest | B2 |RMSE | Myes: | R2 | RMSE | Myes: | R? RMSE | #F
Konclude |RF  0.9610.506 |RF [0.961/0.502 |RF | 0.962|0.497 |26
MORe |RF ]0.933/0.301 |RF 0.921]/0.322 |RF |0.937|0.289 |37
HermiT |RF [0.941 0.451 |RF [0.937/0.465 |RF | 0.942|0.450 |36
TrOWL |RF [0.945 0.427 |RF [0.943/0.431 |RF 0.947|0.413 |27
FaCT++ |RF [0.921/0.604 RF [0.924 0.587 |RF |0.926|0.579 |32
JFact RF 10947 /0.467 |RF |0.948/0.457 |RF |0.952 0.439 |36

would observe that in most cases, the R2 on the RLF’s models differed only in the
third decimal place from the R? on the RAWD’s and on the CFS’s models. The
same observation also holds with respect to RMSE values. This would indicate
that the reduction of the ontology feature space did not remarkably improve the
accuracy of the regression models. This may be due to the operating mode of the
RF algorithm which by default deploys an internal feature selection mechanism,
whatever the initial dataset is featured or not. Nevertheless, the little accuracy
boosting obtained thanks to the RLF method is certainly worthwhile. Besides,
it provided useful insights about the core ontology features needed to train an
accurate regression model. This would be recognized by scrutinizing the number
of the final selected features depicted in the last column of Table 4.

Finally, the most important observation that we would make from Table 4
is that our reasoners’ best efficiency predictive models are highly accurate. The
reported R? values are ranging over 0.92 and going to 0.96. We should like to
point out that the R? values on the regression models of the meta-reasoner RyOs
[19] are below our values and vary from 0.73 up to 0.91. This would evidently
provide an insight into how well our regression models for the 6 reasoners are
fitting the data. This observation would further be confirmed by analysing the
RMSE values. We recall the RMSE represents the sample standard deviation of
the differences between predicted and observed values. Hence, the smaller the
RMSE value, the more accurate the prediction model is. In our case, the RMSE
was low on all the ME¢* models predicting the log; 0 of a reasoner runtime. More
in details, the lowest reported RMSE is about 0.29 in the case of MORe, which
means an average misprediction of a factor of 10%2° < 2, whereas the largest
RMSE is 0.58 in the case of FaCT++, i.e. a factor of 10°-°% < 4. Worth of cite,
the RMSE values on the regression models deployed in the portfolio-based algo-
rithm selector SAT?zilla [33] were ranging in [0.49, 1.01], and this was sufficient to
enable SATzilla to win various medals in SAT competitions. Our RMSE values
are below those of SATzilla, and this is a valuable proof of the effectiveness of
our regression models. Though, it must be noted that currently our goal is not
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to outperform neither RoO2 nor SATZilla, but only to demonstrate that our rea-
soner runtime regression models could reach sufficiently satisfactory results. The
above inspections assert that the trained reasoner efficiency predictive models
can be used to accurately predict a given reasoner classification time for a wide
spectrum of OWL ontologies.

5.2 Assessment of the Ranking Stage

The empirical evaluation of the reasoner rankings is based on a leave-one-out
procedure. We recall that from the beginning of our study we have held out
500 ontologies from the original corpus, for ranking assessment purposes. This
is the set of the unforeseen ontologies, designed by T(O), that we will use to
evaluate our ranking method. The ranking of reasoners recommended for a test
ontology is compared to an ideal one computed for the same ontology. The ideal
ranking should represent, as accurately as possible, the correct ordering of the
reasoners on the ontology at hand. In our case, it is built by applying rules of
Definition 3 on the basis of the actual known reasoner performances acquired
during the reasoner evaluation on that ontology. Then, the agreement between
both of the rankings is measured using known state-of-the-art metrics. To assess
the quality of our recommended ranking, we need to compare it versus a baseline
method. This would be a trivial solution of ranking known as the default ranking.
The latter one is a ranking that remains the same one regardless of the ontology
under examination. It is computed on the basis of the reasoner evaluation results
described in Subsect. 3.1, this means the overall robustness of a reasoner over
the T'(O)’s ontologies. The default ranking starting from the best reasoner is:
Konclude < MoRE < HermiT < TrOWL < FaCT++ < JFact. A ranking method
is interesting, whenever it performs significantly better than this default ranking
method.

The agreement between our recommended rankings (resp. the default ones)
and the ideal rankings is computed according to five quality measures falling
into 2 categories describes in the following:

Correlation Metrics: to assess the agreement on the full computed rankings,
we compute the generalized Kendall Tau correlation coefficient for ranking
with ties, denoted as 7,,, proposed by Emond and Mason [9] and the Spearman
rank correlation coefficient known as the Spearman’s rho [6]. In the latter met-
ric, tied reasoners are assigned a rank equal to the average of their positions
in the ascending order of the values. For instance, a recommended ranking
ro = (2,1,3,3,4) is transformed into ro’ = (2,1, 3.5,3.5,5). According to the
both correlation measures, a value of 1 represents perfect agreement, whereas
—1 stands for a perfect disagreement. A correlation of 0 means that the rank-
ings are not related.

Information Retrieval Based Metrics [5]: by following the evaluation style
of search engines, we will examine how well we are ranking the reasoners at
the top of the list. Hence, for each ranking list provided for a test ontology
O, we measure the Precision at position K, denoted as PQK(O;), which
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stands for the percentage of correctly predicted ranking of reasoners at that

position. Then, we compute the Average of Precision at position K, denoted
K

as APQK (i.e. APQK = W)w. To obtain an overall idea of preci-
sion considering the whole test set, we compute the Mean Average Precision,

M
denoted as MAPGK (i.e. MAPQK = Zi=tAPCKO) wpore A = |T(0))).
More specifically, our focus is on the 3 first positions since they are most
likely to be examined by a user. Thus, we record for each test ontology, the
P@1 since it reflects how well we are predicting the most performing reasoner,
the AP@3 and finally to sum up the evaluation, we compute MAP@1 and
MAP@3.

Table 5 illustrates the mean and standard deviation of the assessment measures
computed on our recommended ranking and on the default one. This gives a
general idea about the ranking quality across the different ontologies in the test
set.

Table 5. Evaluation summary of reasoner ranking methods over T'(O)’s ontologies.

Method Kendall Tau X 7, | Spearman Rho | MAP@1 MAP@3
Recommended (ro) | 0.67 + 0.29 0.77 £ 0.26 0.92 4+ 0.27]0.76 &+ 0.27
Default (do) 0.25 + 0.26 0.37 £ 0.26 0.92 + 0.27]0.60 £+ 0.17

As it can be seen, the rankings generated by our method, i.e. the recom-
mended, are more correlated to the ideal ranking according to both Spearman’s
Rho and Kendall’s Tau X. The difference with the values of the default rank-
ing is significantly high, witnessing the good quality of our provided rankings.
This would further be asserted by looking at the value of MAP@I. The lat-
ter one indicates that in 92% of the test cases, our method have succeeded to
predict and to correctly rank the topmost performing reasoner. Our value is
even better than the MAP@1 achieved by the ranking algorithms deployed in
the meta-reasoner RaO2 [19]. The authors reported a MAP@1 varying between
88.7% and 90.6%. On the other hand, the value of the mean average precision at
position 3, MAP@3, is less good than MAP@1, revealing in some way troubles in
ranking reasoners at positions higher than the first place. However, our MAP@3
remains sufficiently higher than the MAP@3 computed for the default rankings.

Even though a good overall ranking accuracy is achieved, we were curious
about the behaviour of our method at the individual level of the testing ontolo-
gies. To get more insights, we plotted per ontology the assessment values achieved
by each ranking method. Figure 3 scrutinizes the comparison established accord-
ing to the aforementioned assessment measures and having as counterparts our
recommended rankings and the default ones. As it can be observed from Fig. 3(a)
and (b) in major cases our curve is higher than the one of the default method
showing better accuracy. However for some ontologies, with the number varying

15 Tt is to be noted that when K = 1, P@1 is equal to AP@1.
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Fig. 3. Per ontology comparison between our recommended rankings (in blue) and the
default ones (in red). (Color figure online)

from 50 to 150, we didn’t succeed to outperform the default ranking in terms
of the correlation with the ideal ranking. Moreover by analysing Fig. 3(c), we
notice that our values of PQ1 are equal to the ones of the default ranking. We
recall, in the latter method, the best reasoner is always Konclude. So, this would
indicate that for 50 ontologies over 500 we are still unable to accurately predict
the failure of Konclude and most important to predict the alternative reasoner.
Worth noting, the Konclude’s robustness dataset described in Table 2 is the most
biased one towards the correct cases that’s why the MKS score of its robustness
predictive model is the lowest one 0.63. These observations would pinpoint that
our ranking method is closely depending on the accuracy of the robustness pre-
dictive models of each candidate reasoner. Overpassing the unbalanced nature
of the reasoners’ datasets is a challenging issue not only in our case but for the
whole ML community. The advantage of this kind of analysis is that it enables
us to mark off the hard ontologies, which have yield to inaccuracies. Hence, our
investigations would be better focussed. On the other hand, our observations
would motivate us to inspect different ranking methods like the ones relying on
preferences learning approaches.

6 Conclusions

In this work, we proposed a new approach looking at providing knowledge for
the selection of ontology reasoners. We can point out our contributions to two
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distinct but complementary fields: (i) we applied supervised leaning concepts
to the problem of empirically predicting reasoner performances. We proposed
a learning methodology relying on a rich set of advanced ontology features.
Owing to the benefits of this proposal, we modelled the performance profile of
a reasoner, in terms of predictive models of its robustness and efficiency. (ii)
we provided a novel framework to support non-expert users in reasoner selec-
tion task. Our method applies principals of bucket order to establish reasoners’
ranking with ties for any given ontology. We conducted a rigorous investigation
about 6 well known reasoners and over 2500 ontologies. We put into compar-
ison various supervised learning algorithms and feature selection techniques in
order to train best reasoner predictive models. Our trained reasoner predictive
models showed to be highly accurate outperforming state-of-art solutions. More-
over, the carried out experiments about our introduced ranking method revealed
good results in terms of correlation to the ideal rankings comparing to the default
ranking method. However, we point out some difficulties to accurately rank the
reasoners for a particular category of ontologies. We designed the latter one
as the top hardest ontologies. Predicting the reasoner performances over these
ontologies remains a hard task needing more investigation efforts. Therefore, we
are intended to establish a method that would enables us to identify these strin-
gent ontologies. We believe that by categorizing the ontologies according to their
hardness level, we would be capable to train more targeted and accurate rea-
soner performances predictive models. Moreover, we are minded to experiment
learning preference techniques and learning to rank methods in order to further
improve our approach of ontology reasoner selection. The ultimate purpose of
our reasoner learning and ranking methods is to build an efficient ontology rea-
soner portfolio. Nevertheless, we are convinced that more optimization stages
are still needed to be achieved.
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Abstract. Researches on emotion estimation from text mostly use
machine learning method. Because machine learning requires a large
amount of example corpora, how to acquire high quality training data
has been discussed as one of its major problems. The existing language
resources include emotion corpora; however, they are not available if
the language is different. Constructing bilingual corpus manually is also
financially difficult. We propose a method to convert a training data
into different language using an existing Japanese-English parallel emo-
tion corpus. With a bilingual dictionary, the translation candidates are
extracted against every word of each sentence included in the corpus.
Then the extracted translation candidates are narrowed down into a set
of words that highly contribute to emotion estimation and we used the
set of words as training data. Moreover, when one language’s unanno-
tated linguistic resources can be obtained, the words can be expanded
based on the word distributed expression. By using this expressions,
we can improve accuracy without decreasing information volume of one
sentence. Then, we tried the corpus expansion without translating tar-
get linguistic resource. As the result of the evaluation experiment using
the machine learning algorithm, we could clear the effectiveness of the
emotion corpus which expanded based on the original language’s unan-
notated sentences and based on similar sentence. Moreover, when large
amount of linguistic resources without annotation can be obtained in
one language, their words can be expanded based on distributed expres-
sions of the words. By using distributed expressions, we can improve
accuracy without decreasing information volume of one sentence. Then,
we attempted to expand corpus without translating target linguistic
resource. The result of the evaluation experiment using the machine
learning algorithm showed the effectiveness of the expanded emotion
corpus based on the original language’s unannotated sentences and their
similar sentences.

1 Introduction

Recently, there have been a lot of studies on emotion estimation from text such
as utterance or weblog articles in the field of sentiment analysis or opinion mining
[17,19-23]. Many of them adopted machine learning methods that used words
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as a feature. When the type of the target sentence for emotion estimation and
the type of the sentence prepared as training data are different, as in the case
of terminology in the problem of domain adaptation for document classifica-
tion, the appearance tendency of the emotion words differs. This often causes
a problem in fluctuation of accuracy. On the other hand, when a word is used
as a feature for emotion estimation, the sentence structure does not have to be
considered. As a result, it is easy to apply the method to other languages. Only
if we prepare a large number of corpora with annotation of emotion tags on
each sentence, emotion would be easily estimated by using the machine learning
method. In the machine learning method, because manual definition of a rule
is not necessary, we can reduce costs to apply the method to other languages.
However, just like the problem in the domain, depending on the types of the
languages, sometimes it is difficult to prepare a sufficient amount of tagged cor-
pus. For example, in comparison to English or Chinese, there are not enough
tagged corpora in Japanese or Korean, as the people who use such languages are
relatively small.

To solve the shortage problem of Chinese emotion corpus, Wan [27] used
English emotion corpus as training data that was openly available for free, and
attempted to classify Chinese emotions. He proposed a co-training model that
combined a method translating the training data and a method translating the
test data. Inui et al. [7] mechanically translated Japanese sentences into English
sentences and used them as test data or training data to classify review articles
into positive or negative by using SVM. They checked whether or not the sen-
tences included evaluation expressions. Then, based on the results, they selected
the sentences by judging if the sentence should be added in the training data
or in the test data. The experiment obtained approximately 80% accuracy. This
accuracy was higher than the accuracy obtained when the untranslated training
data was used.

Their method summarizes a document by exclusively using the sentences
in a review article that have evaluation expressions. Because the method does
not confirm the reliability of the translation results to summarize, it is difficult
to deal with the problem of estimation failure caused by low translation accu-
racy. Because our study does not aim at emotion estimation in document incre-
ments, their proposed document summarization technique cannot be applied to
our study. We refined the translation candidates of each word in a sentence by
narrowing them down under certain condition. Then, because only using nar-
rowing down, it cause lack of versatility, we expanded the training data based
on the word similarity. Moreover, we proposed the method to expanding corpus
by adding the unannotated sentence similar to sentence which included in the
training data.

In this paper, we attempted emotion estimation by our proposed method
with machine learning. In the sentences of Japanese-English parallel emotion
corpus the translation candidates for each word were obtained in reference to
the bilingual dictionary. We used them as training data for machine learning and
conducted an emotion estimation experiment. If bilingual dictionaries are used
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to obtain translation candidates, erroneous translations might be caused as often
as or more often than when machine translation is conducted. For that reason,
we proposed a refining method that narrowed down the translation candidates
according to whether the kind of the sentence’s emotion and the word’s emotion
matched or not. By removing the words that were not likely to contribute to sen-
tence emotion, the translation candidates were refined. The aim of this method is
to minimize the effects by translation error. Then, we discussed the effectiveness
of the proposed method by evaluating the word expansion method and sentence
expansion method. Section 2 describes the related works about emotion estima-
tion based on word feature and emotion estimation based on different languages.
To remove noise feature, we propose a method for refining translation candidates
extracted from bilingual dictionaries in Sect. 3 and conduct an evaluation exper-
iment in Sect. 4. Then, we discussed the results in Sect. 5. Finally, we summarize
this study in Sect. 7.

2 Related Works

The researches on emotion estimation often adopted machine learning method
that used words as a feature [10,18,28]. Many of these methods do not consider
the meanings of the words. Actually, in the task of judging a word’s or a phrase’s
emotion polarity (positive/negative), a certain level of accuracy can be obtained
without considering the word’s meaning [25,26].

There are also researches that judge emotion categories of emotional words
in a sentence [8]. In the machine learning, the quality or kind of source data used
for training data is one of the most important factors that affect the classification
accuracy.

To judge the emotion polarity of a sentence belonging to a different domain
from the training data, Saiki et al. [24] adapted each domain by using the
weighted maximum entropy model to add weight to case. Minato et al. [15]
estimated sentence emotion by using appearance frequency weight of word for
each emotion category according to Japanese-English parallel emotion corpus.
The evaluation result showed that emotion estimation accuracies varied due to
small size of the corpus and bias of the number of the sentences in each emotion
category.

Balahur et al. [1] treated the problem of sentiment detection in several differ-
ent languages such as French, German and Spanish. They translated each lan-
guage resources into English by using the existing machine translation techniques
and classified sentence emotion by training the n-gram feature of the translated
resources based on Support Vector Machines Sequential Minimal Optimization
(SVM SMO).

From the experimental result for the multilingual resources, they concluded
that the statistical machine translation (SMT) was mature enough as preprocess-
ing for sentiment classification. However, it is considered that the languages used
in their study were easier to translate into English compare to translate Japanese
into English. In Japanese language, with only difference of notation or intonation
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of the word, sense of the word sometimes changes. On the other hand, sentence
structure is more complex than English or the other western languages.

Moreover, even if the machine translation system can translate Japanese
into English successfully, with a little difference of the translation candidate,
the nuance becomes different from the original meaning and the emotion to be
conveyed might be changed.

To confirm this, it is necessary to conduct an experiment of emotion estima-
tion by using the translation results based on Japanese-English emotion tagged
corpus. Preprocessing was conducted by converting Japanese or English emotion
tagged corpora into other language data by machine translation or parallel dic-
tionary. We confirmed whether emotion estimation accuracy could be improved
by refining translation candidates or not by the evaluation experiment.

3 Proposed Method

The basic flow of our proposed method is described in Fig.1. EW Dictionary
means a dictionary that stored the words expressing emotion included in the
Japanese-English parallel emotion corpus [14]. SW List is a dictionary of stop

/ Training Phase
SEEsEEssEEEEEEEEEEEEEEEEEEEEEEEEEED EPC
Dictionary w
v
Emotion Tagged Morphological | TrEESZfiEm .| Select
Lang-A COI‘pU.S Analysis Candidates Words
|
v
Emotion Tagged .| Machine Lang-B Emotion
Lang-B Data g Learning Estimation Model
/
T —— . N
Test Phase i
. \
nput output
Lang-B p Estimate
Test Data Emotion
. 7
o J

Fig. 1. Emotion estimation in different languages.
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word that includes nonsense words (unnecessary words). EPC Table indicates
Emotion Polarity Correspondence Table constructed by Takamura [25,26].

—
Lang-A Tweet Corpus

: Training Phase

Lang-A word 3
vector DB Lang A-B Translation-
Pair Dictiona

Obtain Synonyms
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Fig. 2. Synonym based word expansion.
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Expanded Lang-A
Emotion Tagged
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sim( sen; , tweet; )

Fig. 3. Sentence similarity based corpus expansion.

In the Training Phase, each sentence in the emotion tagged corpus of language
A is morphologically analyzed to obtain the basic forms of the words. Then, for
the basic forms of the words the translation candidates are obtained in language
B with reference to the bilingual dictionary. The candidate words are refined by
our proposed method and the data in language B is created that has annotation
of emotion tags in sentence basis. Based on the created data in language B, the
emotion estimation model for language B is made by machine learning.

Next, Fig.2 indicates the method which obtain the synonyms of the word
included in sentence translation candidate.
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Then, we proposed the method to increase corpus directly by collecting tweets
including similar sentence of same language from tweet corpus without trans-
lating by sentence or word. The tweet corpus is previously refined into emo-
tion expressed tweets. We expand the corpus based on the emotional polarity
of the sentence in original emotion tagged corpus and similarity between sen-
tences. Figure?2 indicates the outline of the method to acquire the translation
candidates from the expanded corpus by obtaining the synonyms of the word
included in the sentence based on word vector similarity. We also proposed a
method to directly increase corpus without translating any sentence or word.
In the method the tweets including the similar sentences of the same language
were collected from the tweet corpus. The tweet corpus was previously refined
into the tweets expressing any emotion. We expanded the corpus based on the
emotional polarity of the sentence in the original emotion tagged corpus and the
similarity between the sentences (Fig. 3).

3.1 Japanese-English Parallel Emotion Corpus

This section describes the Japanese-English Parallel Emotion Corpus used in this
research. The Japanese-English Parallel Emotion Corpus constructed by Minato
et al. [14] is a tagged corpus based on a Japanese-English Emotion Expression
Dictionary [6].

In the corpus emotion tags are annotated on the Japanese-English bilin-
gual conversation sentences to indicate the speaker’s emotion and the emotional
expression. In total, 1,190 pairs of the sentences are registered in the corpus.

There are two kinds of tags: sentence emotion tags annotated to sentences
and word emotion tags annotated to words or idioms. There are nine kinds of
emotion categories: (joy, anger, sorrow, surprise, hate, love, respect, anxiety and
neutral).

3.2 Japanese-English Bilingual Dictionary

In this research we used the dictionaries of Eijiro Ver.2.0!, Edict and Edict2? as
the Japanese-English bilingual dictionaries. We selected these three dictionaries
because these dictionaries included relatively newer words and a larger number
of words compared to other dictionaries such as the EDR dictionary.

3.3 Tweet Positive/Negative Corpus

Recently, Twitter is one of the SNS from which can obtain large data. If we can
collect the huge amount of tweet corpus for each language, those can be used for
expansion of word or expansion of corpus.

In our study, we collected positive tweets and negative tweets of Japanese
and English by using the two kinds of symbols such as ‘)’ and ‘:(". The number

! http://www.eijiro.jp/.
2 http://www.edrdg.org/jmdict /edict.html.
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of the collected tweet data is shown in Table 1. However the number of tweets
is different by language or positive/negative, these data were obtained at nearly
the same time. Recently, Twitter is one of the SNS from which numerous of data
are obtainable. If we can collect large scale tweet corpus for each language, they
will be able to be used to expand word or corpus.

In our study, we collected positive tweets and negative tweets of Japanese
and English by using the two symbols as ‘:)” and “:(’. The number of the collected
tweet data is shown in Table 1. Although the numbers of tweets were different
depending on languages or positive/negative, these data were obtained at nearly
the same time.

Table 1. Positive/Negative tweet corpus.

Japanese | English
Positive | 85,170 | 144,231
Negative | 151,975 | 179,848

3.4 Refining Translation Candidates

When training data and test data are constructed by extracting translation
candidates from the dictionary, the problem is that the translation candidates
include unnecessary words that cause estimation error. We considered the fol-
lowing perspectives to refine the translation candidates.

— The stop words included in translations should be removed from training data.

— When the sentence’s (writer’s) emotion and the emotion of the word included
in the sentence are different, the word should be removed from training data.

— The more the word contributes to the emotion expressed by the sentence, the
more the weight is added to the word and the word should be included in
training data.

We made the training data as shown in Table2. In Table2 “Dictionary for
Refining” indicates the kind of the dictionaries used for refining the translation
candidates. “EW” represents Emotion Word Dictionary, “SW” represents Stop
Word List, and “EPC” represents Emotion Polarity Correspondence Table. In
these columns, J, E indicates whether the dictionary is Japanese or English. The
column of Code represents the abbreviation of each model. In the paper, J — FE
represents extracting English translation candidates from Japanese sentences
and F — J represents extracting Japanese translation candidates from English
sentences. For Mg_. 5, M ;_, g in Baseline Model and Machine Translated Model,
translation candidates were not refined. The following subsections elaborate the
training data used in this paper.
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Table 2. Definition of training data.

Model name Code | Target lang. | Dictionary for refining
EW |SW | EPC
Baseline model Mg_.;|J - - -
M;_g | E - - -
Mg _;|J J |- -
M, ., E E |- |-
Machine translated model | Gg—j | J - - -
Gj—r E - - |-
Stop word model Re_;|J - J -
Ry |E - E -
Polarity model Pe_j; |J - - J
P;_g |E - - E
Py ., |J - - J
P, g |E - - E

Baseline Method. The Japanese translation candidates corresponding to each
word in the English sentences were extracted from the three kinds of bilingual
dictionaries. Then, these candidates were used as the feature for creating training
data ME_,J.

In the same way, M;_. g was created by extracting English translation can-
didates of each word in Japanese sentence and using these candidates as the
feature. Training data Mp,_, ; and M/,_ , was also created by extracting specific
translation candidates of the words that had been marked as emotion expression
in the corpus from a bilingual dictionary.

Machine Translated Model. To compare the proposed method and the
method using the result of machine translation as training data, the words in
Japanese-English sentences were translated by Google translation® and used
them as feature to create the training data Gg_.;,G s . Google translation
is based on a statistical machine translation method. However, its translation
accuracy is not very high. To judge the quality of translation various measures
have been proposed.

One of the famous measures is BLEU [16] that uses the word’s N-gram pre-
cision. IMPACT [5] has a relatively high correlation with evaluation by human
in adequacy and fluency. METEOR [2,9] was proposed as an evaluation method
without using a word’s N-gram. The details of METEOR are described in the
paper written by Banerjee et al. [2]. To investigate the accuracy of Google trans-
lation in corpus translation, the average score of IMPACT, METEOR and BLEU
was calculated. The obtained scores were shown in Table 3.

3 https:/ /translate.google.com.
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Table 3. Evaluation of machine translation (Google MT) (METEOR used parameters:
a=0.9;8=23.0;v7=0.5)

Evaluation method | J — E | E — J
IMPACT 0.48 0.35
METEOR 0.28 0.34
BLEU 0.19 0.15

The quality of web translation system such as Google translation is highly
controversial. However, the average scores obtained were not especially low.

Stop Word Model. Besides the problem of a simple translation error, there is
another problem that decreases the accuracy of emotion estimation. The problem
is caused by the words that do not contribute to the speaker’s (writer’s) emotion.

These words should be removed from the training data by refining according
to the rule. Therefore, we focused on a method based on stop words. SMART
[4] is a famous list of unnecessary words. However, it is an English word list and
we cannot apply it to Japanese language. Therefore, we attempted to refine the
words by parts of speech for Japanese language. If the part of speech of the word
annotated by morphological analysis was not included in Table 4, the word was
regarded as an unnecessary word.

Table 4. Part of speech regarded as necessary word.

Part of speech Sub category
Prefix Adjective connection, Noun connection
Conjunction -

Adnominal adjective

Noun General, “Sa” —connection, “Nai” —adjective connection,
Adverb-possible, Adjective verb stem

Verb Independent

Adjective Independent

Adverb General, auxiliary word connection

Interjection -

If the translation candidates of the word w included the unnecessary word
sw, the word sw was removed from the training data. In this way, the training
data were created and defined as Rg_.;, Ryj_Eg.

Polarity Model. To refine the translation, we also focused on the emotion
polarity of words. If the candidates of the word w include ew, whose emotion
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polarity is different from the sentence’s emotion polarity, the word ew should be
removed from the training data. The correspondence between emotion polarity
and emotion category is shown in Table 5.

Table 5. Emotion polarity and emotion category.

Positive (+) | Joy, Love, Respect

Negative (-) | Anger, Sorrow, Hate, Anxiety

Neutral (0) | Surprise, Neutral

We used the emotion polarity correspondence table created by Takamura
et al. [25] to judge the word’s emotion polarity. Because many of the words
with extremely small emotion polarity value actually do not express emotion,
the threshold value was set for the emotion polarity value. In this paper, the
threshold value was set as th = 0.5. If the absolute emotion polarity value of a
word is smaller than this threshold value, the emotion polarity of the word was
set as 0 (neutral). The created training data were Pr_,;, Pj_f.

However, above method cannot extract features if there are no words that
match to the emotion polarity of the sentence. For that reason, we also considered
another method to judge whether the word to be included as feature or not
according to the degree of contribution to the emotion expression of the sentence.

In this method we used the words that did not match to the emotion polarity
of the sentence as feature and we did not to set the threshold for emotion polarity.
In this research, the words whose degree of contribution is ranked in the top rc
are used as features. How to calculate the contribution degree of the word w; to
the sentence S; is shown in Eqgs. 1-4.

oy [ 1if EMP(w;) = EMP(S;)
EM(w;j, 8;) = {0 otherwise

oy J1 if EMP(w;) = EMP(S))
EMS(w;, S;) = {0.5 otherwise @
|5i]
a= 3
> wes, EM(wg, S;) ?)
‘ N e EMS(wj, S;) if EM(wj, S;) =1
CScore(w; € S;) = {EMS(wj, S:) otherwise @

EMP (w;), EMP(S;) respectively indicate a sign of emotion polarity of the word
w; and sentence S;. EM shown in Eq. 1 is a function that returns 1 if the signs of
emotion polarity of the word and the sentence are the same, otherwise returns
0. EMS shown in Eq.2 is a function that returns 1 if the signs of emotion
polarity of the word and the sentence are the same, otherwise returns 0.5. The
Eq. 4 calculates CScore that represents the contribution value of the word to the
sentence by using the functions EM and EMS.
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|S;| in the Eq. 3 indicates the total number of the words in the sentence S;.
By multiplying z, the more the weight of the words whose sign of the emotion
polarity matched with that of the sentence increases relatively, the less there are
the words whose sign of the emotion polarity matched with that of the sentence.

CScore is calculated for each word in each sentence and the words are sorted
by descending order of the CScore. By using only the top r. words as features,
training data Pp_, ;, P;_,  are made. We conduct several experiments to calcu-
late the value of r. and used the value with the highest accuracy as the value of r..

With these methods, we thought that we could prevent acquiring unneces-
sary translation candidates for constructing training data in another language,
thereby could create a highly accurate compact estimation model. Moreover, the
calculation for training could be reduced.

Classification Method. In the research of emotion estimation from text, the
Support Vector Machine (SVM) and the Naive Bayes classifier (NB) are often
used for machine learning. In this paper, Naive Bayes classifier was used because
it has a simple algorithm and can be easily applied to multiclass classification.

3.5 Word Expansion Based on Word Distributed Representation

This section describes the word expansion method based on word distributed
representation.

We used tweet corpus shown in Table 1 to train word distributed represen-
tation. As the training algorithm for distributed representation, we used the
method proposed by Mikolov et al. [11-13], and used the Word2Vec * for train-
ing tool. In the training phase, we used the skip-gram model known as accurate
method and set the parameters as 200 for the number of dimension of word
vector and as 10 for context window size.

The proposed word expansion method is described as follows.

— A word set consisting of the word with similar emotion polarity with the words
in the sentence is obtained. We used the cosine similarity between word vectors
as similarity.

— Select the words having both the same emotion polarity sign with the original
word w, and the lower absolute value of emotional polarity than a certain
threshold value. Equations 5 and 6 indicate the above conditions.

— We obtained the translation candidates by using bilingual dictionary to the
refined similar words. In this time, when the word had the same emotion
polarity with that of the original sentence, higher weight was added to the
word.

pn(w,) X pn(simw;) >0 (5)
dif f(abs(pn(w,)), abs(pn(simw;))) < threshold (6)

4 https://code.google.com /p/word2vec/.
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3.6 Corpus Expansion Based on Sentence Similarity

This section describes a method to expand corpus based on sentence similarity.
In the task of text classification using machine learning, there is a method called
as semi-supervised learning method. When the amount of the annotated data
is small, the unannotated data is classified based on the annotated data. By
adding this annotated data to the training data, the classification models were
expanded their range of applications.

Because these methods focused on how improve the general versatility by
using unannotated data, they could not avoid decreasing accuracy.

However, the classified data should be increased to solve both sparseness
of training data and decreasing of accuracy. In our study, we focused on the
similarity between the sentences, the sentences similar with the annotated data
were conditionally obtained from unannotated corpus of the same language.

A tweet corpus from Twitter is unannotated data available in large amount.
From Tweet P/N corpus used in the previous section, the sentences having both
the same polarity with the emotion polarity of the annotated sentences and the
higher similarity between the sentences were added to the training data.

Equation 7 indicates the condition for filtering.

pn(sen;) x pn(tweet;) > 0 (7)
dif f(pn(sen;), pn(tweet;)) < thresholdq; s (8)

4 Experiment

The proposed method was evaluated by experiment. The target data was 1,190
pairs of sentences in Japanese-English parallel emotion corpus and 4,652 pairs of
sentences in open Japanese-English parallel corpus with annotation of emotion.
The information of the morphemes included in the sentences was used as feature.

Japanese sentences were morphologically analyzed by ChaSen®. English sen-
tences were morphologically analyzed by Brill’s Tagger [3] then basic forms of
the parts of stems were obtained by using the Porter stemming algorithm®. We
evaluated the results by calculating the accuracy with the Eq. 9.

o 1if |To’iﬂTc’i| >1

match; = { 0 otherwise (9)
S|
- tch;

Accuracy(%) = 2 matchi x 100 (10)

5]

In the equation, S indicates a set of sentences targeted for the evaluation.
T,,:, and T, ; respectively indicate a set of tag sets outputted by classifier and a
set of correct tags for the sentence s; € S. |T,; € T¢;| indicates the number of
the matched tags between the tags outputted by the classifier and the correct

5 http://chasen-legacy.osdn.jp/.
5 http://tartarus.org/~martin/PorterStemmer/.


http://chasen-legacy.osdn.jp/
http://tartarus.org/~martin/PorterStemmer/

272 K. Matsumoto et al.

tags. match; means the score of the correct answers for the sentence s;. Arith-
metic average of these scores is calculated as Accuracy. Although the classifier
outputs the probability for each emotion category, the category with the highest
probability is extracted and evaluated in the experiment.

4.1 Experiment-1

First, to evaluate emotion estimation by using Japanese-English Parallel Emo-
tion Corpus as training data and test data, we created the training data whose
feature is the translation candidates of each word in the bilingual sentences.

Then, we conducted Experiment-1 using the test data whose feature is the
words in the source language’s sentence. Experiment was conducted by using
10-fold cross validation.

4.2 Experiment-2

In experiment-2, we used the corpus improvement method which expand words
in sentence and convert those to target language. Then, we evaluated that corpus
improvement method.

4.3 Experiment-3

In experiment-3, we used the corpus expansion method which is based on sen-
tence similarity. The accuracy of emotion estimation for open data is evaluated.
In experiment-3, we used the corpus expansion method which is based on sen-
tence similarity. The accuracy of emotion estimation for open data is evaluated.

5 Results and Discussions

5.1 Result of Experiment-1

The result of Experiment-1 is shown in Table6. Py _, ;, P;_ , were made by
setting the threshold rc of contribution value as 27.

The result of the training data Mp,_, ;, M/,_ 5, which used only emotion
expression’s translation candidates as the feature, had higher accuracy than
using all words’ translation candidates as the feature. The result also showed
that the conditions of unnecessary words for refining the translation candidates
did not greatly increase the accuracy.

However, in the experiment based on Japanese test data, using Rg_, 7, Pp— s
as the training data decreased accuracy only about 2%. Therefore, these refining
methods will become more effective when the size of the data increases because
the calculation amount decreases.

7 We evaluated the results by setting the threshold values: 1, 2, 3, 4, 5. When the
threshold was r. = 2, the accuracy was the highest.
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In the experiments with Pp_, ;, P} -, over 50% accuracies were obtained.
When Pj,_, ; was used as training data and the edict was used as a bilingual
dictionary, the best accuracy of 66.7% was obtained.

These results suggested that our method solved the weak points in the Polar-
ity Model, which is considering solely the concordance of emotion polarities
refines too much the translation candidates and provides all words the same
weights.

— By adding higher weight to the words that contribute to the emotion expres-
sion in the sentence, effective features can be emphasized.

— It is able to extract feature even though none of the words in the sentence
contribute to the emotion expression in the sentence.

Table 6. Result of experiment-1.

Test | Training | Dictionary
- Edict | Edict2 | Eijiro
J Mg_.j 50.1 |50.3 49.8
Mg_ ; 52.3 |52.0 51.3
Gg—g 375
Re_.s 48.6 |42.4 49.4
Pr_.; 47.5 |48.2 48.5
Py, 66.7 | 58.1 64.1
E Mg 39.4 |39.7 35.0
M _ g 51.1 |51.3 50.0
Gj-rg 46.6
Rk 47.5 |48.6 49.2
P 37.5 |38.2 48.8
P 51.1 |50.1 53.9

5.2 Result of Experiment-2

Next, we conducted an evaluation experiment by using the synonym based corpus
extension model. To expand synonyms, we used 10 for window size and 200 for
vector dimension numbers as the parameters of word2vec, and used the skip-
gram model as training model. Three types of bilingual dictionaries were used
for the experiment. We used logistic regression as machine learning method.

We used a tool of classias® as logistic regression, and tried three types of
algorithms: “Ibfgs.logistic”, “pegasos.logistic,” and “truncated_gradient.logistic”
as logistic regression.

Considering imbalance of the number of the sentences for each emotion in
the corpus, we used only four emotions “joy,” “anxiety,” “hate,” and “sorrow”

8 http://www.chokkan.org/software/classias/index.html.ja.
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Fig. 4. Result of experiment-2 (Ibfgs.logistic).
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Fig. 5. Result of experiment-2 (pegasos.logistic).

in the evaluation experiment. The method used the corpus without expansion
was also used as a comparative method. The experimental result is in Figs. 4, 5,

and 6.

As the result, we did not observe effectiveness of word expansion in any
emotion. The word expansion based on concept similarity, which we used in the

experiment, decreased the quality of emotion estimation.
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truncated gradient.logistic

0 | | | I

anxiety hate  joy sorrow|anxiety hate  joy sorrow

expanded not expanded

® English F1-Score Japanese F1-Score
Fig. 6. Result of experiment-2 (truncated_gradient.logistic).

6 Result of Experiment-3

We made an emotion estimation model based on the corpus that was expanded
with the positive/negative tweet corpus by using machine learning algorithm,
and conducted an emotion estimation experiment. We used logistic regression
(Ibfgs.logstic, truncated_gradient.logistic, and pegasos.logistic) as machine learn-
ing method. The details of the expanded corpus is in Table 7.

Table 7. Statistics of expanded corpus.

Positive/Negative | Emotion | # of tweets

J E
Positive Love 440 | 419
Joy 2177|2041
Respect | 1737 | 1636
Negative Anxiety | 1200|1134

Sorrow 300 | 288
Anger 780 | 713
Hate 4240 | 4055
Neutral Surprise | 520 | 456

The experimental result of 10-hold cross validation is in Fig. 7.

To confirm the applicable range of the expanded corpus, we created two
emotion estimation models both from the corpus before expansion and after
expansion then compared the results of emotion estimation experiments for each
model. The results are in Tables8, 9, and 10. In the tables, “exp.” indicates the
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Table 8. Result of emotion estimation for open emotion corpus (I1bfgs.logistic).

anxiety love

anxiety love

Emotion | F1—Score

E J

Not exp. | Exp. | Not exp. | Exp.
Anger 0.023 0.154 | 0.097 0.112
Anxiety |0.066 0.102 | 0.228 0.15
Hate 0.191 0.155 | 0.287 0.256
Joy 0.261 0.254 | 0.308 0.193
Love 0 0.207 | 0.047 0.282
Respect |0.234 0.21 |0.237 0.201
Sorrow | 0.17 0.256 | 0.173 0.248
Surprise | 0.041 0.151/0.112 0.133

English (pegasos.logistic)

joy  sorrow surprise anger respect hate

English (Ibfgs.logistic)

joy  sorrow surprise anger respect hate

English (truncated_gradient.logistic)

anxiety love

joy  sorrow respect anger surprise hate
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Japanese (pegasos.logistic)

anxiety love

joy  sorrow respect anger surprise hate

Japanese (Ibfgs.logistic)
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Fig. 7. Result of experiment-3 (10-hold cross validation).
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result based on the expanded corpus, and “not exp.” indicates the result based
on the original corpus.

According to the experimental result, in English corpus, the method based
on the expanded corpus obtained higher F1-score than the method based on the
original corpus. One of the reasons is thought that the corpus used for expansion
was collected from Twitter.

Table 9. Result of emotion estimation for open emotion corpus (pegasos.logistic).

Emotion | F1—Score

E J

Not exp. | Exp. | Not exp. | Exp.
Anger 0.023 0.154 | 0.092 0.112
Anxiety |0.064 0.102|0.244 0.151
Hate 0.195 0.151]0.276 0.254
Joy 0.258 0.254]0.319 0.193
Love 0 0.207 | 0.047 0.278
Respect | 0.231 0.209 | 0.243 0.196
Sorrow | 0.186 0.258 | 0.185 0.246
Surprise | 0.04 0.152 | 0.157 0.139

Table 10. Result of emotion estimation for open emotion corpus (truncated_
gradient.logistic).

Emotion | F1—Score

E J

Not exp. | Exp. | Not exp. | Exp.
Anger 0.052 0.176 | 0.192 0.122

Anxiety |0.15 0.071]0.203 0.123
Hate 0.174 0.142]0.278 0.248
Joy 0.246 0.224 | 0.306 0.183
Love 0 0.205 | 0.157 0.259

Respect |0.204 0.199 | 0.281 0.175
Sorrow | 0.214 0.267 | 0.197 0.246
Surprise | 0.109 0.122]0.245 0.218

Japanese language often uses abbreviation expressions and has ambiguity.
Therefore, we thought that function words were matched more than content
words when obtaining similar sentences.

Because the search function of positive/negative tweet is the original judge-
ment method of Twitter, the method might be more suitable in English than in
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Japanese and expansion might be more adequately made in English corpus than
in Japanese corpus.

One of the reasons is thought that the corpus used for expansion was collected
from Twitter. Japanese language often uses abbreviation expressions and has
ambiguity. Therefore, we thought that function words were matched more than
content words when obtaining similar sentences.

Because the search function of positive/negative tweet is the original judge-
ment method of Twitter, the method might be more suitable in English than in
Japanese and expansion might be more adequately made in English corpus than
in Japanese corpus.

7 Conclusions

In this paper, the existing bilingual dictionaries were used to convert the lin-
guistic resources for emotion estimation into another language. To avoid noise
feature in the training data caused by converting the resource into other lan-
guages, a method to refine the translation candidates was proposed based on
emotion polarity or the stop word list.

The evaluation experiment using the basic Japanese-English Bilingual Dic-
tionary obtained approximately 66.7% accuracy in emotion estimation when the
translation candidates exclusively corresponding to the emotional expressions
were included in the training data. On the other hand, the experimental result
using the open data suggested that the process of refining translation candidate
worked effectively.

However, the bilingual dictionaries and the emotion polarity correspondent
table included unnecessary words for emotion estimation. As the result, noise
features could not be removed even though threshold value was set.

We tried to expand applicable range of the corpus by word expansion and
confirmed that the word expansion per sentence decreased accuracy. On the
other hand, the corpus expansion by obtaining similar sentence from a tweet
corpus effectively worked in the English sentences. In future, we would like to
improve the method to refine the translation candidates and propose a method
to remove unnecessary word from emotion polarity correspondent table and also
a method to automatically construct a bilingual dictionary suitable for emotion
estimation.

We also would like to propose an effective method for both Japanese and
English by combining the translation candidate refining method and the corpus
expansion method.
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Abstract. The integration of heterogeneous information gathered from
wearable devices, like watches, bracelets and smartphones, is becoming a
very important research trend. The Expert Systems’ technology should
be able to face this interesting challenge, promoting the development
of innovative frameworks runnable on wearables and mobile operating
systems. In particular, users and domain experts could be able to inter-
act directly, minimizing the role of knowledge engineer and promoting
the real-time updating of knowledge bases when necessary. This paper
presents the KAFKA approach to this topic, based on the implementa-
tion of the Knowledge Artifact conceptual model supported by Android
OS devices.

1 Introduction

Traditional knowledge engineering methodologies, like CommonKads [1] and
MIKE [2], considered knowledge acquisition and representation as centralized
activities, in which the main point was trying to build up facts’ and rules’ bases
which could model tacit knowledge in order to use and maintain it. Indeed, the
explosion of the Internet and related technologies, like Semantic Web, Ontolo-
gies, Linked Data ... has radically changed the point of view on knowledge engi-
neering (and knowledge acquisition in particular), highlighting its intrinsically
distributed nature.

Finally, the growing diffusion of more and more sophisticated mobile devices,
like smartphones and tablets, equipped with higher and higher performing hard-
ware and operating systems allows the distributed implementation on such
mobile devices of several key components of the knowledge engineering process.
A direct consequence of these considerations is the need for knowledge acqui-
sition and representation frameworks that are able to quickly and effectively
understand when knowledge should be integrated, minimizing the role of knowl-
edge engineers and allowing the domain experts to manage knowledge bases in
a simpler way.

A relevant work in this field has been recently proposed in [3]: the HeKatE
methodology aims at the development of complex rule-based systems focusing
on groups of similar rules rather than on single rules. Doing so, efficient inference
is assured, since only the rules necessary to reach the goal are fired. Indeed, this
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characteristic helps the user in understanding how the system works, as well as
how to extend it in case of need, minimizing the knowledge engineer role. Our
goal is (partially) different: we intend to build a tool for supporting the user in
understanding when the knowledge base should be updated, according to the
domain conditions he/she detects on the field. For this reason, we don’t aim to
realize new inference engines, like in the HeKatE project, but a good framework
to use existing tools, usable in varying conditions and portable devices.

In this paper, we present KAFKA (Knowledge Acquisition Framework based
on Knowledge Artifacts), a knowledge engineering framework developed under
Android: the most interesting feature of KAFKA is the possibility for the user to
design and implement his/her own knowledge—based system without the need for
a knowledge engineer. The framework exploits Android as the running OS, since
it is the most popular mobile operating system in the world. The final aim of
KAFKA is the execution of expert systems written in Jess. Due to the difficulties
in importing Jess under Android, KAFKA has been currently developed as a
client—server architecture. The most important characteristic of Jess, from the
KAFKA point of view, is the possibility to implement facts as Java objects rather
than simple (attribute, value) pairs, exploiting the shadow fact construct. This
point, together with the conceptual model of Knowledge Artifact adopted in
designing the expert system, makes possible to understand when new rules and
observations should be modeled according to the evolution of the underlying
domain.

The rest of the paper is organized as follows: Sect.2 briefly introduces the
research field, focusing on distributed expert systems and Knowledge Artifacts.
Section 3 further explores the Knowledge Artifact concept from the perspective
of time evolving expert systems. In Sect. 4, the Shadow Fact construct is briefly
introduced, in order to show how its adoption in KAFKA has allowed to take
care computationally of knowledge—bases’ variation according to the detection of
new information from the domain. Section 5 presents the characteristics of prob-
lems and domains addressed by KAFKA: in particular, the role of Knowledge
Artifacts and rules is analyzed from both the conceptual and computational
point of view, in order to explain how KAFKA allows the user to take care
of possible evolutions of the related expert system. In Sect.6 a case study is
presented, illustrating how KAFKA allows the user to interact with the domain
expert to complete knowledge bases when new observations are available. Finally,
conclusions and directions for further work complete the paper.

2 Related Work

As reported in [4], with the advent of the web and of Linked Data, knowledge
sources produced by experts as (taxzonomical) descriptions of domains’ concepts
have become strategic assets: SKOS (Simple Knowledge Organizations System)
has been recently released as a standard to publish such descriptions in the form
of vocabularies.
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In this way, knowledge engineering has moved from being a typical centralized
activity to being distributed: many experts can share their competencies, con-
tributing to the global growth of knowledge in a given domain. The expert system
paradigm has become suitable to solve complex problems exploiting the integra-
tion between different knowledge sources in various domains, such as medicine
[5] and chemistry [6], and innovative frameworks have been developed to allow
non Al experts to implement their own expert systems [7,8].

In this paper, we propose an alternative approach to the development of
distributed expert systems, based on the Knowledge Artifact (KA) notion. In
Computer Science, artifacts have been widely used in many fields; Distributed
Cognition [9] described cognitive artifacts as “[...] artificial devices that main-
tain, display, or operate upon information, in order to serve a representational
function and that affect human cognitive performance”. Thus, artifacts are able
not only to amplify human cognitive abilities, but also change the nature of the
task they are involved into. In CSCW, coordinative artifacts [10] are exploited
“[...] to specify the properties of the results of individual contributions [...], inter-
dependencies of tasks or objects in a cooperative works setting [...] a protocol of
interaction in view of task interdependencies in a cooperative work setting [...]”,
acting as templates, maps or scripts respectively. In the MAS paradigm [11],
artifacts “[...] represent passive components of the systems [...] that are inten-
tionally constructed, shared, manipulated and used by agents to support their
activities [...]".

According to the last definition, it is possible to highlight how artifacts are
typically considered passive entities in literature: they can support or influence
human and artificial agents reasoning, but they are not part of it, i.e. they
don’t specify how a product can be realized or a result can be achieved. In
the Knowledge Management research field, Knowledge Artifacts are specializa-
tions of artifacts. Cabitza et al. [12] described them as the technological driver
that either enables or supports knowledge circulation among people inside orga-
nizations. According to Holsapple and Joshi [13], “A knowledge artifact is an
object that conveys or holds usable representations of knowledge”. Salazar—Torres
et al. [14] argued that, according to this definition, KAs are artifacts which rep-
resent “[...] executable-encodings of knowledge, which can be suitably embodied
as computer programs, written in programming languages such as C, Java, or
declarative modeling languages such as XML, OWL or SQL”.

Thus, Knowledge Management provides artifacts with the capability to
become active entities, through the possibility to describe entire decision making
processes, or parts of them. In this sense, Knowledge Artifacts can be consid-
ered as guides to the development of complete knowledge—based systems. The
most relevant case study in addressing this direction is the pKADS project
[15], that provided a web—based environment to store, share and use knowledge
assets within enterprises or public administrations. Each knowledge asset is rep-
resented as an XML file and it can be browsed and analyzed by means of an
ontological map. Although the reasoning process is not explicitly included in
the knowledge asset structure, it can be considered a Knowledge Artifact being
machine readable and fully involved in a decision making process development.



284 F. Sartori and R. Melen

3 Motivation: Managing Rapidly Changing Scenarios
by Means of Expert Systems

In this paper we are concerned with a rather complex problem, that of model-
ing time—varying scenarios. In this case, the observed system and its reference
environment change in time, passing through a series of macroscopic states, each
one characterized by a specific set of relevant rules. Moving from one state to
another, the meaning and importance of some events can change drastically,
therefore the applicable inferences, as described by the rule set, must change
accordingly.

The crucial point from the system point of view is the difficulty for production
rules to capture in a precise way the knowledge involved in decision making
processes variable in an unpredictable way. The resulting rules’ set must be
obtained at the end of an intensive knowledge engineering activity, being able
to generate new portions of the system effectively and efficiently with respect to
the changes in the application domain.

Some examples of these application scenarios can help in clarifying the char-
acteristics of the problems we intend to tackle. A first example is the evolution of
the state of an elderly patient affected by a neurologic degenerative disease. Quite
often the development of the disease does not proceed in a linear, predictable
way; instead long periods of stationary conditions are followed by rapid changes,
which lead to another, worse, long lasting state. In this case, the interpretation
of some events (such as a fall, or a change in the normal order in which some
routine actions are taken) can differ substantially depending on the macro-state
of reference. Another case would be an application analyzing urban traffic, with
the purpose to help a driver to take the best route to destination. The scenario
being analyzed changes significantly with the hour of the day and the day of the
week, as well as in response to events modifying the available routes, such as an
accident or a street closure due to traffic works.

In these situations, an efficient response of the system is very important, since
the computation must be necessarily “real-time”, and it is mandatory for the
system to check continuously the knowledge-base to understand if it is consistent
or not. Here, we present an approach to the development of rule-based systems
dynamically changing their behavior according to the evolution, in value and
number, of problem variables. The approach is based on the acquisition and
representation of Functional Knowledge (FK), Procedural Knowledge (PK) and
Experiential Knowledge (EK), with the support of the KA notion.

According to [16], FK is related to the functional representation of a prod-
uct, that “/...] consists of descriptions of the functionality of components (or
(sub-) systems) and the relationship between them.”. To properly capture such
relationships, the authors suggest the adoption of ontologies (being able to deal
with the semantics of relations); for this reason, ontologies can be defined as
Knowledge Artifacts for functional knowledge acquisition and representation.

PK is defined in [17] as the “/...] understanding of how to apply the concepts
learned in any problem solving situations”. This means that procedural knowl-
edge concerns how to combine concepts to solve a problem. In other words,
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procedural knowledge is devoted to explain the different steps through which
a result is obtained, but it doesn’t specify anything on how those steps are
implemented.

Finally, some authors defined [18] EK as “[...] knowledge derived from expe-
rience [...]”. It is important because “/...] it can provide data, and verify theoret-
ical conjectures or observations [...]”. Experiential knowledge, that can remain
(partly) tacit, allows to describe aspects that procedural knowledge is not able
to represent, and opportune tools are needed to capture it; from the Knowledge
Artifact definition point of view, this is the reason why the T-Matrix previously
cited is provided with a grammar to define the correlations between ingredi-
ents and performances: such grammar is the Knowledge Artifact for experiential
knowledge representation.

Although functional, procedural and experiential knowledge have been usu-
ally treated as separated entities in the past, it is reasonable to assume that
they are someway correlated: it should be possible to link the different Knowl-
edge Artifacts involved so as to include in a unique conceptual and computa-
tional framework the entire knowledge engineering process, from the requirement
analysis (i.e. the identification of all the functional elements to obtain a prod-
uct or a service) to the implementation of a complete knowledge based system
(i.e. the description of the decision making process in a machine-readable form,
according to the related experiential knowledge), through the clear and complete
specification of all the procedural steps needed to move from inputs to outputs
(i.e. which intermediate levels of computation are necessary).

Doing so, the evolution of the expert system from an initial state Sy, char-
acterized by a stable knowledge base with very few details, to a final state S,
characterized by a fully developed, stable knowledge base, can be continuously
checked by the domain expert, with the possibility to add new rules and delete
or modify obsolete ones, to include new inputs or outputs and/or to extend the
range of values for existing ones according to the domain characteristics. This is
the main aim of the KAFKA project, as pointed out in the following sections.

4 Shadow Facts and Their Role in KAFKA

As we know, the typical architecture of a rule-based system is made up of three
main components:

— an inference engine;
— a rule base;
— a working memory.

In particular, the working memory is a collection of facts representing all
the information the rule based system is working with. In our model, the input,
partial output and output node sets are represented as facts in the working
memory. Given that Jess has been chosen as the implementation language, three
different kinds of facts can be used in KAFKA:
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— ordered facts, pieces of elementary information stored as (attribute, value)
pairs;

— unordered facts, record—like structures useful to represent more complex enti-
ties, each one composed of one or more simpler elements (i.e. the slots);

— shadow facts, that are unordered facts whose slots correspond to the properties
of a JavaBean.

Being JavaBeans a kind of Java object, shadow facts serve as a connection
between the working memory and the Java application running Jess. But, from
the KAFKA development point of view, their most interesting feature is the
possibility to choose between their static or dynamic representation in the work-
ing memory. A shadow fact is static if its representation changes infrequently or
according to an explicit request by the user. On the contrary, a dynamic shadow
fact is characterized by a frequent variability over time, with the need for the
working memory to keep trace of its changes immediately. Dynamic shadow facts
have been used in KAFKA to implement evolution of facts’ bases according to
the real-time detection of information: for example, let’s suppose we have imple-
mented a rule-based system to support users in taking decisions about patients
affected by heart diseases.

This kind of application will check heart rate continuously, to be able to
recognize possible critical situations. Hopefully, the heart—rate will be normal for
the most time, causing the activation and firing of standard rules. But the system
should be able to detect immediately possible significant up and down oscillations
of the heart rate values, in order to recognize possible critical situations, avoiding
them to become irreversible through the execution of proper actions.

The adoption of dynamic shadow facts to represent such kinds of variables
enables a KAFKA-based expert system to manage these situations: a state of
the system is a collection of shadow facts, whose values can change unpredictably
from a time-stamp t; to the next one ¢;. If the current value of the shadow fact
is already known, i.e. rules are available in the system to deal with it, proper
actions will be taken on time. Otherwise, new actions will be promoted by the
expert through the rules’ set extension to take care of the new state.

In this way, a state in KAFKA is characterized as a collections of events
rather than variables: the event that causes a shadow fact value change causes
a corresponding transition of the system from the state S; to the state S;, being
sure that it will be properly considered by the expert if unknown.

5 Knowledge Acquisition in Mobile Scenarios: KAFKA
Conceptual and Computational Model

5.1 KAFKA Scenario

The typical KAFKA domain is shown in Fig.1, where two kinds of roles are
hypothesized: a KA—User supporting a generic operator solving problems and a
KA-Developer, supporting a domain expert in the elaboration of decision making
processes. The KA—-User is characterized by a state, a collection of quantitative
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Fig. 1. KAFKA scenario: domain expert and operators virtually communicate to solve
a problem in a given domain.

and qualitative parameters (observations on the domain) that can be measured
by mobile devices or evaluated by the expert according to a given reasoning.
This state can change over time: thus, it is continuously checked by the system
in order to discover modifications and take proper actions. The domain expert
can interact with the KA-Developer to update the different KA elements.

5.2 KA Definition

As shown in Fig. 2, the Knowledge Artifact model in KAFKA is multi-layered.
Given a particular kind of knowledge k;, @ € [1,...,n], a Knowledge Artifact for
the acquisition of k; is the pair KAy, = {E, R}, where E = {e;}, j € [1,...,m]
and R = {ri}, k € [1,...,0], are the sets of elements and relationships among
them respectively, with r : e, — e, Vr € [r1, ..., 7).

The elements can be further grouped into subsets according to the nature of
knowledge involved: for example, in case of acquiring functional knowledge about
a design activity as presented in [16], the elements could be aggregated into
systems and sub—systems. The resulting Knowledge Artifact could be defined as
follows: Ontology = {{{elements}, {sub— systems}, {systems}}, {is — a, part —
of,..}}.

In order to correlate different KAs, it is necessary to extend the definition
above: given a set of kinds of knowledge K = {ki,...,k,} and a Knowledge
Artifact K Ag,,Vi € [1,...,n] a Higher—Level Knowledge Artifact (HLKA) for the
acquisition of K is the pair KA%L = {K Ak, rk}, where KA = {KAy,} and
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Kinds of Knowledge

Fig. 2. The multi-layered model of Knowledge Artifact in KAFKA: the first level is the
domain knowledge one; the second level concerns the definition of specific Knowledge
Artifacts for each of them; the third level unifies Knowledge Artifacts by means of the
eqi relationship.

Ti : Era,, — EKAlcj’ with 7,7 € [1,...,n] is a correlation between the element
sets of two distinct Knowledge Artifacts. The way this correlation is defined
can depend on the knowledge domain: for this reason it could be necessary
to specify more than one correlations between two KAs. At the current state
of development, there exists only one correlation in KAFKA | namely eqx (i.e.
equivalence on K): eqx : EKA,W — EKAkjlel = eo, with €7 € EKA,% and
es € B Ay, The equivalence notion allows to manage the same entity differently
according to the current Knowledge Artifact, but preserving its main features
moving from a kind of knowledge to another.

The general model presented here must then be configured on the basis of
knowledge involved: the HLKA acts as a library of Knowledge Artifacts, each
of them chosen to acquire the related kind of knowledge in the best way. For
example, Procedural Knowledge can be captured by many kinds of tools for
modeling causal relationships, like e.g. Influence Nets [19], Petri Nets, Causal
Nets [20] (C—Nets) or Superposed—Automata Nets [21] (SA-Nets): Influence Nets
are particularly suitable for Knowledge Acquisition, since they allow to specify
entities and relationships among them in a very intuitive way. Anyway, there
are many situation where they could result too few detailed, for example when
modeling knowledge domains characterized by temporal dimensions: in those
cases, it could be useful to adopt more sophisticated models, like Petri Nets or
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Causal Nets to take care more precisely of the event sequentiality. Moreover,
Petri Nets and Causal Nets could be not sufficient in case of parallel processes
to synchronize occasionally, so that SA—Nets could be more indicated.

The HLKA must then be configured in order to become a complete model for
acquiring and relating all the kinds of knowledge involved in the development of
knowledge—based systems.

5.3 KA Configuration

As previously stated, KAFKA deals with the acquisition of three kinds of knowl-
edge, i.e. Functional Knowledge (FK), Procedural Knowledge (PK) and Expe-
riential Knowledge (EK). The configuration of KAFKA HLKA begins from the
choice of a Knowledge Artifact for each of them:

— FK will be acquired by means of Tazonomies (T), characterized by three kinds
of elements and two relationships;

— PK will be modeled through Influence Nets (IN), characterized by three kinds
of elements and two relationship;

— EK will be captured by Task/Subtask Structures (TS), characterized by three
kinds of elements and one relationship.

Thus, given the kinds of knowledge set K = {FK,PK,EK}, the
KAFKA Higher-Level Knowledge Artifact to deal with K is KAZL =
{{T,IN, TS}, eqi}, where eq : T — IN and eqg : IN — T'S makes equiv-
alent the element sets of T, IN and TS.

Figure 3 shows the HLKA components: each of them is modeled on a three—
tier architecture: inputs (I), being the observations necessary to initialize the

input;: Type;

INPUT LEVEL

INPUT LEVEL Input 1 Input 2 | Input i
Root
PARTIAL OUTPUT 3
@ s (o] (o] [
b Task Label SubTask Label
Ty Out STm: PO
—® @ @ o

il inputy, == value,, do ..
if input; == value; do ...
POy, = MERGE(inputy..)

PARTIAL OUTPUT
LEVEL retum poy;

out = MERGE(Poyy, input;..)
et outy;

OUTPUT LEVEL

Fig. 3. The relationship existing among Taxonomy (on the left), Influence Net (on the
top) and Task/Subtask Structures (on the bottom) in the KAFKA framework.
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under— construction system, partial outputs (PO), i.e. the results of computations
made by the system to reach its goals starting from inputs, and outputs (O), the
goals of the system.

The first Knowledge Artifact to define is T, whose scope is the clear iden-
tification of I, PO and O, and how they are possibly aggregated to or derived
from other elements: KApx = T = {Er, Ry}, with Er = {IU PO U O} and
Ry = {is — a,part — of }. Elements should be as simple as possible, usually
well defined (attribute, value) pairs. Anyway, there are many situations in which
more complex definitions are needed: the is—a relationship allows to extend the
description of an existing input, partial output or output by means of a new
value; the part—of relationship allows to aggregate two or more inputs, partial
outputs or outputs into a new record-like element.

The Influence Net model is a structured process that allows to analyze com-
plex problems of cause—effect type in order to determine an optimal strategy for
the execution of certain actions. The Influence Net is a graphical model that
describes the events and their causal relationships. Using information based on
facts and experience of the expert, it is possible to analyze the uncertainties
created by the environment where actions take place. This analysis helps the
developer to identify the events and relationships that can improve or worsen
the desired result. The Influence Net can be defined as a 4—tuple (I, PO, O, A),
where

— I is the set of input nodes, i.e. the information needed by the system to work
properly;

— PO is the set of partial output nodes, i.e. the collection of new pieces of knowl-
edge and information produced by the system to reach the desired output;

— O is the set of output nodes, i.e. the effective answers of the system to the
described problem; outputs are values that can be returned to the user;

— A is the set of arcs among the nodes: an arc between two nodes specifies that
a causal relationship exists between them.

According to the definition above the adopted Knowledge Artifact is
KApg =IN = {E]N,R[N}, with Ery = {IUPOUO} and Ry = A = {affects,
affected-by}. The affects relationship is defined as follows, affects: I — PO,
affects: I — O, affects: PO — PO, affects: PO — O and affects: O — O.
The affected-by relationship is the vice—versa of affects: although it is redun-
dant, it allows an easier description of experiential knowledge by means of
Task/Substask Structures.

Task Structures are used to describe how the causal process defined by a
given IN is modeled within a rule-based system. Each Task is devoted to define
computationally a portion of an Influence Net: in particular, Subtasks are proce-
dures to specify how a partial output is obtained, while Tasks are used to explain
how an output can be derived from one or more influencing partial outputs and
inputs. A Task cannot be completed until all the Subtasks influencing it have
been finished. In this way, the TS modeling allows to clearly identify all the
computational levels of the system. The Task and Subtask bodies are sequences
of rules, i.e. LHS(LeftHandSide) = RHS(RightHandSide) constructs.
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According to the definition above, the third Knowledge Artifact in KAFKA
is KAEK =TS = {ETS7RTS}7 with ETS = {IUPOUO} and R]N = {Zf—dO}
The if-do relationship semantics is the definition of a production rule if — do :
LHS — RHS, where LHS C ITUPOUO and RHS C POUO.

Each LHS contains the conditions that must be verified so that the rule can
be applied: it is a logic clause, which turns out to be a sufficient condition for the
execution of the action indicated in the RHS. Each RHS contains the description
of the actions to perform as a result of the rule execution.

5.4 KA Implementation

The implementation of the different elements composing the knowledge engi-
neering framework exploits the XML language [22]. A proper schema has been
developed for each of them, as well as dedicated parsers to allow the user to inter-
act with them. These XML files contain all the information necessary to compile
rule-based systems: as previously stated, the Jess syntax has been chosen to this
scope (Fig.4).

<ontology> v
<name> ... </name> -
<description> taxonomy </description> <influenceNet>
<input> <name> ... </name>
<name> ... </name> <descriptiorn> ... </description>
<value> ... </value> <root>
<s-a>..<fissa> | || o= Start Input List -----—--
<part-of> ... </part-of> <input id = "id" value = "input from ontology">
</finput> </input>
<partialOutput> s . ) ‘
<name> ... </name> <input id = "id" value = "input from ontology">
<value> ... </value> </input> )
<s-a>..<figa> 00 | | T End Input List -----—=~-
<part-of> ... </part-of> : '
</partialOutput> ----- Start partialOutput List -----
<output> <partialOutput id = "id" value = "partialOutput
<name> ... </name> : from ontology">
<value> ... </value> </partialOutput>
<is-a> ... <fis-a>
<pan-of> ... </part-of> <partialOutput id = "id" value = "partialOutput
<loutput> from ontology">
</ontolo </partialOutput>
o> Ontology |  --- EndpatialOutput List -
------ Start Output List -==e-=--
ask> <output id = "id" value = "output from ontology">

<name> ... </name> </output>

<description> ... </description>

<input> <output id = "id" value = "output from ontology">

<element> Input from the ontology _f/_?t’_"im;n d Output List --—- -

<felement> | Start Arc List =—-mm--

<arc id = "id" value = "name of the arc"
;/j:g;j: source = "id input or partialOutput"

Subldsks: rame </subtisie target = “id output or partialOutput">

<farc>

> WISLHS < <arc id ="id" value = "name of the arc"

. source = "id input or partialOutput"
</body> i (t:rget = "idoutput or partialOutput'>
<output>
<Jroot>
<value> ... </value> iencelich Infiuence Net
</output>
<Aaslo> Task Structure

A

Fig. 4. The XML implementation of the Knowledge Artifact. Relationships among the
different elements follow the conceptual model depicted in Fig. 3
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Following the conceptual model introduced in the previous section, the first
schema is the ontological one: the different components are grouped by the
(ontology) (/ontology) tags, followed by a name and a description to specify
which kinds of ontology has been chosen, i.e. tazonomy in the current version
of KAFKA. Then, the schema presents opportune tags to specify inputs, partial
outputs and outputs. Each element is characterized by a (name) and a (value)
tags. Moreover, it is possible to define (is—a) and (part-of) relationships for
each element, as previously stated: the arguments of is—a and part—of tags are
the names of elements related to the current one (i.e. the element that generalizes
the current one or the element the current one is a component of).

To produce an Influence Net IN, the taxonomy is parsed from inputs to
outputs. In this way, different portions of the system under development can be
described. Outputs, partial outputs and inputs are tied by arcs which specify
the source and the target nodes.

Each element is associated with a name (inherited by the ontology) and an
identifier, useful for building up arcs. Arcs are characterized by a name, i.e. affects
or affected—by. Thus, the IN can be navigated from inputs to outputs, following
the chain of affects arcs, or backwards, following the sequence of affected—by arcs.

Finally, an XML schema for the Task (Subtask elements of the framework are
defined in the same way) can be produced as follows. The parser composes an
XML file for each output considered in the Influence Net. The input and subtask
tags allow to define which inputs and partial outputs are needed to the output
represented by the Task to be produced. The body tag is adopted to model the
sequence of rules necessary to process inputs and results returned by influencing
Subtasks: a rule is composed of an (i f) ... (do) construct, where the if statement
permits to represent the LHS part of the rule, while the do statement concerns
the RHS part of the rule.

The XML files introduced above can be incorporated into dedicated decision
support systems to guide the user in the design of the underlying Taxonomy,
Influence Net and Tasks/Subtasks. Moreover, it is possible to transform the
Tasks into a collection of files containing rules written, for instance, in the JESS
language. Given the XML code for Task and Subtask Structures, a rule file can
be generated by means of opportune parsers. In principle, every language for
rule-based system design can be exploited, but the current version of KAFKA
adopts Jess. The main reason for this was the possibility to exploit the shadow
fact construct in the knowledge base to take care of its variability: basically,
a shadow fact is an object integrated into the working memory as a fact. For
this reason, it is possible to access it for value modifications from every kind of
application, and the inference engine will understand the situation, activating a
new run of the expert system.

The shadow fact is fundamental to manage the variable scenario in Fig. 1: as
shown in Fig.5 a system transition from state S; to state S; can be due to the
observation of a not previously considered value for one or more observations.
At State;, Observation,, is detected by the KA-User, that was not considered
by the current knowledge artifact. A new shadow fact is then generated to take
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Observationy Observationy, Observationy Observationy,

Task/
Subtasks

Task/
Subtasks

g new|Rules

Outputy Output, Outputy Output,

State i State j

Fig. 5. Transition from a State i to a State j: Shadow Fact,, is not recognized in State;,
for this reason, new rules are added moving to State;, where ShadowFact,, is known.

care of it (i.e. ShadowFacty,), and the KA-Developer is notified about the need
for extending the rule set in order to properly manage that value. In this way,
the system moves from state S;, where it is not able to reach a valid solution to
the problem, to state S;, where new rules have been added to fill the gap.

On the other hand, when all the possible values for every observation will be
mapped into the set of rules of an expert system, for example in the Sy state,
that system will be considered stable, and the related rules’ set will be able
to generate a solution for every possible configuration of inputs. Thanks to its
intrinsically dynamic nature (it is a Java object), the shadow fact is the most
suitable technical artifact to take care of such characteristics: by changing its
value at run—time, the inference engine will be able to run the current expert
system portion whose behavior possibly varies according to that change; in case
of no solution, the KA—Developer will be notified about the need for extending
both the knowledge artifact and the related set of rules.

5.5 KAFKA Architecture

Every KA-User (i.e. the client in Fig. 6) involved in a problem solving activity is
provided with an Android application: this application communicates with the
KA-Developer (i.e. the server in Fig. 6) by means of an Internet connection. The
KA-User sends data serialized into a JSON! object. JSON is an open standard
format that uses human-readable text to transmit data objects consisting of
attribute—value pairs. For this reason, it is very useful in KAFKA to exchange
facts between the client and the server, being sure they are correctly interpreted.

! JavaScript Object Notation, see http://json.org/.
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Observationy
Observationy

Ontology

JSON - GSON

Server
Client

Fig. 6. KAFKA architecture: solid arrows represent concrete flows, whilst dashed ones
represent virtual flows.

]

These data are observations about the conditions of the problem domain. The
GSON? library has been integrated to convert Java objects (like shadow facts)
automatically into their JSON representation.

Then, exploiting the Android primitives, it has been possible to create a
stable mechanism for the communication with the server. In particular, the fol-
lowing tools were useful to implement the KA-User in KAFKA:

— activities: a class that extends an Activity class is responsible for the com-
munication with the user, to support him/her in setting the layout, assigning
the listeners to the various widgets (Android’s graphical tools) and setting the
context menu;

— listener: a class that implements the interface OnClickListener is a listener.
An instance of this object is always associated with a widget;

— asyncTask: a class that extends AsyncTask is an asynchronous task that per-
forms some operations concurrently with the execution of the user interface
(for example the connection to a server must be carried out in an AsyncTask
instance, not in an Activity one);

2 See https://sites.google.com /site/gson /gson-user-guide# TOC-Goals- for-Gson.
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The typical mechanism to interface the client and the server is the following
one: the Activity object prepares the layout and sets the widgets’ listeners and a
container with the information useful for the server; then, it starts the AsyncTask
instance for sending the correct request to the server, passing to it the previously
created container. Before starting the asynchronous task, in most cases, the
listener activates a dialog window that locks the user interface in waiting for the
communication with the server; the AsyncTask predisposes the necessary Sockets
for the communication and then performs its request to the server, sending
the information about the case study observation enclosed in the container.
Before concluding, it closes (dismisses) the waiting dialog window. The KA-
Developer creates an instance of the KA model (i.e. the collections of XML files
for Ontology, Influence Net and Task/Subtask in Fig. 6) for each active KA-User
in communication with it. Then, it executes the related rule-based system (i.e.
the collection of .clp files in Fig.6) and sends answers, serialized into a JSON
object, to the KA—User that will be able to take the proper action.

At the current state of development, the rule-based systems generated by a
KA-Developer are written in Jess 7.0: this means that they cannot be directly
executed by a KA-User, since Jess 7.0 is not fully supported by Android. Thus,
the server is responsible for their execution. Anyway, it has been designed to
allow the serialization of .clp files too in the future, when Jess will be runnable
under Android (i.e. when a stable version of Jess 8.0 will be released). The
server, once activated, can accept both requests for the creation of a new system
by a domain expert and for the resolution of problems on the basis of existing
rule-based systems by a user.

6 Case Study

The case study was inspired by the STOP handbook [23], supplied to the
Italian Fire Corps and Civil Protection Department of the Presidency of Council
of Ministers for the construction of safety building measures for building struc-
tures that have been damaged by an earthquake. In case of a disaster occurring,
operators reach the site in order to understand the event consequences and take
the proper actions to make safe both human beings and buildings. The case
study focused on actions typical of earthquakes, namely Walls’ safety measures.
These actions aims at preventing further rotation or bulging of the wall damaged
during an earthquake. It is important to notice that operators are provided with
standard equipment to those scopes, i.e. a set of rakers and shores that can be
useful in most situations. The main problem is to understand if this equipment
can be adopted in case of particularly disrupting events: in fact, the situation
found by the operators continuously evolve from a state S; to a new state S;
according to phenomena like aftershocks. The STOP App has been thought for
these situations, when operators need more information to e.g. combine rakers
in order to sustain walls dramatically damaged by the earthquake or shores to
cover very large openings.
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The following sections will further explain how the scenario has been effec-
tively translated into a computational system, focusing on how a Knowl-
edge Artifact has been created and instantiated. The main goal of the STOP
application has been the possibility to have faster answers by means of a col-
lection of rule—base system that incorporates the STOP handbook knowledge,
where the operators can insert the inputs to get outputs in a transparent way.
Another important point is the possibility to extend the STOP model when
needed, adding rules to the KA-Developer knowledge by means of an opportune
interface: as previously stated, the role of shadow facts is crucial to this scope.

6.1 Walls’ Safety Measures: Modeling the Knowledge Involved

Rakers are devices adopted to prevent further rotation or bulging of the wall
damaged during an earth-quake. There exist two main kinds of rakers: solid sole
and flying [23]. Solid sole rakers can be used when the conditions of the pavement
around the damaged walls are good, while flying rakers are useful when rubble
is present. Due to their structure, solid sole rakers allow to distribute the wall
weight in a uniform manner along the whole pavement, with greater benefits
from the wall safety point of view. Anyway, the possibility to concentrate the
wall sustain on smaller sections is important too, especially when earthquakes
intensity is so strong to break windows or building frontages.

The other two information to fix are raker class and dimensions. Raker class
depends on the distance between the sole and the position of the top horizontal
brace on the wall; raker dimensions can be established starting from the raker
class, the seismic class related to the earthquake, the wall thickness and the
span between the raker shores. The values introduced above constitute the set
of system inputs that should be properly used by the KA-Developer to elab-
orate problem solutions. How these inputs are effectively exploited and which
relationships exist among them are also important points to take care of.

This is the goal of the Influence Net depicted in the left part of Fig. 7, which
clearly identifies outputs and partial elaborations in order to understand what
is the reasoning process that allows to get outputs starting from inputs (in the
Figure, light gray rectangles are Inputs, rounded corner rectangles are partial
outputs and ovals are outputs). The arcs semantics is affected—by. In particular,
the type of raker (i.e. Solid Sole or Flying) and its class can be considered as
outputs or partial outputs: they have been described as partial outputs, since
the final goal of the decision making process is to choose a raker in terms of
name (that is R1, R2, R3 and so on) and dimensions. Raker class and type are
characteristics that allow defining the name of the raker, but are not interesting
for the user.

The last part of knowledge acquisition and representation is the definition
of Tasks and Subtasks, in order to specify how outputs can be obtained from
inputs. As previously introduced, an XML file is produced for each output
and partial output included into the Influence Net. According to the designed
schema, these files contain a description of necessary inputs, expected outputs
and the body, i.e. the instructions necessary to transform inputs into outputs.
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Fig. 7. The Influence Net diagram for Walls Safety case study and a sketch of the
decision making process made by the KA—Developer to obtain an output.

These instructions can be (if)...(do) constructs or invocations of influencing
subtasks. The right part of Fig. 7 shows a sketch of the decision making process
concerning a portion of the case study Influence Net, starting from the knowledge
involved as provided by the STOP handbook: the dashed arrow between Class
attributes in the Subtask and Task bodies specifies the precedence relationship
between them (i.e. the Task must wait for Subtask completion before starting).

The result returned by the subtask is used to value the DIMENSIONS output
of the task to be returned to the user as a computational result. The task body
is a sequence of IF...DO rules, where different patterns are evaluated in the LHS
and the RHS propose an opportune value for the output. The semantics of the
rule shown in the Figure is the following: if the thickness of the wall to support
is less than 0.6 m and the earthquake seismic class is A and raker shores span
is 1.5 m and the interval between shores is 1.5 m and the raker class is R1, the
dimensions of the raker should be 13 x 13 m?.

Similar considerations can be made for the other task of the case study,
namely rakerName, based on the Raker Name node of the Influence Net, and
affected by the rakerClass and rakerType Subtasks.

6.2 The KA—-User and the KA—Developer: Two Android Clients

Every operator involved in the emergency procedures to make safe buildings and
infrastructures is provided with an Android application on his/her smartphone:
this application communicates with the server via the client—server architecture
introduced above. Each KA—-User sends to the server data about the conditions
of the site it is analyzing: according to the STOP handbook, these data allow to
make considerations about the real conditions of the building walls and openings
after the earthquake, in order to understand which raker or scaffolding to adopt.
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Figure 8 presents the GUI for introducing inputs to configure rakers in the first
case study: according to the conceptual model described so far, the KA-User
guides the user in order to avoid mistakes during parameters’ set up.

The KA-User converts the values into GSON instances, which will be sent
to the server for elaboration, waiting for answers from it. Values are suggested
by the application when available (e.g. in the case of Damaged floor, Seismic
class, Sole length and Wall thickness), i.e. when the STOP handbook provides
guidelines. Otherwise, the operator measures them and they will be properly
interpreted by the server according to the Knowledge Artifact provided by the
KA-Developer. This operation mode is sharply different from that of a tradi-
tional Expert System: the domain expert associated to the KA-Developer could
immediately (i.e. dynamically!) add new rules to the Knowledge Artifact, in
order to give suggestions fitting the real conditions observed on-site by the KA—
User. This is possible thanks to the adoption of shadow facts for representing
observations in KAFKA: when results are provided by the server, the KA-User
presents them to the operator. Both outputs present in the case study Influence
Net (see Sect.6.1) are returned, i.e. raker name, that is a combination of partial
outputs raker class (value R1) and raker type (value Flying) and dimensions.

Side walls damaged Configuration rule Floor Damaged
Height(m)
Interval between openings
Seismic Class
Sole length

HS ru fwall thickness

--SUBTASK--
hickness bearing beam

Opening width

Thickness opening

elabParz1

Stiffening side walls
Opening type

Single ordouble  Nop possibile

scaffolding o - 2 q
stabilire con gli input Dimension

forniti

f13x13
Non possibile X X
stabilire con gli input Denomination
forniti Tipo raker: FLYING Classe: R1

Fig. 8. No output available due to the observations provided by the KA—User: new
rules must be added to the knowledge base.

If no output is available, due to the lack of knowledge in the KA, as shown in
left part of Fig. 8, the KA—Developer can support the domain expert to complete
the knowledge base: the central part of Fig.8 shows the provided GUI. Then,
the rule-based system can be executed again by the KA—User, being sure that
valid values will be obtained in output, as shown in right part of Fig. 8.
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The system can be run again on different configurations of inputs, producing
new outputs according to the KA model: if necessary, new rules can be added
moving the system from a stable state S; to a new stable state S;. In this way,
the rule-based system is iteratively built up according to new discoveries made
by the user on the application field.

7 Conclusions and Future Work

This paper addressed the problem of time evolving expert systems design and
implementation: the KAFKA approach has been presented from both the theo-
retical and practical point of view. A unique feature of KAFKA is its develop-
ment under Android OS, that allows to use it in many contexts characterized
by ubiquity of inputs and scalability of problem descriptions.

KAFKA embodies the fundamental idea of a knowledge base which can be
extended and modified dynamically following the evolution of the application
domain. The framework is intrinsically devoted to develop distributed applica-
tions. In this sense, one of the most promising research field is the design and
implementation of agent-based systems: according to the literature [24], the
KA-Developer could be modeled as a knowledge—based agent, whose delibera-
tions depends on the KA model, while KA-Users could be modeled as simple
reactive agents, whose scope is observing data on field, sending data to the server
and receiving results and/or actions to accomplish on the field.

With respect to existing agent—based platforms developed under Android,
like JADE [25] or JaCa [26], the KA-Users and the KA-Developers introduced
in our framework are not autonomous at the current state of development: for
this reason, we are moving from KAFKA to K AFK A%, by substituting the IN
Knowledge Artifact with Bayesian Networks (BN) [27].

More specifically, we know that the Ontology level of KAFKA already repre-
sents implicitly all the possible influence relations between the pieces of knowl-
edge that can be collected or derived in a given application scenario. However,
the set of rules present in the knowledge base at a specific point in time (the Jess-
executable rules) may be insufficient to explain new observations: in this case
we need the intervention of the KA-Developer to add new rules (see Sect. 5.4).

In KAFKA? we are going to add a statistical inference mechanism which
allows to generate automatically new rules suitable to the changes occurred in
the environment. The process can be informally described as follows.

A Bayesian Network (BN) is built based on the graph structure described
at the ontology level; assuming that a probability distribution is assigned to
the states and the arcs of the BN, we can derive the rules employed in the
expert system as consequences of the most probable combinations of events (or
observations). The advantage of the BN is the fact that it extends the func-
tions of the Influence Net in KAFKA by providing a mechanism for generating
new rules.

Because we are in a probabilistic setting, a new event/observation that cannot
be handled by the expert system is to be considered simply the occurrence of
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an “not probable LHS”. Therefore this new evidence can be fed back to the BN
and employed to recompute the state probability distribution. In this way we
are able to select new rules to be added to the expert system while the scenario
we are observing evolves to a new state.

Two aspects of K AFK A? require a very careful tuning. The first one is the
determination of the initial probability distributions for the BN, which is equiv-
alent to determine which is the initial state S; of the observed system (the start-
ing point of the transitions described in Fig.5). This task can be accomplished
by recurring to experimental data analysis or, in some cases, by exploiting the
structure of the application domain (in many cases an obvious initial state can
be characterized quite easily). A second issue regards the actions to be taken
when the not probable events occur. Although we know that, given time and
a sufficient number of observations, the expert system will be upgraded to the
new state, we are still left with the problem of coping with the “first unexpected
events”. Depending on the application scenario, they could be safely ignored (no
matching LHS means no action) or some sort of ad-hoc action could become
necessary. Further research is needed to define the suitable functions capable of
modeling correctly the ‘cost of no action’ in a KAFK A? system.
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Abstract. We present a method based on the formalism of Property Grammars
to enrich the Arabic treebank ATB with syntactic constraints (so-called prop-
erties). The Property Grammar formalism is an effectively constraint-based
approach that directly specifies the constraints on information categories. This
can facilitate the enrichment process. The latter is based on three phases:
the problem formalization, the Property Grammar induction from the ATB and
the treebank regeneration with a new syntactic property-based representation.
The enrichment of the ATB can make it more useful for many NLP applications
such as the ambiguity resolution. This allows also the acquisition of new lin-
guistic resources and the ease of the probabilistic parsing process. This
enrichment process is purely automatic and independent from any language and
source corpus formalism. This motivates its reuse. We obtained good and
encouraging experiment results and various properties of different types.

Keywords: Arabic language * Property grammar - Treebank enrichment

1 Introduction

The Property Grammar (GP) formalism [6] is a constraint-based approach that puts the
constraint notion at the core of the linguistic analysis. In fact, it does not require the
construction of a local structure of the syntactic information before using the constraints
it described. Instead, it specifies directly the syntactic information on categories. The
other approaches of the same family, however, have other directives. For example, the
HPSG (Head-driven phrase structure grammar) needs a local tree [16] and the CDG
(Constraint Dependency Grammar) a dependency relation [12]. Moreover, the GP
formalism differs from other constraint-based approaches by its simple, direct, local and
decentralized representation of linguistic information. Indeed, unlike generative theo-
ries, the GP represents, independently, all kinds of information, regardless their position,
and even the partial, incomplete or non-canonical information. This promotes its flex-
ibility and robustness. In addition, using the GP formalism can be favorable to parsing
process. In effect, many implicit syntactic structures and relations become explicit
thanks to this formalism. The specified qualities of the GP formalism encouraged us to
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use it in the development of a new resource enriched with properties for the Arabic
language. Processing this language presents several challenges. These challenges are not
only related to certain Arabic specificities to be studied (such as the lack of vowels and
diacritic marks and the agglutinative aspect of words), but also to particular linguistic
phenomena to be addressed (like the relatives, the anaphora and the coordination). The
enrichment task is not easy and direct but requires verification modules of the GP
properties in the treebank and matching functions of treated categories. The formal-
ization phase is also challenging. It needs to choose an adequate model and to under-
stand all of the treebank data to succeed the enrichment issue resolution.

The present paper fits in this context. Our goal is to describe the enrichment method
of the Arabic treebank ATB with data acquired from a given GP. As a result, we obtain
the first Arabic treebank enriched with varied syntactic properties available in variable
granularity level according to the user needs. We may also specify the most relevant
properties thanks to the frequencies of the treebank categories and properties. This may
ease the probabilistic parsing process and evaluate the difficulty of processing cognitive
systems. Moreover, new linguistic resources can be obtained from the enriched ATB
such as syntactic lexicons and dependency grammars. The proposed enrichment
method is based on three phases: the problem formalization, the GP induction from the
source treebank ATB and the new treebank generation based on syntactic property. We
stared with an empirical phase, a linguistic study of some Arabic sentence structures
before testing the method on a large corpus (i.e. the treebank ATB). This task helps us
to verify the correctness of the interpretations of the syntactic properties and their
validity (satisfaction), and efficiency.

This paper is organized as follows: Sect. 2 is devoted to a brief presentation of
related works. Section 3 proposes an Arabic linguistic study within the GP formalism.
Section 4 describes the formalization phase. Section 5 explains our enrichment
method. Section 6 shows the constraint solver descriptions. Section 7 presents exper-
imental results and discussions. Section 8 gives a conclusion and some perspectives.

2 Related Works

Before quoting some related works, it is necessary to present the main key concepts to
use in our contribution: the GP and the ATB. The GP is based on a formalism [6]
representing linguistic information through properties (constraints) in a local and
decentralized manner. These properties express the relations that may exist between the
categories composing the described syntactic structure. Syntactic properties in partic-
ular have six types: the linear order (<), the obligation of co-occurrence (=), the
interdiction of co-occurrence (®), the dependency (~), the interdiction of repetition
(Unic) and the head (Oblig).

The ATB [11], is the richest Arabic treebank in reliable annotations (POS tags,
syntactic and semantic hashtags), which are also compatible to consensus developed
and validated by linguists. Its source documents are relevant, varied and large. They are
even converted by several other treebanks into their representations. The ATB grammar
is adapted to the Modern Standard Arabic and has a phrase-based representation, which
is consistent with the GP hierarchical structure.
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Several works are proposed to enrich treebanks in different languages. The con-
tribution of Miiller [13] is an instance of converted treebanks. It proposes an annotation
of Morphology and NP Structure in the Copenhagen Dependency Treebanks (CDT),
which represents different parallel treebanks in many languages such as Danish,
English, German, Italian, and Spanish.

The annotations to add in treebanks can be also organized according to well-defined
linguistic formalisms. Thus, Oepen et al. [14] followed this directive by developing the
Lingo Redwoods, which is a dynamic treebank. This new type of treebank parses analyzed
sentences from ERG (English Resource Grammar) according to a precise HPSG formal-
ism. The CCG formalism is another formalism chosen in the treebank enrichment methods.
This is particularly the case of the contributions of Cakici [7], who created CCGbanks
by converting the syntax graphs in the Turkish treebank into CCG derivation trees.

For French, Blache and Rauzy [6] proposed an automatic method, which hybridizes
the constituency treebank FTB with constraint-based descriptions using the GP for-
malism. In addition, this method enriches the FTB with evaluation parameters of the
sentence grammaticality.

For Arabic, which is the language that interests us the most, we can find some other
works to enrich the ATB. They focus on improving this treebank with new richer
annotations or on converting it into new formalisms. The OntoNotes project [10] and
the Proposition Bank project (Propbank) for Arabic [15] are some instances of treebank
extensions. The latter incorporate semantic level annotations. The contribution of
Alkuhlani and Habash [2] provides an enrichment, which adds annotations that models
attributes of the functional gender, number and rationality. The work of Abdul-Mageed
and Diab [1] has even touched the sentimental level by associating specific annotations
to the ATB sentences. There is also the work of Alkuhlani et al. [3], but it enriches the
Columbia Arabic Treebank (CATiB) with the most complicated POS tags and lemmas
applied in the ATB [11].

As regards the enrichment by employing new formalisms in the treebank source,
we can refer to some examples that generates new treebanks: the Habash and Rambow
contribution [9] with a TAG grammar, the Tounsi et al. contribution [17] with an LFG
grammar and the El-taher et al. contribution [8] with a CCG grammar. Regarding the
GP formalism, it was previously hybridized with the French treebank FTB as we have
already mentioned.

By inspecting all the works cited above, we may figure out that none of them
presents an in-depth formalization phase before proposing the enrichment approach. The
absence of this phase can make the establishment of their approaches more difficult due
to the lack of pre-specified needed data and the risk of having redundant treatments.

In addition, the enrichment of treebanks can be considered as a Constraint Satis-
faction Problem (CSP). In this case, the ATB enrichment processes with new for-
malisms (TAG, LFG and CCG), which are mentioned above, will be tough. In fact,
their representations would require a construction of local structures before referring to
the constraints. As already mentioned in Sect. 1, the GP is an approach extremely
based on constraint satisfaction. Its application in the ATB enrichment, we can solve
these limitations by directly accessing to the variable values of the problem through its
categories. An Arabic GP in variable granularity is already available [5]. It is not
manually built but automatically generated from an ATB part [4].
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3 Arabic Linguistic Study Within the GP Formalism

In order to evaluate the performance of the syntactic properties in the treebank, we
followed a linguistic study of some examples of Arabic syntactic structures (phrases).
In this study, we present different syntactic relations between these examples to explain
the interpretation and the aspects related to each property type in the GP formalism.
Therefore, we introduce six examples of Arabic sentences shown in Table 1 below:

Table 1. The examples of the Arabic sentences parsed according to the annotation of the ATB.

L L jla 8 dilaas g i 8 G @l el

Modsn callast ) el g

Zahar+a *’lika layosa fiy tuwnis+a waHod+a-hA,
balo fiy xArij+i-hA >ayoD+AF .

>ad~aY *’lika <ilaY "
taHAIuf+K duwaliy~+K " .

This appeared not only in Tunisia but also abroad.

This led to an “interna-
tional coalition”.

(S (VP (PV Zahart+a) (NP (PRON *’lika)) (PP (PRT
(PART layosa)) (PREP fiy) (NP (NP (NOUN tuwnis+a))
(ADJP (ADJ waHod+a-) (NP (PRON -hA))))) (PUNC ,)

(S (VP (PV ->ad~aY) (NP
(PRON *’lika)) (PP (PREP
<ilaY) (PUNC ") (NP (NOUN

(CONIJ balo) (PP (PREP fiy) (NP (NOUN xArij+i-) (NP |taHAluf+K) ~ (ADJ  du-
(PRON -hA)))) (ADVP (ADV >ayoD+AF)))) (PUNC .)) | waliy~+K)) ~ (PUNC "))
(PUNC )

L) YA (e of lac bl By s e o g el 53 Canas

e A o e da ) il

najaHat tuwnis+u sawA'+N Ean Tariyq+i Al+mu-
sAEad+At+i CONJ >awo min xilAl+i Al+{so-
tivomAT+AtH .

sAfarta Al+rajultu min
tuwnis+a <ilaY miSr+a .

Tunisia succeeded, either through aids or through
investments.

The man traveled from Tu-
nisia to Egypt.

(S (VP (PV najaHat) (NP (NOUN tuwnis+u) (PP (PP (NP
(NOUN sawA'+N)) (PREP Ean) (NP (NOUN Tariyq-+i)
(NP (NOUN Al+musAEad+At+i)))) (CONJ >awo) (PP
(PREP min) (NP (NOUN xilAl+i) (NP (NOUN Al+{so-

(S (VP (PV sAfarta) (NP
(NOUN Al+rajul+u)) (PP (PP
(PREP min) (NP (NOUN
tuwnis+a))) (PP (PREP <ilaY)

tivomAr+At+i)))) (PUNC .)) (NP (NOUN  miSr+a)))))
(PUNC .))
e B o 3 Jadd ) L) Ly S LS daasi
Al+xaTar+tu  layosa  fagaT  fiy  >an~a |-taHad~av+a -ka-mA
Al+{iqotiSAd+a ya+nohAr+u . kAn+a dA}im+AF .

The danger is not only in the collapsing economy.

He talked as he was always.

(S (NP (NOUN Al+xaTar+u)) (VP (PV layosa) (NP (-
NONE- *T*)) (PP (ADVP (ADV faqaT)) (PREP fiy)
(SBAR (CONJ >an~a) (S (NP (NOUN Al+{iqotiSAd+a))
(VP (IV ya+nohAr+u) (NP (-NONE- *T*))))))) (PUNC
)

(S (VP (PV -taHad~av-+a) (NP
(-NONE- *)) (PP (PREP -ka-)
(SBAR (WHNP (PRON -mA))
(S (VP (PV kAnta) (NP (-
NONE- *T*)) (NP (ADIJ
dA}im+AF)))))) (PUNC .))
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In Table 1 above, the meanings of the symbols S, T, G and P are respectively as
follows: the Arabic Sentences, the Buckwalter Transliterations' of the sentences, their
Gloss in English language and their Parsing representations according to the ATB
annotations [11]. In the following, we present some structure examples extracted from
these sentences to explain the application of different syntactic properties of the GP
formalism. In particular, we focus, as simple choice, on the PP (Prepositional Phrase)
structures to describe each property type.

3.1 The Linearity Property

The relation PREP < NP states that a preposition (PREP) should always precede the
Nominal Phrase (NP) in Arabic. Several following examples of the PP structures from
Table 1 prove this:

PREP constituents NP constituents

1 Fiy (NP (NOUN tuwnis+a)) (ADJP (ADJ waHod+a-)
(NP (PRON -hA)))

2 Fiy (NOUN xArij+i-) (NP (PRON -hA))

3 Ean (NOUN Tariyg+i) (NP (NOUN Al+musAEad+At+i))

4 Min (NOUN xilAl+i) (NP (NOUN Al+{sotivomAr+At+i))

5 Min (NOUN tuwnis+a)

6 <ilaY (NOUN miSr+a)

For a clearer tree representation, we showed in bold the constituents of each syn-
tactic category, specified in a certain property describing PP. However, we can find
from the same table a counter-example, that confutes this relation and shows the NP
preceding the PREP, such as the part of PP structure “ ;e ¢! 5w > (sawA’+N Ean / either
about):

NP constituents PREP constituents
(NOUN sawA’+N) Ean

Due to one counter-example, such relation should not be shown in the GP to build.

3.2 The Adjacency Property

Another relation type between the same categories PREP and NP can be noted in the
examples of the PP structures presented for the linearity property. This is the adjacency
property. Indeed, the PREP is always just after or just before the NP. These two
categories can be adjacent if no counter-example is found. However, there is this
example of the PP structure below. It shows the Left-Hand Side (LHS) of a rule

! Arabic Transliteration Table on Tim Buckwalter site: www.qamus.org/transliteration.htm.
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example, which is, of course, PP and its Right-Hand Side (RHS), which is the structure
“r den el 7 (<ilaY “ taHAIuf+K duwaliy ~+K “/ to an “international coalition”):

LHS RHS
PP PREP | PUNC NP PUNC
1 <ilaY « (NOUN taHAIuf+K) (ADJ duwaliy ~ +K) »

This PP structure separates these two categories (PREP and NP) by a punctuation
symbol (), so the adjacency relation between PREP and NP cannot be valid.

3.3 The Uniqueness Property

This is a unary relation, so it concerns only one category. It induces each unique
constituent in the described syntactic category. In the PP, we have many unique cat-
egories such as PREP, SBAR (Subordinate clause), ADVP (Adverbial phrase) and
ADIJP (Adjectival Phrase). Some examples of PP structures proving this uniqueness are
shown below for some unique constituents in PP:

Unique constituents PREP 'SBAR | ADVP
LHS RHS
PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an~a)

(S (NP (NOUN Al+{iqotiSAd+a)) (VP (IV ya+nohAr-+u)
(NP (-NONE- *T*)))))

(PREP-ka-) (SBAR (WHNP (PRON -mA))

(S (VP (PV kAn+a) (NP (-NONE- *T*))

(NP (ADJ dA}im+AF)))))

(PREP fiy) (NP (NOUN xArij+i-)

(NP (PRON -hA)))

The first example of the PP structure is common for all specified constituents (PREP,
SBAR, ADVP) because it shows them all unique. The second example is, by contrast,
common for only PREP and SBAR. The NP could have also been unique in the PP
structures if we do not have the PP structure example “cilacludl 5 5k e o) s (SaWA’+N
Ean Tariyq+i Al+musAEad+At+i / either through aids) shown in the following:

LHS |RHS
PP (NP (NOUN sawA’+N)) (PREP Ean) (NP (NOUN Tariyg+i) (NP (NOUN Al
+musAEad+At+i)))

3.4 The Obligation Property

This relation is also unary. It concerns the constituents always presented, and which
form a head in the described syntactic category. From the most of the PP structure
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examples, we can note that the PREP is a mandotary constituent in the PP. This relation
can not be valid for the PP structure example “_jas ) (sisi («” (min tuwnis+a <ilaY
miSr+a / from Tunisia to Egypt) shown in the following:

LHS |RHS
PP (PP (PREP min) (NP (NOUN tuwnis+a))) (PP (PREP <ilaY) (NP (NOUN miSr+a)))

In this example, the PREP is not directly a mandatory constituent in the derivation
subtree of the PP on the top, because this PP structure is composed of two successive
PP that each one contains a PREP.

3.5 The Requirement Property

A requirement property indicates that the appearance of the first constituent involves
the appearance of the second one. The relation ADVP =- PREP respects this condition
in many PP structure examples, such as the structure « jlgi sLa®¥l i & L (faqaT fiy
>an~a Al+{iqotiSAd+a ya+nohAr+u / only in the collapsing economy):

LHS |RHS

PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an~a) (S (NP (NOUN Al
+{iqotiSAd+a)) (VP (IV ya+nohAr+u) (NP (-NONE- *T*)))))

However, there are another PP structure example confuting this relation, which is
“Lag lea A A dibas s ouisi 8 ol (layosa fiy tuwnis+a waHod+a-hA, balo fiy xArij
+i-hA >ayoD+AF / not only in Tunisia but also abroad), shown in the following:

LHS |RHS

PP | (PP (PRT (PART layosa)) (PREP fiy) (NP (NP (NOUN tuwnis+a))
(ADJP (ADJ waHod+a-) (NP (PRON -hA))))) (PUNC ,) (CONJ balo)
(PP (PREP fiy) (NP (NOUN xArij+i-) (NP (PRON -hA)))) (ADVP (ADV >ayoD+AF))

In this example, the ADVP appears without the PREP. Furthermore, if we do not
have this counter-example, this relation becomes valid. However, its symmetric rela-
tion (PREP = ADVP) is not necessarily valid. The most famous structure of the PP
(PREP NP), in effect, confutes it. This PP structure does not allow NP =- PREP as
valid relation. This is because there are PP structures where the PP appears instead of
the PREP with the NP.

The relation SBAR =- PREP is, however, always valid, so, in any PP structure
example, if we have an SBAR, we find absolutely a PREP.

3.6 The Exclusion Property

The exclusion property is the opposite of the requirement one. It prevents the
co-occurrence of two constituents. For the PP, when we observe the categories ADVP
and SBAR in many Arabic examples of the PP structures, we can note that they do not
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appear together in these structures. Here are two examples proving this observation,
which are “bayf La Jla 8 Jibas 5 a5 3 ol (layosa fiy tuwnis+waHod+a-hA, balo fiy
xArij+i-hA >ayoD+AF / not only in Tunisia but also abroad) and ‘s (S L& (-ka-mA
kAn+a dA}im+AF / as we was always):

LHS |RHS
Only PP (PP (PRT (PART layosa)) (PREP fiy) (NP (NP (NOUN tuwnis+a))
ADVP (ADJP (ADJ waHod+a-) (NP (PRON -hA))))) (PUNC ,) (CONJ balo)

(PP (PREP fiy) (NP (NOUN xArij+i-) (NP (PRON -hA))))
(ADVP (ADV >ayoD+AF))

Only (PREP ka-) (SBAR (WHNP (PRON -mA)) (S (VP (PV kAn+a)
SBAR (NP (-NONE- *T#)) (NP (ADJ dA}im+AF)))))

If we are restricted to these examples, you will see that we have an exclusion
relation between the ADVP and the SBAR (ADVP ® SBAR). Unlike the requirement
properties, this exclusion property is symmetric. Thus, when the SBAR appears, the
ADVP do not. However, by expanding our vision on the PP structure example
« ki ey sLaBY) o (fagaT fiy >an~a Al+{iqotiSAd+a ya+nohAr+u / only in the
collapsing economy) where both SBAR and ADVP appears in the PP structure, this
relation becomes invalid.

LHS |RHS

PP (ADVP (ADV faqaT)) (PREP fiy) (SBAR (CONJ >an~a) (S (NP (NOUN Al
+{iqotiSAd+a)) (VP (IV ya+nohAr+u) (NP (-NONE- *T#)))))

This linguistic study gives us an idea of the difficulty facing us to determine and
enumerate the different valid syntactic relations in the Arabic language. These relations
are implicit in the Arabic texts. Making them explicit, thanks to the GP formalism, can
be useful for many NLP applications and different domains, such as the ambiguity
resolution, the probabilistic parsing and the dependency grammar building.

4 Formalization Phase

As we have already mentioned in Sect. 1, the elaboration of a solid and detailed
enrichment method cannot be directly made without modeling the tools to use as input.
In our case, this means that we have to generate specific formalizations to the treebank
ATB and the GP. This facilitates and clarifies better the enrichment method.

First, we present the description of the CFG (Context-Free Grammar), which is
composed of a set of production rules (constructions). The latter are used to produce
structures of words. Formally, it is defined by the 4-tuple G = (N, X, P, S) where: N is a
finite set of non-terminal symbols, X is a finite set of terminal symbols, P is a finite set
of rules formed as o — P witho € Nand f € (N U Z)* and S € N is the start symbol.
The formal language of G is then defined as L(G) = {w € £* | S * w}. For each
derivation of S, w corresponds to a tree ty. In natural languages, w corresponds to a
sentence Sent, which is associated to a tree tge,, according to the grammar G.
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On the one hand, the ATB, as a corpus of manually annotated sentences of a natural
language (Arabic) can be seen as a sequence of pairs (Sent, tsen). S0, it is defined by
TB = {(Sent, tseno) | S F* Sent} where Sent is a sequence of Arabic words, giving a
complete meaning. So, Sent € M* where M is the set of the treebank words. However,
tsent € A Where A is the set of trees given by parsing each treebank sentence Sent
according to G. As the annotations given by the ATB are extended to several analysis
levels (word, phrase and sentence levels), this improves the definition of the ATB to be
a7-tuple TB =M, ¥, P, T, Q, S, A). M is a set of treebank words. ¥ = | x 5 x...x
7, is an n-tuple of sets \s; of information types (morphological, syntactic and semantic).
The latter specify the corpus words with the form (cy, c,,.., ¢,) € ¥ where ¢; is an
information of a defined type i of n information types (e.g. lexical category, translit-
eration, gloss). P is the treebank phrase set (a phrase is a sequence of words giving
elementary meaning) as p € M*. T is the elementary tree set t, given from parsing
phrases p € P. Q = ®; X ; X... @, is an n-tuple of sets w; of information types. The
latter specify the corpus phrases with the form (d;, ds,.., d,) € € where d; is an
information of a defined type j of z information types (e.g. syntactical category,
hashtag). § is the set of sentences as Sent € M*. A is the complete tree set obtained
from parsing sentences Sent € §.

On the other hand, the GP is a grammar that defines a set of relations between
grammatical categories not in terms of production rules (like CFG) but in terms of local
constraints (so-called properties). As we specified in the previous section, the syntactic
properties describe linguistic phenomena between constituents such as linear prece-
dence (<), mandatory co-occurrence (=), restricted co-occurrence (&), obligation
(oblig), uniqueness (unic) and adjacency (Z). Formally, this grammar can be defined
by a 3-tuple G’ = (N, X, R). N is a finite set of syntactic categories. X is a finite set of
lexical categories. R is a finite set of syntactic properties that links V o0 € N to V B, and
B, € (N U X) in any of the following 6 ways: o: B; < Ba, o B; = Ba, B1 € unic(ar), By
€ oblig(a), o: B1 = Bo, o: B ® Po. We deduce each of these properties from the set P
defined in G.

Now, as the needed tools to use are formally modeled, it is necessary to know how
to integrate them to succeed the enrichment method. We may consider this enrichment
for the ATB phrases as a satisfaction verification of properties provided from the GP. It
can be a Constraint Satisfaction Problem (CSP). Formally, we can model this problem
by the 5-uplet TBG = (S(TB), S(G’), Const(TB), Const(G’), Prop(G’)) where:

e S(TB) = {p1, p2, ---pn} = P is a finite set of the ATB phrases.
e S(G) = {ty, t, ...t} = N is a finite set of the GP syntactic categories.

e Const(TB) = |J Const(p;) where Const(p;) = {Cij, Ciz, ---Cie}: set of the words of
i=1

pi» label(ciy) is its grammatical category (label(ciy) is equal to cq(ci) for lexical
category or to d;(c;x) for syntactic category).

m
e Const(G') = |J Const(t;) where Const(t;) = {cji, Cja, ...Cj¢}: set of the constituents
J=1
(grammatical categories) of the syntactic category t; in the GP.
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e Prop(G') = |J Prop(tj) where Prop(t;)) = [Prop_const(t;), Prop_unic(t;), Prop_
j=1
oblig(t;), Prop_lin(t)), Prop_adjc(tj), Prop_exig(tj), Prop_excl(t)], for example,
Prop_lin(t;) = {pji, Pj2, -.-Pje} 1S the linearity property set describing t; in the
GP. Each pjc (with 1 < k<g) is a relation between two elements ¢, and c;, € Const

() (pj1 = Gejx < Cjy)-

In order to solve this issue, we need, in the first instance, to look in the GP for the
syntactic category of each ATB phrase. Formally, for each phrase p; € P in the ATB,
we search in the GP for its syntactic category tj € N where label(p;) = t;. The set of
properties Prop(t;) describing t; will be used to enrich p; by verifying the satisfaction of
these properties. As a result, this problem would formally be solved.

5 The Enrichment Method of the ATB

Now that the formalization phase is totally accomplished, it became possible to rep-
resent, in detail, the other phases of the enrichment method, which would be written in
algorithms. Note that these phases are based on the enrichment idea of the French
treebank FTB, where the properties were proposed by [6]. For clarity, Fig. 1 shows our
ATB enrichment method, which consists of three main phases: formalizing the prob-
lem, inducing the GP from the ATB and regenerating the latter with a new syntactic
property-based representation.

Problem Formalized
Trecbank E:> formalization E:> problem

s 2

TBG

ATB regeneration with a syntactic
property-based representation

A4

Enriched

Fig. 1. The ATB enrichment method.

We chose to devote an entire section (the previous one) to explain the first phase,
the formalization, as its important role in our enrichment method and particularly in this

paper.
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The second phase, the GP induction, is already applied by [4], which produced an
Arabic GP. In this phase, the GP is constructed automatically from the ATB. This
directive is more favorable than building the GP manually. The latter is more chal-
lenging and expensive. It needs to use a corpus, which contains all the rules of the
Arabic grammar. This increases the GP development time and requires the collabo-
ration of several linguists. Therefore, the obtained GP was automatically induced and
independently of the language and source treebank formalism. That is why the GP is
not directly generated from the ATB, but rather from a CFG (as shown in Fig. 2).

':>[ CFG induction ] Dl ==

o Jo

Fig. 2. The induction phase of the GP from the ATB.

For more details, the CFG induction step involves the generation of the set of all the
possible assignments for each syntactic category represented in the ATB. This set will
be used in the GP induction step to generate the set of properties associated to this
syntactic category. All of the GP properties are described except the dependency ones.
Adjacency properties are added to this set. They concern the direct order relation
between two constituents of the syntactic category. The induction mechanism provides
also a control of the granularity level of the categories in order to compromise between
quantity and quality of these categories. This control represents each category on
feature structures related to hierarchy types. The obtained GP is robust not only
because of the power of the GP formalism but also thanks to the qualities inherited
from the ATB. For instance, it has rich annotations and a consistent representation
structure to the GP one [5].

The obtained GP is used as an input for the ATB regeneration phase with syntactic
properties. As mentioned in Fig. 3, this phase is based on many steps: the first is a

A

<‘

Fitting the ATB data
with the GP ones

properties of properties with the GP one

Repeat as many as

nphra

Fig. 3. The ATB regeneration phase with a syntactic property-based representation.
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fitting step of the ATB data according to the GP one. The three other steps relate to
each phrase in the ATB. Therefore, we need, for all the ATB phrases, to follow a
browsing mechanism through the ATB sentences. This is to check for each phrase
of each sentence, the satisfaction of the properties describing its syntactic category
in the GP. To check this satisfaction, it needs to use previously developed constraint
solvers.

In the following sub-sections, we explain the different steps of this phase.

5.1 Fitting the ATB Data with the GP Ones

Since our goal is to enrich the ATB with syntactic properties, it should have a data
structure able to host this new information. The parenthesis format “penntree” of the
ATB does not provide this structure, and requires preparing its data in a suitable format.
The format “xml” can form this structure. To achieve this, we have made a conversion
recursive process of encountered open and close parentheses in the format “penntree”
to xml tags. In addition, if the ATB category granularity was modified, we would
include a verification model of matches in this step to replace the ATB raw categories
with categories whose granularity is modified.

The following steps are encapsulated in a browsing mechanism repeated as many as
phrases in the ATB. As a result, we will have the fitted ATB as an input, able to host
GP syntactic properties. The output is a new version of the ATB, which is enriched
with these verified properties as satisfied or not.

5.2 Matching an ATB Phrase with a GP One

The matching between the ATB and the GP consists of browsing the ATB, phrase by
phrase, and for each one, searching for the correspondent in the GP of its category.
The properties describing the found correspondent will be verified and will enrich the
current ATB phrase. Formally, in order to match between an ATB phrase p; € P and the
correspondent of its category in the GP, we need, for each o € N in the GP, to look for
the case where the p; category label(p;) is equal to o (label(p;) = o).

5.3 Verification of the Satisfaction of the Properties

This step is the heart of the enrichment method. It verifies the satisfaction of the
properties, which describes a GP category matched with the ATB phrase. Formally, we
just need to verify, for each ATB phrase p; (with t; = label(p;)), the satisfaction of all
the properties of Prop(t;) obtained from the GP. We have used for that a set of methods
to check the satisfaction of the properties. Each method, so-called “constraint solver”,
verifies if a given Arabic phrase tagged with a specific syntactic category respects
a given property, which describes this syntactic category in the GP. The solution
produced by a solver is the result of this verification (property satisfied or violated).
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Then, we associate this solution to the p; description. As these constraint solvers play
an importance role in our method, we have chosen to devote an entire section (the next
one) to introduce their descriptions.

5.4 Insertion of the Verified Properties

This task adds to each ATB phrase the result of the verification (either satisfied or not)
of the properties that describe its category. The insertion is done by using a new tag that
combines the ATB and the GP. However, this enrichment makes too large the new
ATB size. It is due to the exponential increase of the number of the new tags with the
number of properties in each phrase of the GP.

6 Descriptions of the Constraint Solvers

Let us assume that the matching has been achieved, so the current ATB phrase category
is equal to the found GP one. The descriptions of these solvers, introduced in the
following, are inspired from the interpretations of [6]. Let us first define some variable
definitions to use in these descriptions.

p: the given Arabic phrase.

Const(p): constituent set of the ATB phrase p.

Const(t): set of the constituents of the GP category t (where
t=label (p)) .

fd: boolean, returns true if ¢ is found.

label(c): grammatical category of the word or the phrase c.
nb_intersect: number of constituents in the intersection
between Const(p) and Const(t)

verif: string (“+” or “-7).

nb_occ: number of occurrences of a constituent in Const(p).
type_p: property by type between two constituents ¢, and ¢y of
Const(t), type_p contains only ¢, for unary property type
(uniqueness, obligation).

v_type p: verified property by type (constituency (const),
linearity (lin), adjacency (adjc), uniqueness (unic), obliga-
tion (oblig), requirement (exig), exclusion(excl)) (has “+” if
satisfied, “-” if not). Firstly, v_type p is empty (« NIL) and
may remain if the constituents of type p is not found in p.
verifProp(): method to create a verified property.

6.1 The Solver of Constituency Properties

This solver verifies the consistency between the categories of the constituents of the
current ATB phrase and the constituents of its GP correspondent. This is to ensure that
the intersection of these two sets really includes all the words of the ATB phrase.
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Input: Const(p), Const(t), nb intersect ~ 0, const p
Output: v const p
for each ¢, in Const(p), do

for each ¢, in Const(t), do

if label(c,)= c,, then
nb intersect « nb intersect + 1

if nb intersect = card(Const(p), then

v_const p « verifProperty(p, Const(p), “+”)
else

v_const p « verifProperty(p, Const(p), “+”)
return v const p

This algorithm browses Const(p) and verifies that the category of each element is
included in Const(t). The value of nb_intersect is then incremented. If it is equal to the
Const(p) cardinal, the property is considered then as satisfied.

6.2 The Solver of the Linearity Properties

This solver checks the current linearity property of the GP syntactic category. This
property is satisfied only if the two constituents of this category in that relation are also
found in the given phrase and that the first constituent precedes the second one.

Input: Const(p), lin p, v _lin p < NIL
Output: v 1lin p
for each c., in Const(p), do
if label(c,)= lin p.cy, then
for each label (c,) in Const(p), do
if a#b and label(cy)= lin p.c,, then
if a>b, then
v_1lin p « VerifProperty(p, lin p,
else
v_1lin p « VerifProperty(p, lin p, “+”)
return v lin p

\\_//)

This algorithm browses the categories of the Const(p) set elements to search for the
two distinct linear constituents ¢, and c, of the GP category t and verifies that the
position of the first is not greater than the position of the second one.

6.3 The Solver of the Adjacency Properties

This solver checks the current adjacency property of the syntactic category in the
GP. The satisfaction is ensured only if the two adjacent constituents of this category
exist in the given phrase and the first is directly before or after the second one.
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Input: Const(p), adjc p, v_adjc p « NIL
Output: v _adjc p
for each c, in Const(p), do
if label (c,)= adjc _p.cy, then
for each ¢, in Const(p), do
if a#b and label (cy)= adjc p.cy, then
if a#b-1 and a#b+1l, then
v_adjc_p « VerifProperty(p, adjc_p,
else
v_adjc_p « VerifProperty(p, adjc p, “+”)
return v adjc p

\\_")

This algorithm browses the set Const(p) to look for the two adjacent constituents c,
and ¢, of the GP category t and verifies that the second is neither indirectly before nor
after the first one. We use the symbol “+” in the adjacency relation.

6.4 The Solver of the Uniqueness Properties

This solver checks the current uniqueness property of the current syntactic category in
the GP. The satisfaction is reached if the constituent of this property (in case it has been
found) appears only once in the given phrase.

Input: Const(p),unic p,nb occ-0,v unic p « NIL
Output: v unic p
for each c, in Const(p), do
if label(c,)= unic p.c4, then
nb occ « nb occ +1
if nb occ 21, then
if nb occ = 1, then
v_unic p « verifProperty(p, unic p, “+”)
else
v unic p < verifProperty(p, unic p,
return v_ugic_p B

\\_n)

This algorithm browses the set Const(p) to search for the constituent unic_p of t and
verifies that its cardinality nb_occ is not greater than 1.

6.5 The Solver of the Obligation Properties

This solver checks the current obligation property of the found GP category. This
property is satisfied if the constituent “head” of this category is found in the treebank

phrase.
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Input: Const(p),oblig p,fd « false,v oblig p « NIL
Output: v oblig p
for each c, in Const(p), do
if label (c,)= oblig p.cy, then
fd « true
break
if fd = true, then
v_oblig p « verifProperty(p, oblig p, “+”)
else
v_oblig p « verifProperty (p, oblig p,
return v oblig p

\\_n)

This algorithm browses Const(p) to search for the obligatory constituent oblig_p of
the GP category t. If the algorithm find it, the variable “found” will return true.

6.6 The Solver of the Requirement Properties

This solver checks the current requirement property of the current syntactic category in
the GP. The satisfaction is ensured only if, when the constituent involving another in
this property, is found in the given phrase, the involved one is also found.

Input: Const(s), fd « false, exig p, v_exig p « NIL
Output: v _exig p
for each c, in Const(s), do
if label(c,)= exig p.cy, then
fd «~ false
for each ¢, in Const(s), do
if a#b and label (cy)= exig p.c,, then
v_exig p « verifProperty(s, exig p, “+”)
fd « true
break
if fd =false then
v_exig p « verifProperty(s, exig p,
break
return v exig p

\\_n)

This algorithm browses the set Const(p) to search for the two constituents ¢, and c,
of the GP category t in a requirement relation and verify that, if the first constituent is
found in Const(p), then the second one should exist in Const(p).

6.7 The Solver of the Exclusion Properties

This solver checks the current exclusion property of the syntactic category in the
GP. This property is satisfied only if its constituents do not appear both in the given
phrase.
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Input: Const(s),excl p,verif « “+” ,v excl p « NIL
Output: v excl p
a « search(excl p.cy, Const(s))
if a > 0, then
for each c, in Const(s), do
if a#b and label (cy)= excl p.c,, then

verif  “-"

break
v excl p « verifProperty(s, excl p, verif)
return v excl p B

This algorithm browses the set Const(p) to look for the constituents ¢, and ¢, of t in
an exclusion relation and mark it as satisfied if they are both not found or only one of
them is found in p. So, in all cases there would be a verified property in return. We have
used the method search() to search only for the position of c, in the categories of
Const(p).

7 Experimentation and Evaluation

We have tested our method on the ATB corpus (ATB2v1.3 version), which includes
501 stories from the Ummah Arabic News Text. The latter contains 144,199 words
before the clitic-separation. As we have already mentioned in the previous section, we
need to have the ATB in a “xml” format, as input of the property verification task.
Having such format, we had not exempted from preparing a simple version in the
fitting step due to the handling difficulty of the available version. We have used more
specifically the “penntree” format (the vowelized version) to convert it into “xml”. We
have induced the GP from only the half of the ATB in order to make the study corpus
different to the test one. In what follows, we will present some of the obtained results
after citing above the meanings used in the headers of the tables due to lack of space
(Table 2):

Table 2. The header meanings.

# | Frequency | #C | Number of possible constituents | XP | Phrase

> | Total #R | Number of production rules #P | Number of properties

First, we have found that the ATB is composed of 841 grammatical categories of
which 348 are syntactic (put in 21 phrase groups). Table 3 shows the distribution of the
ATB phrase by frequency, the possible constituent number and the production rule
number.

From Table 3, we may notice that the most frequent phrase in the ATB is the
Nominal Phrase (NP). It even contains large numbers of possible constituents and
production rules (equals to 1/3 of all rules). This dominance does not excessively
influence the distribution of the properties. According to Table 4 showing information
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Table 3. The Distribution of the phrases in the ATB.

XP # #C|#R |XP # #C|#R | XP # #C|#R

NP 110748 | 299 | 4824 | PRT 229213 |14 |PRN 65| 10 20

PP 22100 | 22| 263 ADVP 539 6 |68 |LST 56| 2 2

S 19358 | 138 | 1230 | NAC 22118 |53 |SQ 51 12 26

VP 15947 | 342 | 6675 | FRAG 178 22 |56 |CONJP|37| 3 2

SBAR 9524 | 47| 380 WHADVP| 136| 3 |34 |INTJ 11 1 1

WHNP | 4574 3| 64 UCP 13219 |88 | X 5/ 4 5

ADJP 3665 | 88| 593 | SBARQ 6819 |51 |WHPP | 3| 3 3

> 184114452
Table 4. The distribution of the ATB properties by phrase.
XP Uniqueness Linearity Requirement Exclusion >
#P # #P # #P # #P # #P #

NP 22 21686 50 1237 6 125 404 44742192 483 44875988
PP 12 1840 17 1795 15 1947 106 2342600 151 2370282
S 11 539 45 3807 12 89 99 1916442 168 1940235
VP 19 16694 104 26536 16 1493 196 3125612 336 3186282
SBAR 13 5238 30 9053 11 4913 129 1228596 184 1257324
WHNP 5 4574 2 4 2 4 8 36592 18 45751
ADJP 10 88 17 68 12 88 87 318855 127 322764
PRT 12 2290 0 0 0 0 66 151272 79 155854
ADVP 6 559 3 21 4 22 12 6468 26 7609
NAC 9 426 9 189 10 204 33 7293 62 8333
> 162 54721 346 43096 139 9279 1288 53891401 1958 53998567

about the 10 most frequent phrases (in the lowest granularity level), NP has the greatest
numbers of uniqueness (40%) and exclusion (83%) properties. However, the leader in
this distribution becomes the VP (Verbal Phrase) for the linearity properties (62%) and
the SBAR (subordinate clause) for of the requirement ones (53%). We may also note
that dealing with such high frequencies of uniqueness properties for most phrases
implies the need to have a unique constituent in each Arabic phrase. The linear order is
important to the VPs as to the SBARSs. For the constituency properties, we have applied
them once for each phrase. Their frequency is then equal to the phrase frequency.

Regardless to the given property distribution, we obtained an important and varied
implicit information in such Arabic text. We may give some examples: In the Ara-
bic VP, we have the linearity property IV < PP, which requires that the PP (Propo-
sitional Phrase) must never precede the IV (Imperfect Verb). Similarly, we have the
requirement property ADJ = NP, which needs the presence of a NP if an ADJ (ad-
jective) exists.

By focusing on the distribution of the property types, it can be seen that the parts of
the obligation and the adjacency properties are virtually zero. The obligation ones have
only 3 properties (describing the following 3 phrases: LST, INTJ and WHPP) with 70
occurrences. The adjacency ones do not have any properties. This shows that we do not
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need to have neither mandatory constituent (head) in the most of the phrases nor any
condition about a direct order between constituents of the same phrase. This proves the
variety of structuration of the phrase rules in Arabic.

For an overview of all the property types, we can observe their high frequency
compared to other enriched treebanks (e.g. the FTB)