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# Geodetic and Geophysical Effects Associated with Seismic and Volcanic Hazards 

## Introduction

At present, one of the priorities of research should be to study all the aspects correlated with natural hazards, in particular those of geological origin, in an endeavour to reduce the vulnerability associated with them and therefore improve the quality of life, especially if our society at least purports to be a welfare society. Two of the natural hazards of geological origin that cause the greatest impact and pose the biggest risk to society are volcanic and seismic activity (e.g., ISDR, 2002; EM-DAT, 2003). Consequently, any advances in ascertaining the different physical processes linked to the several stages associated to these phenomena are highly important and clearly apply in day-to-day monitoring techniques. The final implication of any method capable of detecting and even predicting natural hazard precursory phenomena is that it could help to prevent the damage to people and property that such events might produce. Achieving this goal, which obviously has clear economic advantages, involves ascertaining every possible aspect of precursory phenomena (zone dependency, estimated size, etc.). The experimental and theoretical aspects of this task are highly complex, and must be combined if the best possible research results are to be attained. Volcanic and seismic hazards are very hard to predict, and though in recent years significant progress has been made with current monitoring systems, much remains to be done before such phenomena can be detected accurately (e.g., Rundle et al., 2000; Sigurdsson et al., 2000; Stein et al., 2000; Matsu'ura et al., 2002a,b; ONU; 2003; Sparks, 2003; USGS, 2003). Both kind of phenomena produce effects before, during, and after the activity, and even between events. On the basis of this fact and the high levels of precision attainable, many geophysical and geodetic techniques have proven to be necessary and powerful tools in the monitoring of volcanic and seismic activity. Applying such techniques to routine monitoring of active zones inevitably involves data processing and subsequent final interpretation of observed records. The advent of new techniques, such as the space-based geodetic techniques SAR Interferometry (InSAR) and continuous GPS, or the use of continuous gases measurements, has provided very powerful sources of information for gaining in-depth knowledge of these phenomena, and at a reasonable cost. However, more sophisticated and realistic mathematical
models, as well as modern techniques for solving the inverse problem, are required to understand the new and more complex records.

It was in this framework that the International Complutense Seminar (Seminario Internacional Complutense) "Geodetic and geophysical effects associated with seismic and volcanic hazards, Theory and observation." was organized and held at the School of Mathematics of University Complutense of Madrid from 8 to 11, October 2001. This Special Issue contains eighteen papers, most of which were presented at the International Seminar, and addresses different topics: geodetic, geophysical and geochemical effects caused by seismic and volcanic activity; monitoring of volcanic and seismic processes using space and terrestrial techniques; complementarity of these techniques; theoretical modelling of volcanic and seismic processes; inverse problem; interpretation of observations; hazards; seismicity patterns and application. Other articles presented in the Seminar were published in the Complutense University journal Física de la Tierra (Fernández and Luzón, 2002).
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# Stress Changes Modelled for the Sequence of Strong Earthquakes in the South Iceland Seismic Zone Since 1706 

Frank Roth ${ }^{1}$


#### Abstract

The South Iceland seismic zone is, roughly speaking, situated between two sections of the mid-Atlantic ridge, i.e., the Reykjanes Ridge southwest of Iceland and the Eastern Volcanic Zone on the island. It is a transform zone, where earthquakes are expected to occur on E-W-trending left-lateral shear faults, equivalent to conjugate, N -S-oriented right-lateral, rupture planes. In fact, earthquakes take place on en-échelon N-S-oriented faults, which is indicated by the distribution of main shock intensities, aftershocks as well as by surface fault traces. The stress field continuously generated in the fault zone by opening of the adjacent ridges is computed and superimposed on the stress field changes induced by a series of 13 earthquakes ( $M \geq 6$ ) between 1706 and 2000. The level of the pre-seismic stress field is analysed as well as the size of the area under high stress. Finally, the post-seismic stress field of June 2000 is analysed, to see where high stresses might have accumulated. The modelling indicates that the rupture planes located on separated parallel N -S-striking zones are dense enough to lead to an area-wide stress release by the series of events. The obtained pre-seismic stress level for most events is high and stable with the exception of situations when several strong shocks occur over a time span of several days, i.e., display typical main shock-aftershock patterns. The size of areas under high stress aside from of the rupture plane, i.e., where no event occurs at the specific time, is of medium to small size.


Key words: Earthquake series, rifting, shear stress, modelling, dislocations.

## 1. Introduction

Seismic events often occur after a period of quiescence; a pattern that is repeated several times at a fault zone. This can be explained by stresses accumulated by plate motion and released in earthquakes, aseismic slip or inelastic creep. In the following, a model is described that accounts for plate motions and earthquakes on Iceland. In the framework of the European Community funded project 'Earthquake Prediction Research in a Natural Laboratory', a model study was performed to obtain models of the stress field and stress changes in space and time for the South Iceland seismic zone (SISZ). This comprised the changes in crustal stress due to rifting, earthquakes, and aseismic movement in the interacting fault system. Usually, for earthquake hazard estimation, the location, the magnitude and the statistically estimated

[^1]recurrence period of former events is used. To improve this, here the rupture length and width as well as the tectonic setting and the crustal deformation rates are considered while calculating the space time development of the stress field. The targets were to achieve a better understanding of the distribution of seismicity, its clustering and migration, and finally to improve the forecasting of future events in this populated and economically important region of Iceland, i.e., to indicate at least areas of stress concentrations if the specification of a time window for their occurrence is not possible. We tried to answer the following questions: Do these events, placed on parallel faults, release all the energy stored in the 3-D volume of the SISZ? Do the earthquakes always take place in areas of high stress? What is the critical stress level? How large is its variability? Where are the highest stresses at present?

## 2. The Tectonic Setting

The South Iceland seismic zone (SISZ) is situated between two sections of the midAtlantic ridge, the Reykjanes ridge (RR), especially its transition along the Reykjanes peninsula into the Western Volcanic Zone, and the Eastern Volcanic Zone (EVZ; cf. Fig. 1a). Even though there is no clear expression of an E-W trending fault and the angle between the SISZ and the neighbouring ridges is far from $90^{\circ}$, it is considered as a transform zone (cf. Bergerat; and Angelier, 2000; Bjarnason et al., 1993; Guðmundsson, 1995, 2000; Guðmundsson and Homberg, 1999; Sigmundsson et al., 1995). Following this hypothesis, left-lateral shear stress is expected along the E-W striking zone. This is equivalent to right-lateral shear stress on N-S oriented rupture planes. In fact, earthquakes seem to occur on N-S trending en-échelon faults as can be seen in Figure 1b (cf., Belardinelli et al., 2000; Einarsson et al., 1981; HACKMAN et al., 1990, and further references there). They are located between the Hengill-Olfus triple junction, where the RR meets the Western Volcanic Zone (WVZ), and Hekla volcano, in the EVZ (cf., Einarsson et al., 1981). As we further know from the analysis of earthquake fault plane solutions (cf. Angelier et al., 1996; Bergerat

Figure 1
(a) Map of Iceland and surrounding area. Thick lines indicate mid-Atlantic ridge segments, as used in the models. The smaller box shows the region of the model on the South Iceland seismic zone. The SISZ extends approximately between $\left(21.4^{\circ} \mathrm{W}, 64^{\circ} \mathrm{N}\right)$ to $\left(18.8^{\circ} \mathrm{W}, 64^{\circ} \mathrm{N}\right)$. - RR: Reykjanes ridge, RP: Reykjanes peninsula, KR: Kolbeinsey ridge, WVZ/EVZ: Western/Eastern Volcanic Zone, SISZ: South Iceland seismic zone, TFZ: Tjörnes fracture zone. (b) The South Iceland seismic zone showing mapped surface breaks and (shaded) regions in which over half of the buildings were destroyed in historic seismic events (redrawn after Einarsson et al., 1981). The north-south dashed line near Vatnafjöll $\left(19.8^{\circ} \mathrm{W}, 63.9^{\circ} \mathrm{N}\right)$ indicates the estimated location of the fault on which the May 25, 1987, earthquake occurred (after Bjarnason and Einarsson, 1991). The structural features and the coastline are after Einarsson and SÆmundsson 1987.
a

and Angelier, 2000; Bergerat et al., 1999; Einarsson, 1991; Rögnvaldsson and Slunga, 1994; Stefánsson et al., 1993) the larger horizontal principal stress is NESW, i.e, it fits to an active N-S or E-W trending fault. This stress orientation seems to have been constant since Pliocene time (cf., Bergerat et al., 1999). It indicates that the SISZ is not a weak fault zone like the San Andreas fault (cf., Zoback et al., 1987). Concerning the rift zones, the WVZ was less active than the EVZ in historical times (cf., Einarsson et al., 1981). From geodetic observations from 1986 to 1992, Sigmundsson et al. (1995) conclude that $85 \pm 15 \%$ of the relative plate motion takes place in the EVZ.

## 3. The Earthquake Data

All events with $\mathrm{M} \geq 6$ since 1706 are used, see Table 1. All ruptures were set to be oriented N -S, according to the isolines of damage intensity and surface ruptures shown in Figure 1b. As only the events in 1912 and 2000 were instrumentally recorded, the source parameters (average coseismic displacement, fault length and width) were usually determined using scaling laws relating observed seismic intensities to magnitudes and magnitudes to seismic moment. This is not very accurate-a problem to be discussed further on. The position of the epicentres and the rupture planes used in the models is given in Figure 2. The rupture width is set to 14 km except for those events very close to the rift segments, where 7 km is chosen. Doing so, we follow the depth distribution of SISZ seismicity shown in Stefánsson et al. (1993, Fig. 9). The thinning of the brittle, seismogenic crust obviously reflects the higher heat flow near the rifts. The asymmetry can be explained by the fact that the crust in the SISZ was still created in the WVZ before the rifting activity jumped to the EVZ. The seismicity at Hengill is presently high but events since 1706 were not stronger than $\mathrm{M}=6$; at the eastern end, the seismicity is generally substantially lower and there have been no events with $\mathrm{M} \geq 6$ since 1706 east of $20^{\circ} \mathrm{W}$.

## 4. The Method

The forward modelling of stress fields is done by applying a static dislocation theory to geodetic data and data obtained through the seismic moments from seismograms. Besides the change in displacement during the event, the changes caused by the movement of plates is included (for further details see e.g., Roth, 1989).

Stresses were computed for a homogeneous half-space, as a starting model. Although surface stress changes are calculated, these should be representative for crustal stresses using values for the moduli (Lamé's constants $\lambda=\mu=39 \mathrm{GPa}$ ), that are typical for oceanic crust (see Dziewonski et al., 1975) and not for sedimentary

Table 1
Earthquakes $M \geq 6$ since 1706 in the South Iceland seismic zone following HaLLDÓRSSON et al. (1984; after Hackman et al., 1990), Stefánsson and Halldórsson, (1988) and Stefánsson et al. (1993). The catalogue assumed to be complete from 1706 for these earthquakes.

| Date ${ }^{1}$ | Magnitude ${ }^{1}$ | Epicenter ${ }^{1}$ |  | South end of rupture ${ }^{2}$ |  | $\begin{gathered} \text { Coseismic } \\ \text { slip }^{3} \\ \mathrm{U}_{0}[\mathrm{~m}] \end{gathered}$ | Rupture length ${ }^{4}$ L [km] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lat. ${ }^{\circ} \mathrm{N}$ | Long. ${ }^{\circ} \mathrm{W}$ | x [km] | $\mathrm{y}[\mathrm{km}]$ |  |  |
| 1706 | 6.0 | 64.0 | 21.2 | 131 | -5 | 0.30 | 10 |
| 1732 | 6.7 | 64.0 | 20.1 | 184 | -11 | 0.77 | 22 |
| 1734 | 6.8 | 63.9 | 20.8 | 152 | -23 | 0.96 | 25 |
| 14.08.1784 | 7.1 | 64.0 | 20.5 | 168 | -18 | 1.9 | 35 |
| 16.08.1784 | 6.7 | 63.9 | 20.9 | 145 | -22 | 0.77 | 22 |
| 26.08.1896 | 6.9 | 64.0 | 20.2 | 180 | -14 | 1.2 | 28 |
| 27.08.1896 | 6.7 | 64.0 | 20.1 | 184 | -11 | 0.77 | 22 |
| 05.09.1896 | 6.0 | 63.9 | 21.0 | 140 | -16 | 0.30 | 10 |
| 05.09.1896 | 6.5 | 64.0 | 20.6 | 161 | -9 | 0.48 | 18 |
| 06.09.1896 | 6.0 | 63.9 | 21.2 | 131 | -16 | 0.30 | 10 |
| 06.05.1912 | 7.0 | 63.9 | 20.0 | 189 | -27 | 1.5 | 32 |
| 17.06.2000 | 6.5 | 64.0 | 20.4 | 169 | -12 | 0.9 | 16 |
| 21.06.2000 | 6.4 | 64.0 | 20.7 | 154 | -13 | 1.1 | 18 |

## Remarks:

${ }^{1}$ Data taken from Stefinsson et al. (1993); for the events in 1706, 1732, and 1734 no exact date is known. For the 1912 event, BJarnason, et al. (1993) give $\mathrm{U}_{0}=2 \mathrm{~m}$ and a rupture length of $\geq 20 \mathrm{~km}$. Data on the events of June 2000 with magnitudes as moment magnitudes are from Stefánsson, Guðmundsson, and Halldórsson (priv. comm., see also Pedersen, et al. (2001) and Bergerat et al. (2001) for details on surface faulting).
${ }^{2}$ Position in the model coordinate system with origin at $64{ }^{\circ} \mathrm{N}, 23.8^{\circ} \mathrm{W}$.
${ }^{3}$ Calculated via the magnitude moment relationship $\log \mathrm{M}_{0}[$ dyne cm$]=1.5 \mathrm{M}_{\mathrm{S}}+\left(11.8-\log \left(\sigma_{\mathrm{a}} / \mu\right)\right)$ with the apparent stress $\sigma_{\mathrm{a}}=1.5 \mathrm{MPa}$ and the shear modulus $\mu=39 \mathrm{GPa}$ (after KANAMORI and ANDERSON, 1975, eq. 26), followed by using the values of $\mu$ above, the rupture length as given in the table as well as a vertical fault width of 14 km east of $21^{\circ} \mathrm{W}$ and 7 km between $21^{\circ} \mathrm{W}$ and $21.2^{\circ} \mathrm{W}$. Finally, the values for all events before those in 2000 were reduced by a factor of 2 , following the discussion of Hackman et al. (1990). All this does not apply to the June 17 and 21, 2000 earthquakes, for which sound instrumental data are available, and e.g.,a maximum rupture depth of 9 and 7 km were given, respectively. This is in good agreement with Pedersen et al. (2001), who modelled InSAR observations. They found as best model parameters for the June 17 event: a maximum slip of 2.40 m , a fault length 16 km , a fault width 10 km and for the June 21 event: a maximum slip of 2.15 m , a fault length 15 km , a fault width 9 km , while the slip on single segments varied from 25 to 125 cm and between 45 and 105 cm , respectively.
${ }^{4}$ Besides for the June 2000 events, calculated using $\log \mathrm{L}[\mathrm{km}]=0.5 \mathrm{M}-2$ (after QIAN, 1986) which results in slightly lower values compared to e.g., (Sснick, 1968).
layers at the surface. We restricted the model to a homogeneous elastic half-space for three reasons: (i) We are not looking for absolute stresses but only for the spatial distribution of stress changes. Therefore the absolute value of Lamé's constants is not essential and only mentioned for reference. (ii) We expect symmetric stress fields around the vertical strike-slip sources, and (iii) we concentrated on the strongest stress changes, i.e., the elastic interaction of the stress sources neglecting post-seismic inelastic stress transfer. As the faults are introduced vertically into the unlayered environment, the stresses vary little with depth, except for the lower end of the fault.


Figure 2
(a) Location of the earthquakes in space and time, cf. Table 1. As the events have been located on N-S trending faults in an E-W trending fault zone, their location is very accurately displayed in this graph. Events occurring in one year are numerated by letters a, ..., e. (b) The position of the rupture planes of the earthquake sequence as used in the models, cf. Table 1 and Figure 3.

Results were calculated for $280 \times 220$ test-points covering 280 km in E-W direction and 220 km in N-S direction. The area investigated extends from 18 to $24^{\circ} \mathrm{W}$ and from 63 to $65^{\circ} \mathrm{N}$. The origin is set to $23.8^{\circ} \mathrm{W}, 64^{\circ} \mathrm{N}$ (cf., Fig. 1) and it includes the SISZ $\pm 1^{\circ}$ north and south of $64^{\circ} N$, the SW edge of the EVZ, and the northeastern part of the RR. The reference frame is aligned along the SISZ, i.e., EW , with the x -axis pointing east and the y -axis pointing north. This means that all stresses calculated are stresses with respect to this coordinate system.

### 4.1 The Initial Stress Field

The initial stress field is determined as follows: A tensional stress acting $\mathrm{N} 103^{\circ} \mathrm{E}$ (nearly parallel to the SISZ; cf., DeMets et al., 1990) is assumed, due to the opening of the mid-Atlantic ridge in the region adjacent to the transform fault. While this rifting induces mainly shear stresses in the SISZ with a small opening component, the rift segments (RR and EVZ) are modelled with tensional stress and a small shear stress contribution. Tensional stresses at both ridges are modelled as constantly being released to ultimately result in zero values at the rifts. This induces stress in the transform zone. The stress magnitude, which is unknown, is set to a value that produces left-lateral shear stresses in E-W direction as large as the stress drop determined for the largest event $(M=7.1)$ in the studied earthquake sequence.

West of the SISZ, between the Hengill-Ölfus triple junction and the Reykjanes ridge, no earthquakes strong enough to affect appreciably the stress field inside the SISZ occurred during the period modelled here. Therefore, these segments were modelled as an aseismic rift with oblique slip (mainly normal faulting with a smaller component of left-lateral strike-slip), to better fit the ridge slowly bending from NESW to E-W between the SW tip of the Reykjanes peninsula to the triple junction (Fig. 1a). Inside the SISZ, at the eastern and western tips, two areas with steady stress release were introduced (see dashed lines in Fig. 3). This could occur by a high rate of small events and, maybe, by creep. This is likely the case as these areas did not show strong events $(M \geq 6)$ since 1706 , as stated above.

### 4.2 The Iterative Stress Release And Build-Up

On this initial field, the stress changes due to earthquakes are iteratively superposed as well as the stress changes due to further spreading at the ridge segments. From global geodetic measurements an opening of $1.94 \mathrm{~cm} / \mathrm{year}$ is found, e.g., in DeMets et al. (1990), Sigmundsson et al. (1995, updated to $1.86 \mathrm{~cm} /$ year in DeMets et al., 1994). We used $2 \mathrm{~cm} /$ year as a zeroth order approach but reduced it to only $1 \mathrm{~cm} / \mathrm{year}$, as discussed later. Further, as the simplest assumption, lacking other data, the spreading rate is taken to be constant during the modelled time period, even though this can be questioned as for instance the debate on the stress increase in the New Madrid Seismic Zone demonstrates (cf., Newman and Stein, 1999; Schweig and Gomberg, 1999). The stress field


Figure 3
The box indicates the area in SW-Iceland used in the modelling as indicated with the small box in Figure 1a. The small box here indicates the area where the earthquakes struck and for which blow-ups of the stress distributions are displayed in the following so that details are clearly visible.
before every event is thus the superposition of the initial field, the stress changes by all preceding events, and the plate tectonic stress build-up since the starting time of the model.

## 5. The Results

The stress fields at 20 dates were calculated: the pre- and post-seismic situation for all 13 events. The time before 6 events was too short to accumulate appreciable plate tectonic stresses since the preceding event. In these cases, the post-seismic

Figure 4
(a) Shear-stress field in the South Iceland seismic zone and its surroundings as assumed in 1706, the starting field for the model calculations. The shear stress is between 1.4 and 2.0 MPa in the SISZ. - Here, only the central region of the modelled area is displayed, so that the details inside the SISZ ( $(124 \mathrm{~km},-5 \mathrm{~km}$ )( $199 \mathrm{~km}, 5 \mathrm{~km}$ )) are clearly visible, cf. Figure 3. (b) Shear-stress field in the South Iceland seismic zone and its surroundings as assumed in 1706 The same as part (a) with coloured areas for stresses that are given in MPa . The white dashed lines delineate the are a of steady stress release, cf. Figure 3.

stress field of the preceding event was treated as the pre-seismic stress field of these earthquakes. Figure 4 a gives the central part of the initial stress field in 1706. The rift segments, lower left and upper right (outside the figure), with about zero tensile stresses, also show low shear stresses. The area of the SISZ exhibits increased left-lateral E-W shear stresses. The SISZ as a strike-slip fault zone with strong events extends here approximately from $21.2^{\circ} \mathrm{W}, 63.9^{\circ} \mathrm{N}((124 \mathrm{~km},-5 \mathrm{~km})$ in model coordinates) to $19.7^{\circ} \mathrm{W}, 63.9^{\circ} \mathrm{N}$ ( $199 \mathrm{~km}, 5 \mathrm{~km}$ ), cf. also Figure 1. Figure 4 b gives the initial stress field again with the dark red areas subject to the highest shear stress.

A selection of the results obtained by this model is given in Figures 5 to 8. Figure 5a presents the stress field after the first three events (at 21.2, 20.1, and $20.8^{\circ} \mathrm{W}$ ) to give a good impression of what changes are caused by the earthquake stress release in the model. Moreover, it displays the high stresses around $20.5^{\circ} \mathrm{W}$ before the strongest event of the series occurred there. Figure 5 b displays the situation after this and the last event in the $18^{\text {th }}$ century, in which five earthquakes ruptured almost everywhere in the SISZ. Not earlier than 112 years later (1896) the next damaging events occurred. In 1912 the following event occurred. The situation before and after the earthquake is given in Figure 6.

Originally, an extrapolation was done from the 1912 earthquake to spring 1999. After the two earthquakes took place June 2000, at the end of the PRENLAB project, it was updated to June 17, 2000 (Fig. 7) and the effect of both events were determined, see Figure 8.

As a simple assumption one might expect that earthquakes in a certain fault zone normally occur at a similar critical shear stress level. We examine here whether such an expectation matches the model. In a first step, the mean shear stress level before each of the earthquakes in the area of the impending event is summarised in Figure 9a. The stress level is near the average ( 1.8 MPa ) for many events. This is true for most, if only the first events in a year are considered. The second 1784 earthquake (two days after the first, 0.4 in magnitude smaller, 23 km away) might have been an aftershock; at least, as the rupture starts far south (cf., Figs. 1a and $2 b$ ), large parts of its rupture are situated in an area of very inhomogeneous stress with lower average stress ( 1.6 MPa ). A similar argument applies to the second of the 1896 events: It occurred in the stress remnants of the first shock, just a few kilometres west. Also, the first event in June 2000-though no aftershock-took place in a very inhomogeneous stress field, i.e., there are low stresses in the north of the rupture plane and high stresses in the south (see Fig. 7). Calculating an average pre-seismic stress level might be especially misleading for these three events, as all

Figure 5
(a) The stress field before the Aug. $14,1784, \mathrm{M}=7.1$, earthquake occurred at $\left(20.5^{\circ} \mathrm{W}, 64.0^{\circ} \mathrm{N}\right)$, i.e., ( $\mathrm{x}=187 \mathrm{~km}, \mathrm{y}=-18 \mathrm{~km}$ to $\mathrm{y}=+17 \mathrm{~km}$ ). (b) The stress field after the Aug. 16, 1784, $\mathrm{M}=6.7$, earthquake occurred at $\left(20.9^{\circ} \mathrm{W}, 63.9^{\circ} \mathrm{N}\right)$, i.e., $(\mathrm{x}=145, \mathrm{y}=-22$ to $\mathrm{y}=0)$.

the test-points around the rupture plane are considered equally (no assumptions about asperities). A further problem is the following: The highest value (for 1896e) is mainly influenced by the fact that the rupture area for the event in 1706 was located completely north of that in 1896 (cf., Fig. 2b). So it did not fall into the area of reduced stress. The fourth event in 1896 and the first shock in 2000 are both influenced by the largest event in the series, i.e., the $1^{\text {st }}$ one in 1784. Thus, the accuracy of the source parameter of the events, especially of the 1784 earthquake strongly influence the whole model.

In a second step to check the performance of the model in a quantitative way, we further examined whether each earthquake hit a high stress area and how large the high stress areas with no event were at the same time (the range in longitude with high stresses was summed when the north-south extension of the area was at least 5 km ; from this, the longitude range for the event that occurred was subtracted, usually 0.1 to 0.2 degrees in longitude). The results can be found in Table 2 and are quite satisfying with respect to the named question. As the initial stress field is unknown, it was assumed to be homogeneous. Therefore the first series of events that ruptures once all across the fault zone is very strongly influenced by this assumption. After this tuning phase in the $18^{\text {th }}$ century, most events hit high stress areas and the size of high stress areas with no event was rather small.

As stated earlier, the plate velocity used in the model was set to 1 cm per year, only half of that which is measured. The reason can be seen in Figure 9a in comparison with Figure 9b. The higher plate velocity leads to a steady and strong increase in the pre-seismic stress level, which is very unlikely, while the reduced rate entails an almost constant level. One reason for the discrepancy might be that $30 \%$ of the spreading takes place in the WVZ, thus not increasing the modelled shear stresses in the SISZ., cf. SIGMUNDSSON et al. (1995) who stated that $85 \pm 15 \%$ of the relative plate motion takes place in the EVZ. Moreover, it might be that only a fraction of the stress build-up by plate tectonics is released seismically. For the rest, stable sliding or aseismic creep could be responsible.

In view of seismic hazard estimation, the present stress field is very interesting. This is very similar to that after the second event in June 2000, when stresses are concentrated around $19.9,20.3,20.6$, and at $20.8-21.2^{\circ} \mathrm{W}$ (cf., Fig. 8 b ). The stress concentrations in the east and west of the SISZ were expected as there haven't been earthquakes since 1912 and 1896, respectively, this was reproduced by the model. The main new result is the high stress areas around 20.3 and $20.6^{\circ} \mathrm{W}$.

Figure 6
The stress field before (a) and after (b) the May $6,1912, M=7.0$, earthquake occurred at $\left(20.0^{\circ} \mathrm{W}\right.$, $\left.63.9^{\circ} \mathrm{N}\right)$, i.e., $(x=187, \mathrm{y}=-27$ to $\mathrm{y}=+5)$.



Figure 7
The stress field before the June $17,2000, M=6.5$, earthquake occurred at $\left(20.4^{\circ} \mathrm{W}, 64.0^{\circ} \mathrm{N}\right)$, i.e. $(x=169$,

$$
y=-12-y=+4)
$$

## 6. Discussion

### 6.1 The Intial Stress Field

The initial stress field is unknown and was determined with very simple assumptions, i.e., rather homogeneous besides the tip effects of the transitions to the rift segments. It was necessary to consider a long series of events that provided us with a 'tuning phase' until the initial oversimplifications are washed-out and the stress field becomes increasingly more likely to represent a real, inhomogeneous one. To improve the model further, the initial unknown stress field of 1706 was reduced in the eastern and the central parts to account for the fact that the first events did not

Figure 8
(a) The stress field after the June $17,2000, \mathrm{M}=6.5$, earthquake occurred at $\left(20.4^{\circ} \mathrm{W}, 64.0^{\circ} \mathrm{N}\right)$, i.e., ( $x=169, y=-12-y=+4$ ). (b) The stress field after the June $21,2000, M=6.4$, earthquake occurred at $\left(20.7^{\circ} \mathrm{W}, 64.0^{\circ} \mathrm{N}\right)$, i.e., $(\mathrm{x}=154, \mathrm{y}=-13$ to $\mathrm{y}=+5)$.




Table 2
Qualitative evaluation of the model performance

| Event Time | Pre-seismic stress high at ${ }^{\circ} \mathrm{W}$ | Earth-quake at ${ }^{\circ} \mathrm{W}$ | Hit high stress area? | Size of other areas with high stress | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1706 | 19.8-21.2 | 21.2 | yes | large | tuning phase ${ }^{1}$ |
| 1732 | 19.8-21.1 | 20.1 | yes | large | tuning phase |
| 1734 | 19.8-20.0, 20.2-21.1 | 20.8 | yes | large | tuning phase |
| 1784a | $\begin{gathered} 19.8-20.0,20.2-20.7 \\ 20.8-21.1 \end{gathered}$ | 20.5 | yes | medium | tuning phase |
| 1784b | 19.8-20.0, 20.9-21.1 | 20.9 | yes | small | tuning phase |
| 1896a | 19.8-20.3, 20.8-21.2 | 20.2 | yes | medium | other high stress area hit 10 days |
| 1896b | $\begin{gathered} 19.8-20.0, \pm 20.6 \\ 20.8-21.2 \end{gathered}$ | 20.1 | no | medium | later other high stress area hit 9 days later |
| 1896c | $\begin{gathered} 19.8-20.0, \pm 20.6 \\ 20.8-21.2 \end{gathered}$ | 21.0 | yes | medium | other high stress area hit next day |
| 1896d | $\begin{gathered} \text { 19.8-20.0, } \pm 20.6 \\ 20.8-21.2 \end{gathered}$ | 20.6 | yes | medium | other high stress area hit on the same day |
| 1896e | 19.8-20.0, 20.8-21.2 | 21.2 | yes | small |  |
| 1912 | 19.8-20.0, 20.8-21.2 | 20.0 | yes | small |  |
| 2000a | $\pm 19.9,20.5-21.2$ | 20.4 | no/ yes | small | hit short ( $\mathrm{N}-\mathrm{S}$ ) high stress area ${ }^{2}$ |
| 2000b | $\pm 19.9,20.6-21.2$ | 20.7 | yes | small |  |

Comments:
${ }^{1}$ As the initial stress field is unknown, it was assumed to be homogeneous. Thus the first series of events with ruptures through out the fault zone is very strongly influenced by this assumption.
${ }^{2}$ The stress field before the $1^{\text {st }}$ earthquake in June 2000 is very inhomogeneous, i.e., there are low stresses in the north of the rupture plane and high stresses ones in the south (see Fig. 7). This situation is still influenced by the rupture position and magnitude of the first event in 1784 (cf., Fig. 2b). Note that the historical data have some uncertainty (cf., Fig. 1b).
occur before 1732 and 1734, respectively. This decreased the stress field in general and therefore also the pre-seismic stress level to result in 1.65 MPa . Although the inhomogeneity along the impending rupture of the events in 1784 and 1896 is slightly decreased, the overall variation remained essentially unchanged ( $\pm 0.88 \mathrm{MPa}$ ).

Figure 9
Cross plot of the pre-seismic shear stress level at the site of the impending earthquakes vs. occurrence time. The stress values at 2 to 14 test-points at 0.5 km distance to the surface trace of the rupture plane were averaged. (a) Instead of a plate velocity of $2 \mathrm{~cm} /$ year only $1 \mathrm{~cm} /$ year was used (see text). Letters 'a' through ' $e$ ' denote the events in one year in temporal sequence. The dashed line provides the average stress $(1.83 \pm .9 \mathrm{MPa})$, the solid line represents the trend found by a linear least-squares fit. (b) Same as part (a), but a plate velocity of $2 \mathrm{~cm} /$ year was used.


Figure 10
Cross plot of the pre-seismic shear stress level at the site of the impending earthquakes vs. occurrence time. Here, a maximum rupture depth of 10 km was used. For further explanations see Figure 9.

### 6.2 Stress Concentrations in the East and West of the SISZ

In general, the origin of the stress concentrations at the end of the SISZ is (i) the finite length of the transform zone leading to increased stresses at the ends and (ii) the fact that the ridges do not extend to infinite depth, but are assumed to reach only 7 km depth and enter then an inelastic, hot region not capable of supporting stresses for periods of years. Deeper penetration of the brittle layer (elastic behaviour of the visco-elastic material) there would homogenise the stress field between rift tips. This unlikely for the times of several hundred years considered here, only for the stress release periods of tenths of seconds during the earthquakes. However, a similar effect would be produced if 'rifting' as the source for stress transfer is replaced by drag at the base of the adjacent plates. We checked this in various models, however due to reason (i) such a redistribution of stress would not lead to considerably lower stresses at the ends of the SISZ.

As stated at the beginning, strong earthquakes have not been observed in these very areas of stress concentration. Therefore and as we do not model thousands of medium and small size events, we introduced in the model that stresses are steadily released at the areas (marked with dashed lines) where the SISZ approaches the ridge segments. Their lengths are chosen mainly from the known location of
strong $(M \geq 6)$ events, i.e. from the rift tips to the region of the closest strong event.

Possibly, there might have been stronger events before 1706 in the period in which the historical catalog is less accurate than later, cf. HALLDÓRSSON (1991). Looking into the increased precise, instrumentally recorded seismicity, there are several indications that the stress release indeed mainly takes place in small and medium events at the ends of the SISZ: In 1987 there was a medium-sized earthquake $\left(\mathrm{M}_{\mathrm{S}}=5.8\right)$ at $63.91^{\circ} \mathrm{N} 19.78^{\circ} \mathrm{W}(198,-9)$ near Vatnafjoll (see Fig. 1b) at the east end of the SISZ, and in 1998, there were two similar events at the Hengill-Ölfus triple junction at the western end of the SISZ: June $4(M=5.1)$ and November $13(M=5)$ both accompanied by numerous smaller events. Therefore, we believe that the stress concentrations given in section 'results' represent those for future strong earthquakes and not the regions east of 19.9 or west of $21.2^{\circ} \mathrm{W}$ up to the rifts.

### 6.3 Inhomogeneous Stress Fields

Some of the rupture planes (1734, 1784a,b, 1896a, and 1912) taken from the catalogue extend rather far to the north and south of the SISZ, i.e., into areas of low stresses due to plate tectonics. This leads to inhomogeneous stresses before the respective events, entailing low pre-seismic stresses which reduce the average preseismic stress level and increase its scattering. To check this variability, we used two models different from the one mentioned above. Firstly, a model was calculated that uses the same seismic moment of the events, but cuts the fault length to $50 \%$ while doubling the coseismic displacement. It leads to stronger changes in the stresses as the moment release of all events is concentrated in smaller areas. It follows an increase of the pre-seismic stress level to $2.49 \pm 2.26 \mathrm{MPa}$, as the events now fall fully into the high stress region, and a general increase of the stress level in areas previously not hit by an earthquake. Unfortunately, the scattering in pre-seismic stresses nevertheless escalates mainly due to those earthquakes occurring near previous ones (cf. 1896b or 2000a).

Secondly, a model confining the rupture width to 10 km was examined. The processing of the June 2000 earthquakes led to maximum rupture depth of less than ten kilometres. Even though there are smaller events located to 13 km deep (cf., Stefánsson et al., 1993), the assumption that all ruptures extend to no more than a depth of 10 km seems to be reasonable. Such a model was calculated too, replacing the maximum depth of 14 km for most events (cf. Table 1) by 10 km . In this case too, the stress release by the events is higher, as it is concentrated in an area closer to the rupture plane. Moreover, the interaction of the events is lower due to this concentration in space. However, the stress level before the main events remains in a similar range as before (average now 2.1 MPa instead of 1.8 MPa ), and the variation in the pre-seismic stress differs little (the standard deviation is 0.87 MPa instead of 0.88 MPa ) from the model with deeper ruptures, cf. Figure 10.

### 6.4 Source Locations

From the results discussed and Figure 2 b it becomes clear that the main uncertainty in the model is the source parameters of the events, especially the longitude and N-S extension of the rupture planes: The events in 1706 and 1896e have the same longitude but are non-overlapping in the N -S direction, 1896a and b are very close together, etc. Due to the strong gradients in the stress fields (see for example Fig. 8b) a slight shift of some events towards east or west will strongly alter the consecutive stress fields.

The advantage based in the long series of strong seismic events indicates problems here. The damage areas from historical records are not gathered by scientists and are usually biased by uneven population density. Consequently the magnitudes and locations are not very accurate, as stated earlier. As we mentioned in the footnotes of Table 1, there are doubts concerning the correct rupture size when compared to global relations between magnitude and rupture length. Here, we adhere to the data found in the catalogue; a good basis until the historical events might be re-evaluated.

### 6.5 General aspects

Pursuing the predictive power of the modelling approach, strong limitations are visible: The main problem is, why some events did not occur earlier (at lower stress), just when the stress in their rupture passed the 'threshold in pre-seismic stress' (i.e., here: the average pre-seismic stress). This critical value is either unstable or the model accuracy is still too low to confine it sufficiently. This becomes very clear when the variability in stress is recalculated to give the uncertainty in the occurrence time. The stress build-up by plate motion is very low in these models as the spreading rate is not very high (compare the stress field in 2000 in Fig. 7 with that of 1912 in Fig. 6b). Therefore, an uncertainty in stress of 0.9 MPa corresponds to a time which ranges several years, depending on the position with respect to the SISZ tips.

## 7. Conclusion

The modelling shows that the rupture planes located on separated parallel N-Sstriking zones are dense enough to lead to an area-wide stress release by the series of events. A tendency with time towards higher values of pre-seismic stress was found. It is an indication that the stress increase due to rifting might have been assumed too high, i.e., not all of the stress increase in South Iceland due to the spreading rate of $2 \mathrm{~cm} /$ year (assumed to be constant between 1706 to 2000) was released by earthquakes. The assumption that only half of the stress is accumulated inside the SISZ led to a rather constant pre-seismic stress level.

In all models, the pre-seismic stress level for most main shocks is high and fairly stable. This is also true for the events at the end of the sequence, namely those of 1912, of June 20, 2000, and-with minor reservations-of June 17, 2000. It indicates that the rather simple model can already explain the main features of the behaviour of the SISZ. This is especially astonishing, when the fact is kept in mind, that most (all but three) events employed are not instrumentally recorded. Before the June 2000 events, the SISZ seems to have been prepared for rupturing at the specific locations. However, the method cannot determine the occurrence time of future events with enough accuracy.

Several variations in model parameters did not lead to essentially different results, i.e., the model is rather stable. In general, the models go beyond the standard earthquake moment release and seismic hazard analysis as they include the spatial location and extension of the events, as they quantify the amplitudes of stress changes by earthquakes and by plate motion on the faults, as well as providing an extrapolation to the present stress situation. Considering the stress transfer between earthquakes means that a time-dependent change in the probability for future earthquakes is included.
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# 3-D Modelling of Campi Flegrei Ground Deformations: Role of Caldera Boundary Discontinuities 

François Beauducel ${ }^{1}$, Giuseppe De Natale ${ }^{2}$, Franco Obrizzo ${ }^{2}$, and Folco Pingue ${ }^{2}$


#### Abstract

Campi Flegrei is a caldera complex located west of Naples, Italy. The last eruption occurred in 1538, although the volcano has produced unrest episodes since then, involving rapid and large ground movements (up to 2 m vertical in two years), accompanied by intense seismic activity. Surface ground displacements detected by various techniques (mainly InSAR and levelling) for the 1970 to 1996 period can be modelled by a shallow point source in an elastic half-space, however the source depth is not compatible with seismic and drill hole observations, which suggest a magma chamber just below 4 km depth. This apparent paradox has been explained by the presence of boundary fractures marking the caldera collapse. We present here the first full 3-D modelling for the unrest of 1982-1985 including the effect of caldera bordering fractures and the topography. To model the presence of topography and of the complex caldera rim discontinuities, we used a mixed boundary elements method. The a priori caldera geometry is determined initially from gravimetric modelling results and refined by inversion. The presence of the caldera discontinuities allows a fit to the 1982-1985 levelling data as good as, or better than, in the continuous half-space case, with quite a different source depth which fits the actual magma chamber position as seen from seismic waves. These results show the importance of volcanic structures, and mainly of caldera collapses, in ground deformation episodes.


Key words: Campi Flegrei, deformations, caldera, 3-D, boundary elements, levelling.

## Introduction

Campi Flegrei is a trachytic caldera located close to Naples (Southern Italy), formed by several episodes of caldera collapses. The first series of collapses, forming the outer caldera rim, probably started about 35000 years B.P. and are called Grey Tuff eruptions from the typically erupted products. The most recent collapse, dated 12000 years B.P., produced the Yellow Tuff, whose deposits cover entirely the caldera and the province of Naples, constituting the main ancient building material for the towns. Ground movements at Campi Flegrei caldera had been recognised since Roman times. The time evolution of slow ground movements (called "bradisisma"

[^2]from a Greek term for "slow seism") has been reconstructed from traces of marine deposits on the ancient monuments. The most recent and complete reconstruction was made by Dvorak and Mastrolorenzo (1991), and is summarised in Figure 1. The secular trend of ground movement is subsidence of the caldera, at a rate of about 1 to $1.4 \mathrm{~cm} /$ year. Superimposed on this long-term trend, some fast and intense episodes of ground uplift occurred, culminating in eruption in the case of the 1538 episode (Monte Nuovo). The most recent unrest episodes started in 1970 with a fast uplift of 1.5 m and, after a slight decrease from 1972 to 1982, produced a maximum uplift of about 1.8 m in two years (see detail in Fig. 1). From late 1984 onwards, the caldera underwent a slower subsidence, with an average rate of about $5 \mathrm{~cm} / \mathrm{year}$. The intense ground uplift episode 1982-1984 also involved considerable seismicity (more than 15,000 recorded earthquakes, located in the first 3 km of the crust), with maximum magnitude slightly larger than 4 (De Natale and Zollo, 1986; De Natale et al., 1995). Modern research on Campi Flegrei ground movements began after the episode of 1982-1984. The long-term deformation processes have been interpreted within the framework of regional structures and geodynamics (LuONGO et al., 1991; Cubellis et al., 1995).


Figure 1
Elevation of the ground at Pozzuoli over the last 2,000 years, observed at the Serapeo Roman market. Vertical movements vary over 13 m and reach velocities up to 2.5 mm /day (modified after Dvorak and Mastrolorenzo, 1991).

The difficulties of applying simple mechanical models to explain Campi Flegrei deformation, similar to those hypothesised for basaltic volcanoes such as Kilauea (Hawaii), have been recognised since the mid 1970s (Oliveri and Quagliariello, 1969), and were summarised more recently by De Natale et al. (1991). They are mainly concerned with the low depth required for the source of overpressure to produce the observed, very localised ground deformation pattern. Furthermore, very large overpressures (on the order of several hundreds of MPa) are required to justify 1.8 m of uplift in two years. The very shallow depth required for the source (less than 2.5 km ) is not compatible with realistic depths for the magma chamber. In fact, Ferrucci et al. (1992) found evidence for a solid-plastic interface at about 4 km depth, interpreted as the top of the magma chamber (Figure 2b).

De Natale and Pingue (1993), De Natale et al. (1997) and Troise et al. (1997), demonstrated that, considering the effect of the caldera boundaries, modelled as ring faults almost free to shear under the effect of a deep source of overpressure, both the shape of ground deformation and the seismicity during unrest episodes could be interpreted in terms of a source of overpressure below $4-\mathrm{km}$ depth. Such a model seems to explain most of the observations of Campi Flegrei unrests.

This paper represents the first attempt at detailed, three-dimensional modelling of the ground deformation pattern observed during uplift episodes at Campi Flegrei, using these caldera-bounding discontinuities. The boundary element method is used to simulate the ground deformation field. The vertical displacement data of the 19821984 unrest, measured by levelling (Dvorak and BERrino, 1991), have been inverted for location and overpressure of the magma chamber, and for detailed geometry of collapse structures (ring fault dip, fault depth and width).

## Forward Problem: Observations and Model Used

For modelling we use the Mixed Boundary Elements Method (MBEM) (Cayol and Cornet, 1997), which allows the solving of 3-D problems taking into account topography, free surface and medium discontinuities (fractures) structures, without the problems of complex meshing of the finite-element methods. The MBEM approach optimises time computation, combining two different boundary element methods: (1) the direct method (Rizzo, 1967; Lachat and Watson, 1976), based on Betti's reciprocal theorem and the solution of Kevin's problem of a point force in an infinite body, and well suited for modelling topography and cavities; (2) the Displacements Discontinuity method (Crouch, 1976), based on the analytical solution of a single displacement discontinuity in an infinite space, and well suited for modelling fractures.

The mesh used to describe the surface topography, made by Delaunay triangles, is shown in Figure 4. The elastic parameters of the area, taken by De Natale and Pingue (1990) and De Natale et al. (1991), have been assumed to be constant
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spatially, namely rigidity $\mu=5 \mathrm{GPa}$ and Poisson's coefficient $v=0.3$. The depth of the magma chamber has been constrained to the range $3.5-4.0 \mathrm{~km}$ on the basis of the results of Ferrucci et al. (1992), who found the depth of a reverse rigidity contrasts from the observations of $P$ - to $-S$ wave conversions on the seismograms of regional earthquakes and local man-made shots. In this study, the magma source is represented as a sphere undergoing isotropic pressure (volume) increase. Based on previous studies of ground deformation modelling, we fixed the magma source depth and size, assumed spherical, of radius $r=1 \mathrm{~km}$, with the centre at 4.5 km of depth. The geometry of caldera discontinuities has been taken from the gravity model as follows: the surface trace of the high hydrothermalised zone has been digitised and extended in depth to form a 3-D ring fracture. Due to the high uncertainty of shape and location of this ring, parameters such as size, depth of top and bottom limits, and dip angle have been set to a priori values but will be free to vary into the inversion process. Boundary conditions on these discontinuities are free to shear (no friction), forbidden to interpenetrate. These simple conditions have been used in this study to simplify the modelling and focus the inversion on the geometry of discontinuities and location of magma source. We are aware that they are not realistic and it would be illogical, for instance, to look at the stress field in this model.

## Inverse Problem: Monte Carlo Serial Sampling

All the previous data on magma chamber, surface topography and collapse structures have been incorporated into a highly flexible inversion scheme, able to invert various parameters within given limiting ranges, describing the intrinsic uncertainty of each parameter. The method used is a Monte Carlo serial sampling (Mosegaard and Tarantola, 1995), using random parameters chosen, at each iteration, near the previous best solution. The method aims to minimise, iteratively, the least-squares misfit function of theoretical versus observed vertical displacement data. The iteration stops when a significantly small value for the misfit function is reached, in this case, the equivalent misfit as obtained with the best Mogi source model (MoGi, 1958) of 60 mm , corresponding to a point source located at 2.8 km of depth just under the maximum displacement point (Pozzuoli Porto).

The horizontal position and pressure change at the source are considered unknown, and inverted for. Other parameters considered unknown are the dip angle,

Figure 2
a) Digital elevation model of the Pozzuoli Bay compiled from topographic and bathymetric data. Elevation varies from -550 to +400 m , showing that topographic effects on deformation may be significant. b) Map with earthquake locations and vertical displacements (black curves); in the depth section A-A' the collapsed zone and earthquakes are shown (from De Natale et al., 1995).

maximum depth and total height of the collapse discontinuities. Also the size of the ring discontinuities has been allowed to vary, within $\pm 1 / 3$ of the a priori size taken from gravity modelling (preserving the shape but allowing the scale to vary), taking into account the uncertainty in the gravity modelling. The total number of unknown model parameters is then 7 , including source and collapse structures, while the observations (vertical displacement values on the levelling network) have about 80 independent values.

The iterative inversion of vertical displacement data of the 1982-1984 period required approximately 4000 iterations, i.e., about one month of computing on the Sparc Ultra 20 workstation. Figure 5 shows the evolution of the RMS residual during the iterations. Figure 6 shows the fit of the obtained 3-D model compared to the observed displacements, and the best fitting Mogi model. The final RMS residual obtained was 54 mm , with parameters indicated in Table 1. Overpressure is found equal to 35 MPa , a value three times smaller than those required by a homogeneous Mogi model. The mesh used to describe the collapse structures and magma chamber as resulting from the final model is shown in 3-D in Figure 7 and they are also shown in plane view in Figure 4. The location of the center of the spherical magma chamber is some kilometers south of Pozzuoli, beneath the sea. The dip of the ring discontinuities is steep, about $70^{\circ}$.

On the basis of the obtained model, it is possible to reconstruct a 3-D field of model vertical displacements (Fig. 8). This figure is remarkable, because it shows a displacement pattern in the most deformed area rather far from the circular geometry previously hypothezised (Corrado et al., 1976; Berrino et al., 1984; Bonafede et al., 1986; BIANCHI et al., 1987). The maximum deformation appears shifted into the Gulf of Pozzuoli, where most of the deformed area is contained. The vertical deformation pattern on land appears to be markedly elliptical, with the major axis oriented about $\mathrm{N} 50^{\circ} \mathrm{W}$. Such a trend is very similar to the elliptical trend of earthquake epicentres (see Fig. 2b). We stress here that the asymmetry of the vertical displacement pattern obtained is due to the dominant effect of ring discontinuities marking the caldera collapse structure.

## Discussion

The 3-D displacement model obtained in this study opens new interesting perspectives for the study of Campi Flegrei unrest, as well as for other similar calderas. The first new insight concerns the non-symmetric pattern of expected

Figure 3
Gravity observation and modelling (from AGIP, 1987). a) Bouguer anomaly map. b) 3-D structure modelling constrained by geological observations and geothermal drill data. The high hydrothermalized zone is used in this work to define the global geometry of caldera discontinuities.


Figure 4
Mesh of free surface topography, caldera rim discontinuity and magmatic source structure, as in the best fit model (Delaunay triangles). Black dots stand for levelling benchmarks.
deformation. The maximum displacement and most of the deformed area is expected to be in the Gulf of Pozzuoli. Also, the elliptical orientation of the displacement pattern on land is very similar to the elliptical geometry of epicentres of local earthquakes that occurred in the same period (1982-1984). In view of current models for local seismicity (Troise et al., 1997, 2003) this correspondence is expected, due to the earthquakes which occur on the collapse discontinuities. It is remarkable here, that this correspondence derives naturally from the inversion of solely static displacement data, without any input information regarding seismicity. Moreover, the elliptical symmetry on-land and the maximum deformation at sea both occur from the inversion of sparse levelling data only collected on-land. The sparse nature of data from levelling lines obviously disallows interpolation of the original data to define a slightly elliptical pattern, nor is it possible to give any information about displacement offshore. The essential element dominating the character of the model displacement pattern is the presence of ring discontinuities marking the inner caldera.

Two different lines of discussion, however, can be taken to demonstrate the effectiveness of the obtained solution, and, finally, of the hypothesis of dominant control by the collapse discontinuities. The first one, already stated, is that half-space solutions like the Mogi model provide results for the source depth that are


Figure 5
Misfit evolution versus number of iterations for the model inversion using a Monte Carlo serial sampling method, which slowly converged to more probable solutions. Horizontal line stands for Mogi model misfit ( 60 mm ).
incompatible with physical constraints. This argument was made first by Casertano et al. (1976). Secondly, we discuss the effectiveness of modelled displacement patterns in the light of the actual data set. The best comparison for the modelled pattern would be with a dense displacement data set, making it possible to reconstruct detailed 2-D displacement maps. InSAR data (Massonnet and Feigl, 1998) would meet this need, especially for a better constraint on ground displacements next to the caldera discontinuities themselves, however, unfortunately they were not available during the 1982-1984 unrest. The observed subsidence trend at Campi Flegrei follows the same pattern as the uplift phase and, since 1992, it has been recorded by InSAR images. Avallone et al. (1999) computed the first model of subsidence based on InSAR data from the 1993-1996 period (Fig. 9), and this can be compared to the modelled pattern obtained in this study. A reconstruction of ground displacements over the period 1992-2000 from InSAR data has been obtained by Lundgren et al. (2001). Apart from the amount and sign of displacement, the patterns on land are very similar. They both show an elliptical trend oriented $\mathrm{N} 50^{\circ} \mathrm{W}$. Also the InSAR maximum displacement zones at Pozzuoli do not close on land. The maxima are


Figure 6
Comparison of levelling observations (black dots), Mogi model (circles) and MBEM model (squares) versus horizontal distance from the source. Minimum misfit is given by the 3-D model, i.e., 54 mm .

Table 1
Final parameters of best model of caldera and source

| Parameters | Values |
| :---: | :---: |
| Inner caldera upper border depth ${ }^{1}$ | 1.16 km |
| Inner caldera lower border depth |  |
| Inner caldera border dip angle | 3.1 km |
| Spherical source radius (fixed) | $75^{\circ}$ |
| Spherical source depth (fixed) | 1 km |
| Spherical source position West from Pozzuoli ${ }^{2}$ | 4.5 km |
| Spherical source position South from Pozzuoli ${ }^{2}$ | 0.19 km |
| Source pressure variation | 1.33 km |
| Best misfit | +35 MPa |
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Figure 7
Three-dimensional view of caldera rim and magmatic spherical source mesh used in the modelling. Colour scale corresponds to depth below surface (all units in metre).
located at sea. The InSAR uplift data reinforce the ring discontinuity model proposed here.

The dominant role of these structural features on static deformations, was previously recognised starting from De Natale and Pingue (1993), thereafter in the papers by De Natale et al. (1997), Petrazzuoli et al. (1999), and Troise et al. (2004). This is the first time, however, that a detailed quantitative 3-D model taking accurately into account the caldera structure as modelled by gravity data has been created. The agreement with all the available data strongly supports the important role of the collapse structures in the model.

The dip of the system of inward discontinuities around the caldera is steep (around $70^{\circ}$ ) in agreement with the dip of corresponding fault planes of local earthquakes (De Natale et al., 1995; Troise et al., 2003). The shape of the Bouguer anomaly, with the most negative area in the Gulf of Pozzuoli, may result from a rather asymmetric pattern of cumulative vertical displacements, with the area of greatest subsidence in the Gulf of Pozzuoli. The modelled location of the magma chamber is about 1 km offshore, south of Pozzuoli town. In the future, sea-floor measurements of displacement in the Gulf could improve our understanding of the deformed area and consequent models for unrest.


Figure 8
Vertical displacement field produced by the best fit model, caldera discontinuities (black mesh), and levelling benchmarks (black dots). Spatial displacement pattern is clearly influenced by the caldera geometry. Maximum uplift occurs about 2 km south of Pozzuoli City.

The magma chamber is only schematically described in our model with a simple spherical shape. Actually, the shape and volume of the chamber are not constrained by geophysical data. Only the depth of the top part has been well constrained by seismic evidence of $P$ - to $-S$ wave conversions by Ferrucci et al. (1992) and De Natale et al. (2001b). The extension of the chamber, however, is a matter of speculation. Petrological estimates of the volume of the residual chamber (after the caldera formation) are highly variable, from a few to some hundreds of cubic kilometres of magma (Armienti et al., 1983; Orsi et al., 1996). Modelling and observations of about 30 years of recent unrest suggests that at least the shallowest part of the magma chamber is spatially limited, with an area less than that of the inner caldera. It would be difficult to explain the localised nature of both ground deformation and seismicity otherwise. If the source of the huge caldera-forming ignimbrites (Rosi and Sbrana, 1987) was a magma chamber of large extent, recent observations would imply that the only active part is a shallower pluton a few cubic kilometres in volume.


Figure 9
ERS InSAR data from the 1993-1996 period (Avallone et al., 1999). (a) About 10 cm of subsidence are observed ( 3.5 fringes), and (b) Mogi model with $2.7-\mathrm{km}$ source depth and horizontal location near Pozzuoli town (cross) which fits the observations satisfactorily. The spatial pattern is very similar to previous uplift and subsidence episodes.

## Conclusions

Some of the results obtained in this work can be generalised to other similar areas. They imply that, when interpreting ground deformations at calderas, the structural features of the area must be carefully considered. In particular, the collapse structures play a fundamental role during unrest episodes, affecting both static deformation and seismicity. The presence of faults and fractures at volcanoes may strongly affect the ground deformation field, and must be taken into account when modelling unrest episodes. The use of extremely simple deformation models in homogeneous elastic media may be misleading, even if the apparent fit to the data is very good.

Regarding the Campi Flegrei area, most of the observations during unrest episodes can be modelled in terms of elastic deformation resulting from magma chamber overpressure in the presence of boundary caldera collapse structures. The deformation mechanism and temporal evolution, however, are likely to involve the further contributions of pressure/temperature changes in the geothermal system, as pointed out by several authors (De Natale et al., 1991, 2001a; Bonafede, 1991; GaEtA et al., 1998).
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# Comparison of Integrated Geodetic Data Models and Satellite Radar Interferograms to Infer Magma Storage During the 1991-1993 Mt. Etna Eruption 
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#### Abstract

We compare the results obtained from the modelling of EDM, GPS, levelling and tilt data measured in the first part of the 1991-1993 eruption at Etna to the InSAR data acquired during the second part. The geodetic changes are very marked in the first half of the eruption and constrain a deflation source located at a few kilometers of depth ( $\approx 3 \mathrm{~km}$ b.s.l.), in agreement with other independent geophysical evidence. SAR data, available during the second part of the eruption, were analysed for different time intervals in the second part of the eruption. The interpretation of SAR interferograms reveals a large-scale but less marked deflation of the volcano that could be caused by a deeper source. This second source is in accord with a second deeper anomaly revealed by recent seismic investigations. The combination of geodetic data modelling and SAR images suggests a complex plumbing system composed at least of two possible storage regions located at different depths.


Key words: Geodesy, SAR Interferometry, ground deformation, Mt. Etna volcano.

## 1. Introduction

During the 1991-93 Mt. Etna eruption, beginning December 14, 1991 and ending March 31, 1993, a clear and marked deflation of the edifice was recorded through different monitoring techniques (Fig. 1), namely EDM, GPS, levelling and continuous tilt (Bonaccorso, 1996). The eruption provoked a very significant deflation during the first months (comparisons made before eruption and in summer 1992), as evidenced by the EDM and GPS areal contractions and by levelling subsidence. The vertical maximum lowering of about 11 cm was recorded on the western flank by high precision levelling and the most evident decreasing tilts were recorded on this flank. During the second part of the eruption (summer 1992-summer 1993 comparison) the volcano deflation decreased as evidenced by smaller EDM and
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Figure 1
Mt. Etna topography map with the ground deformation monitoring networks operating during the 19911993 eruption.

GPS areal contractions and by levelling which did not show appreciable vertical variations. Throughout this second part of the eruption ERS-1 satellite synthetic aperture radar (SAR) data began to be collected, thus allowing the use of differential SAR interferometry (DIFSAR) for measuring ground deformation (e.g., Gabriel et al., 1989; Zebker et al., 1994). This technique exploits the phase difference (interferogram) of SAR image data pairs and allows us to generate spatially dense deformation maps (the displacement field being measured in the radar line of sight) with a centimeter, in some cases millimeter, accuracy. The ground displacement pattern derived from DIFSAR interferograms showed a less marked, with respect to the first part of the eruption, deflation of the volcano edifice. Hereafter, we analyse the results of the previous modelling obtained from terrestrial and satellite geodetic data relative to the first half of the eruption to displacement patterns obtained from

SAR data recorded during the second half. A comparison between those data suggests the action of a complex plumbing system which could be composed of two magma storage regions located at different depths.

## 2. Previous Deformation Models at Mt. Etna for 1991-1993 Deflation

Terrestrial and spatial geodetic data (EDM, GPS, levelling and tilt) recorded in the first part of the eruption, i.e., before the eruption and in the summer of 1992, were analytically inverted by Bonaccorso (1996), who considered a double source composed of a shallow tensile crack, taking account of the intrusion accompanying the eruption onset, and by a deeper deflating source for the edifice deflation. The final solution gave an excellent fit to all the different measurements and defined the shallow tensile crack, which represents the intrusion inside the volcano edifice, and a 3-D ellipsoidal source (after Davis, 1986) centred at about 5 km depth (about 3 km b.s.l., considering a mean reference surface at 2 km a.s.l.) and undergoing deflation (Fig. 2). This depressurising source was interpreted as magma storage level and the negative pressure as due to mass loss through the eruption. The centre of the source was beneath the crater area but its asymmetry caused an expected displacement pattern with maximum effects further west from the crater area (Fig. 3) in agreement with the recorded EDM contractions, vertical lowering and tilt deflation which are maximum in this volcano sector.

In the second period of the eruption, i.e., between the summer 1992 and after the eruption end, small horizontal contractions (between -1 and -2 cm ) were observed in the EDM and GPS networks (Bonaccorso et al., 1994; Nunnari and Puglisi, 1994). An attenuated variation of the tilt signals (Bonaccorso, 1996), and no appreciable vertical variation in the levelling route, which is circular and winds around the volcano at roughly the same height (Murray and Moss, 1994). In this second period the modest geodetic variations do not permit a robust modelling of the data, since the small geodetic changes are of the same order of magnitude as the measurements error. Therefore the results of the inversion trials are not unequivocal and well constrained. However, the indications of the inversion trials show a clear tendency to set the depressurising source deeper. Thus the action of a deeper source (for instance, a source with a ca. 10 km depth) is called for to explain the observed deformation pattern, even if not well modelled with the small variations recorded.

Other source modelling was deduced from SAR interferograms covering the last months of the eruption (between September 1992 and the period after the eruption end). The first result obtained by Massonet et al. (1995) showed four near-concentric interferometric fringes. The authors used a simple point source, i.e. the Mogi model, and estimated, through trial and error, a depth of $16 \pm 3 \mathrm{~km}$ for this source. A resemblance of the form of the apparent deformation derived by the interferograms
to the topography is well evident and has been cited as evidence of a possible systematic error. Delacourt et al. (1998) pointed out that SAR interferograms may be affected by tropospheric artefacts, whose correction could reduce the number of fringes associated with the deformation. In their study they claim that, for the Etna 1991-1993 eruption case, the tropospheric correction can reach two fringes for some interferograms. Beauducel et al. (2000) estimated a tropospheric correction in the



Figure 3
Deformation pattern expected from the depressuring ellipsoid obtained from the inversion of the geodetic data (Bonaccorso, 1996) : (a) horizontal displacements, (b) vertical changes.
range of -2.7 to $+3.0( \pm 1.2)$ fringes. After this correction and by again using a simple Mogi source, they obviously find a deflation source at a shallower depth with respect to the one proposed by Massonet et al. (1995). LANARI et al. (1998), by applying a grid search method of inversion and without performing any tropospheric correction, found that some interferograms of the considered period are fit well by a point source located at a 9 km depth. It has also been noted (Cayol and Cornette, 1998; Williams and Wadge, 1998, 2000) that topography could play a role in the computation of the surface displacement for a given source and, therefore, should be accounted for in the deformation source modelling process; this was not considered in the previously cited works. However, this effect should be more evident in the summit part of the edifice, while it should not be significant at greater distances, i.e., in the flatter lateral flanks (Williams and Wadge, 1998).

Figure 2
(a) Map with comparison between recorded data (EDM, GPS, leveling and tilt) and estimates from Bonaccorso (1996) model. For synthesising the horizontal pattern deformation, the areal dilatations, three for EDM networks and one for GPS, are reported inside the little frames (the central frame is for GPS). The co-eruptive tilt values of the variations recorded on 14 December, 1991 during the fracture opening and the estimated ones are reported in the upper left inset (mod. = tilt vector amplitude in microradians; dir. = azimuth of the tilt vector direction). The co-eruptive expected values are calculated from the eruptive fracture single source. The surface projection of the ellipsoid centre (A) and of the opening crack line (B) are also reported (redrawn after Bonaccorso, 1996). (b) Cross section showing the location of the two deformation sources inferred from the Bonaccorso (1996) model: the deeper depressuring 3-D ellipsoid and the shallowest opening crack. The location of the seismic events occurring during the onset of the eruption on December 14, 1991, is also reported.


Figure 4
Deformation pattern expected from the depressuring ellipsoid obtained from the inversion of the geodetic data (Bonaccorso, 1996) : (a) SAR deformation as seen in the line of sight from the descending orbit, (b) SAR deformation as seen in the line of sight from the ascending orbit. The small cross represents the projection of the central crater. The source location is nearly under the crater area but provokes a displacement pattern with maximum effects further west, in accord with EDM contractions, vertical lowering and tilt deflation recorded in this volcano sector. The first isoline is 28 mm , the isoline step is one interferometric fringe corresponding to 28 mm .

It seems clear that in the first period of the eruption (first 6-7 months), marked and peaked deformations were recorded, indicative of the predominant effect of an intermediate source at about 3 km b.s.l. Instead in the second period of the eruption (last 6 months) smaller deformations were recorded. In this case DIFSAR measurements show a wide and regular fringe pattern whose modelled point source, found using trail and error methods, indicates the action of a deeper source, although not clearly fixed in depth.

## 3. Deformation Patterns Comparison

The biggest geodetic changes were recorded during the period of summer 1991summer 1992, namely including the first six months of the eruption, while smaller geodetic changes were recorded in the second part of the eruption. The first period is not covered by SAR images, which instead are available from May 1992. This technique measures the projection of the deformation field along a direction from the observed site toward the satellite in its ascending or descending orbit. However, geodetic data furnish slightly different measurements, such as a limited number of horizontal displacements (GPS lines and EDM), vertical displacements (levelling
points) and tilt. For this reason a direct comparison between DIFSAR results and geodetic measurements is no trivial matter; in order to obtain a homogeneous comparison between these measures we have projected the deformation pattern as expected from the deflation source of Bonaccorso (1996) along the direction of sight of the satellite. This result is shown in Figure 4.

In order to gain a deeper insight on the dynamic of the eruption and its deformation sources, we analysed a set of interferograms generated by using data acquired by the European ERS-1 satellite covering the period from May 1992 (first available ERS-1 acquisition) to August 1993. Since systematic topographic errors can be greatly reduced by limiting the (perpendicular) baseline, we performed a first interferogram selection on this basis. Among all possible interferograms we selected only those data with a baseline smaller than 110 m ; indeed, for such interferograms, an error in the knowledge of topography on the order of $5-10$ meters (which is the case of the DEM we used) would cause an error in the measure of the deformation of less than $1 / 8^{\text {th }}$ of fringe, i.e., less than 4 millimeters (LaNARI et. al., 1998).

Using this selection criteria, results in the collection of five interferograms from ascending orbits and ten from descending ones are reported in Table 1. We have processed and analysed all the ascending orbit interferograms and most of the

Table 1
List of all the ERS-1 interferograms available on Mt. Etna site with perpendicular baseline smaller than 110 m and relative to the time period from May 1992 to August 1993. First and second columns report the acquisition dates, the third indicates the perpendicular baseline, the fourth the time difference (in days) between the two acquisitions. The last column reports the interferograms processed for this study. In addition, the three
interferograms shown in Figure 5 are highlighted.

| Date | Date | B perp. | Delta days | Processed |
| :---: | :---: | :---: | :---: | :---: |
| Track: 129 - Frame: 747 - Ascending Orbit |  |  |  |  |
| 23/08/1992 | 10/01/1993 | -78 | 140 | yes |
| 23/08/1992 | 30/05/1993 | 47 | 280 | yes |
| 27/09/1992 | 17/10/1993 | -33 | 385 | yes |
| 01/11/1992 | 04/07/1993 | -78 | 245 | yes |
| 10/01/1993 | 08/08/1993 | -85 | 210 | yes |
| Track: 222 - Frame: 2853 - Descending Orbit |  |  |  |  |
| 21/06/1992 | 06/06/1993 | -89 | 350 | no |
| 26/07/1992 | 30/08/1992 | -85 | 35 | yes |
| 26/07/1992 | 13/12/1992 | -76 | 140 | yes |
| 26/07/1992 | 28/03/1992 | 16 | 245 | yes |
| 30/08/1992 | 13/12/1992 | 9 | 105 | yes |
| 30/08/1992 | 28/03/1993 | 101 | 210 | yes |
| 04/10/1992 | 21/02/1993 | -98 | 140 | no |
| 04/10/1992 | 02/05/1993 | 9 | 210 | no |
| 08/11/1992 | 21/02/1993 | 60 | 105 | no |
| 13/12/1992 | 28/03/1993 | 92 | 105 | yes |



Figure 5
Selected differential interferograms of Mt. Etna in UTM projection with a shaded relief as a background image. Each fringe (a complete colour cycle) represents a change in phase corresponding to about 28 mm of deformation in the line of sight. Acquisition dates: (a) November 1, 1992 - July 4, 1993, ascending orbit, perpendicular baseline ( $\mathrm{B} \perp$ ) 78 m ; (b) August 30, 1992-March 28, 1993, descending orbit, $\mathrm{B} \perp=101 \mathrm{~m}$; (c) December 13, 1992-March 28, 1993, descending orbit, $\mathrm{B} \perp=92 \mathrm{~m}$.
descending orbit ones, as shown in the last column of Table I. Four descending interferograms were not generated because the data were not available; however, the two interferograms involving the acquisition of February 21, 1993 are likely to be decorrelated because of the snow coverage usually present atop the volcano at that time of the year, thus reducing the possibly useful missing interferograms to two. For brevity, only a selection of three (most representative) interferograms is presented in Figure 5; these are also highlighted in Table 1. In particular, Figure 5a shows an
interferogram acquired from ascending orbits and spanning the period from November 1, 1992 to July 4, 1993: about three concentric deformation fringes are clearly visible, corresponding to about 8 centimeters of deformation in the satellite line of sight. The first two fringes cover most of the volcano edifice, while the third fringe is limited to the summit craters area. Interferograms obtained by descending orbits are presented in Figures 5b and 5c and exhibit higher decorrelation noise,


Figure 6
(a) modelled geodetic and recorded SAR ground deformation patterns. The isolines represent deformation pattern of the model obtained from geodetic measurements, recorded during the first half of the eruption, as expected along the direction of sight of the satellite. The first isoline is 28 mm , the isoline step is one interferometric fringe corresponding to 28 mm . The data of the model were recorded in a time interval comprising the first half of the eruption. The ascending SAR image (interval November 1, 1992-July 4, 1993) covers the second half of the eruption.
mostly located on the summit area. However, almost three fringes are still distinguishable in the interferogram in Figure 5b (from August 30, 1992 to March 28, 1993), thus confirming the average deformation rate during the considered eruptive period. In addition, the interferogram shown in Figure 5c presents less fringes, in accordance with its limited temporal span (from December 13, 1992 to March 28, 1993). These patterns, which show small deformation, are in concordance with the modest geodetic changes recorded during the second part of the eruption. In Figure 6 both the projection of modelled geodetic displacement pattern and SAR interferogram for the interval from November 1, 1992 to July 4, 1993 (ascending orbit) are shown. It is well evident that these two patterns, related to the first and second parts of the eruption respectively, are different and that the SAR interferogram constrains a deeper source. The latter aspect is also supported by the geodetic measurements pattern, showing small deformation on the entire volcano edifice which is compatible with the action of a deeper source.

## 4. Discussion

In the first half of the eruption SAR recording did not yet exist, while in the second half the small geodetic changes cannot be modelled in a robust inversion. Figure 6 depicts the two deformation patterns, respectively associated with the first half of the eruption (values expected from the modelling of the geodetic data) and with the second half (SAR interferogram). The two patterns appear to be caused by the action of two sources at different depths. The action of a shallower source ( $\approx 3 \mathrm{~km}$ b.s.l.) is sustained, in addition to the integrated modelling of all the geodetic changes in the first half of the eruption, also with other different evidence. In fact, for the interpretation of the GPS data a simple Mogi model with a depth of $1.5-3 \mathrm{~km}$ b.s.l. was proposed as a preliminary interpretation (NunNARI and Puglisi, 1994). Also the gravity changes accumulated before the eruption 1987-1989 suggested a source located in this depth range (Budetta and Carbone, 1998). The geophysical evidence is also supported by petrological data which suggest that the depth of $3-5 \mathrm{~km}$ b.s.l. should represent the level of neutral buoyancy of magma (Corsaro and Pompilio, 1998). Moreover, recent seismic analysis reveals presence of a possible chamber at a shallow depth (i.e., in the first km below sea level) through the mapping of the $b$-values (Murru et al., 1999) and through the analysis of the non-double couple mechanisms preceding the 1991-1993 eruption (Saraò et al., 1999). This source exerted its depressuring action chiefly during the first part of the eruption. Therefore, the shallow chamber would represent one intermediate storage whose deflation caused a marked ground deformation. However, the recent mapping of the $b$-values (Murru et al., 1999) also highlighted a possible deeper chamber this supporting the hypothesis that at Mt. Etna a more complicated plumbing system could be present. The possible storage zones cannot have large dimensions since the
recent seismic tomography studies (wavelengths of the resolved features $\approx 3 \mathrm{~km}$ ) do not show large crustal melted magma chambers in the upper 18 km (Chiarabba et al., 2000). A deeper source (top $>10 \mathrm{~km}$ ) causes effects in a wider area however with more attenuated deformation (i.e., Russo et al., 1997). For example, the removal of $100 \times 10^{6} \mathrm{~m}^{3}$ from a $10-\mathrm{km}$ deep reservoir would produce a relative change of only 20 mm between the summit and points located about 4 km from the summit (Dvorack and Dzurisin, 1997). Subsequently for the second part of the eruption the DIFSAR technique reveals an attenuated but wider area of deformation which constrains a deeper source. Considering the pattern of the fringes, this source would be in agreement with a deeper anomaly characterised, beyond the shallower anomaly, from the mapping of the $b$-values (MURRU et al., 1999) and interpreted as a possible deeper storage zone.

## 5. Conclusion

In this paper we considered the shallow storage source (3-5 km b.s.l.) which acted strongly during the first half of the 1991-1993 Mt. Etna eruption and caused a marked deflation. This source's parameters are results constrained by the geodetic data modelling and are in accord with other geophysical observations. The shallower chamber would have induced maximum strain and stress in the upper western flank and this would coincide with the shallower seismic $b$-values anomaly and non-double couple mechanisms. However, the plumbing system of Mt. Etna may be more complex. SAR images were recorded during the second half of the eruption, allowing us to generate several interferograms of different time intervals. The analysis of these data highlights a weak but wider deflation signal which calls for a possible deeper source. This could be in accord with the seismic interpretations, which, through the deeper anomaly of the $b$ value, reveal a possible zone of accumulation centered around 10 km b.s.l.. This source should be superimposed by the prevalent effects of the shallower intermediate storage during the first part of the eruption and would have acted as a deeper depressuring zone mainly in the second part. This means that the deeper source may have been active in the first part of the eruption but was masked by the larger effect of the shallower storage. This scenario would imply that a complex plumbing system exists at Etna, with different storage levels and giving rise to different deformation effects.
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#### Abstract

This paper describes design, observation methodology, results and interpretation of the GPS surveys conducted in the areas of the N-W of Tenerife where deformation was detected using InSAR. To avoid undesirable antenna positioning errors in the stations built using nails, we designed and used calibrated, fixed-length metal poles, allowing us to guarantee that the GPS antenna was stationed with a height repeatability of the order of 1 mm and of less than 3 millimeters on the horizontal plane. The results demonstrate that this system is ideal for field observation, especially to detect small displacements that might be masked by accidental errors in height measurements or centering when observed with a tripod. When observations were processed, we found that using different antenna models in the same session sometimes causes errors that can lead to rather inaccurate results. We also found that it is advisable to observe one or two stations in all the sessions. The results have reconfirmed the displacement in the Chío deformation zone for the period 1995-2000 and indicate a vertical rebound from 2000 to 2002. They also confirm that the subsidence detected by InSAR to the south of the Garachico village has continued since 2000, although the magnitude of the vertical deformation has increased from around 1 cm to more than 3 cm a year. Detected displacements could be due to groundwater level variation throughout the island. A first attempt of modelling has been made using a simple model. The results indicate that the observed deformation and the groundwater level variation are related in some way. The obtained results are very important because they might affect the design of the geodetic monitoring of volcanic reactivation on the island, which will only be actually useful if it is capable of distinguishing between displacements that might be linked to volcanic activity and those produced by other causes. Even though the study was limited to a given area of Tenerife, in the Canary Islands, some conclusions apply to, and are of general interest in similar geodynamic studies.
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## 1. Introduction

Although geodetic monitoring techniques have been widely used in areas of seismic or volcanic activity, the difficulty inherent to their discrete nature means that they must be deployed carefully to ensure the best possible detection or sensitivity of these points (see e.g., Baldi and Unguendoli, 1987; Johnson and Wyatt, 1994; Segall and Matthews, 1997; Yu et al., 2000). In many cases, a more global monitoring method, is required yet at the same time one that offers the highest level of sensitivity which enables detection of the phenomenon. Interferometry radar (InSAR) techniques have been shown to play an important role in seismic and volcanic monitoring because they cover large areas $(100 \times 100 \mathrm{~km})$ and can be easily systematized in monitoring (see e.g., Massonnet and Feigl, 1998; Bürgmann et al., 2000; Massonnet and Sigmundson, 2000; Hanssen, 2001). The limitations inherent to the GPS and InSAR techniques (mainly observations at discrete surface points in the case of GPS and existence of non-coherent areas and the fact that, at present, the three displacement components cannot be obtained in SAR interferometry) can be overcome by using them together or other techniques (e.g., Puglisi and Coltelli, 2001; Rodríguez-Velasco et al., 2002; Fernández et al., 2003).

The Canary Islands are seven islands and several islets of volcanic origin located between parallels $27^{\circ}$ and $30^{\circ}$ latitude North and between the parallels $13^{\circ}$ and $19^{\circ}$ longitude West. Located less than 100 km from the African continent, the Canary Islands were formed on the continental rise and slope as independent structures (Araña and Ortíz, 1991). Despite being on a passive margin, they form a volcanic archipelago with a long-standing history of volcanic activity that began more than 40 m.y. ago (Ancochea et al., 1990). At least a dozen eruptions occurred on the islands of Lanzarote, Tenerife, and La Palma between 1500 and 1971. Tenerife, the biggest island of the Archipelago, and its eruptive system are dominated by the Teide ( 3718 m ) (Ablay and Martí, 2000) and Las Cañadas Caldera (Martí et al., 1994). At the northern border of this caldera the Teide strato-volcano has been formed over the last one hundred and fifty thousand years. One of the most important eruptions took place in 1706 (Arenas Negras volcano) and destroyed part of Garachico village. Las Cañadas Caldera and the Teide are the areas where most volcanic research, in particular geodetic measurements (e.g., Sevilla and Romero, 1991; Сamacho et al., 1991), has been performed without any significant displacement or gravity changes having been detected to date.

Interferometry Synthetic Aperture Radar (InSAR) has been used to monitor the island of Tenerife during the period 1992-2000 (Carrasco et al., 2000; Fernández et al., 2002). This technique can be used to cover the whole island in a single interferogram and obtain fairly comprehensive information about possible deformation in areas with a high level of coherence. The analysis of the interferograms revealed two areas with deformation: subsidence (see e.g., FernÁndez et al., 2002), located to the south of Garachico (an area of approximately $15 \mathrm{~km}^{2}$ with a maximum
subsidence of 10 cm from 1993 to 2000) and the Pinar de Chío zone (an area of approximately $8 \mathrm{~km}^{2}$ with a maximum subsidence of 3 cm from 1993 to 2000, with a faster displacement velocity since 1997, see Carrasco et al. (2000)). The location of these areas is displayed in Figure 1. From now on, we will refer to the two areas as Deformation Zones (DZs) and DZ1 and DZ2, respectively. However, they were unable to obtain information about possible displacements throughout the island, because although the whole island fits in one SAR image, the level of coherence is not good over the entire surface. In fact, in some areas there is no coherence at all (Fernández et al., 2002, 2003). Therefore another technique, GPS, had to be used to monitor these areas, and to validate the deformations detected. We defined a GPS network that covered the entire island, which was densified in the areas of


Figure 1
Differential interferogram from Tenerife island corresponding to 2 Aug. 1996-15 Sept. 2000. No fringe can be seen in the Las Cañadas area, so there is no deformation from 2 Aug. 1996-15 Sept. 2000 1) and 2) represent Garachico and Chío subsidence, respectively, from 20 Jul. 1993-15 Sept. 2000 differential interferogram ( $B_{\perp}=180 \mathrm{~m}, \Delta d=2614$ days). The Garachico subsidence has 3 fringes, in other words, about 9 cm of ground subsidence from 20 Jul. 1993-15 Sept. 2000; the Chío subsidence has 1 fringe, that is to say, about 3 cm of ground subsidence from 20 Jul. 1993-15 Sept. 2000. © indicates the location of Garachico village.
deformation detected with InSAR. This network was observed in 2000 and the obtained results (Rodríguez-Velasco et al., 2002; Fernández et al., 2003) allowed us to validate the deformation found in Pinar de Chío, but not the one found to the south of the town of Garachico. Furthermore, certain antenna-height measuring problems were encountered in certain stations observed with tripods. To solve these two aspects we designed a micro-GPS network covering both deformation areas located in the N-W part of the Volcanic Island of Tenerife and modified the observation methodology.

This paper briefly describes the design of the campaigns, the observation methodology used, the results of the campaigns conducted in 2000, 2001 and 2002, the conclusions obtained when these results were compared with the results of a previous campaign and from InSAR, as well as a first tentative interpretation.

## 2. 2000 GPS campaign

Even though one of the characteristics associated with volcanic activity in Tenerife is that eruptions normally have not occurred more than once in the same volcanic structures, the geodetic monitoring conducted until 2000 was focused mainly on the Caldera de Las Cañadas, where a geodetic micronetwork and a levelling profile have been installed (Sevilla and Romero, 1991; Sevilla et al., 1996). This is because the biggest volcanic risk on the island is associated with the Teide stratovolcano located in the Caldera. A sensitivity test of this geodetic network showed a clear need to extend the existing geodetic network to cover the full island for volcano monitoring purposes using GPS techniques (YU et al., 2000). This conclusion, together with the detection of two unexpected movements on the island, by the processing of Synthetic Aperture Radar (SAR) data that were beyond the scope of the traditional geodetic network installed on the island due to coverage limitations, prompted us to design and observe a GPS network covering entirely Tenerife in 2000, mainly for the purposes of the geodetic monitoring of possible displacements associated with volcanic reactivation and corroborating the obtained results by InSAR. This GPS network has a station in DZ2 and a densification in DZ1 located to the south of the village of Garachico (Fig. 2). The network and its densification was observed in August 2000 using 5 receivers and relative static observations (Hofmann-Wellenhof et al., 1992) during periods of 5 and 2 hours, depending on the baseline length.

The data collected for the global network and DZ1 densification during the 2000 survey were processed separately using Bernese 4.2 software (Beutler et al., 2001) with precise ephemeredes. To fully guarantee that the results were included in the REGCAN-95 reference system (CATURLA, 1996), based on the ITRF93 date 94.9 (where we have previous values of coordinates for many of the stations), Chinobre, Teide and Bocinegro stations were considered fixed in the GPS observation process.


Figure 2
Global GPS network: 17 stations from REGCAN95 together with the permanent station TENE, marked with white circles. A densification network sketch appears on the bottom right. It is formed by 2 fourthorder stations (white triangles) and 2 benchmarks (white stars) (after Fernández et al., 2003).

Regatón station, near DZ1, was used as a fixed reference station in that zone's subnetwork. The precision of the obtained results is within one centimeter in height and several millimeters in horizontal coordinates. For more details see RodríguezVelasco et al. (2002) and Fernández et al. (2003). Significant coordinate variations were obtained in several stations distributed throughout the island, showing a subsidence of station Pinar de Chío, of the same order as obtained using InSAR in DZ2. Therefore the two techniques have confirmed one another. Some coordinate variations were detected in areas where the band $C$ radar observation cannot be used for deformation monitoring on account of the very low coherence, due to the existence of vegetation. This demonstrates that the two techniques complement one another, and that they should be combined in any monitoring methodology that is to be efficient in detecting possible deformations associated with volcanic reactivation on the island.

The obtained results in the DZ1, to the south of the town of Garachico, were not definitive enough to confirm the displacements detected using InSAR (see Rodrí-guez-Velasco et al., 2002; Fernández et al., 2003). Future observations were considered necessary and more stations would have to be included in this DZ1, preferably in the center where the largest deformation occurs and is therefore easier to detect. Furthermore, it must be taken into account that several stations in the deformation zone were observed with a tripod, and therefore the antenna height measurements and centering might contain inaccuracies that should be eliminated as far as possible, considering the magnitude of the vertical displacement (of the order of one cm , as shown by InSAR results for the 1993-2000 period) that is to be detected.

## 3. 2001 GPS Campaign

In an attempt to solve the aforementioned problems, we designed and observed a micro-GPS network limited to the DZs. This micro-network is formed by four vertices of the REGCAN95, run by the National Geographic Institute of Spain (IGN) (CATURLA, 1996), two benchmarks of the fourth-order network and three nails located in the deformation zone, Figure 3a. Geodetic vertices of the REGCAN95 network Riquer, Regatón and Roque de Ucanca were selected as reference stations because they were regarded as located outside the DZs. When this micro-network was being designed, and taking into consideration the obtained results in the 2000 campaign, a new station was added in the center of DZ1, CLAVO3 (CLV3 in Fig. 3a).

For the nails we designed fixed-length poles which were perfectly numbered and calibrated, and secured them with steel cable by means of a turnbuckle and a galvanized flat (Fig. 4). The aim was to avoid having to measure the antenna height in this and future campaigns, thus eliminating a frequent source of errors. Using these poles let us assure a height repeatability of the order of 1 mm . Each pole is formed by a stainless steel pipe 1.125 meters high and 3 cm in diameter. The accidental errors in component $x$ and $y$ caused by levelling the pole remain below 3 millimeters due to the use of a 10 ' level and to the fact that the pole is fastened with steel guys (see Fig. 4).

The GPS observation of the micro-network conducted in 2001 took account of the following aspects: minimum observation period of 4 hours in morning and afternoon sessions for baselines between 0.8 and 20 km ; use of 4 simultaneous receivers; CLAVO 3 station, located in the center of the deformation zone, was observed in all the sessions (except in the first, due to an antenna problem). The observation sessions are summarised in Table 1.

In order to facilitate the comparison of results, the data collected were processed as 2000 data, using Bernese 4.2 software. To guarantee that our results were included


Figure 3
(a) 2001 and (b) 2002 GPS micro-networks.
in the REGCAN-95 reference system, in the GPS observation process we established the Regatón station (C15C), near DZ1, as a fixed station to the coordinates determined in the 2000 GPS campaign (Fernández et al., 2003).

The data analysis demonstrated that a set of GPS vectors were obtained at the C151 Riquer station grouped in the three sessions in which the GPS antenna was located at that station throughout the campaign. The values of the altitudes assigned


Figure 4
(a) Scheme of the steel pole for observation in benchmarks, (b) steel pole at benchmark 774, (c) pole end, and (d) hook and eye turnbuckle.
to Riquer by the vectors of the first two sessions were grouped around values that only differ by a few mm , but differing from the value of the altitude assigned by the third session by around eight centimeters. Different tests were conducted to study its

Table 1
(a) Surveys carried out in 2001 and 2002 of the geodetic GPS network in Tenerife; (b) distribución de stations observed at the different sessions
(a)

| Year | From | To | Sessions | Duration | Receivers | Stations | Baselines | Parameters | Observations |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2001 | 26 | Jul. | 30 Jul. | 5 | 4 or 8 hours | 4 | 9 | 19 | 366 |
| 2002 | 25 Jul. | 29 Jul. | 5 | 6 hours | 5 | 7 | 20 | 394 | 13932 |

(b)

| OBSERVATION OF STATIONS |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STATION | 2001 SESSIONS |  |  |  |  | 2002 SESSIONS |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| C202 | X | X |  |  | X | X |  | X | X |  |
| C774 | X | X |  | X | X | X | X |  | X |  |
| C152 | X | X |  | X | X | X |  | X |  | X |
| C747 |  | X | X |  | X |  |  |  |  |  |
| C151 |  | X | X |  | X |  | X |  | X | X |
| CLV3 |  | X | X | X | X |  |  |  |  |  |
| C15C |  |  | X | X |  | X | X | X | X | X |
| CLV2 |  |  | X | X |  |  |  |  |  |  |
| CLV1 |  |  |  |  | X |  | X | X |  | X |
| CLV4 |  |  |  |  |  | X | X | X | X | X |

effect: in (a), we processed the data considering the Riquer observations in the three sessions in which the station was used; in (b) we only considered the first two sessions in Riquer, observed with the same antenna; in (c) we only considered the last day and in (d) we used none of the observations in this station. The obtained results in the four cases using Bernese 4.2 were similar (in terms of level of precision) for all the points except Riquer. When these results are compared with the rest of the GPS network in a constraint-free adjustment (Leick, 1990), and conducting the pertinent tests to detect gross errors, the observations made in the first two sessions are rejected, although it is significant to note that both are grouped around values that only differ by a few millimeters, as mentioned above. The network adjustment indicates that the most coherent solution for station C151 is the one provided by the third session, case (c), yet the fact that the rejected sessions are grouped independently and separately inclines one to think that this station's results should not be considered definitive until a redundancy of results higher than the one found in the 2001 campaign is obtained for this station.

After the 2001 campaign we concluded that further campaigns should be conducted with the same methodology, although using the same model of geodetic antennae in all the stations and sessions to avoid causing any noise in the level of
detection required in this work, close to the precision that the technique can provide without permanent observation.

## 4. 2002 GPS Campaign

The 2002 campaign was based on the main conclusions drawn from the results of the 2001 campaign. However, during the inspection prior to the observations, we found that two benchmarks, CLV2 and CLV3, had been destroyed. In an attempt to solve the problem caused by the disappearance of station CLV3, located in the middle of DZ1, and considering future campaigns, we installed another nail nearby at a location that was named CLAVO4, CLV4.

In the observation we used the same geodetic antenna model for all stations and sessions. Station C15C, considered fixed in the data processing, and the new station CLV4 were observed in all the sessions. Figure $3 b$ is a diagram of the micro-network. The observation characteristics are also given in Table 1. The data processing was performed in exactly the way as in the 2000 and 2001 campaigns. The obtained results are given in Table 3.

## 5. Discussion of Results and Interpretation

The results of the 2001 and 2002 surveys can be compared with those obtained in 1995 and 2000 (see FernÁndez et al., 2003) at the coinciding points. The differences are shown graphically in Figure 5. The comparison of the 2001 coordinates recorded at the Pinar de Chío station, C152, to the 1995 coordinates

Table 2
Coordinates of the DZs micro-network stations observed during the 2001 campaign, determined in the REGCAN95 system. Precision in meters. The Regatón station, whose coordinates have not been assigned a level of precision, has been considered fixed. See text for more details

| STATION |  | LATITUDE | LONGITUDE | ELLIPSOIDAL HEIGHT (m) |
| :---: | :---: | :---: | :---: | :---: |
| NAME | CODE |  |  |  |
| RIQUER | C151 | $282248.04568 \pm 0.001$ | $-164302.53895 \pm 0.001$ | $209.999 \pm 0.006$ |
| PINAR DE CHIO | C152 | $281608.36172 \pm 0.001$ | $-164458.32698 \pm 0.001$ | $1641.354 \pm 0.003$ |
| ROQUE DE UCANCA | C202 | $281219.98654 \pm 0.001$ | $-164100.29192 \pm 0.001$ | $2155.187 \pm 0.004$ |
| REGATÓN | C15C | 282102.65978 | -164739.10352 | 844.727 |
| 747 | C747 | $282134.86858 \pm 0.001$ | $-164527.61258 \pm 0.001$ | $652.729 \pm 0.004$ |
| 774 | C774 | $281948.21827 \pm 0.001$ | $-164621.66942 \pm 0.001$ | $1129.869 \pm 0.004$ |
| CLAVO 1 | CLV1 | $282108.98676 \pm 0.001$ | $-164523.28204 \pm 0.001$ | $766.721 \pm 0.004$ |
| CLAVO 2 | CLV2 | $282024.72778 \pm 0.001$ | $-164635.23842 \pm 0.001$ | $954.600 \pm 0.004$ |
| CLAVO 3 | CLV3 | $282018.64512 \pm 0.001$ | $-164617.08318 \pm 0.001$ | $990.585 \pm 0.003$ |

Table 3
Coordinates of the DZs micro-network stations observed during the 2002 campaign, determined in the REGCAN95 system. Precision in meters. The Regatón station, whose coordinates have not been assigned a level of precision, has been considered fixed. See text for more details

| STATION |  |  | LATITUDE | LONGITUDE |  |  |  |  | ELLIPSOIDAL HEIGHT (m) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NAME | CODE |  |  |  | (0، ") |  |  |  |  |  |  |
| RIQUER | C151 | 2822 | $48.04542=$ | $\pm 0.001$ | -16 43 | 4302.53866 | $\pm$ | 0.001 | 209.975 | $\pm$ | 0.003 |
| PINAR DE CHIO | C152 | 2816 | 08.36122 = | $\pm 0.001$ | -16 4 | 4458.32737 | $\pm$ | 0.001 | 1641.383 | $\pm$ | 0.003 |
| ROQUE DE UCANCA | C202 | 2812 | $19.98621=$ | $\pm 0.001$ | -1641 | 4100.29171 | $1 \pm$ | 0.001 | 2155.185 | $\pm$ | 0.003 |
| REGATON | C15C | 2821 | 02.65978 |  | -16 47 | 4739.10352 |  |  | 844.727 |  |  |
| 774 | C774 | 2819 | $48.21778=$ | $\pm 0.001$ | -16 46 | 4621.66912 | $\pm$ | 0.001 | 1129.812 | $\pm$ | 0.003 |
| CLAVO 1 | CLV1 | 2821 | $08.98671 \pm$ | $\pm 0.001$ | -16 45 | 4523.28239 | $\pm$ | 0.001 | 766.699 | $\pm$ | 0.003 |
| CLAVO 4 | CLV4 | 2820 | $18.56635=$ | $\pm 0.001$ | -16 46 | 4615.20997 | 7 | 0.001 | 996.058 | $\pm$ | 0.003 |

confirmed the subsidence obtained results by InSAR. The difference is larger, albeit only slightly, than $2 \sigma$. We also obtained horizontal displacements of around one cm in the $\mathrm{N}-\mathrm{W}$ direction. The vertical deformation obtained results upon comparing the values of 2000 and 2001 are not significant, as was to be expected, taking into account the InSAR results (approximately 3 cm of deformation in eight years). In this second case of comparison, the horizontal deformation results are significant again in the N-W direction. However the real magnitude of the horizontal displacement might be smaller due to the possibility of errors in the antenna centering, because in 2000 this station was observed without a tribrach due to availability problems on the observation day. Comparing the 2002 and 1995 coordinates shows the height values to be quite identical, with differences below precision level. Horizontal displacement is still $\mathrm{N}-\mathrm{W}$, increasing in magnitude to the N and decreasing to the W. If one compares 2002 with 2000, the horizontal displacement is still $\mathrm{N}-\mathrm{W}$, but compared to the results for 2001 the displacement is N-E. In short, vertical displacement at the Pinar de Chio station, see Figure 5, indicates clear subsidence from 1995 to 2000 (coinciding with InSAR results) and elevation from 2000 to 2002.

At the Roque de Ucanca station, when the 1995 coordinates were compared with the 2001 coordinates, the vertical and horizontal differences were around $2 \sigma$, and could not be considered clearly significant. The vertical differences found upon comparing 2000 and 2001 are not significant either, although the horizontal ones are. Comparing the 2002 height with the values for 1995, 2000 and 2001 gives similar results, a tendency showing subsidence, though not significant over the noise level. The horizontal components display a N-W displacement, as in Pinar de Chío. Therefore new campaigns must be conducted in order to look for possible displacement at this station, which is next to C152 and could also be starting to display displacements. Therefore this point must be studied very carefully in future campaigns.

In the fourth order pin C774, the vertical coordinate variations in the comparison of 2000, 2001 and 2002 with respect to 1995 were not significant because the 1995 coordinates were not very accurate. Comparison between 2000 and 2001 results are not significant either, but comparing 2002 with 2000 and 2001 values produces clearly significant subsidence. Comparing the 2000 coordinates with 2001 and 2002 reveals horizontal displacement in the S-W direction, although one must remember that the 2000 observation might contain a centering error. Comparing the 2002 and 2001 reveals $\mathrm{N}-\mathrm{W}$ displacement.

At pin 747 the vertical coordinate differences include an uplifting of 5.7 cm in the $95-00$ period, an uplifting of 1.8 cm in the period $95-01$, and a subsidence of 3.9 cm in the period 00-01. Comparing the 1995 and 2000 coordinates reveals E-W displacement that is also observed in the period 2000-2001. The station is located on the roof of a small water tank, the height of which more than probably varies in line with the level of water in the tank. In fact, at first it was thought that the tank was no longer in use, and it was chosen due to its proximity to the DZ and because it offered previous coordinates with which to make comparisons. The obtained results, together with the inspections carried out subsequently (FERNÁNDEZ et al., 2003) have shown that the tank is still being used and that the level of water inside is far from constant. Therefore, and also taking into account that when the station is accurately located, it is clearly outside the DZ, we can conclude that the choice of the point was unfortunate and the variation of its coordinates is far from significant. This benchmark was removed from the network in the 2002 observations.

At stations Clavo1 and Clavo2, CLV1 and CLV2, respectively, if we compare the 2001 and 2000 coordinates, the vertical coordinate differences are not significant as they are less than $2 \sigma$ or very close, and we must consider the more than probable existence of accidental errors in the antenna height-measuring in the 2000 observation with tripods. Due to its disappearance, CLV2 was not observed in 2002. If we compare the 2002 coordinates of CLV1 with the 2000 and 2001 values, see Figure 5, we observe a clear and significant subsidence, and if we do not consider horizontal coordinates from 2000, which might contain centring errors due to the use of tripods, there is also clear horizontal displacement in the E direction.

At station Riquer, C151, without considering the results for 2001, due to the aforementioned problem, a clear subsidence and a $\mathrm{N}-\mathrm{W}$ displacement is observed, see Table 2.

Apart from the need to check certain stations, one question that remains is to determine the possible causes of the subsidence detected. These causes could differ widely from one area to another: compacting of the lava emitted during the last eruptions, subduction post eruptions caused by the emptiness of the magma chambers, volcanic reactivation, this subsidence could be caused by a dyke (Yu et al., 2000), or the extraction of water from water tables. It must be stressed that numerous tunnels have been drilled in the subsoil of most of the island to draw drinking water for the island's inhabitants (Gobierno de Canarias and Cabildo Insular de


Figure 5
Horizontal and vertical displacement with errors. Vectors with error ellipses for horizontal and with error bars for vertical motions. Differences, given in cm , are computed by comparison of coordinates measured in 1995, 2000, 2001 and 2002 for the repeated stations of the DZs micro-network. For example, 00-95 indicates differences between 2000 and 1995 coordinates.
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Tenerife, 1989). At present it is difficult to distinguish the real cause from the others with certainty. Different geodetic and geophysical experiments are being prepared to determine the origin and evolution of the subsidence (Fernández et al., 2002).

The deformations found are located in areas where large amounts of groundwater have been drawn since the end of the 19th century (Government of Canary Islands
and Cabildo Insular de Tenerife, 1989). Furthermore, since 2000, there has been a clear increase in rainfall on the island (I. Farrujia, personal communication, 2002), as a result of which groundwater levels have risen in some areas of the island, or are dropping more slowly.

This leads us to think that the groundwater decrease/recharge may be at least partly the cause of the displacements observed, as has been seen elsewhere (Kaufmann and Amelung, 2000; Hoffmann et al., 2001; Le Mouélic et al., 2002; Watson et al., 2002). In order to test this hypothesis, we will endeavor to interpret the displacements using the model developed by Geertsma (1973) and used in similar problems by Xu et al. (2001) and Le Mouélic et al. (2002). We will only consider the vertical component of the displacement in our study. A future, more complete interpretation should also consider the horizontal components. The model assumes that the reservoir is a circular disk of radius R and height h buried parallel to the flat earth surface at depth D . The elastic earth is treated as an elastic half-space with Poisson's ratio $\delta$. Then the vertical component of the displacement of the surface $u$ is

$$
\begin{equation*}
u=(2 \delta-2) \Delta h R \int_{0}^{\infty} e^{-D \alpha} J_{1}(\alpha R) J_{0}(\alpha r) d \alpha=(2 \delta-2) \Delta h \mathrm{~A} \tag{1}
\end{equation*}
$$

where $r$ is the radial coordinate along the surface with origin above the center of the reservoir; $\Delta h$ is the height change of the reservoir due to its recharge or compaction, and $\alpha$ is the integration variable.

For the elastic parameters we could consider those determined by Fernández et al. (1999). They give as properties for the 3.5 km of the crust in their cortical model (from 2 km over sea level to 1.5 km below it) a density of $2100 \mathrm{~kg} \mathrm{~m}^{-3}$, and Lamé parameters $\lambda=8 \cdot 10^{9} \mathrm{~Pa}$ and $\mu=7 \cdot 10^{9} \mathrm{~Pa}$. Therefore the Poisson's ratio is $\delta=0.27$. Furthermore, the information available (Consejo Insular de Aguas de Tenerife, 2002) can be used to obtain an approximation of the depth and radius values of the underground aquifers. We will annotate the values of DZ1 with subindex 1 and the value of DZ2 with subindex 2 . We derive $D_{1}=0.4 \mathrm{~km}, R_{1}=2 \mathrm{~km}, D_{2}=1.2 \mathrm{~km}$ and $R_{2}=3 \mathrm{~km}$. Using the values tabulated by Geertsma (1973) of parameter A, see equation (1), as a function of $\rho=r / R$ and $\eta=D / R$, we obtain for $\rho_{1}=\rho_{2}=0$, $\eta_{1}=0.2$ and $\eta_{2}=0.4$, the values $A_{1}=0.8039$ and $A_{2}=0.6286$, which are the maximum vertical deformation $u_{\text {max }}$ in $r=0 \mathrm{~km}$ in DZ1 and DZ2, respectively. Finding the value of (1), we obtain the expression of the water table variation as a function of the deformation in $r=0, u_{\text {max }}, \delta$ and $A$ :

$$
\begin{equation*}
\Delta h=\frac{u_{\max }}{(2 \delta-2) A} . \tag{2}
\end{equation*}
$$

Replacing the maximum subsidence values in the period 1993-2000 in DZ1 and DZ2, which are around -10 and -4 cm , respectively (values obtained from the InSAR and GPS results, averaging values in the case of DZ2), we obtain the
respective water table level variation values for that period $\Delta h_{1}=-8.5 \mathrm{~cm}$ and $\Delta h_{2}=-4.4 \mathrm{~cm}$. However, if we consider the period 2000-2002, the deformation values in DZ1 and DZ2 would now be around -6 and +4.4 cm , respectively, producing water table variations $\Delta h_{1}=-5 \mathrm{~cm}$ and $\Delta h_{2}=4.8 \mathrm{~cm}$.

## 6. Conclusions

This paper describes the design, observation methodology used and the results of the GPS observation campaign conducted in 2001 in the areas of the N-W of Tenerife, where deformation was detected using InSAR (CARRASCO et al., 2000; Fernández et al., 2002) and discusses possible interpretations.

To avoid undesirable antenna stationing errors in the stations built with nails, we designed and used perfectly numbered and calibrated, fixed-length metal poles, secured with steel cable by means of a turnbuckle and a galvanized flat. This guaranteed that the GPS antenna could be stationed on the control nail with a height repeatability of the order of 1 mm and below 3 mm on the horizontal plane. The obtained results guarantee that this system is ideal for field observation, and considerably better than using tripods, especially in areas where, as in Tenerife, one wants to detect small displacements that otherwise might be masked by accidental errors in measuring heights or centering, as was inferred in the 2000 campaign (Fernández et al., 2003).

When the 2001 observations were processed, we found that using different antenna models in the same session can cause errors that can lead to inaccurate results. Therefore the same antenna model was used at all stations in the 2002 campaign. We also observed that, in order to make the data processing and global network adjustment more reliable, one or two stations should be observed in all the sessions. Therefore, it was decided that the fixed station, Regatón, and central station in DZ1, where the highest deformation value is expected, will always be observed in the next campaigns. This was the procedure followed in the 2002 campaign.

The results have reconfirmed the displacement in the Chío deformation zone for the period 1995-2000 and indicate that vertical coordinate increased again from 2000 to 2002. They have drawn attention to the existence of possible displacements at station C202, next to this zone. The results also confirm that the subsidence detected by InSAR to the south of the Garachico have continued since 2000, and also indicate that the magnitude of the vertical deformation to be expected in the one-year interval has increased from around one cm a year to more than 3 cm a year. These values indicate the need to continue monitoring the displacements.

One of the possible reasons for the detected displacements could be the groundwater level variation. A first attempt has been made to model this with a simple model (Geertsma, 1973) that can only be regarded as an approximation to the real problem on the Island of Tenerife, due to both to the type of reservoir and
the medium considered (homogeneous and without fractures). However, the results do not contradict the groundwater level decrease values (Gobierno de Canarias and Cabildo Insular de Tenerife, 1989) and, in Pinar de Chío are coherent with the increase in rainfall in the recent years (I. Farruiia, personal communication, 2002). These results seem to indicate that the observed deformation and the groundwater level variation are somehow related. Also, in the case of Pinar de Chío, the deformation measured could also be affected by other factors such as the system of fractures existing in the zone (I. Farrujia and J. Coello, personal communication, 2002). Consequently, there is clearly a need to continue with the described research, with further monitoring of the displacements in order to study their evolution; further interpretation using more and different data (gravity, gases, etc.); real, detailed and up-to-date information about the evolution of the ground waters; and the development of models that represent the island's characteristics more accurately. It should also be noted that this research is also very important, not only for studying the displacements that might be associated, at least partly, to the extraction of groundwater, but must be capable of clearly distinguishing them from other displacements on the island's surface that might be linked to a future magmatic reactivation. Once effects of water level variations have been removed or have been shown to be irrelevant, then the continuous monitoring of ground deformation becomes a useful tool for volcanic activity monitoring. When combined with seismic, hydrologic and fumarolic activity, it provides the means to evaluate the physical processes at work, at greater depth.
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# Far-field Gravity and Tilt Signals by Large Earthquakes: Real or Instrumental Effects? 
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#### Abstract

A wide set of dynamics phenomena (i.e., Geodynamics, Post Glacial Rebound, seismicity and volcanic activity) can produce time gravity changes, which spectrum varies from short ( $1 \ldots 10 \mathrm{~s}$ ) to long (more than 1 year) periods. The amplitude of the gravity variations is generally in the order of $10^{-8} \ldots 10^{-9} \mathrm{~g}$, consequently their detection requires instruments with high sensitivity and stability: then, high quality experimental data. Spring and superconducting gravimeters are intensively used with this target and they are frequently jointed with tiltmeters recording stations in order to measure the elastogravitational perturbation of the Earth. The far-field effects produced by large earthquakes on records collected by spring gravimeters and tiltmeters are investigated here. Gravity and tilt records were analyzed on time windows spanning the occurrence of large worldwide earthquakes; the gravity records have been collected on two stations approximately 600 km distant. The background noise level at the stations was characterized, in each season, in order to detect a possible seasonal dependence and the presence of spectral components which could hide or mask other geophysical signals, such as, for instance, the highest mode of the Seismic Free Oscillation (SFO) of the Earth. Some spectral components ( $6.5^{\prime} ; \sim 8^{\prime} ; \sim 9^{\prime} ; \sim 14^{\prime}, \sim 20^{\prime}$, $\sim 51^{\prime}$ ) have been detected in gravity and tilt records on the occasion of large earthquakes and the effect of the SFO has been hypothesized. A quite different spectral content of the EW and NS tiltmeter components has been detected and interpreted as a consequence of the radiation pattern of the disturbances due to the earthquakes. Through the analysis of the instrumental sensitivity, instrumental effects have been detected for gravity meters at very low frequency.
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## 1. Introduction

Spring and superconducting gravimeters are intensively used to record time gravity changes at the Earth's surface caused by many geophysical phenomena. Moreover, tiltmeters and GPS recording stations are frequently coupled with gravimeters in order to measure the elasto-gravitational perturbation of the Earth. A wide set of geophysical phenomena can affect the elasto-gravitational equilibrium:

[^7]e.g., Seismic Free Oscillations (SFO), luni-solar tides, Free Core Nutations (FCN), Earth's rotation changes, atmospheric and oceanic loading, Plate Tectonics and related underground mass redistribution due to volcanic and seismic processes and ground water dynamics. The spectrum of the changes of the Earth's figure due to these phenomena varies from short periods, $1 \ldots 10 \mathrm{~s}$ (microseismic noise), to periods longer than 1 year (Geodynamics, Post Glacial Rebound, Polar motion) (Crossley and Hinderer, 1995; Hinderer and Crossley, 2000). The amplitude of the gravity changes is generally in the order of $10^{-8} \ldots 10^{-9} \mathrm{~g}$, thus their detection requires instruments with high sensitivity and stability, as well as a very low instrumental drift; subsequently, high quality experimental data. Several natural and man-made sources can affect geophysical measurements reducing the Signal to Noise Ratio (SNR). The main natural noise is the seismic activity. Other authors have shown that disturbances induced by earthquakes can affect spring gravimeters (Torge, 1989; Melchior, 1983; Riccardi et al., 2002, Zürn et al., 2002). This can produce significant changes in the instrumental sensitivity because of spring gravimeters mechanical perturbations due to some characteristic dominant frequencies of the noise at the station on the occasion of large earthquakes. Therefore, the stacking of instruments is strongly recommended to improve the quality of the collected signals and concerted efforts are on going to develop standards for low noise geophysical recording stations.

The far-field effects produced by large earthquakes on some geophysical records, mainly those collected by spring gravimeters and tiltmeters, are investigated. This study is developed by adopting gravimeters and tiltmeters in a most standard featuring of data acquisition, with a typical sampling frequency of $16.7 \cdot 10^{-3} \mathrm{~Hz}$ ( 1 datum per minute), suitable for tidal research and the other previously quoted geophysical investigations. Obviously this sampling rate is too low for seismological purposes, for the "low frequency" seismology (concerning the SFO) too; nevertheless, it is suitable for the present study intended to improve the knowledge of the transfer function of gravimeters and tiltmeters in the frequency range of the disturbances produced by large worldwide earthquakes.

## 2. Data Acquisition and Analyses

## a) Instrumental Set-up

The far-field effects produced by large earthquakes have been evaluated on the signals acquired by two LaCoste and Romberg gravity meters - the D-126 and G-1089, both equipped with feedback systems - the GWR superconducting SG-C023, and two Applied Geomechanics biaxial tiltmeters AGI-710, indicated as T1 and T2.

The D-126 continuously operates since 1987 on Mt. Vesuvius, an active volcano near Napoli (Southern Italy), is placed in an underground laboratory 20 m deep (Berrino et al., 1997) at the Osservatorio Vesuviano Old Building ( $\varphi: 40.82^{\circ} \mathrm{N}$,
$\lambda: 14.40^{\circ} \mathrm{E}$; h: 608 m ). The meter is equipped with a Maximum Voltage Retroaction (MVR) feedback (van Ruymbeke, 1991) implemented at the Royal Observatory of Belgium (ROB) in Brussels and upgraded in 1994. The data acquisition is provided by DAS or $\mu \mathrm{DAS}$ systems developed at the ROB (van Ruymbeke et al., 1995). The G-1089 operates since October 2000 in a ground level laboratory at the Istituto di RadioAstronomia (IRA) of the National Research Council in Medicina (BolognaNorth Italy) ( $\varphi: 44.52^{\circ} \mathrm{N}, \lambda: 11.65^{\circ} \mathrm{E} ; \mathrm{h}: 50 \mathrm{~m}$ ). The G-1089 is equipped with a MVR feedback by LaCoste and Romberg; it is settled on a concrete pillar a few meters away from the superconducting meter SG-C023, owned by the Bundesamt für Kartographie und Geodäsie (BKG-Frankfurt am Main) (Schwahn et al., 2000). The two AGI-710, T1 and T2, are respectively operating since 1999 on the pillars occupied by the spring gravity meter and the SG, in order to monitor the change of the ground tilt. The data acquisition system for both G-1089 and AGI tiltmeters consists of a digital card by National Instruments (NIDAQ700) installed in a laptop PC. Data ( $1 \mathrm{sample} / \mathrm{min}$ ) are stored on site and the station is managed via Internet from the Dipartimento di Geofisica e Vulcanologia in Napoli, where signals are processed. The Medicina SG station belongs to global and European networks for checking and validation of space geodetic observations devoted to global geodynamics studies and to defining a more detailed pattern for the Africa-Eurasia plate interaction in the Mediterranean basin (Zerbini et al., 2000).

The location of the stations is shown in Fig. 1.

## b) Analysis of the Background Noise Level

Before analyzing gravity and tilt signals recorded during and after large earthquakes, the noise level at each station was characterized. Several time windows enduring about 1 week were selected in each season, aimed at investigating a possible seasonal dependence of the noise features at the station. The amplitude and spectral content of the noise on 1 minute sampling gravity and tilt data have been analyzed. The normal gravity tide was removed from the gravity signals; the former is defined as the theoretical tide amplified accounting for tidal parameters (amplitude and phase) obtained through the harmonic analyses on extended series of gravity records collected at each station. A trend computed by least-square approximation was subtracted from tilt records. The obtained residual signals were convolved with a Hanning window to reduce "truncation" effects and then Fourier analyses were applied. The power spectra of the residual signals are shown in Fig. 2. For the spring gravimeters (D-126 and G-1089) power spectra have been computed for each season, while for the SG-C023, the available data were collected only during autumn and winter. For the tiltmeters an example of noise spectra, computed on two weekly samples recorded during autumn, is plotted for one station. The results of these spectral analyses show a flat trend in the analyzed spectral band according to the standard New Low Noise Model (NLNM) (Fig. 2c) (Peterson, 1993).


Figure 1
Location map of the recording gravity and tilt stations.
As regards the SG-C023 meter, a steady strong peak at $3.5 \cdot 10^{-3} \mathrm{~Hz}\left(4.8^{\prime}\right)$ is detected. This component seems to be a leading wave which modulates the output signal of the meter so it can be considered as due to instrumental setting. The meter's owner also shared this idea (Richter, personal communication). Excepting this component, the shape of the spectrum is quite similar to that for the G-1089 operating in the same laboratory, although with an expected lower amplitude; this is true also for tiltmeters.

## c) Gravity and tilt records

Gravity and tilt records collected during and after large earthquakes were analyzed. The considered worldwide earthquakes which occurred between 2000 and 2001 are listed in Table 1; seismic parameters were taken from the USGS (USGSNEIC Web site). The seismic events detected by the main part of the stations and with a useful SNR are highlighted in bold characters and with a grey background. In reason of the best quality of the available data, records acquired on the occasion of three seismic events among those listed in Table 1 are presented and discussed (Figs. 3 and 4).

The first seismic event in Table 1, which is the strongest one (magnitude: 8.0), occurred on $16^{\text {th }}$ November 2000, was recorded by the SG-C023 gravimeter and that


Figure 2
Power spectra of the noise signal computed on weekly data sets collected in different seasons for D-126 (a), G-1089 (b), SG-C023 (c) and AGI-710 (d), according to the available data, with indication of the standard New Low Noise Model (NLNM) as reference.
List of some large worldwide earthquakes which occurred between 2000 and 2001. The three earthquakes selected and discussed in the paper are highlighted in bold Suitable SNR; Ant. = Antipodes.

| DATE <br> Time | LOCATION | $\begin{gathered} \text { Lat. }\left({ }^{\circ}\right) \\ \text { Long. }\left({ }^{\circ}\right) \end{gathered}$ | Magn. | Depth (km) | $\begin{gathered} \text { Distance } \\ (\mathrm{km}) \end{gathered}$ | Azimut | AGI-710 | G-1089 | SG-C023 | D-126 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} 16 / 11 / 00 \\ 04: 55 \end{gathered}$ | Papua-New Guinea | $\begin{gathered} 3.9 \mathrm{~S} \\ 152 \mathrm{E} \end{gathered}$ | 8.0 | 33 | 16100 | SE | $\begin{aligned} & \text { T1EW-NS } \\ & \text { T2EW-NS } \end{aligned}$ | Out of range | S | S |
| $\begin{gathered} 17 / 11 / 00 \\ 21: 02 \end{gathered}$ | Papua-New Guinea | $\begin{gathered} 5.4 \mathrm{~S} \\ 151.7 \mathrm{E} \end{gathered}$ | 7.6 | 33 | 16100 | SE | T1EW-NS <br> T2EW-NS | S | S | N.D. |
| $\begin{gathered} \text { 6/12/00 } \\ 17: 16 \end{gathered}$ | Turkmenistan SE Caspian Sea | $\begin{gathered} 39.6 \mathrm{~N} \\ 54.8 \mathrm{E} \end{gathered}$ | 7.2 | 30 | 4600 | ESE | T1EW-NS T2EW-NS | Out of range | S | Out of range |
| $10 / 01 / 01$ | Kodiak island (Alaska) | $\begin{gathered} 57.0 \mathrm{~N} \\ 153.6 \mathrm{~W} \end{gathered}$ | 6.7 | 33 | 15640 | Ant. | NO | S | S | S |
| $\begin{gathered} 13 / 01 / 01 \\ 17: 33 \end{gathered}$ | El Salvador | $\begin{aligned} & 12.8 \mathrm{~N} \\ & 88.8 \mathrm{~W} \end{aligned}$ | 7.6 | 39 | 11615 | WSW | T1EW-NS T2EW-NS | Out of range | S | Out of range |
| $\begin{gathered} 26 / 01 / 01 \\ 03: 16 \end{gathered}$ | Southern India | $\begin{aligned} & 23.4 \mathrm{~N} \\ & 70.3 \mathrm{E} \end{aligned}$ | 7.9 | 24 | 6900 | SE | $\begin{aligned} & \text { T1EW-NS } \\ & \text { T2EW-NS } \end{aligned}$ | Out of range | S | Out of range |
| $\begin{gathered} 13 / 02 / 01 \\ 14: 22 \end{gathered}$ | El Salvador | $\begin{aligned} & 13.6 \mathrm{~N} \\ & 88.9 \mathrm{~W} \end{aligned}$ | 6.6 | 13 | 11500 | WSW | N.D. | S | S | S |
| $\begin{gathered} 13 / 02 / 01 \\ 19: 28 \end{gathered}$ | South Sumatra (Indonesia) | $\begin{gathered} 5.0 \mathrm{~S} \\ 102.4 \mathrm{E} \end{gathered}$ | 7.3 | 33 | 11500 | SE | N.D. |  | S | $\mathbf{S}$ |
| $\begin{gathered} 24 / 02 / 01 \\ 07: 23 \end{gathered}$ | Northern Molucca Sea (Sulawesi) | $\begin{gathered} 1.27 \mathrm{~N} \\ 126.0 \mathrm{E} \end{gathered}$ | 6.6 | 35 | 13570 | SE | GAP | GAP | S | N.D. |
| $\begin{gathered} 28 / 02 / 01 \\ 18: 54 \end{gathered}$ | Seattle (Washington) USA | $\begin{aligned} & 47.15 \mathrm{~N} \\ & 122.7 \mathrm{~W} \end{aligned}$ | 6.8 | 53 | 13800 | WNW | N.D. | S | N.A. | N.D. |
| $\begin{gathered} 24 / 03 / 01 \\ 06: 28 \end{gathered}$ | West Honshu (Japan) | $\begin{gathered} 34.1 \mathrm{~N} \\ 132.6 \mathrm{E} \end{gathered}$ | 6.5 | 33 | 13340 | ESE | N.D. | S | N.A. | S |
| $\begin{gathered} \text { 09/04/01 } \\ 17: 38 \end{gathered}$ | Albania-Greece |  | 4.6 |  | 1035 | SE | N.D. | S | N.A. | S |
| $\begin{gathered} \text { 28/04/01 } \\ 04: 49 \end{gathered}$ | Fidji Island | $\begin{aligned} & \text { 18.0S } \\ & 177 \mathrm{~W} \end{aligned}$ | 6.9 | 352 | 19780 | Ant. | N.D. | S | N.A. | S |
| $\begin{gathered} 25 / 05 / 01 \\ 00: 40 \end{gathered}$ | Kurili Islands | $\begin{gathered} 44.3 \mathrm{~N} \\ 148.4 \mathrm{E} \end{gathered}$ | 6.7 | 33 | 14490 | E | N.D. | S | N.A. | S |
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Figure 3
Gravity record related to the Papua-New Guinea ( $a, b, c$ ) and Sumatra Island (d, e, f) earthquakes (ref. Table 1). The seismic events are respectively highlighted in box A and box B, in which the length of the analyzed time section is shown.
on Mt. Vesuvius, while the G-1089 was out of range. The tiltmeter records have a bad SNR. For this event a signal of about 5 hours recorded during the seismic event was analyzed. The records are shown in Figure 3 and the analyzed section of the signal is highlighted in the box A (Fig. 3a). The results of the spectral analyses are shown in Figs. 5, 6,7. In order to interpolate the wide gap of the G-1089 recording (ref. Fig. 3b), the time derivative of the signal has been computed; this is the reason why the spectrum does not contain lower frequencies (Fig. 5c). The lower frequencies $1.3 \cdot 10^{-4} \mathrm{~Hz}$ and $1.6 \cdot 10^{-4} \mathrm{~Hz}$ (128' and 102') are certainly due to an inefficient trend removal (Figs. 6a,b). The component at $2.92 \cdot 10^{-4} \mathrm{~Hz}\left(57^{\prime}\right)$ is close to the fundamental spheroidal SFO, whereas the peak at $8.3 \cdot 10^{-4} \mathrm{~Hz}\left(20^{\prime}\right)$ is coincident with the ${ }_{0} \mathrm{~S}_{5}$ component, as well as the peak at $1.17 \cdot 10^{-3} \mathrm{~Hz}\left(14^{\prime}\right)$ is coincident with the ${ }_{0} \mathrm{~S}_{6}$. In Figure 7 the higher frequencies of the spectra are plotted. A peak at $2.56 \cdot 10^{-3} \mathrm{~Hz}$ ( $6.5^{\prime}$ ) is well evident in spring gravity meters' records. This is close to the ${ }_{0} \mathrm{~S}_{16}-{ }_{0} \mathrm{~S}_{17}$. In Figure 5c peaks around 3-4 min are also evident; as suggested by some authors they could be excited by long-period Rayleigh waves (LR) (Eкström, 2001; Kanamori and Mori, 1992; Zürn et al., 2002) or by a close ${ }_{0} \mathrm{~S}_{30}$ SFO (Lay and


Figure 4
Signals related to the India earthquake (ref. Table 1) by means of the SG-C023 (a) and the two tiltmeters AGI-710 (b - NS components, c-EW components). The seismic event is highlighted in a box on which the length of the analyzed time section is shown.

Wallace, 1995). A cross-spectrum between D-126 and SG-C023 has been computed and the coherence function is plotted in Fig. 8. The main component at very low frequency $\left(0.13 \cdot 10^{-3} \mathrm{~Hz}\right)$ reflects the incomplete modelling and removing of the trend in the gravity records. Otherwise, the component at $0.33 \cdot 10^{-3} \mathrm{~Hz}\left(51^{\prime}\right)$ is close to the fundamental spheroidal mode (Eulerian eigenperiod). The higher coherence ( $\mathrm{c}=0.94$ ) can be stressed for the component at about $2 \cdot 0 \cdot 10^{-3} \mathrm{~Hz}\left(8^{\prime}\right)$ which is close to the ${ }_{0} \mathrm{~S}_{13}$ (Fig. 8).

The seismic event which occurred on 13th February, 2001 in the Sumatra Island was recorded by all gravimeters and highlighted in box B (ref. Figs. 3d,e,f). The



Figure 6
Lower frequency part of the power spectra shown in Figure 5 for SG-C023 (a) and D-126 (b). The period of the main spectral peaks is labelled with the indication of the correspondent SFO's components.
spectra are depicted in Figure 9. They show a well evident component in the G-1089 record at the frequency $2.22 \cdot 10^{-3}\left(7.5^{\prime}\right)$ close to the $\mathrm{SFO}_{0} \mathrm{~S}_{14}$.

Concerning the seismic event which occurred in India on $26^{\text {th }}$ January 2001, a time section of $65^{\prime}$ has been analyzed; this event has a good SNR on the

Figure 5
Power spectra computed on gravity recording collected during the Papua-New Guinea earthquake (event "A" in Fig. 3a) from SG-C023 (a), D-126 (b) and G-1089 (c). For the G-1089 the period of the main spectral peaks is labelled with the indication of the correspondent SFO's components.


Figure 7
Higher frequency part of the power spectra shown in Figure 5 for SG-C023 (a), D-126 (b). The period of the main spectral peaks is labelled with the indication of the correspondent SFO's components.
superconducting meter and tiltmeters. The records are shown in Figure 4, while the spectra are plotted in Figure 10. A "typical" spectral content has been detected in the records collected with tiltmeters. It is characterized by different dominant harmonics for E-W and N-S tilt components. This feature has been detected every time when a seismic event is recorded by means of tiltmeters. Interesting harmonics have been observed close to the ${ }_{0} \mathrm{~S}_{11}$ and ${ }_{0} \mathrm{~T}_{12}$. A satisfactory correlation can be underlined

Figure 8
Coherence function (a) and cross-power spectra, both in linear (b) and logarithmic scale (c), computed on gravity recording from SG-C023 and D-126 during the Papua-New Guinea earthquake (referred in Fig. 3a as "A"). The period of the main spectral peaks is labelled with the indication of the correspondent SFO's




Figure 9
Power spectra computed on gravity recording from SG-C023 (a), G-1089 (b), and D-126 (c) during the Sumatra Island seismic event (ref. Figs. 3d, e, f, event "B"). The period of the main spectral peaks is labelled with the indication of the correspondent SFO's components.


Figure 10
Power spectra computed on recording from SG-C023 (a) and the two AGI-710 (b - EW components, c - NS components) during the India earthquake (ref. Fig. 4) and correlation analysis between NorthSouth and East-West tilt components (d). The period of the main spectral peaks is labelled with the indication of the correspondent SFO's components.
between signals collected on the axis of the tiltmeters with the same orientation. This could indicate that these spectral features are due to the radiation pattern of the ground movement during the seismic event.

## 3. Discussion

The analysis of the noise at each station showed, for both gravity and tilt stations, a flat trend in the analyzed spectral band in agreement with the standard New Low Noise Model (NLNM) and New High Noise Model (NHNM). It means that real geophysical signals inside this frequency band can be detected. A quantitative study of the lowest and highest mode of the SFO of the Earth might be very hard to pursue, therefore a data acquisition with a higher sampling rate would be needed. Some spectral components ( $6.5^{\prime} ; \sim 8^{\prime} ; \sim 9^{\prime} ; \sim 14^{\prime}, \sim 20^{\prime}, \sim 51^{\prime}$ ) have been detected at a suitable level of reliability and the effect of the Earth's SFO (spheroidal component for gravimeters and torsional and spheroidal components for tiltmeters) can be hypothesized. The tiltmeters response, in the frequency domain, is quite different for the EW and NS components, probably as a consequence of the radiation pattern of the disturbances produced by earthquakes.

In order to investigate the effect of large earthquakes on gravity meters, at a very low frequency also, the time evolution of the instrumental sensitivity on the occasion of the seismic events has been studied. A theoretical value of the instrumental sensitivity was computed and compared with the experimental calibration factors periodically monitored "on site"; the latter are obtained inducing changes in the spring length through known "dial" turning and fitting this, in the least-square sense, against the instrumental output. Detailed information on the different calibrations carried out at these stations is given in Riccardi et al. (2002). The theoretical instrumental sensitivity was determined by a regression analysis between the meter's output signal and the "normal" gravity tide. The signals were pre-processed interpolating the main outliers (step, spike or gap), some of which originating from seismic events or increase of noise level at the station, subsequently the regression coefficients were computed. This way, a set of weekly theoretical values of calibration factor was obtained and compared with the results from the repeated calibrations. This comparison allows for an investigation of whether the calibration factor truly reflects change in the instrumental response or is merely due to the adopted "on site" calibration procedures. A time interval of contemporary records by D-126, G-1089 and SG-C023 was selected (Fig. 11). A good agreement between the time evolution of the theoretical factors and those obtained by the "on site" calibration was detected and a similar trend can be envisaged among the theoretical sensitivity time evolution for the gravimeters. As regards the SG-C023, the change of sensitivity is very small, always within $1 \%$, and meaningless (Fig. 11b). Otherwise, the change of sensitivity of G-1089 shows a similar trend although with an amplitude larger than the D-126's.


Figure 11
Theoretical calibration factors time evolution computed on weekly data sets for D-126 (a), SG-C023 (b), and G-1089 (c). Comparison with the experimental calibrations and time occurrence of some worldwide earthquakes (c). The dashed curves represent data interpolation. The $\pm 1 \%$ range is the acceptance of the instrumental sensitivity changes.

These trends have been plotted against the time occurrence of certain worldwide large earthquakes (Fig. 11c). A time correlation between the higher changes of instrumental sensitivity and the occurrence of seismic events can be observed. More detailed discussion concerning the instrumental sensitivity changes on the occasion of large earthquakes is given in Riccardi et al. (2002); they also suggest that the highest part of the SFO frequency band includes the fundamental mode of oscillation ( $\mathrm{T}_{0}: 15$ -20 s ) of the spring sensor for both LaCoste and Romberg models D and G (Torge, 1989). In light of these results, a mechanical perturbation of the sensor device, due to some dominant frequencies of the noise at the station on the occasion of large earthquakes, may be hypothesized. As inferred by the results from the monitoring of the sensitivity, these instrumental disturbances can last several weeks. Changes in time of calibration factors for different kinds of mechanical gravimeters have been detected by other authors (e.g., Bonvalot et al., 1998; Budetta and Carbone, 1997), however there is insufficient information to deduce if mechanical perturbations are typical of all spring gravimeters or only those of LaCoste and Romberg.

## 4. Conclusion

The far-field effects produced by large earthquakes on records collected by LaCoste and Romberg gravimeters and tiltmeters have been investigated. Gravity and tilt records were analyzed on time windows spanning the occurrence of large worldwide earthquakes.

A mechanical perturbation of the gravity sensors, due to some dominant frequencies of the noise on the occasion of large earthquakes, may be hypothesized for spring gravimeters. The observed change of the gravimeters instrumental sensitivity shows that these disturbances can last several weeks. However, some geophysical signals were also detected in gravity and tilt records acquired in the event of large earthquakes. Several spectral components ( $\left.6.5^{\prime} ; \sim 8^{\prime} ; \sim 9^{\prime} ; \sim 14^{\prime}, \sim 20^{\prime}, \sim 51^{\prime}\right)$ have been recognized due to the effect of the Earth's SFO (spheroidal component for gravimeters and torsional and spheroidal components for tiltmeters). Both tiltmeters have shown a quite different response, in the frequency domain, for the EW and NS components, probably as a consequence of the radiation pattern of the disturbances produced by earthquakes.

In conclusion, it can be stressed that large worldwide earthquakes can produce far-field effects, detectable by tilt and gravity meters, including both real geophysical and instrumental signals.
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# Study of Volcanic Sources at Long Valley Caldera, California, Using Gravity Data and a Genetic Algorithm Inversion Technique 
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#### Abstract

We model the source inflation of the Long Valley Caldera, California, using a genetic algorithm technique and micro-gravity data. While there have been numerous attempts to model the magma injection at Long Valley Caldera from deformation data, this has proven difficult given the complicated spatial and temporal nature of the volcanic source. Recent work illustrates the effectiveness of considering micro-gravity measurements in volcanic areas. A genetic algorithm is a problem-solving technique which combines genetic and prescribed random information exchange. We perform two inversions, one for a single spherical point source and another for two-sources that might represent a more spatially distributed source. The forward model we use to interpret the results is the elastic-gravitational Earth model which takes into account the source mass and its interaction with the gravity field. The results demonstrate the need to incorporate more variations in the model, including another source geometry and the faulting mechanism. In order to provide better constraints on intrusion volumes, future work should include the joint inversion of gravity and deformation data during the same epoch.
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## 1. Introduction

Volcanic activity produces deformation and gravity changes that often can be used as precursors of future eruptions. Monitoring active zones by applying geodetic techniques involves interpreting the deformations and gravity changes that occur before and during volcanic eruptions, since these effects reveal the physics and characteristics of the magma reservoir. This task requires the use of mathematical deformation models. The basic model is assumed to be a strain source embedded

[^8]within an elastic medium. This model was proposed by Mogi (1958) for modeling volcanic inflation and deflation episodes. The success in explaining ground deformation in several volcanic areas by the simplest model (Mogi model) made it the most commonly used deformation model. However, this model presents difficulties in modeling horizontal displacements and gravity changes (e.g., Rymer, 1994). Also point-like source models are not acceptable if we want to study the deformation in the source neighbourhood (e.g., De Natale and Pingue, 1993). Recent work has proposed a set of increasingly complex models which considers various geometries as well as more complicated distribution of elastic properties (for summary of works, Folch et al., 2000; Tiampo et al., 2000; Fernández et al., 2001a). Rundle (1980; 1982) presented an elastic-gravitational model that considers a stratified half-space of homogeneous layers. It has been shown that considering the self-gravitation of the medium can be fundamental for interpreting and explaining gravity changes measured in active volcanoes (e.g., FernÁndez et al., 1997, 2001a, b).

Different techniques can be used in exploration geophysics to obtain information pertaining to volcanic source parameters. Traditionally this kind of inversion has been approached using local optimization techniques such as steepest descent, conjugate gradients or the simultaneous iterative reconstruction methods. Discrepancies observed among the solutions using these methods are related to the nonlinearity of the inverse problem (local searches are prone to trapping in local minimum) and to the inherent ambiguity in the inversion. They indicate a need for global optimization methods to determine source parameters. Monte-Carlo technique is the common global method to solve nonlinear inverse problems. Recently, genetic algorithm (GA) methods have been proposed in geophysics (e.g., Beauducel et al., 2000; BillingS et al., 1994; Boschetti et al., 1996; Stoffa and Sen, 1991). Genetic algorithms, like Monte-Carlo methods, use random processes to locate a near optimal solution and require no derivative information. The ability of a genetic algorithm to use the information contained in successful models, while still exploring the model space, suggests it would be more efficient than Monte-Carlo methods in solving optimization problems (Gallagher et al., 1991).

In this paper we use the elastic-gravitational deformation model to perform the inversion of the temporal free-air gravity changes between 1982-1998 in the Long Valley Caldera, California, USA. The inversion of the gravity data is complicated since it is not continuously distributed in the space. We have employed the genetic algorithm inversion technique because it is proven to be a powerful tool in many nonlinear and multi-dimensional geophysical problems.

## 2. Long Valley Caldera. Geology

The Long Valley Caldera, located to the east of the Sierra Nevada (California), extends 32 km eastwesterly and 17 km north to south, with an average elevation of
$2,200 \mathrm{~m}$ (Fig. 1). The caldera itself was formed in an explosive eruption of rhyolitic magma $0.7 \mathrm{~m} . \mathrm{y}$. ago, producing about $500 \mathrm{~km}^{3}$ of Bishop tuff both within and outside the caldera and about $300 \mathrm{~km}^{3}$ of ash dispersed over much of the western United States (Abers, 1985). Bailey et al. (1976) present a detailed description of caldera development and post-caldera volcanism. Collapse of the roof of the magma chamber accompanied the eruption, with subsidence of about $2-3 \mathrm{~km}$ along a fracture zone. Immediately following the eruption of Bishop tuff, a resurgent dome began developing in the west-central caldera accompanied by extrusion of rhyolitic tuffs and flows onto the caldera floor. Over the last 0.5 m.y. there have occasionally been further eruptions of rhyolites and basalts, largely in the caldera, moat and rim, although some basalt eruptions occurred to the south and north of western caldera margin (Abers, 1985). The most recent eruptions in the Long Valley regions occurred 500 to 600 years ago with the intrusion of a large, north-striking silicic dike that surfaced in three places to produce three new domes in the Inyo volcanic chain. Most of the magma feeding this dike was derived from a chamber beneath the Inyo Mono Craters volcanic chain north of Long Valley; the last major eruption fed by the Long Valley magma chamber occurred in the west moat of the caldera approximately 100,000 years ago (Bailey et al., 1976; Hill, 1984).

Over the last 20 years there have been three episodes of rapid inflation of the central resurgent dome, accompanied by seismicity inside and around the caldera, with no eruptions between these episodes. In October of 1978 seismicity resumed in the Long Valley region with the occurrence of a $\mathrm{M}_{\mathrm{L}}=5.7$ event near Wheeler Fault south caldera. Migrating northward over the next few years, the main activity


Figure 1
Long Valley Geology (Tiampo et al., 2000). Much of Long Valley is covered by rocks formed during volcanic eruptions in the past two million years. A cataclysmic eruption $760,000 \mathrm{Ma}$ formed Long Valley and ejected flows of hot glowing ash, which cooled to form the Bishop tuff.
concentrated in the south moat during May of 1980 with four earthquakes of $M \geq 6$ and their subsequent aftershocks. In response to this seismicity, the California Division of Highways releveled Highway 395 in 1980, which runs from Tom's Place in the south to Lee Vining north of the caldera, and discovered $200-250 \mathrm{~mm}$ of uplift had occurred since 1975 (Denlinger and Riley, 1984). An extensive resurvey was carried out in 1982 and again in 1983 which demonstrated that uplift began sometime after 1975, probably in 1978 or 1979, and continued at an approximately constant rate through 1983 (CASTLE et al., 1984). The second episode started in October 1989 after several years of relative calm (e.g., TiAmpo et al., 2000). The seismicity increased again in conjunction with seismic activity under Mammoth Mountain, as extension rates across the caldera increased sharply to almost $9 \mathrm{~mm} / \mathrm{yr}$, followed by renewed activity under the south moat. Following the initial deformation, extension rates slowed to between 3 and $5 \mathrm{ppm} / \mathrm{yr}$ through 1991. Total uplift for the episode beginning in 1989 had reached 8 cm along the Route 395 leveling line, and 11 cm along the Rte 203 leveling traverse near Casa Diablo by 1992, before it decreased again to background levels of 1988 (Langbein, 1989; LANGBEIN et al., 1993, 1995). The most recent episode of inflation and uplift of the resurgent dome within the caldera occurred in 1997-1998.

## 3. Gravity Change

Areal gravity surveys are recognized as a valuable tool for mapping out the subsurface density distributions while temporal variations of the Earth's gravity field have been used to investigate the physical process involved in volcanic activity. Using these variations we can quantify the change in subsurface mass. During early June 1980 a high precision gravity network was established in Long Valley Caldera, California (Roberts et al., 1988). The gravity network is centered near Tom's Place and extends from the Sierra Nevada west of Lee Vining, California, southeastward to a station in the White Mountains east of Bishop. The network was surveyed annually from 1980-1985. The early efforts at detecting and interpreting temporal and areal gravity changes over the interval 1980 to 1983 suggest some magma injection accompanied the uplift (JACHENS and Roberts, 1985). Unfortunately the uplift was so small compared to observational uncertainties in the gravity data (due to difficulty in correcting for shallow ground water fluctuations) that simple inflation cannot be completely ruled out. During the July 1998 survey, Battaglia et al. (1999) measured 34 gravity stations. All gravity measurements were taken relative to the reference station of Tom's Place. Between July 1982 and July 1998 gravity within the caldera decreased substantially (the precise relative gravity measurements reveal a decrease in gravity of as much as $-107 \pm 6 \mu \mathrm{Gal}$ centered on the uplifting resurgent dome) whereas the control stations showed no substantial change. The stations with the largest gravity decrease are all located on the resurgent dome. After correcting by
elevation differences using the free-air gradient and water table effect, the residual gravity field or free-air gravity change shows a peak of $64 \pm 16 \mu \mathrm{Gal}$ centered on the resurgent dome. The location of the gravity stations and the free-air gravity change are shown in Figures 2 and 4.

We use the residual gravity anomalies to determine the parameters of the source or sources under surface. The inversion of geophysical data is complicated by the fact that observed data are contaminated by noise and are acquired at a limited number of observation points. Here we use a Genetic Algorithm (GA) technique to invert the positive residual gravity change using elastic-gravitational Earth models. A qualitative description of genetic algorithms is given by TiAmpo et al. $(2000 ; 2004)$ and references included in both papers, therefore we refer to them for details. Although GAS have been adapted and applied to a variety of applications, they have proven to be an attractive global search tool suitable for irregular functions typically observed in nonlinear optimization problems in the physical sciences (e.g., Stoffa and Sen, 1991; Boschetti et al., 1996; Yu et al., 1998; Beauducel et al., 2000).

## 4. Forward Model

The goal of geophysics is to determine the properties of the Earth's interior or the characteristics of sources causing a local geodynamic phenomena, using large quantities of measured data. This constitutes the inverse problem. To understand how the data are affected by the Earth behavior we must be able to calculate synthetic data for an assumed Earth model. This constitutes the forward problem and involves deriving a mathematical relationship between data and model.

Here we have used a model where the Earth is represented by a layered homogeneous half-space possessing both elasticity and self-gravitation. Rundle ( 1980,1982 ) obtained and solved the equations that represent the coupled elasticgravitational problem for a stratified half-space of homogeneous layers, using the propagator matrix technique (HaSkell, 1953) to obtain the surface potential, gravity changes and deformation. The importance of including the gravity field for interpretations of measured gravity changes can be seen, for example, in Fernández et al. (1997) and Fernández et al. (2001b). It is shown that the gravitational effects are not significant in the displacements at the surface but the gravity field is important for modeling and interpreting the observed gravity changes. RundLE (1978) and Walsh and Rice (1979) showed that for a dilating point in a purely elastic media the gravity change is equal to the free-air gradient, i.e., a constant distortion gravity gradient. The inclusion of the intrusion mass and its interaction with the gravity field produces lower effects than estimated by other deformation models which only consider effects produced by a pressurized cavity in an elastic halfspace (e.g., FernÁndez et al., 2001a,b,c). Therefore the change in volume of the magma chamber computed with the elastic models must be different than the volume

(a)
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Figure 2
(a) Free-air gravity change in mGal predicted from the one-source inversion. The location of the gravity stations is marked by a triangle. The numbers indicate the residual gravity change in the network stations in $\mu \mathrm{Gal}$. (b) The star marks the source $x-y$ location.
of magma which enters or leaves the chamber during an injection or removal process. The main advantage in using the full elastic-gravitational model is that it will yield accurate results for all elastic structures, even the "exotic" ones that might occasionally exist in volcanic regimes, e.g., with very low density fill in the magma chamber, unusual elastic modulus, etc. (e.g., Rundle, 1982; Kisslinger, 1975).

Thus we use an elastic-gravitational model to get the parameters of the source. We assume a single point source located in a layered half-space with the properties shown in Table 1. The density and Lamé parameters have been obtained using the methodology described by Fernández and Díez (1995) and geological information from Hill et al. (1985). The soft upper layer of 2-km thickness represents the deposit of ash and pumice which erupted during formation of Long Valley and the sediments and post-caldera volcanics. The granites underneath, which have a modulus of rigidity of 50 GPa , represent the prevolcanic basement in the area mainly formed by Mesozoic granitic rock of Sierra Nevada Batholitic and Paleozoic metasedimentary and Mesozoic metavolcanic rocks of Mt. Morrison, Gull Lake and Ritter range roof pendants (Bailey, 1989). Bishop tuff is encountered at depth in the caldera and also appears as inclusions in intracaldera rhyolitic eruptives. Abers (1985) assigned a density of $2.4 \mathrm{~g} / \mathrm{cm}^{3}$ to densely welded Bishop tuff. In the present work we assign a density of $2.56 \mathrm{~g} / \mathrm{cm}^{3}$ that is inside the density constraint limits computed by this author from the observed velocity ranges by using the Nafe-Drake velocity-density relation (e.g., Grant and West, 1965).

The GA code we used is described by Tiampo et al. (2004). This code tries to find the parameters ( $x$ and $y$ location, depth, radius, mass and pressure increment of the magma chamber) that minimize the difference between the model response and the ground measurements. Thus the fitness function will be some appropriate function of the difference between the observed data values and the data values predicted from the model. In this work the value of chi-square is calculated using:

$$
\begin{equation*}
\chi^{2}=\sum_{k} \frac{\left(y_{k}-f\left(x_{k}\right)\right)^{2}}{\sigma_{k}^{2}}, \tag{1}
\end{equation*}
$$

where $y_{k}$ are the measured free-air gravity changes, $f\left(x_{k}\right)$ are the calculated gravity changes from the model, $\sigma_{k}$ is the standard deviation for each measurement and $k$ is the total number of measurements (TAYLor, 1982; Bevington and Robinson, 1992).

Table 1
Densities and Lamé constants for the crustal model of Long Valley Caldera

| Layer | Thickness <br> $(\mathrm{km})$ | $\rho$ <br> $\left(10^{3} \mathrm{~kg} / \mathrm{m}^{3}\right)$ | $\mu$ <br> $10^{10} \mathrm{~Pa}$ | $\lambda$ <br> $10^{10} \mathrm{~Pa}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2.0 | 2.56 | 1.5 | 3.82 |
| Half-space |  | 2.65 | 5.0 | 2.7 |

This distribution is related to the metric distance concept. The chi-square value relates the data to the goodness of fit of model predictions.

The GA is a problem-solving method that seeks the fittest members of the population based upon maximum fitness value. Our optimization problem is to minimize the expression (1). This is equivalent to maximizing a function that we call the Fitness Value (FV):

$$
\begin{equation*}
F V=\frac{1}{\chi^{2}} . \tag{2}
\end{equation*}
$$

This expression converts the fitness to a continuously increasing function.

## 5. Inversion Results

Although the numerous published models of deformation of Long Valley Caldera differ in detail, most have in common the following three sources: a primarily dilatational volume beneath the central part of the resurgent dome, centered at depth between $7-10 \mathrm{~km}$, a secondary dilatational volume beneath the southern margin of the resurgent dome, centered at depth between $4-8 \mathrm{~km}$, and a right lateral slip on a vertical west-northwest striking fault in the south moat.

First we estimated the $x-y$ location, the depth, the pressure change, the radius and the mass increment assuming a simple spherical point source located in a layered elastic-gravitational half-space. The parameters obtained from the inversion are shown in Table 2 (a). Figure 2 shows the synthetic free-air gravity changes computed from the forward model using the parameters shown in Table 2 (a), together with the residual gravity in the network stations. The maximum predicted change of $50 \mu \mathrm{Gal}$ is located under the resurgent dome which has experienced uplift during the past 20 years. We estimated the parameters of the intrusion assuming a spherically symmetric point source embedded in the elastic-gravitational media described by Table 1. Figure 3 presents a comparison of observed and predicted residual gravity change (1982-1998) as a function of radial distance from the source. The gravity change comes from the intrusion mass. This is not surprising as the gravity measurements are not sensitive to pressure and radius parameters (Tiampo et al., 2004). This fact allows the inversion to discriminate between the role played by pressure changes and that played by mass displacements. Table 2 (a) and both Figures 2 and 3 show that it has been some magma recharge together with a certain increase in pressure inside the sub-caldera crust, although the pattern of the computed gravity change is different from the observed pattern (see Figure 3C in Battaglia et al., 1999).

Taking into account prior models used in Long Valley Caldera (e.g., Hill et al., 1985; Langbein et al., 1995; Fialko et al., 2001; Tiampo et al., 2000; Battaglia et al., 2003), we have tried additional sources to model the free-air gravity change.

Table 2
(a) Source parameters obtained from the GA inversion for the single-source model and (b) parameters of the two-sources inversion
(a)

| Parameter | Value |
| :---: | :---: |
| $x$ | $118^{\circ} 53^{\prime} 59^{\prime \prime} \mathrm{W}$ |
| $y$ | $37^{\circ} 41^{\prime} 58^{\prime \prime} \mathrm{N}$ |
| Depth $c(\mathrm{~km})$ | 8.4 |
| Radius $a(\mathrm{~km})$ | 33.2 |
| Increment magma presse $(\Delta \mathrm{P})(\mathrm{MPa})$ | 0.4 |
| Mass increment $(\Delta \mathrm{M})\left(\mathrm{MU}=10^{12}\right)$ | 0.53 UM |

(b)

| Parameter | Source 1 | Source 2 |
| :---: | :---: | :---: |
| X | $118^{\circ} 54^{\prime} 17^{\prime \prime} \mathrm{W}$ | $118^{\circ} 55^{\prime} 22^{\prime \prime} \mathrm{W}$ |
| Y | $37^{\circ} 41^{\prime} 23.8^{\prime \prime} \mathrm{N}$ | $37^{\circ} 37^{\prime} 51^{\prime \prime} \mathrm{N}$ |
| Depth $c(\mathrm{~km})$ | 6.6 | 7.5 |
| Increment magma pressure $(\Delta \mathrm{P})(\mathrm{MPa})$ | 9.6 | 23.7 |
| Radius $a(\mathrm{~km})$ | 0.5 | 0.2 |
| Mass increment $(\Delta \mathrm{M})\left(1 \mathrm{MU}=10^{12}\right)$ | 0.27 MU | 0.2 MU |

Then we have tried two spherical point sources to represent the deeper source beneath the resurgent dome and the south moat source (Langbein et al., 1995). Thus, we have doubled the number of unknowns. Table 2 (b) shows the predicted parameters of both sources. The free-air gravity changes computed using the elasticgravitational model and the predicted parameters obtained from two sources GA inversion are shown in Figure 4. We can observe that the change in the pattern of the calculated residual gravity fits the data better than the one source inversion described above. The location of the maximum value is closer to the observed maximum residual gravity anomaly than the solution from the one source inversion. This value is the same order as the one source inversion (Figs. 2 and 3), although the fitness value of the single source inversion is better than the two sources inversion fitness value. Table 3 gives a summary of how well the single point source and two-source models fit the gravity data. The goodness of the fit $\left(R_{2}\right)$, i.e., the model skill to explain the observed data, is slightly inferior for the two-source inversion model since it is more difficult to assess the parameter set for the second sphere. It seems like the second gravity signal originates from a larger source, and not from what is generally called the south-moat intrusion.

Fialko et al. (2001) performed a joint inversion of the InSAR and two-color geodimeter data from the Long Valley Caldera for the period between 1996 and 1998


Figure 3
Comparison of observed (crosses with error bars) and synthetic free-air gravity change (solid line) (19821998) as a function of the radial distance from the point source for a source which parameters are described in Table 2.
that suggests that the deformation source has a shape of a steeply dipping prolate spheroid with a depth of $\approx 7 \mathrm{~km}$ and excess pressure of several MPa. The inferred location is in general agreement with a low velocity and high attenuation region beneath the resurgent dome revealed by seismic studies. Seismic evidence indicates that the main mass of the Long Valley magma chamber is about 10 km in diameter and that its roof is $8-10 \mathrm{~km}$ deep with smaller cupolas as shallow as $4-5 \mathrm{~km}$ (Hill et al., 1985). Battaglia et al. (2003) modeled the source of inflation combining geodetic and micro-gravity data. The inflation source, a vertical prolate ellipsoid, is located at 5.9 km deep beneath the resurgent dome. The results of the two-source inversion performed here are consistent with these results, but suggest that we cannot rule out that the gravity changes could be caused by a single, more spatially distributed source, replacing the magma chamber under Casa Diablo that is represented by two-point sources in the inverse problem.

TIAMPO et al. (2004) have performed a sensitivity analysis of the elasticgravitational model against the GA inversion technique. The results establish that while the deformation measurements are very sensitive to the pressure and radius parameters, the gravity measurements are not. However, with increasing pressure the gravity measurements become more sensitive to both parameters. That is the reason we have performed another inversion with a wider range on the pressure limits for the first source, and on mass and radius limits for the second one. Although the fitness value is still less than the optimal value, the differences between pressure increments of both sources have diminished to 43.5 and


Figure 4
Same as Figure 2 but for two-sources inversion.
46.7 Mpa , respectively. This could indicate that free-air gravity changes can be interpreted by using a more spatially distributed source, and points out the necessity of a joint inversion of gravity and deformation measurements to

Table 3
Fit of the single- and two-source models to free-air gravity change. $\chi^{2}$ is the chi-square value given by expression (1). $R^{2}$ is the goodness of fit, if $R^{2}=1$, the model is able to explain the observed data and if $R^{2}=0$ it is not able.

| Number of Sources | $\chi^{2}$ | $\mathrm{R}^{2}$ |
| :---: | :---: | :---: |
| 1 | 13.04 | 0.85 |
| 2 | 17.7 | 0.79 |

discriminate the role played by the pressure and mass variations in the volume change of the magma chamber.

The fitness values for both solutions (one- and two-source inversions) became stable after some iteration, although these values represent some FV less than optimal (Table 3). This fact implies the inversion results are preliminary and therefore additional or different geometry sources would need to be modeled for matching the residual gravity signal at the Long Valley Caldera.

The volume increase of the chamber is a combination of the volume of magma that enters the chamber in the case of inflation and other factors, including the compression of stored magma (e.g., Johnson et al., 2000). The volume of groundsurface uplift is composed of the combination of volume displayed by chamber expansion plus deformation-induced crustal dilation. Thus the chamber volume increase caused by overpressure in the magma chamber could not be equal to volume magma injection, i.e., overpressure could be produced by other factors. However, it is standard to assume the opposed hypothesis. Furthermore, while the deformation is mainly caused by source pressurization (e.g., Fernández et al., 1997), the gravity inversion is not very sensitive to the pressure and radius parameters (TiAmpo et al., 2004). Subsequently we can conclude that the pressure changes from the performed inversions would be unable to fit the observed deformation between 1982-1998. However, if we compute the volumetric expansion of the chamber caused by the intrusion mass, i.e., we assume the chamber volume increase is equal to the volume of magma that enters or leaves the cavity, and presumed a density of $3.3 .10^{3} \mathrm{~kg} \mathrm{~m}^{-3}$ (BATTAGLIA et al., 1999) it yields deformation values inside the bounds estimated by Battaglia et al. (1999). This predicted displacement fits the observed deformation data for this period of time. This result and previous theoretical works (Fernández et al., 1997, 2001a,b) point out that displacements and gravity data must be interpreted together whenever possible to discriminate the role played by overpressure and intrusion mass. A joint inversion would provide better constraints on intrusion volume changes and provide more insights into the physical process, since the elastic-gravitational model permits introduction of the pressurization of the magma chamber and the amount of magma recharge associated with the intrusion process (see e.g., Fernández et al., 2001a,b,c; TiAmpO et al., 2004).

## 6. Conclusions

We have investigated gravity data associated with currently active crustal magma bodies in the Long Valley Caldera, California, USA. Microgravity monitoring on active areas is a valuable tool for mapping the subsurface mass redistributions that are associated with volcanic activity (e.g., Rymer and Williams-Jones, 2000). Between July 1982 and July 1998 gravity within the Long Valley Caldera decreased substantially. The stations with the largest gravity decrease are all located on the resurgent dome which has experienced uplift during the past 20 years. The free-air gravity change manifests a prominent positive anomaly centered on the resurgent dome with a peak amplitude of $64 \pm 16 \mu \mathrm{Gal}$ (Battaglia et al., 1999). We have inverted free-air gravity change data by using a genetic algorithm technique. This technique is a valuable tool for geophysical problems in which data are contaminated by noise and are not continuously spatially distributed.

The results of the performed inversions (one or two spherical point-source inversion) fit the gravity anomaly centered under the resurgent dome. While onesource inversion matches the magnitude (within the rms limits), the two-source inversion matches both the magnitude and pattern of the observed residual gravity, although the single-source inversion fitness value is better than that of the two-source inversion (Table 3). However, given the large uncertainty in the gravity data, it is more difficult to assess the parameter set for the smaller, second sphere. The fitness value of both inversions indicates that the solutions represent a first approximation of the optimal source parameters. However the two-source inversion suggests that the gravity change could be caused by a more spatially distributed source under the resurgent dome. Therefore, additional or different geometry sources which may include the faulting mechanism should be included in the inversion procedure for fitting the pattern and magnitude of the free-air gravity change observed in the Long Valley Caldera. Finally, the results demonstrate the need to improve the inversion using more precise gravity data in Long Valley and to use them jointly with the displacement data.
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#### Abstract

Temporal gravity changes provide information about mass and/or density variations within and below the volcano edifice. Three active volcanoes have been under investigation; each of them related to a plate boundary: Mayon/Luzon/Philippines, Merapi/Java/Indonesia, and Galeras/Colombia. The observed gravity changes are smaller than previously expected but significant. For the three volcanoes under investigation, and within the observation period, mainly the increase of gravity is observed, ranging from $1,000 \mathrm{~nm}^{-2}$ to $1,600 \mathrm{nms}^{-2}$. Unexpectedly, the gravity increase is confined to a rather small area with radii of 5 to 8 km around the summit. At Mayon and Merapi the parallel GPS measurements yield no significant elevation changes. This is crucial for the interpretation, as the internal pressure variations do not lead to significant deformation at the surface. Thus the classical Mogi-model for a shallow extending magma reservoir cannot apply. To confine the possible models, the attraction due to changes of groundwater level or soil moisture is estimated along the slope of Merapi exemplarily by 2-D modelling. Mass redistribution or density changes were evaluated within the vent as well as deeper fluid processes to explain the gravity variations; the results are compared to the model incorporating the additional effect of elastic deformation.


Key words: Gravity changes at volcanoes, GPS, deformation, density changes, mass redistribution, modelling.

## 1. Introduction

For an improved risk assessment the understanding of the physical structure and mechanism of the volcano is important. Temporal gravity changes supply information about mass and/or density variations within the volcano system. Devesiculation processes are expressed by density changes, also combined with mass redistribution. The possible existence of a shallow magma reservoir is of interest as well. Additional information from other methods is needed, for example rock chemistry and gas

[^9]analyses, to be integrated into the interpretation of the gravity changes (compare Brown and Rymer, 1991).

Three active volcanoes have been under investigation: Mayon/Luzon/Philippines, Merapi/Java/Indonesia and Galeras/Colombia. All of them are located near a plate boundary, Merapi and Mayon are situated very near the coast ( 55 and 15 km from the summit).

The networks consist of 20 to 30 stations around the volcano with profiles to the summit, if possible. Usually 2 to 4 gravimeters, LaCoste and Romberg and Scintrex, are used in order to increase the number of observations and to decrease instrumental effects. The gravimeters are equipped with electronic feedback and electronic levels. Each gravity difference is observed at least three times with each instrument. Air-pressure variations as well as earth tides are corrected. Temporal changes of elevation are controlled by differential GPS measurements in parallel. The measurements are repeated several times with intervals of $\frac{1}{2}, 1$ or 2 years. Reference points in the vicinity of the volcanoes were chosen such that they are not affected by gravity and elevation changes. To allow the comparison and joint analysis of data of different gravimeters and campaigns, the calibration of the instruments is crucial.

## Mayon/Philippines

The Philippines, located in the western Pacific Ocean, are part of an extensive island arc system. The geological and geophysical situation is mainly characterized by the collision between the Philippine and the Eurasian plates, yielding a complex tectonic state with main faults and lineaments extending through the entire crust down to the upper mantle (Bischke et al., 1990; Aurelio, 1992). The active tectonics cause earthquakes and volcanic activities.

Mayon is the most famous volcano of the Bicol volcanic chain in the southeast of Luzon ( $13^{\circ} 15^{\prime} \mathrm{N}, 123^{\circ} 41^{\prime} \mathrm{E}, \mathrm{H}: 2462 \mathrm{~m}$ ). Its shape is a nearly perfect cone. Southwest of Mayon, rather close, the Legaspi lineament runs NW-SE across Legaspi City. According to Aurelio (1992) this could probably control the activity of the Mayon volcano (Fig. 1a). Ten activity periods were spread almost regularly over the 20th century. The last strong eruption was in 1984, the youngest one in 2001. Some smaller eruptions took place in February/March 1993, just between our first and second gravity campaigns. The decrease of Mayon's activities after the eruptions is usually rather slow, after one year crater glow still may be observable.

After the eruption of 1984, three seismological observatories were installed (Punongbayan et al., 1990) and comprehensive research started. Even correlations with earth tides were examined. As the ocean loading tide around the Philippines varies strongly, it is proposed that there may be a triggering of volcano seismicity by the strain induced (JENTZSCH et al., 1997). FE-modelling proves that during a critical phase the pressure increase in the vent due to cooling/crystallization is in the same order as the tidal stress (Jentzsch et al., 2001b).


Figure 1
Sketches of the gravity and GPS networks at the three volcanoes (stations around and profiles): (a) Mayon, two profiles: MRH1 to MRH0 (Mayon Resthouse), QSD1 ... TLC2 (Tumpa Lahar Channel); (b) Merapi, one profile JRAK0 to JRAK15, (c) Galeras, 5 profiles.

The lava shows cyclical variation with basaltic and andesitic flows (Newhall, 1977, 1979). Actual geochemical analyses of samples of the volcanics from different lava flows exhibit typical arc-related trace element characters (JENTZSCH et al., 2001a). The low degree of fractional crystallization of the lava samples argues against a shallow magma reservoir.

A network of 26 stations was installed around the volcano, including two profiles at the slope, towards the summit (maximum up to 850 m ; JAHR et al., 1995; see Fig. 1a). The gravity points are installed in areas of sand (lahars), pasture ground and basaltic rock. The total gravity range is $1800 \mu \mathrm{~ms}^{-2}\left(1 \mathrm{mGal}=10^{-5} \mathrm{~ms}^{-2}=\right.$ $10 \mu \mathrm{~ms}^{-2}$ ). During 4 years, 1992 until 1996, 5 campaigns of repeated gravity measurements were carried out with three gravimeters each (see Fig. 2a).

## Merapi/Java/Indonesia

The Indonesian IDNDR decade volcano Merapi in Central Java is a high-risk stratovolcano ( $7^{\circ} 32^{\prime} \mathrm{S}, 110^{\circ} 26^{\prime} \mathrm{E}, \mathrm{H}: 2985 \mathrm{~m}$ ). Merapi is located about 55 km from the south coast of Java. The dominant magmatic mechanism of Merapi is andesitic and explosive. Large eruptions occur about every 30 years. The permanent activity is accompanied by small and intermediate eruptions. The lava of Merapi consists of basaltic andesite, the content of silicic acid is about 50 to $60 \%$. The viscosity of the lava leads to a continuously increasing lava dome. The state of instability is indicated by an increasing number of eruptions (block-and-ash flows, hot clouds and surges) that are triggered by a gravitational collapse of a part of the dome. This occurred about every five months during the last years. The mean cumulative ejected volume is 1 to $10 \cdot 10^{6} \mathrm{~m}^{3} / \mathrm{yr}$. Early seismological data show a zone with anomalously high attenuation of seismic waves 1 to 2 km below the summit, which was interpreted as a shallow magma reservoir (Ratdomopurbo and Poupinet, 1995). But the seismic data from Ohrnberger et al. (2000) do not show clear indications for an aseismic zone.

In 1997 a network of 18 points was installed in the form of three interconnected rings around Merapi in different levels, and attached a profile up to the summit (Fig. 1b; Snitil et al. 2000), including some of the points of the French Group (Jousset et al., 2000). The GPS-reference point of the Geodyssea-network near Borobudur (BUTU) is included within this network which covers a total gravity range of $7,510 \mu \mathrm{~ms}^{-2}$. The measurements started in 1997. Until 2000 five campaigns could be carried out, mainly in August/September (Fig. 2b). During this period an activity period occurred in July 1998, just before the third campaign.

## Galeras/Colombia

Galeras volcano, South America's only IDNDR decade volcano, is one of the active volcanoes in the Northern Andes, at the convergence of West- and CentralCordilleres, in South-West Colombia ( $1^{\circ} 12^{\prime}$ N, $77^{\circ} 21^{\prime}$ W, H: 4276 m ). At least six


Figure 2
Observed gravity changes along profiles at the three volcanoes (relative to first campaign), error bars denote the standard deviation for a gravity difference: a) Mayon/Philippines: two profiles, campaigns: 1) Dec. '92, 2) April '93, 3) Dec. '93, 4) Dec. '94, 5) Dec. '96; volcanic activity: Feb./March '93. b) Merapi/ Java: one profile, campaigns: 1) Aug. '97, 2) Feb. '98, 3) Aug. '98, 4) Aug. '99, 5) Aug. 2000; volcanic activity: July '98. c) Galeras/Colombia: main profile "Galeras" and four short profiles around the volcano, campaigns: 1) Sept. '98, 2) March '99, 3) March 2000; volcanic activity: Sept./Oct. '98.
major eruptions have been identified during the past 4,500 years. The high andesitic stratovolcano reactivated in 1988 after more than 40 years of rest. It is well known after the unexpected explosion of January 14, 1993, which killed several scientists and guides visiting the crater. Galeras is characterized by a varied pattern of seismic signals as well as by continuous activity with considerable variation of intensity. The most common events are pyroclastic flows. The main crater is surrounded by a rim of the ancient volcano, open to the west. The western slope of Galeras is not accessible after the slide of the west flank some 6000 years ago.

After August 1990, an inflationary tilt signal of about $400 \mu \mathrm{rad}$ in radial direction and $60 \mu \mathrm{rad}$ tangential was measured during a volcanic activity by two electronic tiltmeters installed below the rim of the caldera (Ordoñez and Rey, 1997; Calvache and Williams, 1997), referring to recent deformations.

The gravity network consists of 30 points, some of them originally established in the frame of the CASA GPS-geodynamic program (Freymueller et al., 1993). It includes two references with in a distance of more than 20 km on the eastern side of the volcano (Fig. 1c). The main profile leads along the road from Pasto ( $2,500 \mathrm{~m}$ ) to the eastern rim of the caldera (highest point $4,005 \mathrm{~m}$ ). Additional points are placed at the road around 7 to 12 km from the crater (to 1838 m deep), connected to four additional profiles leading upslope as far as the terrain allows. The connection of the profiles at the top is not possible (Jentzsch et al., 2000).

We completed three measuring campaigns (Fig. 2c). During the first campaign seismic activity of low level occurred.

## 2. Gravity Changes

From the least-squares adjustments of the observed gravity differences the standard deviations of the estimated gravity values of one campaign range from $\pm 60$ to $150 \mathrm{nms}^{-2}$ ( $1 \sigma$, usually increasing with increasing elevation). Thus the temporal gravity changes have a standard deviation of $\pm 100$ to $180 \mathrm{nms}^{-2}$. That means, generally for all three volcanoes: Only gravity changes of at least 300 to $400 \mathrm{nms}^{-2}(2 \sigma)$ can be considered as significant.

The observed gravity changes are smaller than previously expected, nonetheless significant. For the three volcanoes under investigation, mainly an increase of gravity was observed to date. The ranges are $1,000 \mathrm{nms}^{-2}$ to $1,600 \mathrm{nms}^{-2}$, spanning 2 to 4 years, at Galeras after half a year, providing that gravity is constant at the most distant points from the summit. The increase of gravity started after more or less strong volcanic activities.

At Mayon and Merapi the course of gravity changes as well as the areal distribution is similar. The gravity changes for the second and third campaigns, respectively, are hardly significant, however after four and five campaigns they are significantly part of a long-term trend of gravity increase. The distribution of the
gravity changes over a rather short distance of 5 to 8 km from the summit is a special feature. In the more distant surroundings of the volcanoes generally no significant gravity changes are observed at the three volcanoes. The observed temporal gravity changes are presented for each volcano in Figure 2. In detail we state:

## Mayon

At Mayon volcano along the two profiles the corresponding results are: The gravity increase started with the third campaign (after one year) with $400 \mathrm{nms}^{-2}$, just after an activity in February/March 1993, and continued until the fifth campaign (four years later) from 1,200 to $1,600 \mathrm{nms}^{-2}$ (Fig. 2a). The temporal increase of gravity with 300 to $400 \mathrm{nms}^{-2} / \mathrm{yr}$ for the upper points is nearly linear. Gravity changes of $\leq 400 \mathrm{nms}^{-2}$ for distant points are insignificant.

## Merapi

At Merapi the second campaign is characterized by maximum gravity decrease of $1000 \mathrm{nms}^{-2}$. Then, after an activity in July 1998, just before the third campaign, gravity increased to nearly zero at the third campaign and finally to $1000 \mathrm{nms}^{-2}$ for the fourth and fifth campaigns, after two and three years (Fig. 2b). The gravity increase vanishes at a distance of 5 to 7 km from the crater. As the second campaign took place during the rainy season (February/March 1998), the quality of the gravity data (the GPS data as well) of the second campaign especially along the summit profile, is problematic and thus the gravity decrease is actually insignificant.

The temporal gravity variations in the surroundings of Merapi are reduced to nearly zero at distances of 15 to 20 km from the summit, also reproducing the tendency to gravity decrease for the second campaign and gravity increase for the fourth and fifth campaigns, partly also for the third campaign. The most distant station (MVO at 25 km from the summit) is thought to be constant in gravity. The gravity increase at the top reaches $1,500 \mathrm{nms}^{-2}$, with strong lateral variations of approximately $500 \mathrm{nms}^{-2}$ near the crater. This could be an effect of changing dome topography, estimated with up to $1,000 \mathrm{nms}^{-2}$ for a point directly near the dome. However, the temporal variation of the dome topography is not yet observable.

## Galeras

At Galeras the course of gravity changes is also positive although slightly different. At the foot around the volcano gravity is constant, here the gravity change is around zero within the error bars. Along the main profile leading to the top gravity increase reaches a maximum of 800 to $900 \mathrm{nms}^{-2}$ at about 3 km from the summit, further decreasing to a gravity increase of about $200 \mathrm{nms}^{-2}$ near the top (Fig. 2c) over a time span of half a year (second campaign). This is confirmed by the third campaign after
one more year. The short profiles around Galeras show a similar tendency of gravity increase, including a decline with increasing distance from the summit (Fig. 2c). Although the gravity changes at these shorter profiles are merely significant, all profiles exhibit the same tendency, confirmed by the results of the third campaign.

## Calibration of the Gravimeters

The calibration of the gravimeters generally is not better than $5 \cdot 10^{-5}$. As the gravity range at volcanoes is rather sizable ( 2 to $7 \cdot 10^{3} \mu \mathrm{~ms}^{-2}$ ), due solely to the height differences, the calibration of all instruments is crucial. The maximum accuracy of $10^{-5}$ provides for a maximal gravity range of $7 \cdot 10^{3} \mu \mathrm{~ms}^{-2}$, an uncertainty of $350 \mathrm{nms}^{-2}$, being in the range of our signal. Consequently we need scale factors constant in time ranging $5 \cdot 10^{-5}$. The temporal stability of the scale factors is controlled by frequent calibration along calibration lines preferably close to the volcanoes, as it is critical to transfer the scale factors obtained for the gravity range of Germany to areas close to the equator. The problem of the calibration accuracy can only be reduced by the use of several gravimeters in parallel.

## 3. Elevation Control with GPS

The gravity variations must be reduced for elevation changes supplied by parallel differential GPS measurements (Völksen and Seeber, 1995). At Galeras two receivers were available, three receivers at Mayon and Merapi (Trimble and Leica), in order to introduce full triangles into the adjustments. The elevation changes between two campaigns are obtained with an accuracy of about $\pm 3$ to $5 \cdot 10^{-2} \mathrm{~m}$ at Mayon and Merapi, which is adequate to the achieved gravity changes (Fig. 3).

At Mayon and Merapi the parallel GPS measurements yield obviously no significant elevation changes (Figs. 3a,b). A gradient is indeterminable within the error bars. This is a very important aspect for the interpretation, as the internal pressure variations do not lead to significant deformation at the surface. Thus the classical Mogi-model for a shallow extending magma reservoir cannot apply in these two cases.

At Galeras no elevation changes could be derived as yet. Due to the use of only two receivers and disadvantages in the configuration of the GPS network, the quality of the data is not sufficient for all the observed points. More sophisticated analyses are still pending.

## 4. Influence of Ground Water and Soil Moisture

In general, we can distinguish different effects of ground water and/or soil moisture:


Figure 3
Elevation changes (GPS) versus gravity changes from five campaigns at a) Mayon/Philippines, gravity and elevation changes relative to second campaign, b) Merapi/Java/Indonesia, gravity and elevation changes relative to first campaign.
(1) Provided a homogeneous distribution of the available pore volume and water saturation, the gravity effect is eliminated because we measure gravity differences.
(2) In the case of laterally different pore volumes, density changes due to soil humidity occur and, using a Bouguer slab, we estimate an attraction effect of $419 \mathrm{nms}^{-2}$ for a disk of 4 m thickness (porosity of $50 \%$, change in the filling of the pore space of $50 \%$ leads to $250 \mathrm{~kg} / \mathrm{m}^{3}$ ). A lateral variation of the density change may reach a maximum effect of $100 \mathrm{nms}^{-2} / \mathrm{m}\left(400 \mathrm{nms}^{-2}\right)$ (Fig. 4-left). As precipitation is considerable in tropical regions, this is a maximum estimation while the campaigns usually took place in the same season of the year, preferably during the dry season.
(3) The influence of humidity due to topography is roughly estimated with 2-D modelling. This indicates that the local topography 100 to 200 m around the point is effective. Due to the lack of more detailed information for a solid 3-D simulation this is suitable. The change of the gradient of the topography produces a very local and minor effect of $\leq 100 \mathrm{nms}^{-2}$ (Fig. 4-center). The summit topography may cause a gravity effect due to humidity/ground water change of $200 \mathrm{nms}^{-2}$ (Fig. 4-right). If the topography is smooth, there is no major effect in the expected gravity difference. A lateral "long-period" gravity effect increasing towards the summit can only reach about $100 \mathrm{nms}^{-2}$.

## 5. Modelling of Gravity Changes

At the three volcanoes under investigation, a gravity increase is observed after a more or less strong volcanic activity. At Mayon and Merapi the significant gravity


Figure 4
Exemplary 2-D modeling of the gravity effect due to density change in a 4-m thick surface layer, due to variation of ground water or soil moisture, in the cases of a semi-infinite layer, change of decent (topography), and summit topography of Merapi.
variations are confined to a radius less than 8 to 10 km from the summit, increasing systematically with decreasing distances. They are in the order of 1000 to $1500 \mathrm{nms}^{-2}$, significantly bigger than the estimated maximum effect of $<400 \mathrm{nms}^{-2}$ due to ground water level changes.

In both cases the observed gravity changes are not accompanied by significant elevation changes. There is no significant coherence between changes of gravity and elevation. This is a very important factor for the interpretation, as the internal pressure variations do not lead to significant deformation at the surface. Thus the classical Mogi-model (1958) for a shallow extending magma reservoir cannot apply.

Generally we expect that due to an intrusion of magma, gravity is increased, and with decreasing activity gravity decreases. However in contrast, at Mayon and at Merapi similarly, gravity increase started after an activity phase, thus a gravity increase accompanies the decrease of volcanic activity. This can be interpreted by gravity changes due to mass redistribution or density changes for two different processes:

- for Mayon volcano a process within the vent and
- fluid processes for Merapi.


### 5.1 Vent Process vs. Elasto-gravitational Effects for the Mayon Volcano

Geochemical analyses of rock samples of Mayon indicate a rather undifferentiated magma (Jentzsch et al., 2001a). Similar results are reported by Berrino and Corrado (1991) for Vesuvius and the Aeolian Islands/Italy, who explained gravity changes, not accompanied by vertical movements, by mass redistribution (see also EGGERS, 1987, for andesitic volcanoes).

The observed gravity increase at Mayon can be interpreted by a mass redistribution in the volcanic vent (density change or magma movement) which causes a mass change from above the gravity points to below (highest elevations of the gravity points are about 850 m and 560 m at the two profiles). The model is quite basic (Jentzsch et al., 2001a): It consists of a vertical cylinder in the place of the volcanic vent. The mass removed downwards from the vent is distributed in a layer below the volcano edifice (radius: 2.5 km ; JAHR et al., 1998). Besides the density change, the controlling variable is the radius of the vent. In accordance with Rymer (1991), who assumed at Poás volcano a diameter of several hundred meters for the vent area, for Mayon radii between 200 m and 400 m are tested (Table 1). The density changes are estimated with $400 \mathrm{~kg} / \mathrm{m}^{3}$ and $600 \mathrm{~kg} / \mathrm{m}^{3}$. The observed gravity changes (last campaign) are compared in Table 1 to the computed gravity changes for the points closest to the summit, for different combinations of parameters. In Figure 5a the model curves are compared to the trend of the observed gravity change along both profiles at Mayon.

With this model we can explain not only the observed increase in gravity, but also the range and restriction of the changes to the area of the volcano (radius 8 to 10 km ).

Table 1
Modelled maximum gravity changes at Mayon along two profiles in [nms $\left.{ }^{-2}\right]$ for the model parameters of the vent: radius and density difference

| Model <br> version | Radius <br> $[\mathrm{m}]$ | Density diff. <br> $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ | Profile Tumpa <br> Lahar Channel | Profile Mayon <br> Resthouse |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 200 | 400 | 155 | 297 |
| 2 | 200 | 600 | 233 | 445 |
| 3 | 300 | 400 | 349 | 668 |
| 4 | 300 | 600 | 524 | 1002 |
| 5 | 400 | 400 | 621 | 1188 |
| 6 | 400 | 600 | 931 | 1782 |
| max. observ. |  |  | 1579 | 1339 |

On the other hand, Fernández et al. (2001) and Tiampo et al. (2004) showed, that by elastic-gravitational modelling of gravity changes and displacements together, the curve fitting is considerably better. Here, the assumption is inflation rather than deflation. The boundary condition "no elevation changes" is used to constrain elastic deformation. It is also possible that both effects are present; in the vent model no deflation of the area is assumed. The occurrence of the eruption in 2001 may support this idea.

### 5.2 Deep Fluid Process for Merapi

Beneath Merapi Müller et al. (2000) found a conductive layer nearly 1000 m below the surface, with a thickness of roundly 1000 m . Mean resistivity for the conductor is $20 \Omega \mathrm{~m}$. While this layer continues below Java extending to the coast (Ritter et al., 1998), they suggest a water-saturated layer. With a realistic porosity reaching $15 \%$ in volcanic sediments, the fluid is expected to be very saline (MüLLER et al., 2000). The origin could be meteoric water which is thought to be transported thermally upwards into the summit area.

Temporal density variations could occur within this conductive layer by varying water content. Already very small density changes of 2 to $4 \mathrm{~kg} / \mathrm{m}^{3}$ within a $1000-\mathrm{m}$ thick layer can produce attraction effects in the order of $1000 \mathrm{nms}^{-2}$. Figure 5b provides a sketch of the layer beneath the volcano for certain radial-symmetric cases (lateral constant density change or varying with the distance). The upper part of Figure 5 b shows the attraction effect over the distance from the summit. Compared to the observation this suggests eventual variations of water content varying laterally,

Figure 5
Modelling of the observed gravity changes: (a) Mayon/Philippines: modelled vent process (- - - disc model), compared with observed gravity changes along two profiles (- -, --); (b) Merapi/Java: modelled gravity effect (above) of a semi infinite water saturated layer beneath the volcano in a depth of ca. 1000 m (below).

maximal near the center of the volcano. The distribution of the observed gravity points give rise to a slight asymmetry. Temporal variations of the water saturation within this layer could be connected with the hydrothermal system of Merapi.

Chromatographic gas measurements at the top of Merapi yield a very high water content of $>90 \%$ with relatively strong short-periodic variations ( 5 hours) while the long periodic behavior is yet unknown (Zimmer et al., 2000). However as the water present in the fumarole is saturated with dissolved atmospheric nitrogen and noble gases, it is concluded to be mainly rain water, circulating within the volcano edifice.

Possible causes of the local gravity variations reaching $500 \mathrm{nms}^{-2}$ on top of Merapi are:

- variation of the dome topography (no GPS measurements at the top of the dome; not corresponding to lacking elevation changes of the area),
- density variation within the vent system in the upper 1000 m , and
- variation of ground water/soil moisture.

Although this is not significant, at Merapi there is a slight trend observable to a gradient between gravity and elevation change among some upper points (Fig. 3b). In addition, a gravity effect from varying density in the vent is possible, which can produce a local effect. Thus, a combination of both models 5.1 and 5.2 is also possible.

Despite lacking boundary conditions, considerations regarding the effect of elastic deformation are taken into account, gravity and elevation changes are interpreted together in one model applying elasto-gravitational modelling for Mayon (Fernández et al., 2001).

## 6. Conclusions

The aim is a better understanding of the internal physics of the volcanoes under investigation. The relatively small but significant gravity changes at the three volcanoes approach the threshold of being traceable due to the extreme condition and the large total gravity range at volcanoes, point to the importance of the calibration of the gravimeters. However the tendency of temporal gravity changes and above all the comparison between several volcanoes can provide further knowledge leading to ideas of a more realistic interpretation.

Mayon and Merapi are similar concerning the observed increase of gravity during decreasing volcanic activity not accompanied by elevation changes. The restriction of the changes to the fairly small area of the volcanoes is also an observed phenomenon (at Galeras as well). The observed gravity variations at Mayon, Merapi and Galeras which extend over several kilometers from the summit cannot be caused solely by ground water or soil moisture variation, because these variations near the surface may not surmount $400 \mathrm{nms}^{-2}$, and they will only occur at single points. Effects related to the topography can appear very locally with $100 \mathrm{nms}^{-2}$, at the summit
$200 \mathrm{nms}^{-2}$ are possible. There are no indications of a shallow magma reservoir below the volcanoes or even within the volcano edifice.

Nonetheless, although the general position of Mayon and Merapi is similar (subduction, located close to the coast), at both volcanoes the interpretation leads to different models:
(1) For Mayon both inflation and deflation (mass redistribution in the vent system) are possible, which can even be combined. The amount of the observed gravity change can be explained as well as the areal distribution. There is no hint to ground water/soil moisture effects and there is no further data to constrain the modelling.
(2) For Merapi additional information is available suggesting a density and/or mass variation within a deep layer: e.g., fluid (water) can explain the temporal gravity changes regarding the amount as well as the distribution around the volcano edifice. This effect could act coupled with the activity of the volcano by the pressure variation inside the edifice.

The trend of the gravity changes along the top-profile at Merapi generally is rather similar to that observed at Mayon volcano.

With regard to the monitoring strategy (early warning) microgravity can be of use for long- and mid-term prediction once or twice a year. Of course this cannot compete with seismic monitoring for short-term prediction as it is done at Merapi (Ratdomopurbo and Poupinet, 1995; Ohrnberger et al., 2000), and Galeras (Seidl et al., 1998a,b), and is being improved at Mayon volcano.
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#### Abstract

In this paper, we detail the combination of the genetic algorithm (GA) inversion technique with the elastic-gravitational model originally developed by Rundle and subsequently refined by Fernández and others. A sensitivity analysis is performed for the joint inversion of deformation and gravity to each of the model parameters, illustrating the importance of proper identification of both the strengths and limitations of any source model inversion, and this technique in particular. There is a practical comparison of the theoretical results with the inversion of geodetic data observed at the Mayon volcano in the Philippines, where there are gravity changes without significant deformation, after the 1993 eruption.
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## 1. Introduction

Volcanic activity almost inevitably produces geodetic effects such as deformation and gravity changes. As a result, the most promising ways of studying volcano- and earthquake-related phenomena today include the use of highprecision crustal deformation data. On the basis of this fact and the high levels of precision attainable, different geodetic techniques have proven to be a powerful tool in the monitoring of volcanic activity, making it possible to detect ground motion and gravity changes that reflect magma rising from depth, at times months or weeks before the magma flow leads to earthquakes or other eruption precursors

[^10](e.g., Delaney and McTigue, 1994; Rymer, 1996; Dvorak and Dzurisin, 1997; Massonet and Feigl, 1998; Dzurisin et al., 1999; Fernández et al., 1999; Dzurisin, 2000; Rymer and Williams-Jones, 2000). However, applying these long-term geodetic monitoring techniques to volcanically active zones inevitably involves the subsequent interpretation of the deformations and gravity changes using a variety of modeling techniques.

Mathematical deformation models are essential tools for the latter task, and include spherical and ellipsoidal point sources, finite sources, magma migration, collapse structures and fluid migration (e.g., Mogi, 1958; Rundle, 1982; Davis, 1986; Bonafede, 1991; FernÁndez and Rundle, 1994; Langbein et al., 1995; De Natale and Pingue, 1996; Dvorak and Dzurisin, 1997; Tiampo et al., 2000). Such models are also useful for analyzing precursory phenomena and optimizing the development of observation networks. Normally, simple deformation models are used because of the ease of calculating the inverse problem. However, sometimes it is better to use models that are as realistic as possible, particularly when it is desirable to learn about the physics of the source process.

Obviously, quantitative models cannot purport to cover all different physical and chemical aspects of volcanoes. It is important to select and focus on key phenomena. Present knowledge of the critical stages prior to volcanic eruption in large part is based on elastostatic views; by studying volcanic unrest in terms of mechanical models involving overpressure in magma chambers and conduits. MOGI (1958) applied a center of dilatation (point pressure source) in an elastic half-space to interpret the ground deformation produced in volcanic areas. The Mogi model has been extensively applied in modeling ground deformations in volcanic areas and has been successful primarily in explaining the vertical component of the ground deformations. However, this model often poses difficulties in simultaneously modeling observed displacements and gravity changes (Kisslinger, 1975; RYMER et al., 1993; Rymer, 1996), and there is a large body of evidence for ground deformations and seismicity at calderas and other volcanic areas that cannot be modeled by these purely elastic effects (e.g., EgGers, 1987; Berrino and Corrado, 1991; Bonafede, 1991; Rymer et al., 1993; De Natale et al., 1997; Gaeta et al., 1998; Jahr et al., 1998; Watanabe et al., 1998; Jentzsch et al., 2001b; Pritchard and Simons, 2002).

In this paper, we detail the combination of the genetic algorithm (GA) inversion technique with the elastic-gravitational model originally developed by RundLE ( 1980,1982 ) and subsequently refined by Fernández and Rundle (1994) and Fernández et al. (1997), including a sensitivity analysis of both deformation and gravity to each of the model parameters. There is a practical comparison of the theoretical results with the modeling of geodetic data observed at the Mayon volcano in the Philippines, where there are gravity changes without significant deformation and where the more complicated inversion provides new insights into the underlying source mechanisms.

## 2. Inversion Methodology

### 2.1. The Genetic Algorithm

Many geophysical optimization problems are nonlinear and result in objective functions with a rough fitness landscape and several local minima. Consequently, local optimization techniques such as linearized matrix inversion and steepest descent can converge prematurely to a local minimum. In addition, the success in obtaining an optimum solution can depend strongly on the choice of the starting model. GAs have proven themselves an attractive global search tool suitable for the irregular, multimodal fitness functions typically observed in nonlinear optimization problems in the physical sciences. Because of their initial random and progressively more deterministic sampling of the parameter space, these algorithms offer the possibility of efficiently and relatively rapidly locating the most promising regions of the solution space. The GA is different from other optimization and search procedures in four ways: (1) the GA works with a coding of the parameter set, not the parameters themselves; (2) the GA searches a population of points, not a single point; (3) the GA uses the objective function information in a forward model, not derivatives, in its auxiliary knowledge; and (4) the GA makes use of probabilistic transition rules, not deterministic ones (Goldberg, 1989).

In general, geophysical inverse problems involve employing large quantities of measured data, in conjunction with an efficient computational algorithm that explores the model space to find the global minimum associated with the optimal model parameters. In the GA, the parameters to be inverted for are coded as genes, and a large population of potential solutions for these genes is searched for the optimal solution. Several recent studies have employed GAs to invert for seismic structure (Stoffa and Sen, 1991; Boschetti et al., 1996), hypocenter relocation (Billings et al., 1994), seismic phase alignment (Winchester et al., 1993), mantle velocity structure (Curtis et al., 1995; NeVes et al., 1996), crustal velocity structure (Jin and Madariaga, 1993; Battacharyya et al., 1998), mantle viscosity (Kido et al., 1998), fault zone geometry (Yu et al., 1998), and a variety of volcanic sources (Tiampo et al., 2000; Fernández et al., 2001a).

The basic structure of the GA code used here is modified from Michalewicz (1992, appendix). The process begins by representing the model to be optimized as a real-value string. Starting with an initial range of models, these algorithms progressively modify the solution by incorporating the evolutionary behavior of biological systems. The fitness of each solution is measured by a quantitative, objective function, the fitness function, $F V$. Next, the fittest members of each population are combined using probabilistic transition rules to form a new offspring population. Copying strings according to their fitness values means that strings with a better value of fitness have a higher probability of contributing one or more offspring in the next generation. This procedure is repeated through a large number
of generations until the best solution is obtained, based on the fitness measure (Michalewicz, 1992). It has been demonstrated that those members of the population with a fitness value greater than the average fitness of the population itself will increase in number exponentially, effectively accelerating the convergence of the inversion process (Holland, 1975; Goldberg, 1989).

Our program, shown schematically in Figure 1a, employs a random number generator to produce an initial set of 100 potential values for each of the model parameters, which are coded as genes. For example, if the model to be fit is the spherical Mogi source, then there are four parameters to be optimized- $x$ and $y$ location, depth and expansion volume. One gene for each model parameter is assigned to a particular member of that initial population, creating 100 potential solutions to the inversion problem. These members are ranked, from best to worst, according to an external fitness function. Our fitness function is obtained from the chi-square fit to the difference between the measurements (gravity and or deformation) and the appropriate values calculated for each potential solution. The members with the lowest chi-square value are the fittest and are selected to contribute to the next generation, where the genetic operations of crossover and mutation take place.

Crossover and mutation alter the new, fitter population in a process of controlled yet random information exchange, as shown in Figure 1(b,c) (Wright, 1991). The crossover, or mating, process is repeated for a large portion of the entire population, while mutation, the random alteration of a small number of genes, is introduced to ensure against the occasional loss of valuable genetic material (Michalewicz, 1992). After completion of both crossover and mutation, the population is reevaluated as above, and the process is repeated, exploiting information in past generations to search the parameter space with improved performance. Specific features of the this GA include real-valued genes, an elitist function, and a windowing fitness function, in order to ensure higher precision, continuous incorporation of the fittest parameter into the gene pool, and to prevent search stagnation.

This process modifies the initial population over subsequent generations, where each member's fitness is calculated in the evaluate subroutine (Fig. 1a). In this work, we inverted for six parameters-the $x$ and $y$ location of the volcanic source, the depth to the source, and its radius, mass, and internal pressure change.

### 2.2 The Fitness Function-The Forward Problem

The algorithm seeks the "fittest" model, i.e., the model that produces solutions to the given problem that are closest to the observed measurements. In the case of a volcanic source or sources, it is the model whose parameters, when input into the forward source model, produce surface deformations and gravity changes that best match the observed measurements. Given the expected range of values for the model parameters, the algorithm randomly selects a set of models and proceeds to evolve them to produce better, fitter models. The fitness value, $F V$, for any one model, is
Figure 1

calculated in the fitness subroutine, which contains the geophysical information specific to this problem. The gravity or deformation pattern for the expected volcanic source(s) is calculated in this subroutine and then the value of chi-square is calculated for that deformation pattern as it relates to the measurement pattern.

$$
\begin{equation*}
\chi^{2}=\sum_{k} \frac{\left(C_{K}-E_{k}\right)^{2}}{\sigma_{k}} \tag{1}
\end{equation*}
$$

where $E_{k}$ are the expected or measured data, $C_{k}$ are the calculated deformations or gravity changes, $\sigma_{\mathrm{k}}$ is measurement standard deviation, and $k$ is total number of measurements (Taylor, 1982; Bevington and Robinson, 1992). The GA picks the fittest members of the population based upon the maximum fitness value, yet the value of chi-square decreases as the model approaches the correct solution. We therefore chose the fitness value to be $F V=\frac{1}{\chi^{2}}$, effectively converting the fitness to a continuously increasing function.

### 2.3 The Elastic-Gravitational Layered Earth Model

In this problem, the forward model, or fitness function, used by the GA contains the geophysical information relating the gravity changes and surface deformations for the particular volcanic source model.

While in the past the simple Mogi model has been used for the computation of surface deformations due to volcanic intrusion, it often poses difficulties in simultaneously modeling observed displacements and gravity changes (JAHR et al., 1998; Rymer et al., 1993; Rymer, 1996). In addition, gravity calculations must be modeled separately, requiring an iterative inversion process. More complicated models have been proposed for the modeling of deformation (Davis, 1986; Yang et al., 1988; Bonafede, 1991; Langbein et al., 1995; De Natale et al., 1997; Folch et al., 2000; Tiampo et al., 2000; FernÁndez et al., 2001b), but the joint modeling of gravity and deformation has remained elusive, despite the obvious benefits (Bonafede and Mazzanti, 1998; Jentzsch et al., 2001b; Battaglia and Segall, 2004).

Here we use a model in which the Earth is represented as a stack of plane layers having both elastic properties and mass (RUNDLE, 1980, 1982); hence both elasticity and self-gravitation are potentially important effects. The numerical formulation required to obtain the integration kernels for a layer overlying a half-space is described in Rundle (1981, 1982), and Fernández et al. (1994a,b). Fernández et al. (1997) presented an elastic-gravitational model consisting of a stratified halfspace of homogeneous layers that takes into account the interaction between the mass of the intrusion, the ambient gravity field, and the effect caused by the change of pressure in the magmatic system chamber. The magmatic source can be located in any of the layers or the half-space. The GRAVW program set is formed by the GRAVW1, GRAVW2, GRAVW3, and GRAVW4, where the number included in
the name of the program indicates the number of elastic layers overlying the homogeneous elastic half-space. The program used here is as described for the GRAVW1 program, one layer overlying a half-space (Fernández, 1997).

The required input data include the characteristics of the crustal model (layer thicknesses, Lame constants and densities), the $x$ and $y$ coordinates of the points where we want to compute the effects, and the magma intrusion characteristics (radius, mass, pressure and depth). The units of data input are km for distances, $10^{3} \mathrm{~kg} \mathrm{~m}^{-3}$ for densities, $10^{12} \mathrm{~Pa}$ for the elastic parameters, $10^{12} \mathrm{~kg}(1 \mathrm{MU})$ for mass and 0.1 MPa for pressure values. The output of GRAVW1 includes various effects computed for each measurement location, including vertical and radial displacement, tilt, vertical strain, surface gravity change, free air gravity change, Bouguer gravity change, and sea-level change (Fernández et al., 1997).

Figure 2 shows the results for a two-layer model overlying a half-space (GRAVW2). The half-space is considered to be homogeneous, isotropic and elastic. Shown are vertical deformation, tilt, radial displacements, vertical strain, and surface gravity change for a both a center of expansion and a point mass intrusion located at 6 km in depth, with a pressure increment of $10^{4}$ bars, a radius of 1 km , and a mass,


Figure 2
Vertical and horizontal deformation, tilt, and surface gravity change due to a center of expansion (ce) with a radius of 1 km and a pressure of $10^{4}$ bars and a point mass $(\mathrm{mp})$ of 1 MU located at 6 km in depth, using GRAVW2 (Fernández et al., 1997).
where applicable, of 1 MU . The model parameters are as given in Fernández et al. (1997). Note that while the gravitational contribution of the point mass to the deformation is negligible compared to that of the pressure, this is not the case for the surface gravity change, illustrating why both effects must be taken into account in the modeling of deformation and gravity data.

### 2.4 Sensitivity Analyses

Sensitivity tests were conducted for two separate elastic-gravitational sources. Each was located at 2.0 km in depth, centered at origin, and both with a mass of 1 MU . However, they are different in intensity size-the larger one, shown in Figure 3, has a pressure of 250 bars and a radius of 1.5 km , while the smaller, shown in Figure 4, has a pressure of 80 bars and a radius of 0.75 km . In each case, in order to test the sensitivity of each parameter, one parameter was varied while the other five remained fixed. In addition, the sensitivity of deformation measurements was tested versus the sensitivity of the associated gravity measurements. Results are


Figure 3
Sensitivity of the inversion fitness to the various elastic-gravitational model parameters, relative to both deformation, on the left, and gravity on the right. Smaller source, with a pressure of 80 bars and a radius of 0.75 km (centered at $(0,0)$, depth of 2 km , mass of 1 MU ).


Figure 4
Sensitivity of the inversion fitness to the various elastic-gravitational model parameters, relative to both deformation, on the left, and gravity on the right. Larger source, with a pressure of 250 bars and a radius of 1.5 km (centered at $(0,0)$, depth of 2 km , mass of 1 MU ).
shown in Figures 3 and 4 (note the variation in the $y$-axis ranges). The fitness is plotted against the normalized variable in question.

Several features are immediately obvious. Not surprisingly, the $x$ (or $y$ ) distance is a steeply varying parameter, with a single, easily defined maximum, for both gravity and deformation measurements. This corresponds with the GAs ability to invariably locate the source in the $x-y$ plane, as a result of the distinct, location-dependent pattern created by a magmatic source. However, for the smaller source, it is the gravity measurements that better define the $x$-location, while in the case of a larger source, the deformation measurements are more sensitive to the $x$-location. This same reversal of gravity and deformation roles also occurs in the case of the depth parameter. This illustrates the importance of incorporating both gravity and deformation measurements into the volcanic modeling process.

In the case of both deformation and gravity measurements, the sensitivity to the mass is also a well-defined maximum. Not surprisingly, while the deformation measurements are very sensitive to the pressure and radius parameters, the gravity
measurements are not. However, with increasing pressure, the gravity measurements become more sensitive to both parameters. Also, notice the steep decrease in fitness for the radius as the source radius increases past the correct value, while the fitness remains flat for the smaller values. This implies that any inversion will tend to solve for values of the radius that are too small, particularly for low pressures. This analysis demonstrates the importance of thoroughly understanding of the source model is used in any inversion and the impact of the various measurement techniques on the determination of the individual model parameters.

## 3. Application to Mayon, Philippines

### 3.1. Geology

Mayon volcano is part of the Bicol volcanic chain southeast of the island of Luzon, Philippines (see Fig. 5), part of the Legaspi Lineament of the central Philippine fault system, which runs NW-SE across Legaspi City. The Bicol chain, ten volcanic peaks, of which Mayon and Bolusan are still active, is made up of volcanic rocks, accompanied by Tertiary and Pleistocene sediments (Jentzsch et al., 2001a). Mayon itself is a nearly perfect cone with an altitude of 2462 m . Almost one million people live in the vicinity of Mayon volcano, and Legaspi City is situated only 12 km away from the crater. Mayon lava varies from basaltic through basaltic andesites,


Figure 5
Location of Mayon volcano, Philippines.
and into the andesitic region, with a pattern of three basaltic flows followed by six to ten andesitic flows (Newhall, 1979). Its activity is quasiperiodic; in the last century it erupted nearly every 10 years, with the last eruption in 2001. In early 1993, just after the start of gravity measurements in December 1992, an eruption occurred, with ash fall and a lava flow of approximately 10 million $\mathrm{m}^{3}$ (Völksen and Seeber, 1995; JAhr et al., 1998; Jentzsch et al., 2001b). In addition to the data discussed here, three seismological stations exist, but the coverage prior to 1993 was not homogeneous, and not adequate to determine precursory seismicity (JENTZSCH et al., 2001b).

After the 1993 eruption, a second campaign was carried out in May 1993 to monitor the decrease in activity. Height control was provided by parallel global positional system (GPS) measurements. Five microgravity and differential GPS campaigns were carried out within four years. The error on the gravity differences between the points derived from a least-squares adjustment of the data of each campaign is approximately $\pm 12 \mu \mathrm{Gal}$ (JENTZSCH et al., 2001b). The gravity and GPS measurements covered two profiles up towards the summit (one of them up to an elevation of 850 m ) in a network of 26 points, and connected to a local and a regional network around the volcano with an extension of 40 km by 50 km , via two points at the opposite side of the Legaspi lineament (see Fig. 6a), although the closest gravity measurements are along the Mayon-Resthouse profile, still more than 3 kms from the crater (Figs. 6 and 7).

There was no significant gravity change between the first and the second campaign (December 1992, May 1993), despite the activity in February/March, 1993.


Figure 6
a) Gravity and GPS network around Mayon crater and b) microgravity measurements over the horizontal distance from the crater, for the Tumpa-Lahar-Channel profile, epochs 2-1, 3-1, 4-1, and 5-1 (Jentzsch et al., 2001b).


The gravity increase between May, 1993 and December, 1996 reached almost $150 \mu \mathrm{Gal}( \pm 14 \mu \mathrm{Gal})$, increasing with elevation and decreasing with distance from the crater. Note that a detailed discussion of the effect of groundwater on the gravity measurements can be found in JENTZSCH et al., (2001b), but the resulting conclusion, based on the lack of seasonal variation in the data, the location of the preponderance of measurements on consolidated rock, and the steep slopes of the upper reaches of the network, result in the conclusion that the estimated maximum effect due to water level changes are on the order of $50 \mu \mathrm{Gal}$ on the lower slopes of the volcano (Jentzsch et al., 2001b). There remains, therefore, a significant residual gravity signal to be explained near the volcanic crater.

The microgravity measurements for the Tumpa-Lahar-Channel profile are shown in Figure 6 b . The gravity changes are restricted to a radius of 8 km around the volcano summit, a variation of around $30 \mu \mathrm{Gal}$ per year if a constant process is assumed. Yet, the differential GPS measurements carried out at the same locations with three parallel receivers revealed no significant changes of elevation during this time, within their accuracy of $\pm 3$ to 4 cm .

The connection between the variation of gravity and elevation due to mass and density changes is usually interpreted in relation to two gradients. If gravity follows the free air gradient (FAG), no subsurface change in the mass has occurred, while data following the gradient after the standard Bouguer correction (BCFAG) implies mass changes (e.g., Brown and Rymer, 1991; Rymer et al., 1993; Rymer, 1996). Departures from these gradients are used to model volcanic processes. The results at Mayon cannot be related to the gravity gradients FAG and BCFAG because the gravity changes drawn against height differences from one campaign to the next show no gradient, while it is unusual for gravity to increase with decreasing activity (Jentzsch et al., 2001b).

As a result, the observed gravity increase, unaccompanied by significant changes in elevation, cannot be explained with the classical Mogi model. Originally, JAhr et al. (1998) and JENTZSCH et al. (2001b) explained the gravity changes as density changes within a vent system. This model is based on a redistribution of the mass via the migration of magma down the vent system, and explains about $50 \%$ of the observed signal as well as the pattern of observed gravity changes (see the computed results, dotted lines in Fig. 7b). However, the inability of this model to account for a large part of the observed gravity change data signal prompted further analysis using a more complicated elastic-gravitational model. The elastic-gravitational model has several advantages for this particular inversion. First, the numerical formulation allows for the joint inversion of deformation and gravity. Second, the incorporation

Figure 7
a) Location of the inverted single source relative to the crater and the monitoring stations (star); b) inversion results for the Tumpa-Lahar-Channel profile, epoch 5-1, compared to the measure values and the vent motion model; and c) the same results for the Mayon-Resthouse profile.
of the elastic-gravitational effect introduces a long-wavelength effect to the gravity and deformation field that may prove important in an area with significant topography. Finally, with the correct combination of mass, pressure, and radius, inside a volcano that likely contains a complicated, preexisting vent system, it may be possible to model the unusual measurements recorded at Mayon.

### 3.2 Inversion Results

The recent eruptions of Mayon volcano gives rise to the assumption that a process of injection might have taken place, instead of deflation. We test this hypothesis by modeling the observed data, including both the measured gravity changes and the GPS deformation measurements, using the GA inversion technique combined with elastic-gravitational Earth models detailed above. Originally, the data was inverted based upon the assumption of a single source, located some distance below the crater. The elastic-gravitational model provided a much better solution than either the simple Mogi source or the vent magma model, as can be seen in Figure 7, for both the Tumpa-Lahar-Channel profile (Fig. 7a) and the MayonResthouse profile (Fig. 7b). The particular characteristics obtained for this intrusion are a depth of 1.975 km below the base of the volcano, 94 bars pressure, a radius of 1.48 km , and 0.68 MU for mass ( $1 \mathrm{MU}=1$ Mass Unit $=10^{12} \mathrm{~kg}$ ) for epoch $5-1$. The results for this elastic-gravitational inversion (dashed line) are compared with the gravity measurements for (solid line), as well as that for the model that redistributes magma down the volcanic vent (dotted line). However, while the results for the Mayon-Resthouse profile for the same epoch reproduces the total magnitude and character of the measured signal, they do not extend as far from the vent, nor does the maximum for the modeled source coincide with the maximum seen in the data. In addition, the need to match gravity measurements far from the crater results in a source radius that is unreasonably large, and a resulting magma density that is too low. As a result, a GA inversion for a two-source model was implemented, in order to study the possible asymmetries in the source mechanism.

Results for the two-source inversion to the epoch 5-1 data are shown in Figure 8. While the fit to the Tumpa-Lahar-Channel profile (Fig. 8a) data is similar to the single-source inversion, the fit to the data along the Mayon-Resthouse profile has increased significantly, with the maximum calculated gravity now matching the location of the data maximum. Interestingly, the two sources are quite different. This source, located at a depth of 1.02 km below the base of the volcano, at 24 bars, a

Figure 8
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radius of 0.312 km , and a mass of 0.629 MU , has a much smaller mass and radius than that of the single source inversion. The resulting density of intrusion is approximately $4950 \mathrm{~kg} / \mathrm{m}^{3}$, too high for magma. But, as seen in the analysis of Figure 3, the lack of sensitivity to radius of the gravity measurements will cause the inversion to underpredict the radius, easily accounting for the $25 \%$ error in the radius necessary to overestimate the density by this much. In addition, despite the incorporation of the deformation data in the inversion, the high variance relative to the measurements themselves means that, as again can be seen in the sensitivity analysis (Section 2.4), it is difficult in any inversion to accurately specify the pressure or radius. The deformation calculated from this joint inversion, in all cases, is well within the variance of the measured data.

The second source is located north of the caldera and is much shallower and broader than the first source, at a depth of only 0.22 km below the base of the volcano, with 75 bars pressure, a radius of 1.54 km , and a mass of 0.378 MU . With a density much less than that of magma, this suggests that it results from significant groundwater changes. Changes in well water and outflow have been noticed by the local inhabitants both prior and subsequent to Mayon eruptions (Jentzsch et al., 2001). In particular, the local residents had to deepen their wells prior to the 1993 eruption, but measurements of the wells are not available for after the eruption (Albano, 2001). However, these changes were difficult to correlate with the existing gravity measurements (JENTZSCH et al., 2001b). In addition, while the steep slopes of the Mayon-Resthouse profile would seem to preclude a significant water table (Jentzsch et al., 2001b), there are recorded instances where dilatation, due to changes in the local strain field, results in the storage of large quantities of groundwater, with an accompanying decrease in gravity (Kisslinger, 1975). This would account for the lower well levels prior to 1993. Following the eruption, crack closure results in the expulsion of large amounts of water and an increase in the relative gravity accompanied by no increase, or even a decrease, in surface deformation (Kisslinger, 1975). Similar models could account for this second source along the volcanic slope, where the gravity measurements recorded not a change in the groundwater table per se, but a temporary storage of water as a result of underlying tectonic and volcanic stress changes.

Interpretation of these results suggests that the primary gravity changes at Mayon are better explained by reinjection of magma below the volcano caldera following the 1993 eruption rather than mass redistribution in the volcanic vent. Note that these results do not preclude some combination of mass redistribution down the vent, as proposed by Jentzsch et al. (2001b), in conjunction with additional mass injection below the vent. Concurrent with this intrusion, localized changes in the strain field caused the expulsion of water stored at some point during and/or after the previous eruption. Additional work should explore the potential of a model that uses the genetic algorithm to optimize the combination of these features.

## 4. Discussion and Conclusions

This paper deals with integration of a GA inversion technique with implementation of a numerical technique for the calculation of ground deformation and gravity changes caused by a point source magma intrusion into an elasticgravitational multilayered earth model. Unlike other techniques, the GA neither totally relies on prior constraints (manually provided by the programmer) nor runs a trial-and-error scheme. An additional advantage is that the selection process rejects automatically those data with a large bias. The combination of the GA flexibility of the inversion and the more complicated and realistic GRAVW1 program has provided a new interpretation of gravity and deformation data from the Mayon volcano. Here, we have detailed the results of a sensitivity analysis for each parameter and type of measurement, using a synthetic testing procedure, and have shown that the joint inversion for gravity and deformation measurements takes into account the varying importance of each parameter over a range of sizes.

In order to properly interpret cases where gravity changes exist without deformation, and vice versa, analysis should include adequate mass and pressure combinations for the intrusion. While simpler models are unable to explain gravity changes without displacements or vice versa, the elastic-gravitational model, which accounts for the interaction of the mass of the intrusion with the ambient gravity field and redistribution of densities inside the crust, can explain more unusual volcanic regions.

The reasons for this become clear when one studies both Figure 2 and the sensitivity analysis shown in Figures 3 and 4. If, for example, the effects on the intrusion are not due primarily to pressure changes in the intrusion, but to a considerable amount of magma recharge, elastic-gravitational models should be used. This approach accounts for the effect of opposite signs for each type of source. In addition, the depth and location are better determined by either deformation or gravity, depending on the size of the source. Note that, even in the case of Mayon, as no joint measurements were possible at the crater itself, the internal mechanism must remain open to final interpretation. Displacements and gravity changes must be interpreted together wherever possible, in order to discriminate between the roles played by the mass and pressure changes, which otherwise are difficult to interpret correctly. Correct interpretation of the observed geodetic signals has implications in the development of monitoring and alert systems for the mitigation of volcanic hazards.

Note that there are a number of important effects not considered here. For example, we do not consider topographic effects for two reasons, although these can be important under certain conditions (Charco et al., 2004). First, we wished to compare with earlier results that also did not consider topography. Second, as the gravity and GPS stations are not located at the source, or the top of the cone, the topographic effect will be less important. In future work, such effects as source geometry, topography, and multiple layer rheologies will be modeled as well for an even more realistic interpretation.
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#### Abstract

Simple models, like the well-known point source of dilation (Mogi's source) in an elastic, homogeneous and isotropic half-space, are widely used to interpret geodetic and gravity data in active volcanic areas. This approach appears at odds with the real geology of volcanic regions, since the crust is not a homogeneous medium and magma chambers are not spheres. In this paper, we evaluate several more realistic source models that take into account the influence of self-gravitation effects, vertical discontinuities in the Earth's density and elastic parameters, and non-spherical source geometries. Our results indicate that self-gravitation effects are second order over the distance and time scales normally associated with volcano monitoring. For an elastic model appropriate to Long Valley caldera, we find only minor differences between modeling the 1982-1999 caldera unrest using a point source in elastic, homogeneous half-spaces, or in elasto-gravitational, layered half-spaces. A simple experiment of matching deformation and gravity data from an ellipsoidal source using a spherical source shows that the standard approach of fitting a center of dilation to gravity and uplift data only, excluding the horizontal displacements, may yield estimates of the source parameters that are not reliable. The spherical source successfully fits the uplift and gravity changes, overestimating the depth and density of the intrusion, but is not able to fit the radial displacements.
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## 1. Introduction

Quite simple models are widely used to interpret geodetic and gravity data in active volcanic areas. An example is the well-known point source of dilation (Mogi's source), used to approximate the behavior of a pressurized spherical magma chamber, embedded in an elastic, homogeneous, and isotropic half-space (EgGERS, 1987; Dvorak and Dzurisin, 1997). Mogi's source models successfully reproduce displacement and gravity changes at many volcanoes during either uplift or subsidence (McKee et al., 1989; Berrino, 1994; Battaglia et al., 1999). In addition, some authors use the linear gravity/height correlation from the point source model to study the physics of magma chambers (Rymer and William-Jones, 2000) or investigate the likelihood of volcanic eruptions (Berrino et al., 1992; Rymer,

[^12]1994). This approach appears at odds with the complex geology of volcanic regions, since the crust is not a homogeneous medium and magma chambers are not spheres. But what should a model include to obtain a better insight into the physics of volcanoes? Some authors claim that elastic-gravitational models can be a far more appropriate approximation to problems of volcanic load in the crust than the more commonly used purely elastic models (e.g., Rundle, 1982; FernÁndeZ et al., 2001a, 2001b). Vertical discontinuities in the Earth's density and elastic parameters can play an important role when modeling gravity changes induced by deformation (Fernández et al, 1997; Bonafede and mazzanti, 1998). We apply models including one (or more) of the above features to the 1982-1999 period of unrest at Long Valley caldera to evaluate: (a) if elasto-gravitational models are a more appropriate approximation to problems of volcanic load in the crust than the purely elastic models at the space and time scales associated with volcano monitoring; (b) the importance of vertical discontinuities in the Earth's density and elastic parameters when modeling displacement and gravity changes induced by a point source of dilation; (c) the bias introduced using a point source of dilation model to reproduce geodetic and gravity data if the magma intrusion does not posses a spherical symmetry.

Our results show that (a) self-gravitation effects due to coupling between elasticity and gravity potential are second order over the distance and time scales normally associated with volcano monitoring. (b) For an elastic model appropriate to Long Valley caldera, we find only minor differences between modeling the intrusion using a point source in a homogeneous or layered medium. (c) A simple experiment of matching deformation and gravity data from an ellipsoidal source (YANG et al., 1988; Clark et al., 1986) using a spherical source suggests that the standard approach of fitting a center of dilation to gravity and uplift data only, excluding the horizontal displacements, can yield estimates of the source parameters that are not reliable. In our experiment, the spherical source successfully fits the uplift and gravity changes, inferring a deeper location ( 8.5 km instead of 6 km ) and a larger density ( $4500 \mathrm{~kg} / \mathrm{m}^{3}$ instead of the actual $2500 \mathrm{~kg} / \mathrm{m}^{3}$ ) for the intrusion, but is not able to fit the radial displacements.

## 2. Coupling between Elastic and Gravitational Effects

The complete solution for gravity and deformation changes in volcanic regions should include the coupled effects of gravity and displacement changes (Fernández et al., 1997). To determine if these effects are important on space and time scales associated with volcano monitoring, we perform a dimensional analysis of the fully coupled elasticity and potential equations (see Pollitz, 1997 for similar discussion in the earthquake context). We approximate the Earth with an isotropic, elastic sphere. The origin of the coordinate system is taken at the center of this sphere. Following
the approach by Love (1911, p. 89), the density $\rho_{0}$, the pressure $p_{0}$ and the potential $V_{0}$ (with the corresponding gravitational acceleration $-g_{0} \mathbf{e}_{r}=\nabla V_{0}$ define the initial state of equilibrium

$$
\begin{equation*}
\rho_{0} \nabla V_{0}=\nabla p_{0} \tag{1}
\end{equation*}
$$

After the intrusion of mass in a spherical magma body of initial radius $a$ (approximated by the superposition of a point source of dilation and a mass point source at $\mathbf{x}=\mathbf{x}_{m}$, see Fig. 1), the Earth's surface deforms by $\mathbf{u}(|\mathbf{u}| \ll a)$. Perturbations in the density $\rho$, pressure $p$ and potential $V$ are defined by

$$
\begin{align*}
& \rho=\rho_{0}-\nabla \cdot\left(\rho_{0} \mathbf{u}\right) \\
& p=p_{0}-\mathbf{u} \cdot \nabla p_{0},  \tag{2}\\
& V=V_{0}+V_{p}+V_{m}
\end{align*}
$$

where $V_{p}$ is the change in the Earth's potential due to inflation of a massless cavity and $V_{m}$ is the potential due to the mass $\Delta M=\rho_{m} \Delta V$ of the intrusion ( $\rho_{m}$ and $\Delta V$ are respectively the density and volume of the intrusion). The equilibrium equation is

$$
\begin{equation*}
\nabla \cdot \mathbf{s}-\nabla p+\rho \nabla V+\mathbf{F}_{p}+\mathbf{F}_{m}=0 \tag{3}
\end{equation*}
$$

where $\mathbf{s}$ is the elastic stress tensor, $\mathbf{F}_{p}$ and $\mathbf{F}_{m}$ are the body force density corresponding to a point source of dilation and a mass point source. Substituting


Figure 1
Coordinate system and parameters for the scaling problem. The effect of a magma body intrusion is approximated by two contributions: (a) a pressurized mass-less cavity; (b) a spherical mass intrusion with no pressure change. Scaling parameters (Table 1): $u$ - vertical displacement; $\rho_{0}$-crust density; $\mu$ - shear modulus; $d$ - depth of the magma chamber; $a$ - radius of the magma chamber; $\rho_{m}$ - magma intrusion
density; $\Delta P$ - pressure change; $\Delta V$-volume change; $\nabla V_{p}+\nabla V_{m}$-changes in gravity, see (2).
(2) in (3), we get the following equations describing the potentials $V_{p}$ and $V_{m}$, and the elastic deformation (Rundle, 1982)

$$
\begin{gather*}
\nabla^{2} V_{p}=4 \pi G \nabla \cdot\left(\rho_{0} \mathbf{u}\right), \quad \nabla^{2} V_{m}=-4 \pi G \rho_{m} \delta\left(\mathbf{x}-\mathbf{x}_{m}\right)  \tag{4}\\
\nabla \cdot \mathbf{s}-g_{0}\left[\nabla\left(\rho_{0} \mathbf{u} \cdot \mathbf{e}_{r}\right)-\mathbf{e}_{r} \nabla \cdot\left(\rho_{0} \mathbf{u}\right)\right]+\rho_{0}\left[\nabla V_{p}+\nabla V_{m}\right]+\mathbf{F}_{p}+\mathbf{F}_{m}=0 . \tag{5}
\end{gather*}
$$

The second and third term on the left-hand side of (5) depend on $g_{0}$. The fourth and fifth term on the left-hand side of (5) depend on $G$. The $g_{0}$ dependent part scales as $g_{0} \rho_{0} u / d$, where $u$ and $d$ are characteristic distance scales set respectively by the vertical displacement and the depth of the magma chamber. From (4), $\nabla V_{p}$ scales as $G \rho_{0} u$. The scaling of $\nabla V_{m}$ is given by the expression for the gravity change associate to a mass point source, $G \rho_{m} \Delta V / d^{2}$ (EgGers, 1987). The elastic stress $s$ scales as $\mu u / d$.The shear modulus $\mu$ is most commonly estimated from seismic wave speeds. However, the dynamic modulus ( $\mu_{d}$ ) may exceed the quasi-static shear modulus ( $\mu_{s}$ ). The ratio $\mu_{d} / \mu_{s}$ depends on several factors including the porosity and applied pressure $p$. For granite and tuff (Cheng and Johnston, 1981), $\mu_{d} / \mu_{s} \approx 0.1$ at low pressures $(p \leq 0.1 \mathrm{GPa}$, depth $\leq 3.5 \mathrm{~km})$ and $\mu_{d} / \mu_{s} \approx 1$ when $p \geq 0.2 \mathrm{GPa}$ (depth $\geq 7.0 \mathrm{~km}$ ).

Using typical parameter values (see Table 1), we can show that the potentials $V_{p}$ and $V_{m}$ have the same order of magnitude, but are negligible compared to the elastic term

$$
\begin{equation*}
\frac{\nabla V_{p}}{\nabla V_{m}} \sim \frac{u d^{2}}{\Delta V} \sim 1, \quad \frac{\rho_{0} \nabla V_{p}}{\nabla \cdot \mathbf{s}} \sim \frac{G \rho_{0}^{2} d^{2}}{\mu} \sim 10^{-5} . \tag{6}
\end{equation*}
$$

A similar scaling analysis for the relative importance of $g_{0}$ and elastic terms gives

$$
\begin{equation*}
\frac{g_{0}\left[\nabla\left(\rho_{0} \mathbf{u} \cdot \mathbf{e}_{r}\right)-\mathbf{e}_{r} \nabla \cdot\left(\rho_{0} \mathbf{u}\right)\right]}{\nabla \cdot \mathbf{s}} \sim \frac{\rho_{0} g_{0} d}{\mu} \sim 10^{-2} \tag{7}
\end{equation*}
$$

that indicates that $g_{0}$ terms are negligible as well. $\mathbf{F}_{p}$ scales as

$$
\begin{equation*}
F_{p} \sim \frac{\left|\mathbf{M}_{p} \nabla \delta\left(\mathbf{x}-\mathbf{x}_{m}\right)\right|}{\Delta V} \sim \frac{\lambda+2 \mu}{\mu} \frac{\pi a^{3} \Delta P}{a} \frac{1}{\Delta V} \sim \frac{\mu}{a}, \tag{8}
\end{equation*}
$$

where $\mathbf{M}_{p} \nabla \delta\left(\mathbf{x}-\mathbf{x}_{m}\right)$ is the body-force equivalent to a point source of dilation (AKI and Richards, 1980, p. 61), $\lambda$ and $\mu$ are the elastic moduli, $\Delta P$ the pressure change of

Table 1
Value of scaling parameters. The volume change $\Delta V$ corresponding to a vertical displacement $u$ is estimated using a point source model (EGGERS, 1987)

| $d$ <br> m | $\rho_{0}, \rho_{m}$ <br> $\mathrm{~kg} / \mathrm{m}^{3}$ | $u$ <br> m | $\mu$ <br> Pa | $\Delta V$ <br> $\mathrm{~m}^{3}$ | $a$ <br> M |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{3}$ | $3 \cdot 10^{3}$ | 1 | $3 \cdot 10^{9}$ | $10^{6}$ | $10^{3}$ |
| $10^{4}$ | $3 \cdot 10^{3}$ | 1 | $3 \cdot 10^{10}$ | $10^{8}$ | $10^{3}$ |

the point source of dilation and $\delta$ the Dirac's delta function. $\mathbf{F}_{m}$ scales as (Zhong and Zuber, 2000)

$$
\begin{equation*}
\mathbf{F}_{m}=-\rho_{m} g_{0} \delta\left(\mathbf{x}-\mathbf{x}_{m}\right) \mathbf{e}_{r} \sim \rho_{m} g_{0} \tag{9}
\end{equation*}
$$

The ratio between the two body-forces gives

$$
\begin{equation*}
\frac{\mathbf{F}_{m}}{\mathbf{F}_{p}} \sim \frac{\rho_{0} g_{0} a}{\mu} \sim 10^{-2} . \tag{10}
\end{equation*}
$$

$\mathbf{F}_{p}$ is larger than $\mathbf{F}_{m}$ and the equilibrium equation (5) reduces to

$$
\begin{equation*}
\nabla \cdot \mathbf{s}+\mathbf{F}_{p}=0 \tag{11}
\end{equation*}
$$

In summary, we can see from (6), (7) and (10) that the coupling between gravity and elasticity is negligible in the space scale associated with volcano monitoring. Changes in the spherical magma body pressure push the deformation, while the potential $V_{p}$ (due to coupling between gravity and deformation) is of the same order of magnitude as the potential $V_{m}$ (due to mass intrusion). It is worth noting that in the special case of a spherically symmetric source in a homogeneous medium, Rundle (1978) and Walsh and RICe (1979) show that the change in gravity actually results only from the mass of the intrusion. That is, the change in gravity due to coupling between gravity and deformation cancel $\left(\left|\nabla V_{p}\right|=0\right)$. We will further investigate in the next section the coupling between elasticity and gravity.

## 3. Layered Earth Model

In the second step of our investigation into the interpretation of gravity and deformation changes, we will compare estimates of the parameters (depth, volume, mass, density) of the deformation source both for a homogeneous and layered halfspace model of Long Valley caldera, California (Fig. 2 and Fig. 3). The goal is to evaluate the various deformation models including elasto-gravitational effects and vertical discontinuities in the Earth's density and elastic parameters (e.g., FernánDEZ et al., 2001a). We also check the results of the dimensional analysis performed in Section 2.

Over the past two decades, Long Valley caldera has shown persistent unrest with recurring earthquake swarms, uplift of the resurgent dome by over 80 cm and the onset of diffuse magmatic carbon dioxide emissions around the flanks of Mammoth Mountain on the southwest margin of the caldera (Bailey and Hill, 1990, Sorey et al., 1993; Langbein et al., 1995). Several sources of deformation have been identified in Long Valley caldera, although their geometry, depth and volume are not yet well constrained. Surveys of two-color EDM and leveling networks indicate that the principal sources of deformation are the intrusion of a magma body beneath the resurgent dome, and right lateral strike-slip within the
south moat of the caldera (Langbein et al., 1995). In addition, there is evidence for dike intrusion beneath the south moat (Savage and Cockerham, 1984) and Mammoth Mt. (Hill et al., 1990). The intrusion beneath the resurgent dome has been confirmed by gravity measurements (Battaglia et al., 1999). For the purpose of this work, we will use uplift and residual gravity data collected in Long Valley caldera between 1982 and 1999.


Figure 2
Map of Long Valley showing the location of the leveling and gravity benchmarks.


Figure 3
The layered model proposed to study gravity and deformation changes in Long Valley caldera (see Table 2). Model 0 represents a homogeneous medium with average values of the parameters; Model 1 is elastically homogeneous, but with density stratification; Model 2 is elastically inhomogeneous.

The Earth model proposed for Long Valley caldera includes 5 layers, the fifth being the mantle (see Table 2, Fig. 3). The thickness, density and seismic velocities assigned to the four layers representing the crust have been estimated from published works on regional gravity, seismic tomography and geology of Long Valley (Kissling et al., 1984; Carle, 1988; Dawson et al., 1990; Ponko and Sanders, 1994; Sackett et al., 1999). We use the numerical code developed by Fernández et al. (1997) to compute gravity changes and deformation due to an isotropic point source of dilation in a layered half-space. This code solves the fully coupled system of elastic-gravitational equations. Gravity changes and deformation due to a spherical intrusion in a homogeneous half-space are computed using the analytical point source approximation (EGGERS, 1987).

The numerical experiments are carried out considering separately (i) the effects on gravity changes and uplift due to a pressurized magma chamber cavity with no mass change and (ii) the effects of mass intrusion only with no magma chamber overpressure. Note that individually (i) and (ii) do not possess a geologic equivalent, because the geologically meaningful solution is given by the superposition of (i) and (ii). Furthermore, to study the effect of the density and elastic moduli stratification, we consider three different cases (see Fig. 3): (a) homogeneous medium (Model 0); (b) density stratification in an elastically homogeneous medium (Model l); (c) an elastically inhomogeneous medium (Model 2). The results of the numerical

Table 2
Layered model of Long Valley caldera (see Fig 3b). Crosssection modified after SaCKETT et al., (1999), density model after Carle (1988), velocity model after Kissling et al., (1984), depth of the Moho after DAWSON et al., (1990)

| Layers | Crosssection | $\begin{gathered} \text { Thickness } \\ \mathrm{km} \end{gathered}$ | Depth Km | Density <br> Model $10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ | Velocity model $10^{3} \mathrm{~m} / \mathrm{s}$ |  | $\begin{gathered} \lambda_{d} \\ \mathrm{GPa} \end{gathered}$ | $\begin{gathered} \mu_{d} \\ \mathrm{GPa} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\mathrm{V}_{\mathrm{S}}$ | $\mathrm{V}_{\mathrm{P}}$ |  |  |
| 1 | Caldera fill bishop tuff | 3 | 3 | 2.35 | 3.1 | 5.4 | 23.4 | 22.6 |
| 2 | Basement | 2 | 5 | 2.70 | 3.3 | 5.7 | 28.9 | 29.4 |
| 3 | Solidified magma chamber | 10 | 15 | 2.55 | 3.5 | 6.1 | 32.4 | 31.2 |
| 4 | Basement | 30 | 45 | 2.70 | 3.8 | 6.7 | 43.2 | 39.0 |
| 5 | Mantle |  |  | 3.30 | 4.9 | 8.4 | 74.4 | 79.2 |
| 0 | Homogeneous model | 45 |  | 2.64 |  |  | 37.3 |  |

computation for the homogeneous medium are compared with the analytical results. For every one of the seven (six numerical and one analytical) experiments, we find the solution that best fits the gravity and deformation data from Long Valley caldera using a least squares algorithm. To compare the results, we use two quantitative indicators:

$$
\begin{equation*}
\chi^{2}=r^{T} \Sigma^{-1} r, \quad R^{2}=1-\frac{r^{T} \Sigma^{-1} r}{u^{T} \Sigma^{-1} u}, \tag{12}
\end{equation*}
$$

where $r$ is the difference between the observed and predicted displacements, and $\Sigma$ the data covariance matrix, $u$ is the observed displacements. $\chi^{2}$ is a measure of the error in fitting the experimental data with a model (the smaller $\chi^{2}$ the better the fit), while $R^{2}$ is a measure of the ability of the model to explain the data. If $R^{2}=1$, the model is able to explain all variations in the observed data, if $R^{2}=0$, the model cannot explain the observed data.

For a pressurized mass-less cavity, the fit of the computed uplift to the Long Valley data differs significantly for the three different structural models (Fig. 4a, Table 3). The only noticeable difference is the slightly deeper source ( 9.4 km instead of 8.8 km , a $7 \%$ increase) obtained for the elastically inhomogeneous medium (Model 2). This can be explained by the greater compliance of the shallower layers above the source, compared with the homogeneous case (Model 0). The numerical results for the uplift in the elastically homogeneous medium (Model 0 and Model 1) are identical to the analytical point source solution. This confirms the conclusion derived from the dimensional analysis that the effect of the elasto-gravitational coupling on the displacement is negligible. The gravity change results (Fig. 4b) indicate that the contribution from the potential $\phi_{p}$ is negligible for all practical


Figure 4
Pressurized massless cavity. (a) Match between experimental and modeled uplift. The plot shows no major differences between modeling the intrusion using a point source in a homogeneous or layered medium (see Table 3). (b) The plot shows the difference (residual gravity) between the surface gravity change ( $g_{s}$ ) and the free-air effect $\left(g_{F A}\right)$. The residual gravity corresponds to contributions to gravity changes from the elastic-gravitational coupling and density stratification. The maximum change ( $1 \mu \mathrm{Gal}$ ) is about $3 \%$ of the residual gravity due to mass intrusion, well below the typical errors of $10 \mu \mathrm{Gal}$ for a relative gravity survey.
purposes. The numerical results for the elastically homogeneous media (Model 0 and Model 1) show a maximum difference between the surface gravity and the free-air effect of less than $0.2 \mu \mathrm{Gal}$ (Fig. 4b). This is consistent with the numerical results of Rundle (1978) and the analytical results of Walsh and Rice (1979) that the change in gravity observed for a massless, spherically symmetrical, dilatational source in a homogeneous medium is equal to the free-air effect only, or $\left|\nabla V_{p}\right|=0$. The contribution $\left|\nabla V_{p}\right|$ is practically negligible (about $1 \mu \mathrm{Gal}$ ) in the inhomogeneous

Table 3
Results from numerical experiment

|  | Pressurized cavity |  |  |  | Mass intrusion |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Depth } \\ & \text { km } \end{aligned}$ | $\begin{gathered} \text { Volume } \\ \mathrm{km}^{3} \end{gathered}$ | $\chi^{2}$ | $R^{2}$ | Depth Km | $\begin{gathered} \text { Mass } \\ 10^{12} \mathrm{~kg} \end{gathered}$ | $\chi^{2}$ | $R^{2}$ |
| Point source (analytical) | 8.8 | 0.16 | 57 | 0.99 | 8.8 | 0.45 | 37 | 0.66 |
| Model 0 (homogeneous) | 8.8 | 0.16 | 57 | 0.99 | 8.8 | 0.45 | 37 | 0.66 |
| Model 1 | 8.8 | 0.16 | 57 | 0.99 | 8.8 | 0.45 | 37 | 0.66 |
| Model 2 (inhomogeneous) | 9.4 | 0.16 | 31 | 1.00 | 9.2 | 0.48 | 37 | 0.65 |

medium (Model 3, Fig. 4b) as well. Note that for a massless intrusion all the gravity changes (except the free-air effect) are well below the typical errors of $10 \mu \mathrm{Gal}$ (e.g., Battaglia et al., 1999).

The results for the case study of a point mass intrusion with no pressure change are very similar. The maximum displacement induced by the mass intrusion is around 3 mm (Fig. 5a), or about $1 \%$ of the uplift due to cavity pressurization, indicating that the contribution to the uplift from $\nabla V_{p}$ is practically negligible. The fit of the computed gravity changes to the Long Valley data (Fig. 5b, Table 3) do not show a significant difference between the three cases proposed. The estimated mass in the inhomogeneous medium (Model 2) is slightly larger $\left(0.48 \times 10^{12} \mathrm{~kg}\right.$ instead of $0.45 \times 10^{12} \mathrm{~kg}$, a $7 \%$ increase) and deeper ( 9.2 km instead of 8.8 km , a $5 \%$ increase) than that inferred for the elastically homogeneous medium (Model 0 and Model 1). The estimated density in the inhomogeneous medium (Model 2) is $7 \%$ higher ( $3000 \mathrm{~kg} / \mathrm{m}^{3}$ versus $2800 \mathrm{~kg} / \mathrm{m}^{3}$ ) than that for the elastically homogeneous medium (Model 0 and Model 1).

## 4. Source Geometry

A very common approach to infer the deformation source parameters (depth, volume, mass, density) is to match gravity and uplift data to the predictions of an isotropic center of dilation (e.g., Mogi, 1958; EgGers, 1987; McKee et al., 1989; Berrino, 1994; Battaglia et al., 1999; Fernández et al., 2000; Rymer and William-Jones, 2000). A major shortcoming of this technique is that we may fit the wrong model to the data, because different source models produce very similar vertical deformations (Dieterich and Decker, 1975). This may yield estimates of the density and depth of the intrusion that are not reliable. Consider, for example, modeling data generated from an ellipsoidal source (Yang et al., 1988; Clark et al., 1986), assuming incorrectly a spherical symmetry for the source. The parameters of the actual ellipsoidal source are depth $=6 \mathrm{~km}$, volume change $=0.2 \mathrm{~km}^{3}$, mass change $=0.5 \times 10^{12} \mathrm{~kg}$ and density $=2500 \mathrm{~kg} / \mathrm{m}^{3}$. The spherical source fits the uplift data well (see Fig. 6a) but predicts a deeper location for the intrusion ( 8.5 km


Figure 5
Spherical mass intrusion with no pressure change. (a) Uplift due to the mass intrusion. The maximum uplift ( 3 mm ) is about $1 \%$ of the uplift due to cavity pressurization. (b) Match between experimental and modeled residual gravity. Again, the plot shows no major differences between modeling the intrusion using a point source in a homogeneous or layered medium (see Table 3).
instead of 6 km ). The spherical model also requires a larger mass ( 0.9 instead of $0.5 \times 10^{12} \mathrm{~kg}$ ) to obtain the same gravity signal (Fig. 6b). The estimated volume increase is close to the correct value ( $0.2 \mathrm{~km}^{3}$ ), because the spherical source is more efficient in causing vertical deformation. The spherical model fit appears reasonable and is able to explain about $99 \%$ of the uplift and gravity data. It is only when we compare the actual and computed radial displacements (Fig. 6c) that we realize that the spherical model is not appropriate. Using the parameters of the spherical source to estimate the intrusion density, we infer a value of $4500 \mathrm{~kg} / \mathrm{m}^{3}$ instead of the actual $2500 \mathrm{~kg} / \mathrm{m}^{3}$. Note that a straight line can successfully fit the ellipsoidal data gravity/ height correlation as well (Fig. 6d). The linear correlation between gravity and height


Figure 6
Bias due to incorrectly assessing the source shape. Actual ellipsoidal source (Yang et al., 1988; Clark et al., 1986): depth $=6 \mathrm{~km}$, volume $=0.2 \mathrm{~km}^{3}$, mass $=0.5 \times 10^{12} \mathrm{~kg}$, density $=2500 \mathrm{~kg} / \mathrm{m}^{3}$. (a) (b) and (c) Fitting a spherical source (solid line) to a data set created using an ellipsoidal source (error bars). Uncertainties for the synthetic data set are 6 cm for uplift, $20 \mu \mathrm{Gal}$ for the residual gravity and 6 mm for the radial displacement. Inferred spherical source: depth $=8.5 \mathrm{~km}$, volume $=0.2 \mathrm{~km}^{3}$, mass $=$ $0.9 \times 10^{12} \mathrm{~kg}$, density $=4500 \mathrm{~kg} / \mathrm{m}^{3}$. (d) A straight line fits the ellipsoidal data gravity/height correlation $\left(R^{2}=0.94\right)$. The linear correlation between gravity and height changes is considered to be a special characteristic of spherically symmetric magma bodies (EGGERS, 1987). In this case, the inferred density is

$$
3670 \mathrm{~kg} / \mathrm{m}^{3} \text { and } \Delta g / \Delta u=206 \pm 4 \mu \mathrm{Gal} / \mathrm{m}
$$

changes is considered to be a special characteristic of spherically symmetric magma bodies (EGGERS, 1987). In this case, the inferred density is $3670 \mathrm{~kg} / \mathrm{m}^{3}$ instead of the actual $2500 \mathrm{~kg} / \mathrm{m}^{3}$.

## 5. Summary and Conclusions

Combined geodesy and gravity measurements allow us to infer the density of intrusive bodies, and better constrain deformation sources in volcanic areas. In this work, we investigate three factors that can help in obtaining a more realistic picture of the intrusive body: (a) coupling between elastic and gravitational effects, (b) a layered Earth model, with one or more layers with differing densities and elastic properties and (c) non-spherical source geometries.

The first two factors investigated in this work do not affect the estimate of the source parameters significantly. Coupling between elastic and gravitational effects (self-gravitation) is second order over the time and distance scales normally associated with volcano monitoring. For a Maxwell material and at times long compared to the relaxation time, the stresses will relax to the point where the source terms are no longer balanced by the divergence of the stresses in the equilibrium equations. In this limit the self-gravitational effects cannot be ignored. We find no major differences between modeling the intrusion using a point source in a homogeneous or layered medium for an elastic model appropriate to Long Valley caldera.

Our results indicate that the critical step in the interpretation of the field data is the choice of the source model used to inverting geodetic and gravity data to infer the actual deformation source parameters. A simple experiment of matching deformation and gravity data from an ellipsoidal source using a spherical source shows that the standard approach of fitting a Mogi's source to gravity and uplift data only, excluding the horizontal displacements, can yield estimates of the source parameters that are not reliable. In our experiment, the spherical source fits the uplift and gravity data well (Figs. 6a and 6b), estimates correctly the volume increase $\left(0.2 \mathrm{~km}^{3}\right)$, but predicts a deeper location ( 8.5 km instead of 6 km ), a larger mass ( 0.9 instead of $0.5 \times 10^{12} \mathrm{~kg}$ ) and a larger density ( $4500 \mathrm{~kg} / \mathrm{m}^{3}$ instead of the actual $2500 \mathrm{~kg} / \mathrm{m}^{3}$ ) for the intrusion. Only by comparing the actual and the modeled radial displacements (Fig. 6c), we can demonstrate that the spherical model is not appropriate. It is important to note that a center of dilation can bias the results, overestimating the depth, mass and density of the intrusion. To obtain a reliable estimate of the depth and density of the intrusion, inversion of geodetic and gravity data should (a) not assume that the source possesses a spherical symmetry and (b) include not only the uplift and residual gravity, but the horizontal deformation as well (Dieterich and Decker, 1975). The ellipsoidal model can be used to invert geodetic and gravity data without assuming any particular orientation or symmetry, but the modeling requirements can be substantially more complicated than those for the Mogi's source (e.g., Tiampo et al., 2000).
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# Intrusive Mechanisms at Mt. Etna Forerunning the July-August 2001 Eruption from Seismic and Ground Deformation Data 

A. Bonaccorso ${ }^{1}$, S. D'Amico ${ }^{1}$, M. Mattia ${ }^{1}$, and D. Patanè ${ }^{1}$


#### Abstract

In this work we present seismological and ground deformation evidence for the phase preparing the July 18 to August 9, 2001 flank eruption at Etna. The analysis performed, through data from the permanent seismic and ground deformation networks, highlighted a strong relationship between seismic strain release at depth and surface deformation. This joint analysis provided strong constraints on the magma rising mechanisms. We show that in the last ten years, after the 1991-1993 eruption, an overall accumulation of tension has affected the volcano. Then we investigate the months preceding the 2001 eruption. In particular, we analyse the strong seismic swarm on April 20-24, 2001, comprising more than 200 events $\left(M_{\max }=3.6\right)$ with prevalent dextral shear fault mechanisms in the western flank. The swarm showed a ca. NE-SW earthquake alignment which, in agreement with previous cases, can be interpreted as the response of the medium to an intrusive process along the approximately NNW-SSE volcano-genetic trend. These mechanisms, leading to the July 18 to August 9, 2001 flank eruption, are analogous to ones observed some months before the 1991-1993 flank eruption and, more recently, in January 1998 before the February-November 1999 summit eruption.


Key words: Ground deformation, volcano seismology, Mt. Etna Volcano, intrusive mechanism.

## 1. Introduction

In the last twenty years, geophysical investigations have played an increasingly important role in studies of Mt. Etna eruptive processes. In particular, seismological and ground deformation studies provided the best information during recent years, in which several important lateral eruptions have occurred. It is well known that the study of seismic activity is a very powerful tool for understanding the inner structure of a volcano. Unfortunately, at Mt. Etna, the permanent seismic network has been of low density for a long time, limiting the accuracy of hypocentral locations, and consequently our expertise on Mt. Etna magma dynamics in the shallow 5 kilometres of crust (e.g., Gresta et al., 1998; Barberi et al., 2000; Patanè and Privitera, 2001). Only since the 90 s have seismic data been available in digital form by a sufficient number of stations (increased in time) equipped also with three-component sensors (e.g., Patanè et al., 1999; Patanè and Privitera, 2001; Patanè et al.,

[^13]2003a). This allows us to put high-quality constraints on seismic activity occurring at most depths and to better study the recent eruptive activity.

For the different recent lateral eruptions, ground deformation data analysis and modelling has indicated preparation times which lasted from months to several years. The modelling showed that the final uprising system, i.e., the tensile mechanisms inside the volcano edifice, involved the same structure oriented approximately NNWSSE. A resumé of the ground deformation modelling of three principal recent lateral eruptions (1981, 1989, 1991-1993) and the implications in terms of associated precursors is discussed in Bonaccorso (2001). The NNW-SSE trending fault zone, older than Mt. Etna, borders on the eastern margin of Sicily crossing the volcano and characterises the main eruptive trend (e.g., Frazzetta and Villari, 1981; Lo Giudice and Rasà, 1986). The relationship of this regional trend with the regional tectonic setting, volcanological features and geophysical constraints is widely discussed in Bonaccorso et al. (1996).

In a wider and integrated context, a multidisciplinary investigation focussed on the eruption precursors should be implemented in order to better understand the possible modification of the volcanic activity. Recently, interesting results have been obtained through the integrated analysis of seismic and ground deformation data. Short-term precursors were observed by seismic foci migration with stress field modification (Patanè et al., 1994; Bonaccorso et al., 1996; Cocina et al., 1998) and transient variations on tilt during the two months preceding the 1991-1993 eruption (Bonaccorso and Gambino, 1997). Especially, the occurrence of strong seismic swarms, which occurred in the southwestern sector of the volcano along an approximately NE-SW structure, has been observed in relationship with magma movement through the upper crust and/or inside the volcanic edifice. This seismicity forerunning the 1991-1993 eruption has been interpreted as a response of the medium to the intrusive episode occurring across the volcano-genetic NNW-SSE structural trend (Fig. 1). Analogous conclusions have been reached for the swarm which occurred on January 1998 again in the southwestern flank (Bonaccorso and Patanè, 2001). Also in this case the seismic swarm was associated with an intrusion along the NNW-SSE trend which then led to the February-November 1999 summit eruption (Fig. 1).

In this work first we furnish wide evidence that after the 1991-1993 eruption, a tension accumulation characterised the volcano. Then we focus our study on investigating the final intrusive mechanisms which occurred during the period before the last lateral eruption occurring on July-August, 2001 (Research Staff of INGV-CT, 2001) as inferred by seismic strain release and surface 3-D deformation provided by the GPS permanent network. In particular, we analyse the strong seismic swarm of April 20-24, 2001. We show that this event is associated with the transition between a phase of continuous accumulation of tension below the volcano and the beginning of an intrusion process. Furthermore, we point out that this kind of seismicity can be, once again, considered a confirmation of the south
western flank response to the intrusion processes occurring across the volcanogenetic, approximately NNW-SSE structural trend. We discuss the implications of this stress readjustment, which is to be considered a valid precursor.

## 2. Seismic and Ground Deformation Permanent Networks

The Mt. Etna permanent seismic network, run by the Catania Section of the National Institute of Geophysics and Volcanology (hereafter, INGV-CT), is the

b


Figure 1
(a) Sketch model of the rupture mechanism associated with the 1991-1993 flank eruption (BONACCORSO et al., 1996); (b) epicentral map of the January 9-14, 1998 seismic swarm. The position of the surface projection of the modelled shallow dike is also drawn (Bonaccorso and Patané, 2001). The stars represent the main shocks of the swarms ( $M_{d}=4.5$ and $M_{d}=3.7$, respectively). The focal solutions are also reported. The swarms were interpreted as shear response to the intrusion process along the NNW-SSE structural trend.
integration of two seismic networks running separately until 2000 by Istituto Internazionale di Vulcanologia (IIV) and Sistema Poseidon (Fig. 2). The former network was composed of 14 seismic stations, 10 of which were one-component analog stations, equipped with short-period sensors ( 1 s ), and the other four threecomponent stations, two of which were equipped with broadband sensors ( 30 s ). The Sistema Poseidon network was composed of 56 stations, spread out over eastern Sicily, 39 of which were deployed on Mt. Etna and equipped with short-period sensors ( 1 sec ). Also in this case, excluding four three-component stations, the entire network was composed of one-component analog stations. Signals from remote sites are transmitted by radio or cable to Catania where they are continuously recorded on drum recorders and digitalized at a sampling rate varying from 100 Hz in continuous mode to 200 Hz in trigger mode.

The permanent network for the continuous tilt monitoring is composed of eight bi-axial electronic borehole tiltmeters positioned at about 3-5 m depth (Fig. 2). The complete configuration has been operating since 1990. The stations are equipped with Applied Geomechanics Inc. tiltmeters model 722 (CDV, MSC, MEG, SPC stations) with $0.1 \mu \mathrm{rad}$ precision or model 510 (DAM, MDZ, MMT stations) with


Figure 2
Mt. Etna seismic and ground deformation networks run by the Catania Section of the National Institute of Geophysics and Volcanology (INGV-CT).
$0.01 \mu \mathrm{rad}$ precision. The radial tilt, i.e., the component directed toward the crater, has positive signal variation that means crater up. The second component, the tangential one, is orthogonal to the radial and a positive signal variation means uplift in the anticlockwise direction. The control datalogger is programmed for 48 data/day sampling ( 1 sample every 30 minutes) and includes acquisition of the two tilt components, air and ground temperatures, and instrumental control parameters, such as power supply and dc/dc converter voltage. The data are transmitted to INGV-CT via radio-link. Temperature noise is present in the borehole types, whose electrolytic bubble sensors can be affected by diurnal and seasonal temperature variations (AGI, 1993; Bonaccorso et al., 1999). The tilt data are filtered from the seasonal temperature noise using the linear correlation with the ground temperatures. In 1997 a high precision long-base fluid tiltmeter was installed at the Pizzi Deneri observatory (PDN.OBS) in the high ( 2850 m a.s.l.) northeastern volcano flank. The instrumentation is positioned along two underground tunnels, where two $80-\mathrm{m}$ long orthogonal tubes are filled with mercury, whose vertical changes at the extremities are measured by laser sensors giving a real precision of $0.01 \mu \mathrm{rad}$ (BonACCORSO et al., 1998). It is stable and not affected by temperature noise because both the tilt measurement is obtained as the difference between vertical values of the mercury level at the extremities of the tubes and the sensors (optical laser) are very stable for temperature variations.

Recently the ground deformation continuous monitoring was upgraded with the installation of the GPS permanent network, which began to operate in November 2000. Only six stations were working until March 2001, while a configuration of 13 stations was reached in the late spring-summer of 2001 (Fig. 2). A PC-based master station, on which a software program (called Genesis Master) calls the remote stations (once or more per day), downloads GPS data through a Remote Access Server. Each remote station is based on an industrial PC motherboard and the transmission of data is performed by a GSM cellular modem. The gathered data are processed with software called EOLO (Amore et al., 2002), that one or more times per day processes the data and stores the processed baselines in a database. The same software displays data in terms of length variations between the benchmarks, and an automatic subroutine calculates the strain parameters and displays the areal dilatation, the shear components, the components of the strain tensor, etc. In offline mode, a more accurate analysis can be performed with the Trimble Geomatics Office software. The network is adjusted using a same local reference point (NICO Nicolosi), which can be considered fixed with respect to the summit area. Due to the small extension of the measured area, the tilt or bias introduced by differences in the satellite ephemeris reference systems are negligible. Therefore, the minimal constraint approach using one of the network benchmarks as a fixed point ensures the stability of the reference frame during different days. The error ellipse calculated at the confidence interval of $95 \%$ is of the order of a few millimeters. In Table 1 the main features of data processing are reported.

Table 1
Method of GPS observations and analysis

| Receiver | Trimble 4700 |
| :---: | :---: |
| Daily session | $6-24 \mathrm{~h}$ |
| Data sampling | 30 sec. |
| Elevation cutoff | $15^{\circ}$ |
| Software | Trimble TGO |
| Orbit | precise eph. (NGS) |
| Tropospheric model | Saastamoinen's model with |
| Reference point | standard atmospheric conditions |
| NICO (Nicolosi) |  |

## 3. Stress Accumulation after the 1991-1993 Lateral Eruption

During the 1991-1993 eruption, the most significant lateral eruption in the last three centuries both in terms of duration (476 days) and lava erupted (ca. 250 $10^{6}$ $\mathrm{m}^{3}$ ), the ground deformation showed a deflation of the volcano edifice, analysis of which constrained an intermediate storage at a depth of $3-4 \mathrm{~km}$ b.s.l. (Bonaccorso, 1996). A renewal of tension accumulation was observed in the whole volcanic edifice after the end of this eruption. The ground deformation showed an inflation (Puglisi et al., 2001) which uniformly increased during the following years. The areal deformation, accumulated by EDM and GPS networks from 1994 to 2001, indicated an overall continuous accumulation of tension inside the volcano (Fig. 3). It is noteworthy that this accumulation did not appear equilibrated by the energy discharge that occurred through the summit eruption (February-November, 1999), fed by a small dyke emplacement (Bonaccorso and Patanè, 2001), the JanuaryMay 2001 summit eruption, and the several tens of strong explosive events at the summit craters during the 1998-2001 (GVN, 1998; GVN, 2000; La Delfa et al., 2001; Research Staff of INGV-CT, 2001).

After the 1991-1993 deflation, the tilt signals evidenced a modest but progressive positive trend during the following years. The radial components, filtered from the seasonal thermic noise, are shown in Figure 4. The modest accumulation of tilt changes could be explained by a near uniform lifting of the volcano edifice. Also this pattern could be compatible with a tension accumulation inside the volcano. It is interesting to observe that in the last four years data of the summit long-base fluid tiltmeter has shown a near continuous deflation with about 14 microradians accumulated (Fig. 5) rather than inflation seen in the geodetic data. This interesting aspect could be an effect of the summit topography with average slope larger than $20^{\circ}$ where a deep pressuring source can produce radial tilt opposite in sign to what would be expected for a flat topography (Cayol and Cornet, 1998; William and Wadge, 1998).

An overview of the seismicity occurring at Mt. Etna since 1990 is given by the rate of the earthquakes ( $M_{d} \geq 2.5$ ) expressed as a number of events per day (inset in

Fig. 6). In Figure 6 the cumulative strain release is also reported. In detail, it is possible to observe that the 1991-1993 eruption was accompanied by a period of more or less total absence of earthquakes. The reappearance of such events was observed only since May 1993. The level of seismicity, however, was low until June 1996. Thereafter a significant increase in the seismic strain release gradient was observed and remained practically constant throughout 1997. In this last period seismicity affected most of the volcanic edifice (Patanè et al., 1999) and was located at depths ranging from sea level to ca. 25 km . A strong increase in activity was recorded during the swarm occurring on January, 9-14, 1998 in the western flank of the volcano. Also this swarm was associated with an intrusive process


Figure 3
Planar areal dilatation calculated from the line length changes in the different monitored sectors through the EDM and GPS networks during the last 15 years. The areal dilatation represents mean values of the deformation in these areas. It is clearly evident how the 1991-1993 lateral eruption was accompanied by an areal contraction phase (deflation). After this eruption a near-continuous expansion accompanied the volcano edifice until 2001. A partial attenuation of the areal dilatation positive trend is recorded astride the February-November 1999 eruption.


Figure 4
Radial tilt recorded at the shallow borehole stations during the period 1990-2001 before the July 2001 eruption onset. The data have been filtered from thermic seasonal noise using a linear correlation with the ground temperature. After the 1991-1993 deflation the signals evidence a modest but progressive inflation. The signals of the stations of MDZ, CDV, and SPC are not shown due to several interruptions which resulted from the electronic and instrumental problems which often caused the removing and re-installation of the instrumentation.
which provoked a shallow dike uprising inside the volcano edifice (Bonaccorso and Patanè, 2001). This dike was interpreted as the emplacement leading to the January-February 1999 eruption, which allowed a partial tension release. This interpretation is in agreement with the partial attenuation of the areal dilatation trend (see Fig. 3) and the low seismic level mainly recorded in the second half of 1999.
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Figure 5
Radial tilt recorded at the long-base mercury tiltmeter during 1997-2001 before the July 2001 eruption onset (raw data). The station is located in the northeastern summit area ( 2850 m a.s.l.).

After several months of low seismic activity, a significant variation in the strain release gradient was observed from November 5, 2000, when a seismic swarm occurred in the upper southern flank of the volcano (115 earthquakes; $\mathrm{M}_{\max }=3.6$ ) at a depth of ca. $8-10 \mathrm{~km}$. This swarm marked the beginning of a relevant positive variation in the cumulative strain release curve (Fig. 6). In the following months other relevant swarms occurred and the average number of "background" events also increased together with the mean magnitude.

## 4. January - April 2001 Seismicity and Ground Deformation

Focusing our attention now on the spatial distribution of seismicity during the period 1 January-19 April 2001, in Figure 7 the map of epicentral locations and the related west-east cross section are reported. Earthquakes were located using HYPOELLIPSE code (LAHR, 1989) so as to allow for the difference in altitude of the seismic stations and to correctly detect the hypocentre spatial patterns in the volcanic cone. The 1-D velocity model used was derived by Hirn et al. (1991), with sea level assumed as the reference (zero) elevation. We selected 232 events using the following thresholds: number of observations ( N ) $\geq 10$, the horizontal $68 \%$ confidence limit in the least well-constrained direction (ERH) $\leq 1.0 \mathrm{~km}$, the $68 \%$ confidence limit for depth $(E R Z) \leq 1.5 \mathrm{~km}$, root-mean-square residual $(\mathrm{RMS}) \leq 0.3 \mathrm{~s}$,
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Number of earthquakes $\left(M_{d} \geq 1.0\right.$ ) and related strain release vs. time recerded in the Entean area during January--Jly 2001 time period



Figure 7
Map of epicentral locations and related W-E cross section of the best constrained earthquakes recorded between January and 19, April, 2001. FPSs of some stronger earthquakes and the related azimuth distribution of the horizontal projection of $P$ axes are also shown.
largest azimuthal separation in degrees between stations as seen from the epicenter $(\mathrm{GAP}) \leq 180^{\circ}$. Earthquake epicenters spread in a wide area covering most of the southern and eastern part of the volcano (Fig. 7). A peculiar feature of the earthquakes spatial distribution is its depth pattern. In fact, in the W-E cross section we can observe that the seismicity of the eastern flank is confined to the depth range $2-6 \mathrm{~km}$ b.s.l., while, in the central-western flank shocks are confined in two main different volumes, under ca. 6 km and above 1 km b.s.l., respectively. Moreover, since the second half of February, an increase in the seismicity has also been observed in the central upper part of the volcano. Earthquake locations show a ca. NNW-SSE alignment, and focal depths range between 1 and 5 km b.s.l. (light grey circles in Fig. 7). In Figure 7 thirteen Fault Plane Solutions (FPS) of the stronger earthquakes which occurred in this period and the related spatial $P$-axes distribution are also reported. These FPSs have been selected on the basis of rigorous criteria (number of polarities $\geq 15$, number of polarity discrepancies $\leq 2$, focal planes uncertainty $<20^{\circ}$, unique and unambiguous solution). FPSs show prevalent strike-slip rupture mechanisms and, in several cases, these strike-slip faults present a remarkable normal component. Normal dip-slip mechanisms were also observed along the alignment oriented NNW-SSE where seismicity was mainly clustered. Southwards of the central craters the $P$-axes orientation indicate a ca. E-W direction, coherently with the ground deformation results which indicated a similar orientation of the displacement vectors for this sector of the volcano. Conversely, at greater depth ( $>15 \mathrm{~km}$ ) earthquakes located in the western and northwestern sector of the volcano displays a different orientation of $P$ - and $T$ - axis with respect to the shallower ones. In fact, we usually observe that $P$-axes are ca. NNW-trending below $15-\mathrm{km}$ depth, suggesting a closer relation with the regional stress at greater depth (Patanè and Privitera, 2001; Patanè et al., 2003). It is noteworthy, excepting the deep earthquakes recorded in the southwestern sector (Jan.-April, 2001), that this seismicity shows similar features to that observed during the July, 12-18 seismic swarm, which led to the lateral eruption of July 17 to August 9 (Research Staff of INGV-CT, 2001), with prevalent dip-slip rupture mechanism (Patanè et al., 2003a). The main difference is that before the eruption the foci were located at shallow depth.

A powerful contribution to continuous ground deformation monitoring was provided by the GPS permanent network. Coherently with the renewal of seismic activity observed since November 2000, during the early months of 2001 the daily length variations between the stations of the GPS permanent network followed the general trend measured once per year since the end of the 1991-1993 eruption, and confirmed that the inflation of the volcano continued (Fig. 8). Moreover, the height changes showed a clear positive trend during the period between January and the $20^{\text {th }}$ of April 2001 in agreement with the continuation of the inflation phase. The distribution of the displacement vectors together with the vertical changes calculated for the period January 12 to April 20 is shown in Figure 9.


Figure 8
Example of line length changes observed by the daily sessions of the GPS permanent network during January-June 2001. Continuing the previous eight-year trend, a near continuous expansion is still evident. This expansion was to be interrupted by the July 2001 eruption.

## 5. The Swarm of April 20-24, 2001

On April 20, 2001 a strong seismic swarm started and more than 200 events $\left(\mathrm{M}_{\max }=3.6\right)$ were recorded in about four days. We selected 41 events using the following thresholds: number of observations $\geq 10$, ERH $\leq 1.0 \mathrm{~km}, \mathrm{ERZ} \leq 1.0 \mathrm{~km}$, RMS $\leq 0.30 \mathrm{~s}, \mathrm{GAP} \leq 180^{\circ}$. The epicenters distributed in the southwestern upper part of the edifice clearly define a NE-SW alignment located between ca. 5 and 10 km depth (Fig. 10). The epicentral distribution is in agreement with the rupture mechanism obtained by the focal plane solution of the main shock (star in Fig. 10) and then constrains the fault plane to be along a NE-SW direction. In Figure 8 we report the FPSs of ten shocks selected on the basis of rigorous criteria (number of polarities $\geq 15$, number of polarity discrepancies $\leq 2$, focal planes uncertainty $<20^{\circ}$,


Figure 9
Displacement vectors and vertical changes (ellipsoidal) calculated for the time interval January 01, 2001 to April 26, 2001 The reference point is NICO. The error ellipse calculated at the confidence interval of $95 \%$ is of the order of a few millimetres.
unique and unambiguous solution). The analysis was performed using the FPFIT algorithm (Reasenberg and Oppenheimer, 1985) to plot first motion data and to evaluate nodal planes and the orientation of main strain axes. The good azimuth coverage of the investigated area well constrained the single focal solutions for most of the events. Coherently with the rupture mechanism of the main shock (star in Fig. 10), which is of dextral strike-slip, the majority of the other earthquakes present comparable rupture mechanisms. In Figure 10 the spatial distribution of the horizontal projection of the $P$-axes for these mechanisms is also reported. $P$-axes directions are mostly distributed almost horizontally, showing a prevalence of compression in the $\mathrm{N} 90^{\circ}-110^{\circ} \mathrm{E}$ direction.

Important information pertaining to the deformative behaviour of the volcano during the seismic crisis is provided by the GPS permanent network. The positive areal dilatation pattern, which was evidenced by EDM and GPS discrete networks since 1994 and was also confirmed during the early months by daily GPS measurements, appears interrupted during the week of the swarm (Fig. 9). The main aspect is represented by the negative vertical changes which indicate a lowering at the entire volcano scale (Fig. 11). This behaviour is compatible with magma movements from depth into the shallow ( $3-5 \mathrm{~km}$ ) reservoir (Patanè et al.,


Figure 10
Epicentral map and hypocentral W-E cross section of the best constrained earthquakes of the swarm recorded between, April 20-24, 2001. Some examples of FPSs and the related azimuth distribution of the horizontal projection of $P$ axes are also reported.


Figure 11
Displacement vectors and vertical changes calculated for the time interval 20-26 April, astride the seismic swarm. The reference point is NICO. The error ellipse calculated at the confidence interval of $95 \%$. is of the order of a few millimetres.

2003b) which causes a temporary decrease of the pressure at depth and the edifice deflation.

## 6. Concluding Remarks

In this work we present an overview of seismic activity and ground deformation observed at Mt. Etna in recent years, focusing our attention on the last few months before the July-August 2001 eruption. After the 1991-1993 eruption, the areal dilatation highlights that the volcano is recharged with a near continuous constant rate, whereas during the same period the seismicity mainly exhibits two different behaviours: it is practically negligible (except during some swarms which occurred from late 1994 until early 1995) until June 1996 and then gradually increases from July 1996 until the beginning of 1999, when a ten-month summit eruption took place. During this time interval (1996-1999) the spread and deep seismicity and the overall and marked inflation of the entire edifice suggest that the pressure centre could be several kilometres deep (5-10) below the sea level. In this period the tension accumulation was partially released through an intense summit activity (lava
fountains, overflows from central craters, and summit eruptions). Thereafter, the seismicity remained at low levels until November 2000, when a strong seismic swarm marked a new significant modification in the seismic strain release. In the ensuing months the average number of "background" events increased together with the mean magnitude, and several swarms also occurred. A marked change in the state of the volcano was represented by the April 20-24, 2001 seismic swarm, which occurred in the southwestern flank. Following this swarm, a further increase in the strain release gradient was observed until May 20, slightly before the beginning of a cycle of Strombolian eruptions at the southeast Crater. This strong seismic swarm represents the response of the medium to a deep magma intrusive episode that started in the preceding months and uprose at a shallower depth in the following months, and was a forerunner of the July 17 to August 10, 2001 lateral eruption (Research Staff of INGV-CT, 2001). This intrusion seems to be testified by the seismicity clustered along the NNW-SSE direction, which occurred in the period January-April, 2001 and by a clear pattern evidenced by geodetic data. Particularly, the polarization of the displacement vectors in the east direction can be considered as the result of magma intrusion along the same structures activated seismically.

Gravity measurements before the 2001 eruption show a progressive negative variation which reversed its trend between July 2001 and the beginning of August 2001 when the eruption occurred. This has been interpreted as the effect of a 2-3* $10^{11} \mathrm{~kg}$ mass decrease within a source $2-3 \mathrm{~km}$ b.s.l. that could have supplied the 2001 eruption (Research Staff of INGV-CT, 2001). However, in our opinion, the interpretation of gravity changes alone may not be sufficient to describe an intrusion or magma recharge processes (Fernández et al., 2001a,b). In fact, gravity measurements on Mt. Etna are performed periodically along a profile of 19 stations crossing east-west the uppermost southern flank of the volcano and no continuous recording was still available.

From the integration of seismological and geodetic data, in this work we have evidence that before the July-August 2001 eruption an intrusive mechanism took place along the volcano-genetic NNW-SSE structural trend, where dike emplacement caused several recent eruptions (e.g., Bonaccorso, 2001). In particular, similar mechanisms were observed before the 1991-1993 eruption (e.g., BonACCORSO et al., 1996) and in January 1998 (Bonaccorso and Patanè, 2001). As regards the April 2001 swarm, an interesting contribution is provided by the new GPS permanent network which during the period of the swarm (20-24 April) showed a general lowering of the volcano edifice. This behaviour could be explained by the intrusion process which is characterised by a mass transfer from a deeper storage zone (5-10 km b.s.l.) to the upper part of the volcano.

The uprising of melt from the overpressured reservoir causes a depressuring of the same reservoir. The lowering of the edifice recorded during the magma ascent and the associated swarm would be the consequent deformation effect recorded on the
surface. This interesting aspect would confirm the possible existence of magma storages inside Mt. Etna and provide the basis for future investigations.

In conclusion, the integration of seimicity, i.e., the fast strain release along preferential structures, together with the ground deformation, i.e., slow movement of the overall edifice, proves to be a powerful tool to further knowledge of the volcano and to understand its dynamics.
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#### Abstract

In this work we review the development of both established and innovative analytical techniques using numerical simulations of the southern California fault system and demonstrate the viability of these methods with examples using actual data. The ultimate goal of these methods is to better understand how the surface of the Earth is changing on both long-and short-term time scales, and to use the resulting information to learn about the internal processes in the underlying crust and to predict future changes in the deformation and stress field. Three examples of the analysis and visualization techniques are discussed in this paper and include the Karhunen-Loeve (KL) decomposition technique, local Ginsberg criteria (LGC) analysis, and phase dynamical probability change (PDPC). Examples of the potential results from these methods are provided through their application to data from the Southern California Integrated GPS Network (SCIGN), historic seismicity data, and simulated InSAR data, respectively. These analyses, coupled with advances in modeling and simulation, will provide the capability to track changes in deformation and stress through time, and to relate these to the development of space-time correlations and patterns.
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## 1. Introduction

In recent years, a combination of theoretical analysis and numerical simulations established the link between earthquake fault networks and the physics of critical point systems. These earthquake fault systems have been shown to be characterized by nonlinear dynamics, nonclassical nucleation, large correlation lengths, and the Gutenberg-Richter scaling law (Smalley et al., 1985; Bak et al., 1981;

[^14]Rundle, 1989; Sornette and Sornette, 1989; Rundle and Klein, 1995; Rundle et al., 1995, 1997, 1999; Main, 1996; Sammis et al., 1996; Fisher et al., 1997; Ferguson et al., 1999; Jaume and Sykes, 1999). However, direct analysis of the actual earthquake fault system remains incomplete due to the inherent difficulty in sampling the continuum and its physical parameters (Richter, 1958; Kanamori, 1981; Turcotte, 1991; Geller et al., 1997; Bonnet et al., 2001).

Much of the recent geophysical research associated with earthquakes themselves has centered on investigating a variety of spatial and temporal patterns that exist in local and regional deformation and seismicity data (Mogi, 1969; Keilis-Borok et al., 1980; Kanamori, 1981; Yamashita and Knopoff, 1989; Kagan and Jackson, 1992; Ellsworth and Cole, 1997; Jones and Hauksson, 1997; Pollitz and Sacks, 1997; Bowman et al., 1998; Wyss and Wiemer, 1999; Bawden et al., 2001; Dong et al., 2002; Watson et al., 2002). Although much of this work represents important efforts to describe the characteristic patterns in the data, none of these observations or methodologies systematically identifies all possible patterns, a necessary first step for the quantification of earthquake precursors.

Earthquake fault systems are one example of a complex nonlinear system consisting of an interacting spatial network of nonlinear cells that fire or fail as a result of a persistent driving force. Such driven systems are characterized by thresholds, residual stresses, quenched disorder, and noise, with complex spatial and temporal firing patterns that are difficult to analyze deterministically, but have been modeled using computer simulations with reasonable success (Rundle and Klein, 1995; Main, 1996; Fisher et al., 1997; Nijhout et al., 1997; Anghel and Ben-Zion, 2001; Rundle et al., 2000). A method developed by RundLe et al. (2000), for analyzing nonlinear threshold systems based upon the principal component analysis techniques used to study another nonlinear system, the ocean-atmosphere interface (Preisendorfer, 1988; Penland, 1989) was applied to numerical simulations of earthquake events. Shown in Figure 1a is the topological map view of the Virtual California fault model used to develop the methods discussed here. Virtual California is a dynamical, backslip, fault patch model of southern California in which the stress accumulation on each fault is a combination of the linear driving stress due to plate tectonics and the elastic interactions from the fault patch response, with over 300 two-dimensional patches to date (RundLE, 1988). All faults are vertical strike-slip faults, in a boundary element mesh of approximately 10 km horizontal and 20 km in vertical depth. Virtual California was originally used to retrieve space-time patterns in seismicity and deformation, and to compare them to the historical data for southern California (Fig. 1b).

The long-term goal of these simulations is to assist in determining the nature and value of those physical parameters that govern the fault system dynamics. Using these numerical simulations, we have discovered systematic space-time variations in seismicity in southern California (TiAmpo et al., 2000, 2002a,b; Rundle et al., 2000, 2002a,b,c,d). This discovery led us to investigate the feasibility of applying both established and innovative spatio-temporal analysis techniques to data collected in


Figure 1
a) Historic events in southern California, magnitude $\geq 6.0$; and b) topology (2001) of the Virtual California fault model, map view units in hundreds of kms (RUNDLE et al., 2000, 2001, 2002a).
southern California. Previously we applied two of these methods, the KarhunenLoeve expansion (KLE) analysis and the phase dynamical probability change (PDPC) technique, to seismicity (TiAMPO et al., 2000, 2002a,b). Here we will detail the application of three analysis methods: the two mentioned above and a third that we have christened the Local Ginsberg Criteria (LGC), from their genesis in numerical simulations of fault systems to their promising application to either actual or simulated geodetic data.

## 2. Motivation

The Southern California Integrated GPS Network (SCIGN) is a regional network of GPS stations for the purpose of measuring the response of the southern California fault system to regional strains, to identify localized, unknown fault features and sources such as blind thrust faults, to estimate earthquake potential, and to quantify the physical parameters of the fault system itself. Important work related to this continuous array includes the calculation of station velocities (The SCIGN Project Report to NSF, 1998), the estimation of coseismic and postseismic displacements relating to both the 1992 Landers earthquake and the 1994 Northridge earthquake and their aftershocks (Bock et al., 1997; Wdowinski et al., 1997), and the analysis of various noise sources (Zhang et al., 1997; BAWDEN et al., 2001; DONG et al., 2002; Watson et al., 2002). However, much remains to be accomplished towards the quantization of fault parameters and mechanics, and the identification of those local faults or those which are integral to the system but currently unknown, such as blind thrusts. In addition, it has been difficult to either quantitatively
determine or reach agreement on the nature of the time-dependent tectonic signals and their response to local or regional strain above the noise in the data (Argus et al., 1999; BAWDEN et al., 2001; Dong et al., 2002; Watson et al., 2002). The large, complex nature of the fault network precludes the simple analysis of its surficial expression, whether seismicity or deformation.

While observations of the geophysical system, including both seismicity and crustal motions, are vital to understanding the physics of the fault system and its evolution in time, a variety of data assimilation and analysis techniques and a model that accurately predicts the system dynamics are essential. For large quantities of data, such as those generated by SCIGN or InSAR, the first stage of this process is even more vital. Here we focus on that first stage using several related techniques and quantities developed with numerical simulations, that produce scaled measures of the seismicity and strain fields and show promise for specifying and quantifying the patterns of interest in the data (Rundle et al., 2000; Tiampo et al., 2000, 2002a,b; Rundle and Klein, 2002b).

## 3. Methodology

### 3.1. Karhunen-Loeve ( $K L$ ) Decomposition

Pattern evolution and prediction in nonlinear systems is complicated by nonlinear interactions and noise, however understanding such patterns, which are simply the surface expression of the underlying dynamics, is critical to understanding and perhaps characterizing the physics which control the system. In the case of a complicated fault system, while the physical parameters which control the system, such as coefficients of friction, stress drops, residual stresses, or Poisson's ratio, are often obscure or unknown, seismicity and surface deformation are both observable and measurable. Rundle et al. (2000), proposed a method of decomposing these complex spatial and temporal patterns of the physical system into their orthonormal pattern eigenstates. This KL expansion (KLE) is a technique in which a dynamical system is decomposed into a complete set of linearized, orthonormal subspaces. It has been applied to a number of other complex nonlinear systems over the last fifty years, including the ocean-atmosphere interface, turbulence, meteorology, biometrics, statistics, and solid earth geophysics (Hotelling, 1933; Preisendorfer, 1988; Savage, 1988; Penland, 1989; Vautard and Ghil, 1989; Fukunaga, 1990; Holmes et al., 1996; Moghaddam et al., 1998). The basis functions are the orthonormal decomposition of the pattern states that are the physical expression of the underlying dynamics of the system. As such, they define a unique, finite set of patterns for a given system, the eigenvalues and eigenstates of its correlation operator (Fukunaga, 1970). Note that the use of this decomposition implicitly assumes that one is dealing with a process that is both Markov and stationary. This implies, in the case of seismicity, that one has a complete data set that is large enough in both space
and time to be effectively stationary, at least for long periods of time: a point that should be examined for each data set (Main, 1996; Turcotte, 1997).

Rundle et al. (2000), detail the successful application of this technique to computer simulations of the complex fault systems, identifying the spatial eigenvector patterns from a KL decomposition of fault patch simulation data, while Anghel (2001) and ANGHEL et al. (2003), apply a similar methodology to modeled deformation data in order to capture the coherent structures and their interactions. The method was extended to include an unequal-time correlation operator that can be used to forecast events in the simulations in the same manner as an EOF analysis is used to predict El Niño events in meteorology (Preisendorfer, 1988; Penland, 1989; Rundle et al., 2000). A similar analysis was conducted on historic seismicity data for southern California. The data was obtained from the SCEC database, from 1932 through 1991. Relevant information consists of location in latitude and longitude and the time of occurrence. Each time step, days, is given a value of 1.0 if one or more events occur in that time period. This is done for each location time series, after which the mean for each time series is removed from the data. A KLE analysis was then performed on the entire data set. Shown in Figure 2 are results for the period 1932 through 1991. The first mode is a background seismicity mode, reflecting both the relative frequency of events and the ability to detect more events with time. The second mode delineates the occurrence of the Coalinga earthquake of 1983 as the predominant signal in the seismicity data prior to 1991 , and may be thought of as a classic Mogi donut on a large spatial scale (Mogi, 1969). Note the appearance of correlations in the eighth KL mode (Fig. 2c) related to the upcoming Landers event (Fig. 1a) in 1992, despite the fact that there is no seismicity data for the Landers sequence in the analyzed data. This suggests that there exists correlated seismicity in the data prior to the upcoming event (TiAmpo et al., 2002a).

The KL procedure involves constructing a correlation operator, $C\left(x_{i}, x_{j}\right)$, for the sites that contain the spatial relationship of slip events over time. $C\left(x_{i}, x_{j}\right)$ is decomposed into the orthonormal spatial eigenmodes for the nonlinear threshold system, $e_{j}$, and their associated time series, $a_{j}(t)$. These spatial-temporal pattern states can be used to reconstruct the primary modes of the system, with or without noise, and quantify their relative magnitude and importance. These modes can be used to characterize the physical parameters such as stress levels and interactions that control the observable patterns. Here we demonstrate its application to one particular observable, SCIGN data.

Similar to the empirical orthogonal function (EOF) technique developed by Preisendorfer (1988), for the atmospheric sciences, the KL expansion is obtained from the $p$ time series that record the deformation history at particular locations in space. Each time series, $y\left(x_{s}, t_{i}\right)=y_{i}^{s}, s=1, \ldots p$, consists of $n$ time steps, $i=1, \ldots n$. The goal is to construct a time series for each of a large number of locations, in this case days. These time series are incorporated into a matrix, $T$, consisting of time series of the same measurement for $p$ different locations, i.e,


 Figure 2
a) First KL mode, 1932-1991; b) Second KL eigenpattern and c) eighth KL eigenpattern. Shown are the correlations between event occurrence in each box. Here the scale represents normalized correlation, running from -1.0 to 1.0. (TiAMPO et al., 2002a).

$$
T=\left[\bar{y}_{1}, \bar{y}_{2}, \ldots \bar{y}_{p}\right]=\left[\begin{array}{cccc}
y_{1}^{1} & y_{1}^{2} & \ldots & y_{1}^{p}  \tag{1}\\
y_{2}^{1} & y_{2}^{2} & \ldots & y_{2}^{p} \\
\vdots & \vdots & \ddots & \vdots \\
y_{n}^{1} & y_{n}^{2} & \ldots & y_{n}^{p}
\end{array}\right]
$$

For analysis of SCIGN data, the values in the matrix $T$ will consist of either strain or deformation measurements, horizontal or vertical. The covariance matrix, $S\left(x_{i}, x_{j}\right)$, for these events is formed by multiplying $T$ by $T^{T}$, where $S$ is a $p \times p$ real, symmetric matrix. $S\left(x_{i}, x_{j}\right)$, is converted to a correlation operator, $C\left(x_{i}, x_{j}\right)$, by dividing each element of $S\left(x_{i}, x_{j}\right)$, by the variance, $S_{p}$, of each time series, $y_{p}\left(x_{i}, t\right)$.

This equal-time correlation operator, $C\left(x_{i}, x_{j}\right)$, is decomposed into its eigenvalues and eigenvectors in two parts. The first employs the tri-reduction technique to reduce the matrix $C$ to a symmetric tridiagonal matrix, using a Householder reduction. The second uses a ql algorithm to find the eigenvalues, $\lambda_{\mathrm{j}}^{2}$, and eigenvectors, $e_{j}$, of the tridiagonal matrix (Press et al., 1992). These eigenvectors, or eigenstates, are orthonormal basis vectors arranged in order of decreasing correlation that reflect the spatial relationship of events in time. If one divides the corresponding eigenvalues, $\lambda_{\mathrm{j}}^{2}$, by the sum of the eigenvalues, the result is that percent of the correlation accounted for by that particular mode. We then reconstruct the time series associated with each location for each eigenstate, the temporal eigenvectors, $a_{j}(t)$, by projecting the initial data back onto these basis vectors in what is called a principal component analysis (PCA), $a_{j}\left(t_{i}\right)=\vec{e}^{T} \cdot T=\sum_{s=1}^{p} e_{j} y_{i}^{s}$, where $j, s=1, \ldots, p$ and $i=1, \ldots, n$ (Preisendorfer, 1988). The spatial eigenvectors, $e_{j}$, are designated KLE modes and the associated time series, $a_{j}(t)$, as PC vectors, where each PC vector represents the signal associated with each particular eigenmode over time.

This preliminary success in applying the KL technique to seismicity data was the impetus for performing the same analysis on SCIGN data. For each of the existing SCIGN stations, the appropriate strain or deformation time series is identified, and a KLE analysis performed. There are several modes that one would expect to see and which are better modeled without the interaction of additional modes and noise, as this method will allow for their separation. A partial list would include plate motions, coseismic deformation, groundwater extraction, aseismic events, blind thrust faults, viscoelastic response, local variations in strain rate, and seasonal hydrologic cycles.

A simple example is given, using data obtained directly from the SCIGN website. Results are shown here for the second KL mode, using horizontal data after 1998, for only those stations located in the Los Angeles (LA) basin (Fig. 3). Note that the vertical scale on the PC time series is unitless-the surface deformation at each station is reconstituted by multiplying the time series by the eigenpattern value at that location. It should be mentioned here that the first horizontal mode, not shown, corresponds, as expected, with the plate motion velocities. This particular mode


Figure 3
Second horizontal KL mode, for SCIGN 2.0 data in just the LA Basin, after 1998. At the bottom is shown the spatial eigenmode, where the arrows represent the direction of motion at each station in mms normalized to the maximm, 0.11 mm . At the top is shown the PCA signal for this eigenpattern.
appears to correspond with postseismic deformation and aftershock activity following the 1994 Northridge earthquake (see Fig. 1). Note also the jump in the PCA time series, which occurs at the time of the Hector Mine earthquake in the fall of 1999 (arrow, Fig. 3), evidence of a system-wide correlated response to that event.

The results shown in Figures 2 and 3 demonstrate the viability of applying this pattern dynamics methodology to seismicity and deformation data (TiAmpo et al., 2002a,b 2003). The data can be decomposed into its orthonormal basis functions, and the eigenstates derived from these analyses can be used to reconstruct the primary modes, either with or without associated noise. The primary modes of this pattern analysis can be used to invert for their individual sources, examples of which include but are not limited to, seasonal signals such as groundwater (BAWDEN et al., 2001; WATSON et al., 2002; TiAMPO et al., 2003), postseismic deformation (Wdowinski et al., 1997), or tectonic interactions such as blind faults, aseismic slip events, or time-dependent response. These modes, and their sources, will then be used to tune models such as Virtual California and its constitutive parameters, to produce strain fields and seismicity patterns on realistic spatial and temporal scales.

### 3.2. Phase Dynamics Probability Change (PDPC)

In phase dynamical systems, the space-time evolution of the system can be described by changes in the amplitude and phase angle of a state vector, or phase function (Mori and Kuramoto, 1998). In such systems, space-time patterns are frequently produced as a byproduct of the dynamics (Mori and Kuramoto, 1998; Holmes et al., 1996; Rundle et al., 2000). Computer simulations strongly suggest that earthquake seismicity can be described by phase dynamics, in which the important changes in seismicity are associated only with rotations, or changes in phase angle, of the vector phase function describing the seismicity defined in a highdimensional correlation space (Rundle et al., 2000; Tiampo et al., 2002a). Realistic numerical simulations of earthquakes also suggest that space-time pattern structures are nonlocal in character; a consequence of strong correlations in the underlying dynamics (Bufe and Varnes, 1993; Bowman et al., 1998; Brehm and Braile, 1999; Dodge et al., 1996; Rundle et al., 1995, 1997, 2000a, 2002a; TiAmpO et al., 2002a,b). In this instance, nonlocal means that events widely separated in space and time may be correlated with each other. The PDPC procedure we discuss here is based upon the idea that seismic activity is characterized by a system state vector or phase function, $\hat{\mathbf{S}}$. Changes in the state of seismicity in space and time, corresponding to the shift of seismic activity from one location to another preceding large earthquakes, can be characterized by space-time changes in $\hat{\mathbf{S}}$.

To illustrate the method, we use results from a seismicity analysis. Define the activity rate $\psi_{\text {obs }}\left(x_{i}, t\right)$ as the number of earthquakes per unit time, of any size, within the box centered at $x_{i}$ at time $t$. To construct, $\hat{\mathbf{S}}\left(x_{i}, t_{0}, t\right)$ we define the time-averaged seismicity function $\mathbf{S}\left(x_{i}, t_{0}, t\right)$ over the interval $\left(\mathrm{t}-\mathrm{t}_{0}\right)$ :

$$
\begin{equation*}
\mathbf{S}\left(x_{i}, t_{0}, t\right)=\frac{1}{\left(t-t_{0}\right)} \int_{t_{0}}^{t} \psi_{\text {obs }}\left(x_{i}, t\right) d t . \tag{2}
\end{equation*}
$$

Since there are $N$ locations for $\mathbf{S}\left(x_{i}, t_{0}, t\right)$, and if we assume $\mathrm{t}_{0}$ to be a fixed time, we can then consider $\mathbf{S}\left(x_{i}, t_{0}, t\right)$ to be the $i$ th component of a general, time-dependent vector evolving in an $N$-dimensional space. In previous work we showed that this N -dimensional correlation space is spanned by the eigenvectors of an $\mathrm{N} \times \mathrm{N}$ correlation matrix (Rundle et al., 2000).

Denoting spatial averages over the $N$ boxes by $\left\rangle\right.$, the phase function $\hat{\mathbf{S}}\left(x_{i}, t_{0}, t\right)$ is then defined to be the mean-zero, unit-norm function obtained from $\mathbf{S}\left(x_{i}, t_{0}, t\right)$ :

$$
\begin{equation*}
\hat{\mathbf{S}}\left(x_{i}, t_{0}, t\right)=\frac{\mathbf{S}\left(x_{i}, t_{0}, t\right)-<\mathbf{S}\left(x_{i}, t_{0}, t\right)>}{\left\|\mathbf{S}\left(x_{i}, t_{0}, t\right)\right\|} \tag{3}
\end{equation*}
$$

where $\left\|\mathbf{S}\left(x_{i}, t_{0}, t\right)\right\|$ is the norm over all spatial boxes.
Under the assumption of phase dynamics, the important changes in seismicity will be given by $\Delta \hat{\mathbf{S}}\left(x_{i}, t_{1}, t_{2}\right)=\hat{\mathbf{S}}\left(x_{i}, t_{0}, t_{2}\right)-\hat{\mathbf{S}}\left(x_{i}, t_{0}, t_{1}\right)$ a rotation of the $N$-dimensional unit vector $\hat{\mathbf{S}}\left(x_{i}, t_{0}, t\right)$ in time. The change in probability at $x_{i}, \Delta \mathbf{P}\left(x_{i}, t_{1}, t_{2}\right)$, from time $t_{1}$ to $t_{2}$, is then the PDPC index, $\Delta \mathbf{P}\left(x_{i}, t_{1}, t_{2}\right)=\left\{\Delta \hat{\mathbf{S}}\left(x_{i}, t_{1}, t_{2}\right)\right\}^{2}-\mu_{P}$, where $\mu_{\mathrm{p}}$ is the spatial mean of $\left\{\Delta \hat{\mathbf{S}}\left(x_{i}, t_{1}, t_{2}\right)\right\}^{2}$.

Figure 4 shows a plot of $\Delta \hat{\mathbf{S}}$ for the years 1978 to 1991. A positive (red) value represents anomalous seismic activity, and a negative (blue) value represents anomalous quiescence. The area near the upcoming Northridge event arises from anomalous quiescence, relative to the regional background rate, in the San Fernando aftershock zone, activation as one might expect. The 1983 Coalinga earthquake displays activation, as would be expected as it occurred during this time period, while the future Landers sequence is a mix of anomalous quiescence and activation. We conclude that the PDPC function does not simply identify areas associated with past events and their aftershocks, rather it quantifies the stress coherence and correlations associated with the regional seismicity.

Figure 5 illustrates that this method also represents a mapping between the measurable seismicity and the underlying stress field. On the left is shown the PDPC calculation encompassing 1996 through 1997. Here is the color scale for the PDPC is logarithmic, where the number denotes the exponent. The triangles represent the seismicity that occurs during the time period 1996-1997. The linear structure uncovered at the eastern tip of the White Wolf fault in the PDPC plot corresponds to a hidden strike-slip fault determined by Bawden et al. in 1999. While we do not propose to replace the important work necessary to quantify the mechanism and structure using relocation analysis, this does provide a potential means of identifying other similar, as yet unidentified structures for further study.

The PDPC method has been tested against catalogs that have been randomized in time, in order to determine if the measured correlations are simply a byproduct of random temporal correlations and their propagation into a fixed spatial field. The method also was tested against a second null hypothesis, the background seismicity rate. In all cases the PDPC method did significantly better when applied to the


Figure 4
Map of $\Delta S$, normalized to the maximum absolute value, for the time period 1991-1978. The color scale is linear, blue to white to red.
historic catalog than either the randomized catalogs or the background seismicity (TiAMPO et al., 2002b).

Application of the PDPC methodology to surface deformation data, such as SCIGN data or InSAR images, may provide a link to earthquake deformation rates via the seismic moment; another measure that is easily incorporated into the PDPC calculation. The analysis of similar changes in the strain rate may provide insight into the variations in the underlying stress-strain field as well, hypothesized to be the physical measures of pre- and post-seismic signals.

### 3.3. Local Ginsberg Criteria (LGC)

We have emphasized in the prior discussions that the underlying variables of the fault system, in particular the stress field, are inherently unobservable, whereas the surface data are observable. The question we pose is whether there is some way to process surface deformation data through a mathematical mapping so that the resulting processed data would resemble the failure stress on each fault? If the earthquake cycle corresponds to an increase in the local Coulomb Failure Function (CFF) through time as a result of plate tectonic forcing, culminating in an earthquake, followed by a return to low CFF values, then we want to design a mapping that translates surface measurements to underlying CFF values. Note that in nature the fault friction strength, as well as the CFF, is inherently unobservable.


Figure 5
Anomalous seismic moment release for a hidden strike-slip structure, detected using PDPC. Shown is the PDPC calculation for the time period 1996 to 1997, at the eastern end of the White Wolf fault. Scale is logarithmic, where the triangles denote seismicity greater than magnitude 3.

Here we propose an additional decomposition technique, related to and derived from the previously described numerical simulations and pattern methods, and apply it to numerical simulation deformation data in order to determine the appropriate CFF proxy signal and wavelength for future measurement and analysis. Figure 6 is a plot of observable data from a computer simulation of southern California (Rundle et al., 2002b,c,d). Here, simulated InSAR observations are shown. Figure 6 shows that, in theory, it is possible to observe pre- and post-differences in this type of surface deformation measurements by differencing the images (RuNDLE et al., 2002b,c,d). The appropriate mapping for this surface change into the fault system stress is called the "Local Ginzberg Criterion" (LGC) (Rundle and Klein, 2002b) after a similar method of analysis in the theory of critical phenomena (MA, 1976). The method consists of defining a normalized,

Figure 6
a) InSar C-band image corresponding to a simulated earthquake event; b) deformation for the five years prior to the simulated event shown in a; c) InSar image of the deformation for the five years after the same simulated event; d) the differenced image of b and c , the pre- and post- InSar images (Rundle et al., 2002b,c).


Figure 7
On the left is shown a plot of unobservable CFF, while on the right is the observable LGC, both from numerical simulation data generated by the Virtual
squared, time-dependent strain rate for each fault so that all locations can be treated as having the same strain rate statistics. In the theory of critical phenomena, sudden changes in the dynamical state of the system are preceded by large fluctuations in the order parameter. For earthquake fault systems, the order parameter is the slip deficit on a fault, fluctuations of which correspond to fluctuations in strain rate along the fault. The "Ginzberg Criteria" (GC) is defined to be the variance in the order parameter divided by the square of the mean. When this parameter becomes large, on the order of $10 \%$ or more, sudden changes in the order parameter of the system are imminent.

We therefore define a related quantity, a fluctuation metric, for each earthquake fault segment as a function of time. We define the LGC as the surface shear strain rate at time $t$ and position $x$ divided by the time average of surface shear strain rate at $x$ over the interval $[0, t]$, squared,

$$
\begin{equation*}
L G C=\left(\frac{\dot{e}(t)}{\bar{e}(t)}\right)^{2} . \tag{4}
\end{equation*}
$$

The LGC can vary over several orders of magnitude, so that values of the quantity $\psi=\log _{10}[1+$ LGC] compare favorably with values of CFF in numerical simulations. Figure 7 shows the observable LGC, seen to be a close representation of the unobservable CFF. By applying this technique to actual SCIGN data, along with InSAR data, it may be possible to not only identify areas of high stress, but to define other such mappings as well (Rundle et al., 2002b,c,d).

## 4. Conclusions

We have demonstrated here the importance of employing large-scale simulations not only to study the limits and capabilities of future data networks and to better delineate associated research priorities, but also to develop the data assimilation and analysis techniques necessary to understand the earthquake fault system and its underlying dynamics. In addition, we have detailed three different techniques developed using these numerical and demonstrated their applicability to the southern California fault system that shows promise for the analysis and understanding of earthquakes and their precursors. While the tests shown here have been primarily retrospective, and, as such, are subject to the possibility of unforeseen and unintentional biases, whether they lie in the models or data (Mulargia, 2001), future validation studies have begun on at least one of the techniques, the PDPC method (Rundle et al., 2002a; TiAMPO et al., 2002c). Additional work includes their application to a variety of available data sets, analysis of their sensitivity to the data error and completeness, and the study of the validity and limitation of each method.
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#### Abstract

A mathematical model of general gas emitting systems is derived, and a sample of relevant mathematical results is offered. The present paper indicates that shallow subsurface gas sources in typical volcanic areas can be located if appropriate physico-chemical measurements are made on the Earth's surface and put to use.
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## 1. Introduction

Locating gas sources ranks among high priority goals of volcanic surveillance. In this work we explore the potential of making the grade via physico-chemical surface methods. Roughly speaking, we address ourselves to the following question. Assume that gas moves out of some extended underground source and travels towards the soil with vertical velocity through some homogeneous porous-permeable medium much as it happens in typical volcanic areas. Assume that both physical and chemical observations are made on the soil: namely, bulk gas flow is sampled at the Earth's surface over time and source gas concentration is measured at and beneath the Earth's surface. Can the gas source be located?

This paper demonstrates that - under suitable hypotheses, which are detailed below-the answer is yes, in principle.

Locating subsurface gas sources by surface methods results in a typical inverse problem. Inverse problems are currently intensively worked on both in mathematics and in geophysics, and occur in such areas of geophysics as, e.g., locating masses and heat sources based on gravity and temperature fields (see, e.g., Glasko, 1984; Gosh Roy, 1991; Menke, 1984; Tarantola, 1987). However, the present case has received no attention thus far, to the best of the authors' knowledge.

[^15]Our work was spurred by the alert condition declared during springtime 1988 over the Island of Vulcano and the ensuing Summer 1988 Crash Programme by the Italian Gruppo Nazionale di Vulcanologia (see, e.g., Sundry Authors, 1991).

## 2. Derivation of a Mathematical Model

We model the affairs as follows. The natural system of concern is idealized as a layer of some homogeneous porous-permeable medium sandwiched from above and from below by two bodies of different gases: the Earth's atmosphere, consisting of air, and an extended gas reservoir beneath, containing mainly carbon dioxide. The upper boundary of the layer is a reference plane that faces air and represents the Earth's surface; the lower boundary is a geometric two-dimensional surface that may uprise and subside over time, and represents the roof of the gas reservoir-i.e., the subsurface gas source. The former is bound to host data, the latter must be determined. The layer itself includes no sources or sinks of gas, and is filled up by a mixture of air and subsurface gas with varying composition-air percolates downward; the subsurface gas flows upward; both slowly move through the medium.

We assume the system is isothermal and the equation of perfect gases is in force. We choose to give prominence to diffusion and advection, and to ignore any extra process that might occur in fixing the configuration of our system.

We call time $t$, call space coordinates $x, y$ and $z$, and let $x$ stand for depth throughout. As usual, $\nabla=$ gradient with respect to $x, y$ and $z ;=$ scalar product of vectors; div $=\nabla \cdot$, the divergence operator; $\Delta=\operatorname{div} \nabla$, Laplace operator.

Let $P$ and $u$ denote the total gas pressure and the concentration of the subsurface gas, respectively. For convenience, we assume $P$ is the ratio between the actual total pressure and the atmospheric pressure-dimensionless.

Let $\rho, \rho_{1}$ and $\rho_{2}$ denote the total gas density, the density of air and the density of the subsurface gas, respectively. We have

$$
\begin{equation*}
\rho_{1}=\rho(1-u) \quad \text { and } \quad \rho_{2}=\rho u \tag{1}
\end{equation*}
$$

since $($ concentration of air $)+($ concentration of the subsurface gas $)=1$.
A form of Fick's law ensures that

$$
\begin{equation*}
\text { diffusive flow rate of constituent no } i=-(D / P) \nabla \rho_{i} \tag{2}
\end{equation*}
$$

for some positive constant $D$ (which depends on the medium). On the other hand,

$$
\begin{equation*}
\text { advective flow rate of constituent no } i=\rho_{i} \mathbf{W} \tag{3}
\end{equation*}
$$

provided $\mathbf{W}=$ bulk gas velocity. Therefore the flow rate of constituent no $i$, caused by diffusion and advection, amounts to $-(D / P) \nabla \rho_{i}+\rho_{i} \mathbf{W}$. The conservation of mass implies

$$
\begin{equation*}
\frac{\partial \rho_{i}}{\partial t}=\operatorname{div}\left(\frac{D}{P} \nabla \rho_{i}-\rho_{i} \mathbf{W}\right) \tag{4}
\end{equation*}
$$

We deduce successively

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\operatorname{div}\left(\frac{D}{P} \nabla \rho-\rho \mathbf{W}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho \frac{\partial u}{\partial t}=D \operatorname{div}\left(\frac{\rho}{P} \nabla u\right)+\left(\frac{D}{P} \nabla \rho-\rho \mathbf{W}\right) \cdot \nabla u . \tag{6}
\end{equation*}
$$

As the temperature is constant, $\rho$ is a constant multiple of $P$. Hence

$$
\begin{equation*}
\frac{\partial P}{\partial t}=\operatorname{div}\left(\frac{D}{P} \nabla P-P \mathbf{W}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
P \frac{\partial u}{\partial t}=D \Delta u+\left(\frac{D}{P} \nabla P-P \mathbf{W}\right) \cdot \nabla u . \tag{8}
\end{equation*}
$$

Darcy's law tells us that

$$
\begin{equation*}
-\mathbf{W}=\Pi \nabla P \tag{9}
\end{equation*}
$$

for some positive constant $\Pi$ (which depends on the medium and includes permeability, porosity, tortuosity and viscosity).

The following equations

$$
\begin{gather*}
\frac{\partial P}{\partial t}=\Delta\left(D \ln P-\frac{\Pi}{2} P^{2}\right),  \tag{10}\\
P \frac{\partial u}{\partial t}=D \Delta u+\nabla\left(D \ln P+\frac{\Pi}{2} P^{2}\right) \cdot \nabla u \tag{11}
\end{gather*}
$$

are established. They encode the essentials of gas transport within the considered system - the former describes changes in bulk gas distribution; the latter accounts for chemical composition.

Boundary conditions can be appended. First, our model applies in the absence of gas surges, i.e., when total gas pressure near the ground is close to atmospheric pressure and bulk gas flow is weak enough to enable atmospheric circulation disposal. Therefore

$$
\begin{equation*}
P=1 \quad \text { at } \quad x=0 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
u=0 \text { at } x=0 . \tag{13}
\end{equation*}
$$

Secondly, we ask that gas composition be analyzed at diverse depths in the subsoil. Therefore we let

$$
\begin{equation*}
[0, T]=\text { life span of the relevant observation } \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\text { a given datum for } x=0 \text { and } 0 \leq t \leq T \tag{15}
\end{equation*}
$$

Thirdly, we think of the subsurface gas reservoir as the place where no air is present and pure subsurface gas occurs. In other words, the subsurface gas source plays the role of a free boundary in the present framework, and

$$
\begin{equation*}
u=1 \text { at the subsurface gas source. } \tag{16}
\end{equation*}
$$

In case suitable extra conditions are met, the classical WKBJ method (see lunenburg, 1964; or vainberg, 1989, for instance) enables us to simplify the model in hand considerably. Surmise the medium is fairly permeable and the subsurface gas source is shallow. Then $\Pi$ is considerably larger than $D$, total gas pressure can be regarded as nearly constant, and the following arguments apply.

Let

$$
\begin{equation*}
\lambda=D / \Pi . \tag{17}
\end{equation*}
$$

Let $D$ remain constant,

$$
\begin{equation*}
\lambda \rightarrow 0 \tag{18}
\end{equation*}
$$

and the following asymptotic expansions

$$
\begin{align*}
P \simeq 1+\lambda P_{1}+\lambda^{2} P_{2}+\ldots  \tag{19}\\
u \simeq u_{0}+\lambda u_{1}+\lambda^{2} u_{2}+\ldots
\end{align*}
$$

hold-the relevant coefficients are bound not to depend on $\lambda$. These expansions, (10) and (11) return a system of equations that determines $P_{1}, P_{2}, \ldots$ and $u_{0}, u_{1}, \ldots$ recursively; the beginning of such a system reads

$$
\begin{equation*}
\operatorname{div}\left(D \nabla P_{1}\right)=0 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial t}=D \Delta u_{0}+\left(D \nabla P_{1}\right) \cdot \nabla u_{0} . \tag{21}
\end{equation*}
$$

The same Ansatz and Darcy's law tells us that bulk gas flow $\mathbf{W}$ obeys

$$
\begin{equation*}
-\mathbf{W} \simeq\left(D \nabla P_{1}\right)+\lambda\left(D \nabla P_{2}\right)+\ldots \tag{22}
\end{equation*}
$$

in particular, $-\mathbf{W}$ approaches $\left(D \nabla P_{1}\right)$ asymptotically.

$$
\begin{equation*}
\operatorname{div} \mathbf{W}=0 \tag{23}
\end{equation*}
$$

concentration of subsurface gas obeys

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D \Delta u-\mathbf{W} \cdot \nabla u . \tag{24}
\end{equation*}
$$

Equations (23) and (24) can be conveniently treated under the additional hypothesis that one-dimensional geometry prevails, i.e., bulk gas velocity is purely vertical and both bulk gas velocity and the concentration of subsurface gas are invariant under horizontal space translations. In fact, such a hypothesis and (23) imply that the horizontal components of $\mathbf{W}$ vanish and

$$
\begin{equation*}
-(\text { vertical component of } \mathbf{W})=F \tag{25}
\end{equation*}
$$

a function of time only. As a consequence, bulk gas velocity becomes an observable in the present setting-it takes at any depth the same value that it takes at the Earth's surface. Moreover, (24) can be recast thus

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}-F(t) \frac{\partial u}{\partial x} \tag{26}
\end{equation*}
$$

In conclusion, equation (26) governs gas composition within the considered system under suitable hypotheses. Under the same hypotheses $F$ represents bulk gas flow at the Earth's surface, hence it can be viewed as a datum. Assembling equation (26) and boundary conditions (13), (15) and (16) results in a mathematical problem that will be examined in the next section.

## 3. Analysis of the Mathematical Model

Motivated by foregoing arguments, in the present section we are concerned with the mathematical problem of determining a function

$$
\begin{equation*}
L:[0, T] \rightarrow] 0,+\infty[ \tag{27}
\end{equation*}
$$

(depending upon time), with the physical meaning

$$
\begin{equation*}
L=\text { depth of the subsurface gas source, } \tag{28}
\end{equation*}
$$

and a sufficiently smooth map

$$
\begin{equation*}
u:\{(t, x) \mid 0 \leq t \leq T, 0 \leq x \leq L(t)\} \rightarrow[0,1] \tag{29}
\end{equation*}
$$

(depending upon both time and depth) that obey the following conditions

$$
(P) \begin{cases}u_{t}=D u_{x x}+F(t) u_{x} & \text { for } 0<t<\mathrm{T} \text { and } 0<x<\mathrm{L}(\mathrm{t}),  \tag{30}\\ 0<u(t, x)<1 & \text { for } 0<t<\mathrm{T} \text { and } 0<x<\mathrm{L}(\mathrm{t}), \\ u(t, 0)=0 & \text { for } 0<t<\mathrm{T}, \\ u_{x}(t, 0)=g(t) & \text { for } 0<t<\mathrm{T}, \\ u(t, L(t))=1 & \text { for } 0<t<\mathrm{T} .\end{cases}
$$

where $D, T, F, g$ are given ( $D$ and $T$ are positive constants, $F$ and $g$ are sufficiently smooth functions of time).

Recall that $D$ is a diffusion coefficient, $T$ is the time span of observations, $F$ stands for bulk gas flow, and $u$ stands for concentration of subsurface gas.

Problem (P) can be advantageously approached by the following recipe. Let $G$ be the maximal monotone graph defined by

$$
G(r)= \begin{cases}]-\infty, 0] & \text { if } \mathrm{r}=0  \tag{31}\\ \{0\} & \text { if } 0<r<1 \\ {[0,+\infty[ } & \text { if } \mathrm{r}=1, \\ \text { the empty set } & \text { if either } \mathrm{r}<0 \text { or } \mathrm{r}>1\end{cases}
$$

Consider the problem of determining a sufficiently smooth function

$$
\begin{equation*}
u:\{(t, x) \mid 0 \leq t \leq T, 0 \leq x<\infty\} \rightarrow]-\infty, \infty[ \tag{32}
\end{equation*}
$$

such that

$$
(O P) \begin{cases}u_{t}=D u_{x x}+F(t) u_{x}+G(t) \ni 0 & \text { for } 0<t<T \text { and } 0<x<\infty  \tag{33}\\ u(t, 0)=0 & \text { for } 0<t<T \\ u_{x}(t, 0)=g(t) & \text { for } 0<t<T\end{cases}
$$

Let $u$ be a solution to $(O P)$ that develops $a$ coincidence set, i.e., obeys

$$
\begin{equation*}
\{(t, x) \mid 0 \leq t \leq T, 0 \leq x<\infty, u(t, x)=1\} \text { is not empty, } \tag{34}
\end{equation*}
$$

and define $L$ by

$$
\begin{equation*}
L(t)=\inf \{x \in[0,+\infty[\mid u(t, x)=1\} \tag{35}
\end{equation*}
$$

for every $t$ from $[0, T]$. Then the pair comprised of $L$ and a self-evident restriction of $u$ is a solution to $(P)$.

The first line in (OP) measures up to a differential inclusion. (OP), resembls the so-called obstacle problems that are studied in wide-spread mathematical literature (see, for instance, Rodrigues, 1987). However, (OP) departs from standards, since it involves a pair of Cauchy conditions on the boundary segment where $x=0$ and involves no initial condition.

The following result gives conditions regarding physical and chemical data, ensuring that a subsurface gas source is present. Its proof will appear in a forthcoming paper by the authors.

Theorem 1. Assume

$$
\begin{equation*}
F(t) \leq M=\text { constant } \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
g(t) \geq N=\text { constant } \tag{37}
\end{equation*}
$$

for every t from $[0, T]$; assume $M$ and $N$ satisfy

$$
\begin{equation*}
N>\max (M, 0)+(\pi D T)^{-1 / 2} \exp \left(-\frac{M^{2}}{4 D^{2}} T\right) \tag{38}
\end{equation*}
$$

Then any solution u to problem ( $O P$ ) develops a coincidence set.
A feature which problem ( P ) shares with other problems for partial differential equations of parabolic type is ill-posedness. First, a small perturbation of data need not result in a small perturbation of solutions; secondly, stability can be restored if solutions themselves are suitably constrained a priori. A relevant result can be found in Bacchelli (1997); the following result is a consequence of Francini (2000).

Theorem 2. Let $g_{1}$ and $g_{2}$ be two copies of $\boldsymbol{g}$, let $\left(u_{1}, L_{1}\right)$ and $\left(u_{2}, L_{2}\right)$ be the corresponding solution pairs to problem ( P ) above. Assume $M, \alpha, \beta, \gamma$ are positive constants; assume

$$
\begin{equation*}
|F(t)| \leq M \tag{39}
\end{equation*}
$$

for every t from $[0, T]$, and

$$
\begin{equation*}
\alpha \leq L_{i}(t) \leq \beta, \quad\left|L_{i}^{\prime}(t)\right| \leq \gamma \tag{40}
\end{equation*}
$$

for every t from $[0, T]$ and $i=1,2$. Let $0<a<b \leq T$. Then a positive constant $C$ exists such that

$$
\begin{equation*}
\sup \left\{\left|L_{1}(t)-L_{2}(t)\right|: a \leq t \leq b\right\} \leq C\left(\log \frac{1}{\varepsilon}\right)^{-0.1} \tag{41}
\end{equation*}
$$

provided

$$
\begin{equation*}
\sup \left\{\left|g_{1}(t)-g_{2}(t)\right|: 0 \leq t \leq T\right\} \leq \varepsilon \tag{42}
\end{equation*}
$$

and $\varepsilon$ is sufficiently small.
A detailed analysis of problem (P) was made in Sgheri et al. (1993), and Talenti and Tonani (1995), in the case where depth $L$ of the subsurface gas source happens to be constant in time and can be summarized thus. Let a function

$$
\begin{equation*}
U:\{(l, t, x) \mid 0<l<\infty, 0 \leq t \leq T, 0 \leq x \leq l\} \rightarrow]-\infty, \infty[ \tag{43}
\end{equation*}
$$

(depending upon time, depth and an extra parameter $l$ ) obey

$$
\begin{cases}U_{t}=D U_{x x}+F(t) U_{x} & \text { for } 0<t<T \text { and } 0<x<l,  \tag{44}\\ U(l, t, 0)=0 & \text { for } 0<t<T \\ U(l, t, l)=1 & \text { for } 0<t<T \\ u(l, 0, x)=x / l & \text { for } 0<x<l\end{cases}
$$

a standard boundary value problem for a standard partial differential equation. Such a function $U$ can be computed and plotted via available algorithm and FORTRAN
code. Ad hoc arguments show that $U_{x}(l, t, 0)$ decreases strictly from $+\infty$ to 0 as $l$ increases from 0 to $+\infty$ and $t$ is fixed. Consequently, the following equation

$$
\begin{equation*}
U_{x}(l, T, 0)=g(T) \tag{45}
\end{equation*}
$$

has exactly one positive root $l$ which can be routinely computed. The root in hand is an estimate of the source depth which becomes increasingly accurate as the time span of the observation enlarges. The following result appears in the papers quoted above.

Theorem 3. Let

$$
\begin{equation*}
|F(t)| \leq M=\text { constant } \tag{46}
\end{equation*}
$$

for every t from $[0, T]$ let problem $(\mathrm{P})$ have a solution pair such that

$$
\begin{equation*}
L=\text { constant }, \tag{47}
\end{equation*}
$$

and let $l$ be the unique root of (45). Assume $L_{\max }$ is an upper bound for both $L$ and $l$. Then

$$
\begin{equation*}
\frac{|l-L|}{L_{\max }} \leq 147 \exp \left(-\frac{\pi^{2} \cdot D}{L_{\max }} T+2.3 \frac{L_{\max }}{D} M\right), \tag{48}
\end{equation*}
$$

provided $T$ is large enough.

## 4. Conclusions

The mathematical model proposed here applies in circumstances (such as those met in specimen areas of Vulcano Island) where one-dimensional geometry prevails, the considered layer is fairly permeable, the subsurface gas source is shallow, and bulk gas velocity is low. Our results can be summarized accordingly;
(i) Simple conditions on the data are available, allowing one to predict whether a subsurface gas source does exist.
(ii) Detecting a subsurface gas source via surface measurements is an illconditioned problem, i.e., the solution is extremely sensitive toward errors on data. However, stability can be restored, i.e., gross data can be potentially handled, provided reasonable hypotheses are made and pathological configurations of the gas source are ruled out.
(iii) An easy algorithm is available in the case where the subsurface gas source is presumed to be constant in time.
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# High $\mathrm{CO}_{2}$ Levels in Boreholes at El Teide Volcano Complex (Tenerife, Canary Islands): Implications for Volcanic Activity Monitoring 

V. Soler ${ }^{1}$, J. A. Castro-Almazán ${ }^{1}$, R. T. Viñas ${ }^{1}$, A. Eff-Darwich ${ }^{2}$, S. Sánchez-Moral ${ }^{3}$, C. Hillaire-Marcel ${ }^{4}$, I. Farrujia ${ }^{5}$, J. Coello ${ }^{2}$, J. de la Nuez ${ }^{2}$, M. C. Martín ${ }^{2}$, M. L. Quesada ${ }^{2}$, and E. Santana ${ }^{6}$


#### Abstract

Emissions of $\mathrm{CO}_{2}$ have been known for more than a hundred years as fumarolic activity at the terminal crater of El Teide volcano and as diffuse emissions at numerous water prospection drillings in the volcanic island of Tenerife. Large concentrations of $\mathrm{CO}_{2}(>10 \%$ in volume) have been found inside galleries, long horizontal tunnels excavated for water mining. However, $\mathrm{CO}_{2}$ concentrations of only 2900 ppm have been observed at the surface of the central region of the island (Las Cañadas del Teide caldera). In this work we analysed $\mathrm{CO}_{2}$ concentrations in the subsurface of Las Cañadas caldera, in an attempt to study the vertical distribution of carbon dioxide and, in particular, the low emissions at the surface. This has been done through a series of 17 vertical profiles in two deep boreholes excavated in the Caldera.

We found high levels of $\mathrm{CO}_{2}$, varying in time from $13 \mathrm{vol} \%$ up to $40 \mathrm{vol} \%$ in different profiles directly above the water table, while no significant concentrations were detected above the thermal inversion that takes places in both boreholes at approximately 100 m from the water table. Water analyses also showed high dissolved $\mathrm{CO}_{2}$ levels in equilibrium with the air, and an average $\delta^{13} \mathrm{C}$ value in DIC of $+4.7 \%$ (PDB), apparently induced by fast $\mathrm{CO}_{2}$ degassing in the bicarbonated water.


Key words: Cañadas caldera, $\mathrm{CO}_{2},{ }^{222} \mathrm{Rn}$, Ground temperature, Isotope fractionation.

## 1. Introduction

In past years numerous works have dealt with the quantification and characterisation of gaseous emissions in active volcanic areas, in the context of monitoring volcanic activity and pre-eruptive processes (e.g., Tedesco, 1995, for a review of the topic). A commonly used species to study degassing processes is $\mathrm{CO}_{2}$, the most

[^16]abundant gas, after water vapour, in the volatile phase of magmas. It has low solubility in silicate melts, especially in basalts (Stolper and Holloway, 1988) and hence is usually one of the first gases to be released from ascending magma. Even in quiescent conditions, it is usually the major constituent of the dry gas emitted by active volcanoes. It is therefore essential to quantify the amount of $\mathrm{CO}_{2}$ released by magma in order to better understand the dynamics of volcanoes. Moreover, carbon dioxide in large concentrations is a toxic gas and therefore it could be dangerous to humans if variations of volcanic activity release large amounts of this gas, as occurred in the Lake Nyos event (Chevrier, 1990) and others recorded in central Italy (Chiodini and Frondini, 2001) .

An important factor that must be taken into account in the case of volcanic gas studies is the presence of cold-water aquifers $\left(\mathrm{T}<30^{\circ} \mathrm{C}\right)$, common to many volcanic regions (Hernández et al., 2000; Chiodini and Frondini, 2001), since some carbon dioxide generated by magma may dissolve in these reservoirs and hence, the actual degassing rate could be underestimated (D'Alessandro et al., 1997).

Carbon dioxide measurements may be complemented by data from a nonreactive species only affected by physical transport processes. Among them, ${ }^{222} \mathrm{Rn}$, a noble radioactive ultratrace gas, has been associated with magmatic activity (Flerov et al., 1986; Connor et al., 1996). When radon is released from rocks, it escapes through pores and cracks towards the surface. However, the distance it can travel by molecular diffusion does not exceed a few metres as a result of having a short half-life of 3.8 days. Hence, large amounts of radon not explained by the emanating power of rocks could only be transported by gas and/or water flows.

Tenerife is an active volcanic island where $\mathrm{CO}_{2}$ emissions have been known for more than a hundred years as fumarolic activity at the terminal crater of El Teide volcano (TD in Fig. 1) and as diffuse emissions at numerous water prospection drillings. In recent works, large concentrations of $\mathrm{CO}_{2}$ (up to $10 \mathrm{vol} \%$ ) have been found inside water galleries, horizontal tunnels several kilometres long, that have been excavated for water mining (Valentín et al., 1989; Hernández et al., 1998). These concentrations have been responsible for several fatal accidents inside galleries in recent decades. However, Hernández et al. (2000) found average $\mathrm{CO}_{2}$ concentrations of only 2900 ppm in most (nearly $93 \%$ ) of the 350 analysed samples collected at the surface of the central region of the island (Las Cañadas caldera). Larger values were found at the summit fumaroles of El Teide volcano with carbon dioxide concentrations reaching $29 \mathrm{vol} \%$.

In this work we analysed $\mathrm{CO}_{2}$ concentrations in the subsurface of Las Cañadas caldera, Tenerife, directly above the local aquifer, in an attempt to study the vertical distribution of carbon dioxide and, in particular, the low emissions at the surface. For this purpose 17 vertical profiles of $\mathrm{CO}_{2}$ were obtained at two boreholes ( $505-\mathrm{m}$ and $400-\mathrm{m}$ deep, respectively) over a period of 20 months, together with continuous measurements (over 36 hours) of $\mathrm{CO}_{2}$ and ${ }^{222} \mathrm{Rn}$ emissions. Isotopic determinations of $\delta^{13} \mathrm{C}$ in $\mathrm{CO}_{2}$ were also carried out in water and gas samples collected at the


Figure 1
Location map: PV: Pico Viejo; TD: Teide; EP: El Portillo; MM: Montaña Majúa; MA: Madre del Agua; AJM: Ancón de Juan Marrero; SC: Saltadero de Las Cañadas. Historical eruptions: 1, 2, 3: Siete Fuentes Eruptions (1704-05); 4: Montaña Negra (1706); 5: Chahorra (1798); 6: Chinyero (1909).
bottom of the boreholes. Finally, water samples were also taken out to determine the chemical composition.

## 2. Description of Monitoring Sites and Geological Context

Tenerife is the largest island ( $2078 \mathrm{~km}^{2}$ ) of the Canarian Archipelago and the world's second largest oceanic island, after Hawaii. It is located between longitudes $28-29 \mathrm{~N}$ and latitudes $16-17 \mathrm{~W}, 280 \mathrm{~km}$ from the African coast (see Fig. 1). The central part of the island is occupied by Las Cañadas del Teide caldera, a depression covering an area of $16 \times 9 \mathrm{~km}$ that constitutes the base of the El Teide-Pico Viejo stratovolcano, a $3717-\mathrm{m}$ high volcanic complex whose last eruption in the terminal crater took place in 1400 AD (Quidelleur et al., 2001). The Caldera is closed by a wall to the south and it is open to the sea on the northern face through a landslide valley (Bravo, 1962; Navarro and Coello, 1989), hidden by the accumulation
of eruptive material. Although the eruptive events associated with the construction of the stratovolcano Teide-Pico Viejo were gradually spaced in time (Gillot et al., 2001), a high level of historical and sub-historical activity persists in the flanks of the main complex (Carracedo et al., 2003). This activity is also evident in the diffuse and fumarolic gaseous emissions, the high level of microseismicity (MEzCUA et al., 1992) and the presence of thermal and chemical anomalies (Carracedo and Soler, 1983).

Experimental data were collected at two boreholes named El Portillo (hereafter EP) and Montaña Majúa (MM), percussion-drilled by the Water Authority of Tenerife (Consejo Insular de Aguas, hereafter CIA) for piezometric studies and water quality control. MM (where 10 profiles have been carried out) is located in the central area of the Caldera, 2264 m above sea level, reaching a depth of 505 m , well below the water level (at a depth of 446 m ), while EP ( 7 profiles) is located in the northern area of the Caldera, 7.1 kilometres from the first borehole, 2133 m above sea level and it reaches a depth of 400 m (water level is at a depth of 370 m ) (Figs. 1 and 2).

EP has an initial drilling diameter of 700 mm and there is an internal pipe with a diameter of 500 mm that is slotted in the last 100 m . The initial drilling diameter at MM is also 700 mm and its internal pipe is 450 mm in diameter and is also slotted in the last 100 m . The internal pipe in MM contains 13 additional pipes installed for different water monitoring programs. We used the largest pipe, 115 mm in diameter, to carry out our measurements. All of the pipes are opened at both ends and they allow air circulation under stable conditions.

There is a good correlation between the stratification found in both boreholes. The lithology corresponds to an upper layer of phonolitic and pumiceous rocks followed by basaltic lavas and some intermediate trachybasaltic flows. This stratification belongs to three subunits of the Post-Caldera formations, namely the initial basaltic sequence, Teide-Pico Viejo trachybasalts and Teide-Pico Viejo phonolitic flank vents, respectively, with materials gradually more differentiated (Navarro, 2000; Farrujia et al., 2001).

## 3. Observational Procedure

The experimental methodology is based on sensors that were pulled down into the boreholes to obtain vertical profiles of carbon dioxide and temperature. The design of these instruments is constrained by the spatial limitations of the boreholes, taking into account that the pipe at MM was 115 mm in diameter.

Sensors were placed on a stainless steel plate that was enclosed within an open PVC tube, 75 mm in diameter, sufficiently narrow to fit in the boreholes. We developed a specific data acquisition system only $6-\mathrm{cm}$ wide and based on a PIC (16C774) microcontroller with 8 different 12 bit, $0-5 \mathrm{~V}$ channels. The power supply system consisted of 8 alkaline "D" 1.5 V batteries and a small control unit.


Figure 2
Schematic lithology, absolute height, relative position and geologic units of Montaña Majúa (MM) and El Portillo (EP) boreholes. Relative depths are shown into brackets. (a): Initial basaltic sequence, (b): Teide-Pico Viejo trachybasalts and (c): Teide-Pico Viejo phonolitic flank vents (Navarro, 2000, Farrujia et al., 2001). m.a.s.l. $=$ meters above sea level.

Carbon dioxide concentrations were obtained with a double beam non-dispersive infrared spectrometer (NDIR) sensitive to values from 0 to $50 \%$ (model Gasmitter ATME 13). The pump used by the sensor has an independent power supply and was isolated with a foam capsule to avoid perturbations to the remainder of the detectors. Temperature was measured by a PT-100 type sensor $\left(0-30^{\circ} \mathrm{C}\right.$ in $0-5 \mathrm{~V}$ with an accuracy of $0.01{ }^{\circ} \mathrm{C}$ ) equipped with a high accuracy amplifier INA-125. The PT-100 sensor was suspended at a distance of 10 m from the main unit to minimise perturbations.

Data collection continued while slowly lowering the sensors (programmed to record data every 5 seconds) through the borehole and stopping approximately 30 seconds every 25 metres to obtain measurements under stable conditions. The measuring process never exceeded 30 minutes.

Data obtained with profiles were complemented with continuous measurements of $\mathrm{CO}_{2}$ and ${ }^{222} \mathrm{Rn}$, that were carried out at the bottom of MM ( -440 m ) over 36 hours (starting on 23 January 2002), using the NDIR sensor for $\mathrm{CO}_{2}$ and a silicon diode $\alpha$-particle detector (Alphanuclear 611) for ${ }^{222} \mathrm{Rn}$. Sampling intervals were 30 minutes for carbon dioxide and 1 hour for radon data.

We also performed for the first time isotopic analyses of $\mathrm{CO}_{2}$ in the air and water of the boreholes, complemented with air samples collected in three galleries. The latter were done to compare with measurements reported earlier by other authors. The isotopic air samples were collected by emptying a tube containing distilled water with a delayed electromagnet system. The water samples were collected by sinking a tube until the water pressure opened a small pressure valve (a depth of approximately 2 m sufficed), filling the tube. The analyses were performed using an Isocarb ${ }^{\text {TM }}$ preparation device in line with a triple collector VG-Prism ${ }^{\mathrm{TM}}$ mass spectrometer. Results are expressed in $\delta$ units calculated against the V-PDB standard value (Coplen-Tyler, 1995).

Water samples for chemical analyses were taken at both boreholes in 200 ml bottles which had been pre-washed in double-distilled water. Some parameters such as the water temperature, electrical conductivity, pH and $\mathrm{CO}_{2}-\mathrm{HCO}_{3}^{-}-\mathrm{CO}_{3}^{2-}$ contents must be measured in situ with portable instruments, including a carbon dioxide gas-sensing electrode. Complete chemical analyses have been performed in the laboratory by atomic absorption spectrometry and ionic capillary electrophoresis technique. Chemical speciation and geochemical calculations were performed with speciation models and chemical mass transport codes (e.g., PHRQPITZ, PLUMMER et al., 1988).

## 4. Results and Discussion

Typical vertical profiles obtained at MM and EP for $\mathrm{CO}_{2}$ and temperature are shown in Figure 3. The shape of the temperature profiles can be split in two main trends. The first decreases with depth and this is due to the difference between the atmospheric temperature and the temperature of the rock in the center of the boreholes. Here the temperature is about $5.5^{\circ} \mathrm{C}$ at MM and $6.5^{\circ} \mathrm{C}$ at EP and it may be induced by the percolation of meteoric snow melt. The second trend is determined by the water table temperature $\left(18.4^{\circ} \mathrm{C}\right.$ and $14.7^{\circ} \mathrm{C}$ at MM and EP , respectively) higher than the rock temperature above it. Water temperature has been independently measured for more than 4 years in MM by CIA, giving temporal variations lower than $0.2^{\circ} \mathrm{C}$ per year. The profiles repeated in different periods of the year produced similar results.

Carbon dioxide profiles are similar in the two boreholes, ranging from approximately 13 to $40 \mathrm{vol} \%$ in the different profiles, contrasting with the low concentrations reported at the surface (Hernández et al., 2000). The vertical distribution shows that $\mathrm{CO}_{2}$ is mainly concentrated in the region between the water


Figure 3
Typical vertical distribution of $\mathrm{CO}_{2}$ and temperature at MM and EP boreholes. Water temperature was also independently measured and it is represented by the star point in each profile. Absolute height is shown on the left axis. m.a.s.l. $=$ meters above sea level.


Figure 4
Vertical distribution of $\mathrm{CO}_{2}$ at MM borehole when the maximum on concentration is not in direct contact with the water table. m.a.s.l. $=$ meters above sea level.
table and the level where the change in the temperature gradient takes place. This distribution may be induced by the thermal inversion occurring above the water table. Warmer $\mathrm{CO}_{2}$ flows up from the top of the aquifer while the effect of gravity and the cooling effect of the rock refrain this gas from flowing upward.

Variations in the position of the maximum on the concentration of $\mathrm{CO}_{2}$ have been observed in several profiles in MM. Indeed, the maximum of $\mathrm{CO}_{2}$ concentration is shifted from the water table (Fig. 4) when there is a decrease in barometric pressure, as illustrated in the left panel of Figure 5. However, when barometric pressure gradient is small, the maximum of $\mathrm{CO}_{2}$ is in contact with the water table (see right panel of Fig. 5 and Fig. 3). Nonetheless it is essential to carry out extended continuous monitoring to find a conclusive explanation.

Although temperature profiles are very stable in time, we looked for short-term temporal variations of carbon dioxide. For this purpose, continuous measurements of $\mathrm{CO}_{2}$ and ${ }^{222} \mathrm{Rn}$ were carried out at -440 m in MM (see Fig. 6). They exhibited similar temporal variations that are well correlated to temporal changes in barometric pressure. Eff-Darwich et al. (2002) showed that the observed behaviour


Figure 5
Temporal distribution of barometric pressure for a ten-day interval centered at the moment when MM profiles shown in Figure 3 (21/05/2002) and Figure $4(14 / 09 / 2001)$ were carried out (shown in dotted lines).


Figure 6
Temporal variation of $\mathrm{CO}_{2},{ }^{222} \mathrm{Rn}$ and pressure (in HPa ) in MM at a depth of 440 m below the topographic surface over 36 hours, starting on January 23, 2002.
of the radon signal is explained by the pumping effect of temporal changes in barometric pressure. Considering that $\mathrm{CO}_{2}$ and Radon present similar behaviour (see Fig. 6), temporal changes in $\mathrm{CO}_{2}$ should be induced by barometric pressure variations.

The origin of the carbon dioxide was studied on the basis of isotopic determinations of $\delta^{13} \mathrm{C}$. The results obtained in water and air at the two boreholes range from $+3.5 \%$ to $+4.9 \%$, as shown in Table 1. Typical values for magmatic gas samples range from $-4 \%$ to $-9 \%$ (HOEFS, 1997) and specifically from $-7 \%$ to $-8 \%$ in

Table 1
$\delta^{13} C$ isotopic relations of water and air samples. See Figure 1 for location.

| Location | Type | $\delta^{13} \mathrm{C}$ <br> (air) | $\delta^{13} \mathrm{C}$ <br> (DIC in water) |
| :---: | :---: | :---: | :---: |
| MA | g | $-10.2(\sim 1.32 \%)$ | - |
| AJM | g | $-10.5(\sim 1.32 \%)$ | - |
|  |  | $-10.7(\sim 0.61 \%)$ | - |
| SC | g | $-10.5(\sim 0.61 \%)$ | - |
|  |  | $-10.6(\sim 2.24 \%)$ | - |
|  |  | $-10.6(\sim 2.24 \%)$ | - |
| EP | b | $-9.4(\sim 2.85 \%)$ | - |
|  |  | $-9.3(\sim 2.85 \%)$ | - |
| MM | b | $+3.5(\sim 20 \%)$ | 4.7 |
|  |  | $-4.2(\sim 20 \%)$ | 4.8 |
|  |  | - | 4.5 |

g: gallery In brackets: $\mathrm{CO}_{2}$ concentration at the moment of sampling
b: borehole $\delta^{13} \mathrm{C}-\mathrm{CO}_{2}$ : [\% PDB]
oceanic islands (Moore et al., 1977). In the Island of Tenerife, previous works (Valentín et al., 1989; Albert et al., 1989) reported values between $-10.8 \%$ and $-5 \%$ in samples collected in galleries; the most negative results being interpreted as biogenic "contamination," and those greater than $-7 \%$ as the result of the precipitation of carbonates in the gallery. Our results in galleries (Table 1) agree with these previous works, while the samples in the boreholes show high $\delta^{13} \mathrm{C}$-values observed for both DIC (Dissolved Inorganic Carbon) and gaseous $\mathrm{CO}_{2}$. A plausible explanation for that high $\delta^{13} \mathrm{C}$-values would involve fast $\mathrm{CO}_{2}$-degassing and carbonate precipitation under pressure release, both compounds being 13-depleted vs. isotopic equilibrium conditions, due to kinetic effects. Kinetic fractionation results from irreversible, i.e., one-way physical or chemical processes (VOGET et al., 1970). The residual DIC would then get progressively enriched in heavy carbon, following a Rayleigh enrichment process (fractionation factor < 1; Моok et al., 1974; Моок, 1986). Such mechanisms have often been observed for travertine deposition, for example, and evoked for a hydrothermal system (e.g., RiHs et al., 2000).

Water chemical analyses (Table 2) yielded a sodium bicarbonated composition with high amounts of dissolved $\mathrm{CO}_{2}$. The dissolved constituents of groundwater could be explained by the reaction of $\mathrm{CO}_{2}$-charged water with plagioclase feldspar and minor amounts of magnesium silicates and K -feldspars, as major constituents of volcanic rock formation. The theoretical concentration of carbon dioxide in air in equilibrium with water was also calculated (Table 3) ranging from $9.5 \mathrm{vol} \%$ (EP) to $29.8 \mathrm{vol} \%$ (MM). In spite of the strong variations detected in the contents of dissolved $\mathrm{CO}_{2}$, the concentration in calcium stays constant and the state of

Table 2
Chemical composition of water samples from MM and EP boreholes. Results in ppm. $\mathrm{CO}_{2}$ dissolved in water in $\mathrm{mg} / \mathrm{l}$. MM-1 correspond to a sample taken at the surface of the aquifer and MM-2 to a sample taken at the bottom of the borehole

| Sample | $\mathrm{CO}_{2}$ | $\mathrm{~T}\left({ }^{\circ} \mathrm{C}\right)$ | pH | $\mathrm{HCO}_{3}^{-}$ | $\mathrm{NO}_{3}^{-}$ | $\mathrm{SO}_{4}^{2-}$ | $\mathrm{Cl}^{-}$ | $\mathrm{Ca}^{2+}$ | $\mathrm{Mg}^{2+}$ | $\mathrm{Na}^{+}$ | $\mathrm{K}^{+}$ | Si | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM-1 | 402 | 18.4 | 6.63 | 1402.4 | 27.1 | 30.0 | 8.0 | 46.2 | 64.8 | 302.8 | 84.9 | 28.80 | 2.43 |
| MM-2 | 518 | 18.7 | 6.60 | 1414.0 | 26.4 | 30.5 | 10.1 | 47.7 | 68.6 | 314.4 | 88.8 | 29.90 | 2.11 |
| EP | 163 | 17.0 | 6.95 | 1128.0 | 4.3 | 13.5 | 4.1 | 45.7 | 44.9 | 247.8 | 75.6 | 25.00 | 5.72 |

Table 3
State of mineral saturation of the water samples, regarding the main carbonate minerals. $\mathrm{CO}_{2}$ Partial pressure and saturation index calculated with PHRQPITZ (PLUMMER et al., 1988)

| Sample | Aragonite | Calcite | Dolomite | $\mathrm{Pco}_{2}$ water | Equilibrium Air <br> $\mathrm{CO}_{2}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM-1 | -0.42 | -0.22 | +0.06 | $10^{-0.65} \mathrm{bar}$ | 22.5 |
| MM-2 | -0.50 | -0.31 | -0.08 | $10^{-0.54} \mathrm{bar}$ | 29.6 |
| EP | -0.21 | -0.02 | +0.30 | $10^{-1.04} \mathrm{bar}$ | 9.5 |

saturation of the water regarding the main carbonated minerals remains very close to the equilibrium state (Table 3). Therefore, a long residence time of water in contact with the rock is expected, being the precipitation and dissolution processes of calcium carbonated minerals an essential factor in the control of the contents and emissions of $\mathrm{CO}_{2}$ as well as of the isotopic composition both of air and water. The long residence time and especially the $\mathrm{CO}_{2}$ confinement at the bottom of the boreholes may explain the low emission rates of carbon dioxide (Hernández et al., 2000) in soil gases at Las Cañadas del Teide caldera.

Temporal variations on the total concentration of $\mathrm{CO}_{2}$ in the air-water system may depend on changes of atmospheric pressure on the aquifer, as well as changes in water temperature and/or emissions of $\mathrm{CO}_{2}$ arising from the volcanic activity. Theoretical models (Plummer et al., 1988) show that an increase of $1^{\circ} \mathrm{C}$ in the water temperature is followed by an increase of the $\mathrm{CO}_{2}$ in equilibrium in air of $0.5 \mathrm{vol} \%$ due to the increase of the water $\mathrm{CO}_{2}$ partial pressure (see Fig. 7). Continuous monitoring of carbon dioxide and atmospheric pressure, together with the working monitoring system of physical-chemical characteristics of water, could supply immediate information of changes occurring in the aquifer, as well as to differ if these changes are related with processes of volcanic reactivation. Moreover, provided that carbon dioxide is a toxic gas, it is advisable to monitor this gas as a result of the high levels found in this work.

Since the aquifer covers the entire area of the caldera and it is in an intermediate position between the magma and the surface, boreholes such as EP and MM provide


Figure 7
Increase of equilibrium air $\mathrm{CO}_{2}$ as a result of a theoretical $1^{\circ} \mathrm{C}$ water heating in the aquifer. In brackets is the $\mathrm{CO}_{2}$ partial pressure for each point. $\mathrm{CO}_{2}$ partial pressure and saturation index calculated with PHRQPITZ (Plummer et al., 1988).
exceptional access to monitor volcanic activity of extensive active volcanic regions such as Las Cañadas caldera.
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# Simulation of the Seismic Response of Sedimentary Basins with Vertical Constant-Gradient Velocity for Incident SH Waves 

F. Luzón ${ }^{1,2}$, L. Ramírez ${ }^{3}$, F. J. SÁnchez-Sesma ${ }^{3}$, and A. Posadas ${ }^{1,2}$


#### Abstract

The simulation of the seismic response of heterogeneous sedimentary basins under incident plane waves is computed using the Indirect Boundary Element Method (IBEM). To deal with these kinds of basins we used approximate analytical expressions for the two-dimensional Green's functions of a medium with constant-gradient wave propagation velocity. On the other hand, for the homogeneous half space underlying the sedimentary basin, the full space Green's functions were used. The response of semicircular heterogeneous basins under incident $S H$ waves is explored by means of the displacements in the frequency-space diagrams and synthetic seismograms. Moreover, we compared these results with those obtained for other homogeneous semi-circular models. The principal differences among them are pointed out. This simulation provided interesting results that displayed a complex amplification pattern in a rich spectrum of frequencies and locations. The maximum amplitudes levels were found around the edges of the heterogeneous sedimentary basins. In time domain some features characterize the seismic response of the basin which include enhanced generation and trapping of surface waves inside the sediments, and the reduced emission of seismic energy to the hard rock. In the heterogeneous models the lateral reflections of surface waves greatly influence the total displacements at the free surface in comparison with the homogeneous models where the displacements have a shared influence among both vertical and lateral reflections.


Key words: Boundary element method, Green's function, vertical heterogeneity, sedimentary basins, strong ground motion, seismology.

## 1. Introduction

Local effects in sedimentary basins can lead to significant spatial and temporal variations of seismic ground motions. This may induce large structural damage when strong and moderate earthquakes occur. Local site response has received significant attention in the past two decades and its characterization has been dealt with using both experimental and numerical analysis (see e.g., Aki, 1988 and SÁNChEz-Sesma,

[^18]1996, respectively). A profusion of theoretical works on site effects has been focused on study of the seismic response of different configurations subjected to specified incoming wavefields. Usually plane waves are assumed and homogeneous sedimentary basins have been considered (e.g., Luco et al., 1990; Papageorgiou and Kim, 1991; SÁNChEz-SeSmA et al., 1993; LuzÓN et al., 1995). The numerical methods that have been widely used to calculate the propagation of elastic waves inside of sedimentary inclusions can be classified in domain, boundary, and asymptotic methods. In the first group, where the discretization of the media is required, techniques are included as the finite difference (see e.g., Alterman and Karal, 1968) or the finite-element method (e.g., Lysmer and Drake, 1972). On the other hand, in the boundary methods, where only the discretization of the boundaries is required, there are two main approaches: one is based on the use of complete systems of solutions (Herrera, 1980), and the other, on the use of boundary integral equations (Brebbia, 1978). When the problem of propagation of waves has interest in the high frequency band and the diffraction can be ignored, the asymptotic methods can be useful. Ray theories are based on the asymptotic behavior of the wave equation for the wavelength $\lambda \approx 0$, and have been used to study the ground motion in sedimentary inclusions (Rial, 1984) or dipping layers (Ziegler and Pao, 1984). On the other hand, in their pioneering work, Aki and Larner (1970) introduced a method based on a discrete superposition of plane waves, which was used to deal with 2-D (e.g., BARD and Bouchon, 1980) and 3-D sedimentary basins (Horike et al., 1990).

The most realistic simulations of elastic wave propagation to date have been done by using the finite-difference method. The recent work of OLSEN (2000), where the 3D response of the Los Angeles basin was calculated, illustrates this fact well. However, these kinds of methods require considerable computational time and large memory supercomputers. Boundary element methods have gained increasing popularity due to their numerical advantages. They reduce by one the dimensionality of the problem, avoid the introduction of fictitious boundaries, and provide highly accurate results. In recent years numerical codes using these techniques have been developed to deal with elastic wave propagation in 3-D alluvial basins (SÁnchezSesma and Luzón, 1995) and 3-D topographies (Luzón et al., 1997, 1999). These methods are formulated in terms of the Green's function of the problem, which represents the solution for a unit force applied in a point within a certain domain of interest. The availability of these functions is a severe limitation to the boundary element methods. In fact, the Green's functions can be easily obtained only for homogeneous unbounded medium. This has constrained the study of the seismic response of sedimentary basins to homogeneous models. However, there is a wide class of problems for which it is reasonable to assume an increase of wave propagation velocities with depth (see e.g., Bard and Gariel, 1986; Vrettos, 1990).

In this paper we analyze the ground motion in semi-circular sedimentary inclusions with velocity varying linearly with depth by using an approximate analytic

Green's function calculated recently (SÁnchez-Sesma et al., 2001). We illustrate the effects of these sedimentary basins by means of frequency-space plots, synthetic seismograms on the free surface, and snapshots at different times of the motion in depth under incident $S H$ plane waves.

## 2. The Method and the Green's Function

Consider a 2-D alluvial valley on the surface of a half space which is named the exterior region $E$. The alluvial basin occupies region $R$ as depicted in Fig. 1, and assume the material of the valley has shear-wave velocity increasing linearly with depth. To compute the seismic response of such alluvial valleys, the Indirect Boundary Element Method is used. Assuming harmonic excitation, the refracted displacement inside the basin can be expressed as

$$
\begin{equation*}
u_{i}^{r}(\mathbf{x})=\int_{S_{R}} \phi_{j}^{R}(\xi) G_{i j}^{R}(\mathbf{x}, \xi) d S_{\xi} \tag{1}
\end{equation*}
$$



Figure 1
Top: Semi-circular sedimentary basin of radius $a$ (region $R$ ) underlying a half space (region $E$ ). Bottom: Velocity profiles in depth for $x=0$ for both, the homogeneous model ( $S$-wave velocity $\beta_{R}=\beta_{E} / 2$ ), and the heterogeneous model ( $\beta_{R}(0)=\beta_{E} / 3, \beta_{R}(a)=2 \beta_{E} / 3$ ). The mass density for both models is $\rho_{R}=2 \rho_{E} / 3$ ( $n=0$ of equation (4)).
where $G_{i j}^{R}(\mathbf{x}, \xi)=$ Green's function of the basin region $R$ (the Green's function is the displacement produced in the direction $i$ at $\mathbf{x}$ due to the application of a harmonic unit line force at the point $\xi$ in the direction $j$ ), $\phi_{j}^{R}(\xi)=$ force density in the direction $j$ at $\xi$ and $S_{R}=$ boundary of region $R$. Equation (1) can be obtained from Somigliana's identity (see Sánchez-Sesma and Campillo, 1991). On the other hand, the total wavefield in the half space is the sum of the so-called free-field and diffracted wave,

$$
\begin{equation*}
u_{i}(\mathbf{x})=u_{i}^{(0)}(\mathbf{x})+u_{i}^{(d)}(\mathbf{x})=u_{i}^{(0)}(\mathbf{x})+\int_{S_{E}} \phi_{j}^{E}(\xi) G_{i j}^{E}(\mathbf{x}, \xi) d S_{\xi}, \tag{2}
\end{equation*}
$$

where $u_{i}^{(0)}(\mathbf{x})=$ displacement associated with the free-field, i.e., the motion in the absence of any irregularity, which includes incident and reflected waves by the half space free surface, $u_{i}^{(d)}(\mathbf{x})=$ displacement of diffracted waves, and $G_{i j}^{E}(\mathbf{x}, \xi)=$ Green's function of the region $E$. Tractions can be obtained by direct application of Hooke's law and by equilibrium considerations around an internal neighborhood of the boundary. When the boundary conditions are imposed, that is zero tractions on the free surface of the basin and of the half space, and continuity of displacements and tractions at the common interface of both media, the discretized versions of tractions and displacements give rise to a system of linear equations where $\phi_{j}^{E, R}(\xi)$ are the unknowns that can be used to compute the diffracted and the refracted displacements. For further details on the method and in the discretization process of the surfaces involved we refer to SÁnchez-Sesma et al. (1993).

Consider an elastic isotropic sedimentary basin with velocity varying linearly with depth. In such medium the $S$-wave velocity and the mass density inside the basin can be expressed as:

$$
\begin{gather*}
\beta(z)=\beta_{0} \frac{1+\gamma z}{1+\gamma z_{0}}=\beta(0) \cdot(1+\gamma z),  \tag{3}\\
\rho(z)=\rho_{0}\left(\frac{1+\gamma z}{1+\gamma z_{0}}\right)^{n}=\rho(0) \cdot(1+\gamma z)^{n}, \tag{4}
\end{gather*}
$$

where $\beta=S$ wave velocity, $\beta_{0}=S$ wave velocity at source depth, $\gamma=1 / h$, where $\beta(-h)=0, \rho=$ mass density, $\rho_{0}=$ mass density at source depth and $n \geq 0$. The approximate analytic 2-D Green's function for $S H$ waves in this case can be expressed (SÁnchez-Sesma et al., 2001) as:

$$
\begin{equation*}
G_{y y}^{R}(\omega, x)=\Lambda \frac{i}{4 \mu_{0}} H_{0}^{(1)}(\omega \tau), \tag{5}
\end{equation*}
$$

where

$$
\Lambda=\left(\frac{1+\gamma z_{0}}{1+\gamma z}\right)^{\frac{n+2}{2}} \sqrt{\frac{\beta_{0} \tau}{R_{w}}}
$$

$i=\sqrt{-1}, \mu_{0}=$ shear modulus at the source level, $H_{0}^{(1)}=$ Hankel's function of the first kind and zero order, $\omega=$ circular frequency, $\tau=$ travel time, and $R_{w}=(1+\gamma$ $\left.z_{0}\right) \sinh (\gamma \beta(0) \tau)$ is the radius of the wave front. In equation (5) and hereafter the explicit time dependence $\mathrm{e}^{-i \omega \mathrm{t}}$ is omitted. Note that in the homogeneous case, that is, when the velocity is constant as occurs on the half space, the Green's function is

$$
\begin{equation*}
G_{y y}^{E}(\omega, x)=\frac{i}{4 \mu_{0}} H_{0}^{(1)}(\omega \tau), \tag{6}
\end{equation*}
$$

therefore equation (6) can be observed as the limit case in which the homogeneous medium is considered, in which case the factor $\Lambda$ tends to 1 .

## 3. Results for Inhomogeneous Basins

### 3.1. Testing the Numerical Approach

In order to test this numerical approach, using the Green's functions for an inclusion with velocity varying linearly with depth under incident $S H$ waves, we deal with two cases. First is the limit case where $\gamma=0$ in equation (5), which corresponds with that of a homogeneous basin, and second is the case in which an inhomogeneous inclusion is considered. Our results are compared with those presented by previous authors using incident $S H$ waves in a semi-circular basin. The response has been computed for the normalized frequency $\eta=1$, being $\eta=a \omega / \pi \beta_{E}$ with $a=$ radius of the sedimentary inclusion, and $\beta_{E}=$ velocity of $S$ waves in the half space. The physical properties of the basin in the homogeneous case studied here are (see Fig. 1): $S$-wave velocity $\beta_{R}=\beta_{E} / 2$, and a mass density of $\rho_{R}=2 \rho_{E} / 3$. The discretization has been extended horizontally up to a radius of $2 a$. Figure 2 displays the surface displacements for incident $S H$ plane waves with an angle of $30^{\circ}$ with respect to the vertical. These amplitudes are plotted along the $x$-axis from $x=-2 a$ to $x=+2 a$. In the same plot the results of SÁnchez-Sesma et al. (1993) are reproduced by symbols using the indirect boundary element method and the exact solution provided by Trifunac (1971). The agreement among three results is excellent.

In the heterogeneous case the material properties considered are (see Fig. 1): $\beta_{R}(0)=\beta_{E} / 3, \beta_{R}(a)=2 \beta_{E} / 3$, and a mass density of $\rho_{R}=2 \rho_{E} / 3(n=0$ of equation (4)). In Figure 3 are presented the surface amplitudes of the transfer function, for $\eta=1$, caused by vertical incident $S H$ plane waves calculated in this work, and by those symbols computed by Benites and Aki (1994) using a boundary integral-Gaussian beam method, and those computed by the same authors with the finite-element method. The results of the three techniques used independently have some small discrepancies, although the overall agreement is quite good for all the cases.


Figure 2
Amplitudes of horizontal antiplane displacement for incident $S H$ plane waves with $30^{\circ}$, with respect to the vertical upon a homogeneous semi-circular sedimentary inclusion. Normalized frequency $\eta=1$. Solid line corresponds to results obtained in the present study, while solid triangles and circles correspond to the solution of SÁnchez-Sesma et al. (1993) and Trifunac (1971), respectively.

### 3.2. Examples

In order to analyze the principal characteristics of the displacements produced inside sedimentary inhomogeneous basins and to underscore the differences with the homogeneous problem, we deal with four models of different physical properties with semi-circular geometry and with a radius equal to 1 km . Two of these inclusions are homogeneous and the other two are heterogeneous, in such a way that different velocity contrasts are considered. In all of the models the $S$ velocity for the half space has been considered $\beta_{E}=3 \mathrm{~km} / \mathrm{s}$, and the density inside the sediments is $\rho_{R}=2 \rho_{E} / 3$ in the four cases. Figure 4 presents the velocity profiles for the four cases. The velocities inside the basins are valid for the range $0 \leq z \leq 1 \mathrm{~km}$. Therefore these profiles correspond to the vertical models in $x=0$. The models homogeneous A and homogeneous B (HO-A and HO-B) can be observed as sedimentary basins with high and low contrast-velocity, respectively. The heterogeneous A (HE-A) is a model in which the basin has the same $S$-wave velocity in the free surface as the model HO-A, and the same velocity of HO-B in $z=1 \mathrm{~km}$. In this way the contrast velocity between the basin and the half space is $2 / 3$ at this depth. On the other hand the


Figure 3
Amplitudes of horizontal antiplane displacement for vertical incident $S H$ plane waves upon a heterogeneous semi-circular sedimentary inclusion. Normalized frequency $\eta=1$. Solid line corresponds to results obtained in the present study, while solid triangles and circles correspond to the solution provided by Benites and AKI (1994) using a boundary integral-Gaussian beam method and the finiteelement method, respectively.
sedimentary inclusion of model heterogeneous B (HE-B) does not have contrast in $z=1 \mathrm{~km}$ with respect to the bedrock, whereas its velocity at the free surface is equal to that in the HE-A at this position. Note that in the case of HE-B the difference of velocity between $z=0$ and $z=1 \mathrm{~km}$ is greater than the difference in HE-A between the same depths.

We computed the displacement amplitudes under vertical incident $S H$ waves, in the frequency domain, for 128 frequencies from 0 to 2 Hz on 51 receivers located at the free surface from $x=-2 \mathrm{~km}$ up to $x=2 \mathrm{~km}$ (the separation between each station is 80 m ). The zero frequency corresponds with the case in which no inclusion exists, that is, the solution in the free surface of the half space. In Figure 5 these results are presented by means of $f$ - $x$ plots for the four models. In this way one can analyze the transfer function (relative to the amplitude of incident waves) along the $x$ axis and also as a function of the frequency. This provides patterns of amplification which can be related with the position in the basin. The global resonances observed in these plots are characteristics of the behavior of these 2-D structures and cannot be predicted using 1-D models of the site. On the other hand, it is noticed that the


Figure 4
Velocity profiles in depth at $x=0$ for four semi-circular sedimentary basins of radius $a=1 \mathrm{~km}$. The models presented at the top correspond to homogeneous basins (HO-A and HO-B), whereas the models shown at the bottom correspond to heterogeneous models (HE-A and HE-B). Note that all models have the same geometry and the same $S$ velocity for the half space $\beta_{E}=3 \mathrm{~km} / \mathrm{s}$.
response is completely different in each example, in the frequencies where resonances are produced and in the amplitude levels, even in the case, as presented here, where all models have the same geometry and the same properties of the half space. For example, if the results of models HO-A and HO-B are compared, the fundamental resonances for most positions at the surface of the basin are around 0.7 Hz and 0.35 Hz , respectively. The differences in the amplitude levels are important too, whereas the maximum in HO-A is around 5 times next to the center of the basin, the HO-B model has amplitudes that reach 16 times the incident one. In the higher resonant modes of both basins the divergence of the results is notable as well. These effects are well known and defined. As has been pointed out by previous authors (see for example, Bard and Bouchon, 1980; SÁnchez-Sesma et al., 1993), when highimpedance contrast exists, as in HO-B, surface waves are very efficiently generated and reflected at the edges of the basin, creating a considerable part of the differences observed among HO-A and HO-B. But let us observe the $f-x$ plot in Figure 5 of the heterogeneous HE-A model. Again, these results are different in the frequencies where the vibration modes and their amplitude levels appear, when these are compared with the results of the homogeneous models. However if we fix our


Figure 5
Amplitude of the displacements in the frequency-space domain $(f-x)$ for the vertical incidence of $S H$ waves of each of the four sedimentary inclusions (see Fig. 4) considered in the present study.
attention on the fundamental mode of the resonance of HE-A, we can observe that it is located around 0.5 Hz , which is approximately the average value of the fundamental modes produced in the models HO-A and HO-B. Moreover, the displacement's amplitude levels, about 10 in the centered positions of the basin, are also approximately the average value of the amplitudes of the homogeneous models. This behavior is consistent with the fact that HE-A is like an average model of HO-A and HO-B, in the sense that it has the same $S$-wave velocity in the free surface as the model HO-A, and the same velocity of HO-B at its maximum depth $z=1 \mathrm{~km}$. Regardless, these results are only observed for the fundamental resonance. For the higher modes this comportment is not present at all, and the heterogeneous basin has its own characteristics. In fact, whereas the homogeneous models have approximately the same amplitude level at all the positions over the surface of the basin in each of their resonant modes, the HE-A model has substantial differences, depending on the surface location. This is well observed, for example, at the frequency 1.5 Hz , where the amplitude reaches the value of 24 on the corners of the basin at the positions $x \approx \pm 1 \mathrm{~km}$, whereas in other positions more centered on the basin the displacements arrive in some cases to 12 . This phenomena was also observed by Bard and Gariel (1986), who studied the case of sedimentary basins in which the shear-wave velocity of the sediments increased linearly with depth. This effect, which
characterizes the behavior of the HE-A, is present too in the HE-B basin. However, in the HE-B model this difference between the amplitudes on the edges of the basin and the locations near its center is not as important as in the case of HE-A for 1.5 Hz . This is due to the fact that its velocity gradient is greater and possibly this difference on the amplitudes in different locations may be greater at higher frequencies.

In order to analyze the effects of these inhomogeneous basins we simulated the displacements in the time domain inside and outside the sedimentary inclusions by means of synthetic seismograms. Using the transfer functions in the frequency domain and the Fast Fourier Transform algorithm we computed the simulated motion produced in each station with a Ricker wavelet. These calculations were performed considering a characteristic period of $t_{p}=1.6 \mathrm{~s}$, and a time-lag of $t_{s}=5 \mathrm{~s}$. For the sake of comparison of the different results in each of the four sedimentary basins presented in this work, the displacements in time are displayed in Figure 6. The principal variations which appear among the results of the different models belong to the motion produced at the stations located inside the basins. The propagation of $S H$ energy along the half space refracted from inside the basins is well observed, and has similar amplitude levels in models HO-B, HE-A and HE-B. In the


Figure 6
Synthetic seismograms for the horizontal antiplane displacement produced at the free surface of the four models (see Fig. 4) considered in the present study, under vertical incidence of $S H$ waves. The incident time signal is a Ricker pulse with a characteristic period of $t_{p}=1 . \hat{6} \mathrm{~s}$.
inclusion of HO-A these kinds of waves are practically negligible. This is due to the low velocity contrast of the model which not produces in efficient Love waves inside the basin (Bard and Bouchon, 1980). On the contrary, at the models in which higher impedance contrast exists, these surface waves are more efficiently generated and their reflections at the edges of the sedimentary inclusion contribute to produce the longer duration of the signals registered on the receivers of the basin. The pattern of displacements on the surface of the sediments is very complex and is composed principally of the interferences between the different travelling waves that rebound up and down, and the Love waves that propagate laterally. In the homogeneous basin HO-A, due to the low contrast at the interface, a substantial part of the energy is reflected on the free surface of the basin and is lost outside to the interior of the half space. Oppositely, in the model HO-B the energy that goes to the half space is less and a sizable part remains inside producing multiple reflections in all the basin half space interfaces as also can be observed in Figure 7. In this plot the snapshots of the


Figure 7
Snapshots at different times showing the horizontal antiplane displacement produced by the vertical incidence of a Ricker pulse ( SH wave) with a characteristic period of $t_{p}=1 . \hat{6} \mathrm{~s}$ in the homogeneous model HO-B.
displacement for 30 different times are shown, with an increment of time for each correlative snapshot of 0.25 s . However, in the heterogeneous models the impedance contrast at their interfaces, and therefore the refraction coefficients are not constant and depends on its depth. In this way, for zones next to the free surface the contrast is bigger that in those locations with more depth of the inclusion, providing this situation has more lateral reflections than vertical. This is well observed in Figure 8, where snapshots of the displacement for the same times as in Figure 7 are depicted for the model HE-A. In this model the lateral reflections of surface waves greatly influence the total displacements at the free surface in comparison with the homogeneous model in which the displacements have a shared influence among both vertical and lateral reflections. This fact influences the time duration of the signals inside the basin HE-A, which is less than the duration produced in HO-B, where the refraction coefficients are the same along the entire interface. Conversely, a notable difference over the duration of the displacements inside heterogeneous basins with


Figure 8
Snapshots at different times showing the horizontal antiplane displacement produced by the vertical incidence of a Ricker pulse ( $S H$ wave) with a characteristic period of $t_{p}=1 . \hat{6} \mathrm{~s}$ in the heterogeneous model HE-A.
the same velocity along the free surface is also observed when the inclusions HE-A and HE-B are compared independently in figure 6 . This is because for a given depth $z \neq 0$, the velocity contrast between basin half space in HE-B is smaller than in HE-A, in such a way that when we consider $z=1 \mathrm{~km}$ there is no contrast in the former model. This causes that vertical reflections to be more effective in the model HE-A than in the HE-B.

## 4. Conclusions

We have computed the seismic response of different homogeneous and heterogeneous models of sedimentary basins using the indirect boundary element method (IBEM) for vertical incidence of $S H$ plane waves only, however it is possible to deal with other irregular geometries and other incident angles as well. Moreover, the case of incident $P$ and $S V$ waves can be easily treated using the appropriate Green's functions. We have analyzed the results in both frequency and time domains. These show very interesting aspects from the view point of both the physical phenomena that occur on these situations, and their implications on earthquake engineering and microzonation studies.

The fundamental mode of resonance of the heterogeneous model HE-A is approximately the average value of the fundamental modes produced by the homogeneous inclusions HO-A and HO-B. This is consistent with the fact that basin HE-A has the same wave velocity in the free surface as the model HE-A, and the same velocity in the maximum depth $z=1 \mathrm{~km}$ as HE-A. For the higher modes of vibration this average comportment is not present, and the heterogeneous basin has its own characteristics of vibration. Nonetheless, these effects must be known by those microzonation studies in which only the fundamental frequency of the site is required, and suggest that not only necessary is the knowledge of the value of $S$-wave velocity at the free surface, but also the depth distribution of velocities extending to the basement. On the other hand, it has been observed that in the heterogeneous models lateral reflections of surface waves have enormous influence on the total displacements at the free surface in comparison with the homogeneous models in which the displacements have a shared influence among both, vertical and lateral reflections. This behavior produces large differential motions, depending on the location in the free surface. This has been shown by means of the amplitude of displacements in frequencyspace diagrams and by the analysis in time domain of the soil motion. This effect must be considered in earthquake engineering studies which deal with heterogeneous sedimentary basins as analyzed here, because on the contrary a significant underestimation of surface amplification, particularly at the edges of the basin, can be obtained.
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#### Abstract

This paper presents a study of the ambient seismic noise features in Motril City. The predominant resonant period at each site was determined using the Horizontal to Vertical Noise Ratio $(H V N R)$ of the microtremors records; it was applied to 91 points which cover the city and we present the distribution of the periods over a map which shows important characteristics requiring consideration in a study focussing on the mitigation of the seismic risk. Using these results, two zones can be distinguished: north of the GG' profile with predominant periods smaller than 0.25 sec which corresponds with a hard soil, and south of GG' with periods ranging from 0.25 to 0.6 indicating a medium-soft soil. Microtremors are a preliminary useful tool that compensates for the lack of seismic recorded data, and that can complement other valuable information (borehole logs, geology, etc.) to evaluate the seismic risk on places as Motril City where some of this information is unavailable. Through the predominant period the $H V N R$ indicates the kind of soil we are dealing with.


Key words: Microtremors, spectral ratio, seismic microzonation, ambient seismic noise.

## 1. Introduction

Local site response can lead to large variations of seismic ground motion which would cause severe structural damage even when moderate earthquakes occur. During recent decades numerical and theoretical analyses have been done in order to understand the physics and nature of the problem. It has been shown in particular, that resonant phenomena often appear in unconsolidated deposits (SÁNCHEZ-SESMA, 1996; LuZón et al., 2002). For these, the amplitude and duration over certain period bands may be several times larger than at sites located on rock. It is of interest that the near-surface impedance contrast, between the sediment deposits and hard rock, can significantly affect the amplitude content and duration of the earthquake ground motion. One example is the January 17th, 1994, Northridge California earthquake (Teng and Aki, 1996), registering a magnitude $M_{w}=6.7$, that shook heavily the

[^19]communities throughout the San Fernando Valley and Simi Valley. The epicenter was located 20 miles from Los Angeles and the focal depth at 19 km . This earthquake was the costlier disaster in United States history, with estimated losses of 900 billion dollars (damage and replacement value), 11 major freeways were damaged as far as 32 km from the epicenter; closure of 11 major roads to downtown Los Angeles; 9 bridges collapsed; 2500 dwellings uninhabitable, 7000 buildings unsafe to occupy, the number of deaths 57 and total injured 9000 . One year later, on the same day of January, the Hyogo-ken Nambu earthquake with a magnitude $M_{w}=6.8$ struck the City of Kobe, Japan. The epicenter was located north of Awaji Island and the focal depth was about 16 km . The earthquake caused over 15100 deaths and were injured 30,000 , the estimated total losses were 10 times higher than the losses from the Northridge earthquake (Somerville, 1995), 103,520 buildings were destroyed and 300,000 people left homeless.

Southern Spain, located in the Eurasian and African tectonic interaction zone, is the most seismically dangerous region in Spain (Fig. 1, top). It is considered as a zone of high-moderate seismic activity, and rated with an MSK VIII intensity for a return period of 100 years by the Spanish Seismic Code (NCSE-94, 1995).

The City of Motril is located in the southern part of Granada province and has a population of about 60,000 people. From a geological point of view Motril is placed within the frame of the Betic Mountain range. This range constitutes the western end of the Alpine chains (Fallot, 1948). There are two domains to be recognized; the internal and the external one. The section under study is included in the internal zone which has been affected by alpine metamorphism (Fig. 1, bottom) (SANZ DE Galdeano, 1992, 1993). They are formed by paleozoic and triasic materials, and constitute three complexes which are tectonically structured as superimposed thrust layers. These complexes are, from floor to ceiling, the Nevado-Filábride, the Alpujárride and the Maláguide; the first two present paleozoic and triasic sequences strongly affected by the metamorphic alpine stages. The city is located between the profiles AA' and KK'; one part of the city is located on the northern sector of the GG' profile, with paleozoic materials within the Nevado-Filábride complex; they are formed by micaschists, quartzites and marbles. The southern sector is formed by quaternary materials constituted by detritic formations of conglomerates and alluvial sands (Fig. 2) (IGME, 1974).

The microzonation studies are very important to accomplish seismic disaster mitigation for a city and, as is well known, an estimation of the site response is crucial in such studies. With the goal of performing this kind of study a great variety of empirical techniques have been used. KANAI et al. (1954) considered the possibility of estimating the dominant period and the amplification level of soft sediments by obtaining the Fourier spectrum of the microtremors horizontal components. NaKamura (1989) proposed a technique involving the record of the three components of motion in a site and their Horizontal to Vertical Noise Ratio (HVNR). The method has been used to obtain the predominant period of a site and in many cases it has been observed as a good


Figure 1
Top: Map showing the epicenters (circles) of the region for earthquakes with magnitudes $\geq 4$ during the period 1970-2001. Bottom: Geological map showing the Betic Cordillera, Rif and Motril location (adapted from Sanz de Galdeano, 1992).
correlation with its geology. During recent years several microzonation studies have been carried out on the main cities of this area, as for example Granada City (Vidal et al., 1998), Almería (Navarro et al., 2001). Here we obtain a map of the distribution


Paleozoic
Marbles


Triasic
Limestone, Dolomite
Figure 2
Geological map of Motril City surroundings. We can see the first profile AA' of our grid, the last one KK', and the one like a division of paleozoic and quaternary materials, GG' (adapted from IGME, 1974).
of the predominant resonant periods of microtremors in the City of Motril and we check our results with the geological information available.

## 2. The HVNR Technique and its Application in Motril City

NAKAMURA (1989) considered that the spectral amplification at a site could be obtained by evaluating the $H V N R$ recorded at the site. The technique (Lermo and Chávez-García, 1994; Dravinski et al., 1996) implies that microtremors are primarily composed of Rayleigh waves propagating in a single layer over a half-space; a further assumption is that microtremors motion is due to very local sources. Nakamura claims that the motion at the interface between the surface layer and the half-space is not affected by local sources. With the additional hypothesis that the horizontal and vertical motions at this interface are equal, he stated that site effects $\mathrm{S}(f)$ can be estimated by the spectral ratio of the horizontal and vertical motions; that is,

$$
\begin{equation*}
S(f)=\frac{H(f)}{V(f)} \tag{1}
\end{equation*}
$$

Konno and Ohmachi (1998) developed Nakamura's technique, extending the problem to a multilayered system. These authors reinforced the technique, which up to that moment did not have a very clear theoretical explanation. Several studies have shown that the $H V N R$ can reveal with some confidence the fundamental resonant frequency at a site (e.g., Lermo and Chávez-García, 1994; Field and Jacob, 1995; Lachet et al., 1996; Seekins et al., 1996; Coutel and Mora, 1998). Some works have dealt with the applicability of the technique by simulation of seismic waves in specific structures such as sedimentary basins (Al Yuncha and LuZÓN, 2000; Dravinski et al., 1996). LuZÓN et al. (2001), by a numerical study in a 2-D flat sedimentary inclusion, concluded that $H V N R$ technique can also predict, reasonably well, the fundamental local frequency when there is a high-impedance contrast between the sedimentary basin and the bedrock. This technique has become extensively utilized worldwide, basically due to two aspects: a) it is not necessary the occurrence of an earthquake, and b) the analysis of the data is relatively easy. Many works have determined the predominant periods of different regions with Nakamura's $H V N R$, as Ibs-von Seht and Wohlenberg (1999) in the Lower Rhine Embayment (Germany), Delgado et al. (2000) in the Segura River valley (Spain), or Navarro et al. (2001) in Almería City (Spain).

The ambient seismic noise measurements in the Motril urban area were performed during July 1998. The total number of points considered for the records was 91 . The distribution of the points was selected taking into account a rectangular grid that covered the entire city area. The grid size is approximately $200 \mathrm{~m} \times 200 \mathrm{~m}$. We used three instrumental sets; each one composed of a three-component highsensitive seismometer (with natural period of one second), a digital recorder of 24 bits technology to ensure a good quality of data in a laptop computer, and a GPS module to localize the spatial position. To see the signal-noise ratio, three minutes of instrumental noise was recorded: a) blocking the seismometers and b) removing them. Figure 3 shows an example of instrumental and soil motion noise spectral amplitudes recorded at a site. As can be observed, the amplitude of the soil motion is large enough to consider the instrumental noise as negligible.

It is known that microtremor spectra can be affected by some disturbances such as the weather and very nearby sources (traffic and other urban facilities conditions). A stationary test was carried out to check the amplitude and period stability in the area. Three-component records (for 3 minutes) were obtained every hour, during an interval of 24 hours in four selected sites of the city. Figure 4 shows an example at one of the sites; it can be seen that the periods and amplitudes of the microtremors $(0.1 \mathrm{~s}<\mathrm{T}<1.0 \mathrm{~s})$ are not very stable. Therefore we tried to avoid the possible spurious local disturbances by recording during the night, when nearby sources from human activity are minima.

The horizontal and vertical components of ambient noise were recorded at each site during three minutes (with a sample frequency of 100 Hz ), see Figure 5 (top), and several 20 sec windows of the record were selected for the analysis. The signal


Figure 3
Fourier spectra of ambient noise (solid line) and instrumental noise when the sensors are blocked (dotted line) and when they are removed (discontinuous line).
was Fourier transformed and smoothed using a 0.7 Hz Hanning windows. The horizontal to vertical spectral ratio was obtained using this equation:

$$
\begin{equation*}
S(f)=\frac{\sqrt{H_{\mathrm{NS}}^{2}(f)+H_{\mathrm{EW}}^{2}(f)}}{V(f)} \tag{2}
\end{equation*}
$$

where $H_{\mathrm{NS}}(f)$ and $H_{\mathrm{EW}}(f)$ are the North-South and East-West horizontal components of the displacement, respectively. The method used here consists of the application of the last equation to successive data windows along the traces. This procedure yields several $H V N R$ functions that can be represented as a twodimensional contour plot versus frequency and time, as proposed by Almendros et al. (2002). This plot, which we name ratiogram, represents the evolution of the


Period (s)
Figure 4
Horizontal to vertical noise ratio, at a selected point, from records obtained at different hours of the same day.
$H V N R$ with time and frequency. Figure 5, bottom left side presents an example of the application of the $H V N R$ using the above methodology.

## 3. Results and Conclusions

Various microzonation studies deal with the estimation of the amplification and the predominant period for a specific site in future earthquakes. Nakamura's technique, as used here, is a good tool for identifying the predominant period. One way to characterize the area under study is by means of a map depicting the characteristic magnitudes which evolved in the problem. Figure 6 presents the distribution of the predominant resonant periods of microtremors for Motril City.

The surface geology in Motril City north of the GG' profile (see Fig. 2) can be considered as hard soil and the predominant periods found are smaller than 0.25 sec . No evidence of soft soil has been observed. This could be due to the geological


Figure 5
Top: Example of a three-component record ( 180 sec ) of microtremors. Bottom left: Ratiogram representing the $H V N R$ as a function of frequency and time (for the 180 sec record). Bottom right: $H V N R$ amplitude versus frequency (for the window from 20 to 40 sec , of the 180 sec record).
features of the area in which the paleozoic materials are dominant. However, towards the west of the city (see Fig. 6) some highly predominant periods appear; there is a dry river bed which could have a high potential of sediments. The southern part of the city towards the sea, south of the GG' profile, is characterized by the presence of soft sediments (quaternary conglomerates and alluvial sands, see Fig. 2). The predominant periods range from 0.25 to 0.60 sec advocating for a medium soft soil. Some sites in this part of the city have small periods; this could be due to very local special conditions, as for example the existence of an outcrop.

In general we observe a good correlation between the surface geological conditions and the predominant periods obtained. This good agreement is similar as mentioned in previous papers (see. e.g., Navarro et al., 2001). As a last conclusion we can asses that the results we present in this paper, integrated with the geological information, borehole logs, site effects observed for strong earthquakes, realistic numerical modeling of signals, etc., can represent a useful tool for accomplishing a C level microzonation of a city.


Figure 6
Distribution of predominant periods of the microtremors. The figure shows the profiles AA', GG' and KK', which also appear in Figure 2.
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#### Abstract

From the data of a microseismic survey of the Lanzarote Island territory (Canary Archipelago) we obtained a microseisms amplitude distribution in the frequency range $0.3-12.5 \mathrm{~Hz}$. We found a distinguished anomaly such as an amplitude depression, whose size and magnitude depend on the frequency. After studying the statistical and polarization properties of microseism signals we proposed a model explaining this depression, based on the presence of a rigid intrusive body in the center of the island. Results of our survey coincided well with independent detailed gravity survey results whose interpretation also implies the presence of intrusion. We estimated shear-wave velocity for the rocks of intrusion and for surrounding rocks using microseismic data.
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## 1. Introduction

Using microseisms - the Earth's surface weak background oscillations - to gain information regarding peculiarities in the structure and mechanical parameters of subsurface zones is very attractive. First, microseism signals are always present at any point on the Earth's surface. Second, the measurements themselves both in the methodical and expense aspect are much easier, as a rule, compared to other seismological methods. That is why many authors developed the methods utilizing microseisms as a sounding signal. More or less established terminology has appeared in this area. The distribution between long-period ( $\mathrm{T}>1 \mathrm{~s}$ ) and short-period ( $\mathrm{T}<1 \mathrm{~s}$ ) corresponds to the traditional distinction between "microseisms" with natural origin and "microtremors" with artificial origin (BARD, 1999). Microseisms are widely used for site response effect studies. It is recognized as an important factor to be considered in seismic microzonation.

[^20]Microseisms research began as far back as the early works of OMORI (1908) and was developed both by the study of the microseism sources nature and their applications for local site response problems and engineering purposes. Concerning the microseisms origin, we know already since Gutenberg (1927) that they appear as a result of atmospheric perturbations transmission for the waters of oceans and propagate over continental surface as Love and Rayleigh type waves. A high efficiency of their propagation is explained by their surface nature.

Many authors studied the microseisms nature. For example, AKi (1957); Lacoss et al. (1969), Оmote and Nakajima (1973), Asten, (1978), Irikura and Kawanaka, (1980), Sato et al. (1991), Hough et al., (1992), Gorbatikov and BARABANOV (1994) studied the structure of short-period microseisms, their connection with geological structure and its condition, using seismic arrays and separate instruments. SAKAJiri (1982); Horike (1985) on the other hand investigated the nature of long-period microseisms and their connection with the subsurface structure.

A solid majority of papers devoted to microseisms utilization, could be classified into three groups by their methodical approaches. This classification was suggested by Lermo and Chavez-Garcia (1994). The first group implies direct interpretation of Fourier spectra (e.g., Kanai and Tanaka, 1954; Katz and Bellon, 1978); the second one - calculation and study of spectral relations between reference and studied site (e.g., Ohta et al., 1978; Kagami et al., 1986; Field et al., 1990); the third group includes determination of spectra relations between horizontal and vertical spatial components (NAKAMURA, 1989).

We use microseisms as a sounding signal in our study as well. In contrast to the majority of researchers studying the properties and response of sediment layer lying on some rigid basement, the specificity of our subject is that we are interested in a further degree to know the properties of the basement in comparison to the sediments. This paper could be referred to as the second group of the adduced classification in a methodical aspect. We study the spatial distribution of spectral amplitudes of microseisms ranging $0.3-12.5 \mathrm{~Hz}$.

Customarily researchers look for additional information for the verification of the results of microseismic study when microseisms are used for microzonation. In one case (Udwadia and Trifunac, 1973; Chavez-Garcia et al., 1995) a zonation map was either confirmed with real accelerograms of a strong earthquake, or with the map of intensities built on results of the investigation. In a different case (MATSUSHIMA and Okada, 1990) the microseismic zonation map found its confirmation in drilling data along some profile with subsequent verifying calculated evaluations.

In our paper we use independently obtained detailed gravity survey data as comparative information (САмАСно et al., 2000), and endeavor to make a complex interpretation of these two fields.

## 2. Geophysical Observations at Lanzarote Island

The Lanzarote Island belongs to the Canary Archipelago which is located at the edge of the West African Continental Margin. The island has an elongated shape and is situated at the northeast side of the archipelago. Its orientation has a SW-NE direction. It is approximately 55 km in length and 20 km in width. Lanzarote is defined by a shallow basement, probably about $4-5-\mathrm{km}$ thick as deduced from seismic profiles (BANDA et al., 1981). The basement is formed by a group of sedimentary rocks (quartzite and shale), plutonic rocks (basic and ultra-basic), and sub-volcanic rocks (basaltic and rachitic dikes) with an abundance of xenoliths of quartzite and sandstone emitted by its volcanoes. A solid majority of earlier geophysical research deals with extended surrounding oceanic areas and islands. We concentrate our study on the Lanzarote Island only and aim at revealing the peculiarities concerning its upper crust.

We should note here that the Institute of Astronomy and Geodesy of Madrid University has long conducted stationary observations at the underground geodynamic observatory, placed in the lava tunnel Cueva de los Verdes at the northeast edge of the island. The observatory is equipped with a number of instruments for observing the gravity field tidal variations, mareographs, meteorological instruments and others. On the west side of the island in Timanfaya National Park a measurement of microseismicity is being conducted as well as a measurement of heat flow and gas analysis (Vieira, 1991; Arnoso, 2001). Since 1995 a tiltmeter station based on Ostrovsky pendulums and seismic station has been installed in frames of cooperation between Madrid University and the Institute of Physics of the Earth, Russian Academy of Sciences.

## 3. Microseisms Observations

Developing seismic observations on the island is of great interest, especially concerning registration of the local weak seismicity for its comparison with geodynamic processes. It was the challenge of searching for the appropriate places for future long-term regional seismic stations which iniated the plan for a microseism survey.

We conducted observations during two cycles - in summer 2000 and in summer 2001. The second cycle had a specifying character and was organized based on results of the first one. For the first cycle we chose 30 observational sites which were regularly distributed along the island territory (if the opportunity was offered). One of the sites was organized in the tunnel 18 deep from the day surface. During the second cycle we conducted measurements not along the surface but along a definite profile crossing an anomalous zone revealed during the first cycle. The profile


Figure 1
(a) Seismometer and acquisitioning system used in microseismic survey. (b) All measured (64 times stacked) spectra obtained at Lanzarote during microseismic survey, summer 2000 campaign.
contained 10 measurement sites. Figure 4 shows the locations of sites in the first cycle and Figure 5a shows the sites in the second cycle profile.

For observations we applied a movable station with control from a book-type computer, with power supply from an accumulator battery and with one 3 -component seismometer. Our registering system provided 3 channels of velocimeter type with a frequency band $0.3-12.5 \mathrm{~Hz}$, maximum sensitivity 80000 Volt*sec/meter with the possibility of gradual attenuation. The ADC had a resolution of 16 bits and the sampling rate was 100 samples per second by channel (see Fig. 1a).

Examples of fragments of microseisms are presented in Fig. 2a. The figure demonstrates the possibility of visually evaluating amplitudes and the character of microseisms on the island. We can see that a low frequency component with character periods of about 1 second prevails in the signal. The amplitude of those oscillations in displacements achieves 1 micron, which is an enormous value. For high frequencies beginning from 2 Hz , amplitudes by visual estimations achieve $0.1-0.01$ microns. Such amplitudes are not unusual but typical for many places on the Earth.

During the survey we measured microseismic signal power spectra and stacked them 64 times at each site. For individual power spectra we used signal fragments of 20 seconds, with their preliminary multiplying by a Hunning window. We will discuss

Figure 2
(a) Fragment of microseisms signal at Lanzarote both in displacement and velocity. (b) Examples of particle motion projections obtained at site 14 . The projections are given in relative units.
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later a question concerning the number of stacking $(N=64)$ chosen as optimum. We registered microseisms with three reciprocal components; however for further processing we took only vertical component records to date. Thus, all the following speculations in this paper will concern the vertical component data only.

Figure 1b shows all measured stacked power spectra. A significant difference between individual spectra attracts the attention. The difference between spectral amplitudes achieves a magnitude of two orders in the frequency band $2-12 \mathrm{~Hz}$. Regarding the low frequency part, considerable variations in amplitudes could be seen here as well. It is interesting to see that spectra exist with high low-frequency and low high-frequency components, however, one can find spectra with the inverse behavior. To provide correct interpretation of the observations it is important to answer two essential questions: 1. To what degree are the differences between the measured spectra significant? Or in other words, are the microseisms signal stationary and in which interval. After answering the question we would be able to compare the spatially separated sites where measurements were done asynchronously. 2. What type of waves compose the microseismic signal on the island in main? This aspect will be important when we evaluate the medium based on the received data.

## 4. Signal Properties Study

We conducted two special experiments in order to evaluate the stationary properties. In the first experiment we installed the microseismic station in one of the network sites for a period slightly exceeding one day ( 26 hours). Similar to all the other sites of the network, the measurement consisted of 64 times power spectra stacking, but was periodically repeated in the 26 -hour period of the experiment. The resulting stacked spectra are exhibited as a surface on Figure 3b. Here the vertical axis is marked in logarithms of spectral amplitudes, the X-axis means frequency and the Y-axis means time marked from right to the left. We can see from the figure that the experiment started on 31.05 .2001 at 20:09 local time and concluded late evening the next day. A night period can be well distinguished on the surface. Amplitudes smoothly decrease nearly ten times less from about 3-4 a.m. and then rather sharply increase from 8-9 a.m. However these variations do not concern the entire spectra but only frequencies ranging higher than 1.5 Hz . The lower frequencies are not exposed to this daily influence. We can see this from the behavior of isoline parallel to X -axis at frequencies lower than 1.5 Hz . In fact the applied approach is reminiscent of those

Figure 3
(a) Illustration for the stationarity properties study. The examples of standard deviation behaviour in increasing time window are presented for four chosen sites. (b) The 64 times stacked spectrum behaviour in time during a one-day period.

proposed by SEO et al. (1996) for distinguishing microseisms from microtremors where significant daily amplitude variations clearly indicate microtremors.

One more analogous experiment was conducted at another site. We measured a stacked power spectrum at one and the same place but in days with different weather conditions. We purposely chose a windy day and a day with very calm weather. The result was similar to the previous one. Wind influence occurred only on frequencies higher than 1.5 Hz . Thus we can preliminarily conclude that for frequencies lower than 1.5 Hz we can make asynchronous measurements and compare separated in space sites with each other.

The question about stationarity concerned the observational period optimization. We had to determine the optimal number of stacking while measuring the power spectrum at each site. Assuming from previous data that the microseism signal is a random Gaussian process with its mean value equal to zero, we could consider applicable the following relation between dispersion and spectral density:

$$
\begin{equation*}
\sigma_{x}^{2}=2 \int_{0}^{\infty} S_{x}(f) d f \tag{1}
\end{equation*}
$$

where $x(t)$ is a random microseismic process, $\sigma_{x}{ }^{2}$ and $S_{x}(f)$ is its dispersion and spectral density, correspondingly (Bendat and Piersol, 1966).

Taking into account (1), let us consider the behavior of dispersions of microseisms amplitude measured at four different sites (Fig. 3a). On all figures the values of standard deviations are laid along the Y-axis. The large dots indicate standard deviations defined on twenty-second fragments of the record. The empty circles indicate standard deviations in a window with increasing size, which is divisible by the twenty-second interval. A number of twenty-second intervals are laid along the X -axis, and they in turn constitute one long interval. We can well see that the standard deviations remain more or less equal from the beginning to the end of the experiment within each twenty-second interval. However a standard deviation in increasing window comes to a certain stable value after several oscillations at the beginning. The best-fit lines built on the clouds of short interval standard deviations are shown by dashes. We see that for all four exhibited cases the standard deviation in the increased window coincides with the best fit line after the long window length increases up to about 40 short intervals. The deflection does not exceed 3\%. From this figure and relation (1) we can conclude that after 40 times stacking already the microseisms spectrum becomes stationary. For the microseismic survey itself we took 64 as a number of stacking. It exceeds with a $30 \%$ reserve the experimentally defined boundary and is convenient for a number of technological reasons.

The solution question regarding a content of microseisms at Lanzarote leads towards two illustrations following below. Figure $2 b$ contains examples of three projections for 3-D particle oscillating motion in microseisms. In the presented cases projections on the vertical planes have a view of ellipsoids, and projections on
horizontal plane have a linear form. Here the beginning of the oscillation phase is indicated with a large dot. We can trace the motion direction in the oscillation. We see that the oscillation character corresponds to the motion in the Rayleigh-type surface waves. From these examples we can also estimate a direction to the source. The projections on horizontal plane make it possible to perceive that the source for the given oscillating phases is not the only one. We analyzed many more examples than presented here. But due to size limitation of this paper we do not illustrate all the cases. From our analysis we saw that there is no singled out source of the microseisms on the island. The source looks like a distributed one. This is not surprising considering that the island has limited sizes and its shores are permanently subjected to the ocean surf impact. We also concluded that microseisms' energy is defined mainly by the contribution of Rayleigh-type waves.

To verify this we conducted an independent experiment which consisted in comparatively of the microseisms amplitude at frequencies $0.5-1.5 \mathrm{~Hz}$ measured both at a site on the day surface and on the depth 18 meters beneath the chosen point. We used a fortunate circumstance for our measurements - the presence of a natural lava tunnel, and found an attenuation of signal with the depth. The attenuation was frequency-dependent and increased in magnitude the higher the frequency was. Besides the amplitude, dependence on the frequency coincided with that calculated for the Rayleigh wave, under the assumption of shear-wave, velocity at that point had a value $\mathrm{V}_{\mathrm{S}} \cong 100-200 \mathrm{~m} / \mathrm{s}$. Thus we obtained indirect proof that microseisms ranging from $0.5-1.5 \mathrm{~Hz}$ are presented with surface waves of Rayleigh type. Resultingly Figure 1 b shows that the main part of energy originates from the frequency range $0.5-1.5 \mathrm{~Hz}$ and we can conclude that microseisms are mainly presented with Rayleigh waves.

## 5. Results of Observations

The results of our observations are shown in two figures - Figure 4 and Figure 5 b. Figure 4 illustrates the first cycle observation results. Figure 5 b contains results of the second cycle. Figure 4 has six sheets, with each corresponding to some frequency indicated at the top-left corner of the sheet. Each sheet represents a surface of experimental amplitude's distributions. Amplitudes in turn were selected from the row of the stacked spectra in Figure 1b. All sheets contain the island contour and observational sites are indicated with empty triangles. It is necessary to mention that average amplitudes for the different frequencies in spectra differ (Fig. 1b). Thus, to achieve maximum contrast we normalized the surface images independently - each to its own amplitude. We observe that an area with depressed amplitude values can be distinguished. This area located in the central part of the island and is slightly shifted to its east coast. The nearest settlement to the zone is named San-Bartolome.
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The size of this area and the depth of the depression depend on frequency. Figure 4 contains surfaces for the frequencies from 0.7 Hz onwards. We do not adduce here the lower frequencies, as they do not differ considerably from the 0.7 Hz sheet. The depressed amplitude area decreases in size and concentrates around a certain point when the frequency increases from 0.7 to 1.2 Hz . From 1.3 Hz on this area mostly cannot be seen on the background.

We assume that this dependence can be explained only under the assumption that microseisms are present with the surface-type waves. Furthermore, it is necessary to assume the presence of geological inclusion more rigid by its mechanical properties than surrounding rocks. It is necessary to presume also that this inclusion does not appear at the surface, but rather is hidden under a certain sediment layer where the amplitude depression is disappearing beginning from the frequency 1.3 Hz . Under those assumptions the depression forming looks like the following. A surface Rayleigh wave propagates across the island and if it has enough length and thus enough deep penetration to the depth, it runs against the rigid inclusion. When propagating across the inclusion the wave amplitude decreases. If the wavelength is not long enough and penetration is not deep then the wave does not touch the inclusion and pass above it.

The fact of stable amplitude loss at a definite area is interesting because microseisms amplitude growth can be observed in practice very often. Besides, one can find numerous reasons for amplitudes growth than for the loss. It could be the influence of cultural sources for example.

We decided to verify this result again, and as we stated before, during next field season we conducted an additional cycle of microseismic survey. This survey consisted of the observations along the profile. Figure 5a shows the distribution of the observational sites relative to the island contour and the revealed zone of anomalous amplitudes depression. Observational results are presented in Figure 5b as dependence of microseisms' amplitudes (indicated by inking) both on the frequency (along the vertical axis) and on the coordinate in the profile (along the horizontal axis). The observational sites were placed imprecisely along a straight line and thus Figure 5 b relates to a conditional line indicated on the figure by dashes.

We observe that the first cycle results are being proved. As in the first case we find the depression above the revealed zone at frequencies $0.5-0.8 \mathrm{~Hz}$. As in the first case we found the depression size and depth decrease with the frequency growth. Starting from the approximate frequency 1.25 Hz , this depression is no longer noticeable on the background. Additionally we see on Figure 5b that with frequency growth from 1.3 Hz , the amplitude distribution character in the profile changes to the opposite

Figure 4
Amplitude distribution of indicated frequency components along the territory of the island. The inking of each pattern is normalized by the average amplitude of the indicated frequency in the experimental spectra. Empty triangles show the places of the survey network for the summer 2000 campaign.
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Figure 5
(a) The observational sites, positions in the profile during the summer 2001 campaign. The ellipse with increased density indicates the anomalous zone revealed in summer 2000 campaign. (b) Distribution of stacked spectra amplitudes versus frequency and site position in the profile. Inking indicates the logarithmic amplitudes of microseisms.
one. In the zone where we observed a depression we see amplitude growth. Here we just note this interesting fact. It is probably also in connection with peculiarities of the subsurface geological structure at the given place of the island. However we will not consider and analyze the phenomenon models in this paper.

## 6. Discussion

In spite of the possibility to explain the observed loss in amplitudes aided by the presence of subsurface rigid inclusion, we made our best effort to attract independent data on other geophysical fields for the same territory.

Thus recently САмАсно et al., (2001) presented results of modelling the crust of anomalous masses of Lanzarote Island, which were based on application of a new version for inverse gravimetry problem solution and data which were obtained in a detailed gravimetry survey of the island in 1988. Figure 6a was adopted from the paper and contains a map of the Bouguer gravimetric anomalies distribution. Dots indicate a network of gravity stations (totally 296 stations). A bright positive anomaly in the center of the island rises above the background near San-Bartolome. The transversal size of this zone is about 13 km . Its mass anomaly constitutes $582 * 10^{12} \mathrm{~kg}$. CAMAChO et al. (2001) interpret this anomalous zone as an intrusive body, reaching with its roots to a depth of 15 km , where it almost achieves the Moho boundary alleged here. Up to him the depth of the intrusion is still under discussion. According to MacFarlane and Ridley (1969) this body corresponds to a major igneous center within the crust, it was important at least during the early sub-aerial growth of the island, and may be formed initially at the intersections of fundamental NNE- and SW- trending fault systems. However, while large earth movements and an erosion process may have disrupted this structure until now, only the ridges remain as horst blocks, the central cone having subsided between them and having been covered by younger volcanic eruptions. Moreover, the detailed survey of the island revealed a number of smaller and shallower positive bodies, interpreted as lessdeveloped magmatic intrusions. Unfortunately density of our microseismic network made if impossible for us to distinguish these minor structures, though we can expect to distinguish them in the microseismic field as well if the experiment is properly arranged.

Comparing Figure 4 with Figure 6a we note a remarkable coincidence of anomalous zones revealed in the microseismic and gravimetrical fields. The interpretations of both anomalies independently imply the analogous reason of their formation and namely the presence of an intrusive body in the area of SanBartolme. We consider this fact a ponderable mutual proof of these interpretations.

Based on the inverse gravimetry problem solution САмACHO et al. (2001) estimated density of the intrusive body. We also endeavored to estimate elastic parameters of this body based on the microseisms amplitudes distribution


information. For this we employed a simple elastic model of two half spaces with different values of densities and elastic parameters. According to Levshin et al. (1992), a dependence on the depth of Rayleigh wave amplitudes in the half space can be described as follows:

$$
\begin{equation*}
A_{Z}(\omega, Z)=\frac{k^{2}-2}{k^{2}}\left(e^{-r_{\alpha} Z}+\frac{2}{k^{2}-2} e^{-r_{\beta} Z}\right), \tag{2}
\end{equation*}
$$

where

$$
\begin{gathered}
r_{\alpha}=\frac{2 \pi}{l} \sqrt{1-\gamma^{2} k^{2}} ; \quad k=V_{R} / V_{S} \\
r_{\beta}=\frac{2 \pi}{l} \sqrt{1-k^{2}} ; \quad \gamma=V_{S} / V_{P} \quad l-\text { Rayleigh wave length } .
\end{gathered}
$$

Making flexible assumptions about retaining the energy when the Rayleigh wave is crossing the vertical boundary, we calculated a relation of amplitudes in waves for the surface in both half spaces based on equation (2). We varied parameters $V_{S}, V_{P}$ and $\mathrm{V}_{\mathrm{R}}$ for both half spaces trying to approach the calculated result to the experimental amplitude's relations for the anomalous zone and surrounding space of different frequencies. At that we kept the relations between $V_{S}, V_{P}$ and $V_{R}$ within the definite limits existing for the real velocities. We found during the modelling that the amplitude distribution is most sensible to the $\mathrm{V}_{\mathrm{S}}$ parameter.

In our calculations we proceeded from values in surrounding space $\mathrm{V}_{\mathrm{S} 1}=100 \mathrm{~m} / \mathrm{s}$ and $\mathrm{V}_{\mathrm{S} 1}=300 \mathrm{~m} / \mathrm{s}$ and estimated the values of $\mathrm{V}_{\mathrm{S} 2}$ and $\mathrm{V}_{\mathrm{R} 2}$ for the anomalous zone. Then we calculated a length of the Rayleigh wave in the anomalous zone and estimated its penetration to the depth using the relation: $H=1 / 2 \mathrm{l}$. Results of our estimations are presented in Figure 6b. This figure indicates the distribution of velocities in the intrusive body when approaching the surface. The fragments of the dashed lines illustrate the range of possible velocities for the given depth in one case and the range of depths within which the given velocity can be met in another case. This simple modelling for $\mathrm{V}_{\mathrm{S} 2}$ (shear-waves velocity in the anomalous zone) produced a resulting value typical for basalt (see Fig. 6a.). This is in good agreement with the conclusion of CAMACHO et al., (2001) regarding the existence, position and substance of the intrusive body.

The range of velocities in the surrounding space we chose ( $\mathrm{V}_{\mathrm{S} 1}=100 \mathrm{~m} / \mathrm{s}$ and $\mathrm{V}_{\mathrm{S} 1}=300 \mathrm{~m} / \mathrm{s}$ ) was not accidental, and was obtained as a result of two

Figure 6
(a) Distribution of gravity stations and the map of the Bouguer gravimetric anomaly. The value used for density of terrain correction is $2,480 \mathrm{~kg} / \mathrm{m}^{3}$ (adopted from CAMACHO et al., 2001). (b) Results of simulation of the distribution of $\mathrm{V}_{\mathrm{S} 2}$ velocity versus depth for the different $\mathrm{V}_{\mathrm{S} 1}$ in the revealed anomalous zone. The $\mathrm{V}_{\mathrm{S} 1}$ magnitudes (given in $\mathrm{m} / \mathrm{s}$ ) accepted for calculations is shown near each curve.
experiments. The first one was described earlier and consisted of the estimation of $\mathrm{V}_{\mathrm{S} 1}$ velocity beyond the anomalous zone from the Rayleigh amplitudes comparison between the surface site and the deepened site in the lava tunnel. It produced the result $\mathrm{V}_{\mathrm{S} 1}=100 \mathrm{~m} / \mathrm{s}$. The second experiment consisted of direct measurements of velocities of microseisms (beyond the anomalous zone as well). This was done with the help of a small aperture seismic array and resulted in $\mathrm{V}_{\mathrm{S} 1}=300 \mathrm{~m} / \mathrm{s}$.

## 7. Conclusions

We performed a microseismic survey at the territory of the Lanzarote Island, Canary Archipelago. For this we used a three-component seismometer which we moved from one site to another. The initial target consisted of searching for the appropriate place to organize the long-term seismic station. We used a velocimetertype channels with the band $0.3-12.5 \mathrm{~Hz}$ for our measurements. Later on a data analysis showed that the microseism's parameters stably depend on peculiarities of the subsurface geological structure.

To interpret correctly the survey data we studied the properties of the microseisms signal. First, we ascertained that microseisms on the island are mainly presented with the surface waves of the Rayleigh-type. It was also illustrated experimentally that frequency-dependent amplitudes decrease with the depth. A microseisms particle motion analysis showed that (for our case at least) the microseisms source has no definite location and looks like a distributed source. Second, we studied a stationarity of microseisms analyzing a standard deviation in increasing the time window and found that after approximately 800 seconds the signal is receiving stationary properties.

During the survey we measured power spectra with 64 times stacking and analyzed a distribution of individual frequency components thereafter for the surface sites. We found that spatial distribution of the spectral components ranging $0.3-$ 1.2 Hz amazingly coincides with the detailed gravity survey data obtained in the independent study. The gravimetric data point to a deep intrusive body in the central part of the island. The microseismic survey results can be explained similarly .

We tried to estimate shear velocities in the surrounding rocks and in the intrusive body as well as the density estimation from gravimetric data. We derived values typical for basalt rocks, which is in agreement with the conclusions of the gravimetric study.
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# Microtremor Analyses at Teide Volcano (Canary Islands, Spain): Assessment of Natural Frequencies of Vibration Using Time-dependent Horizontal-to-vertical Spectral Ratios 
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#### Abstract

We use time-dependent horizontal-to-vertical spectral ratios (HVSR) of microtremors to determine the dominant frequencies of vibration of the geological structures beneath several recording sites in the vicinity of Teide volcano (Canary Islands, Spain). In the microtremors, the time-dependent HVSRs (ratiograms) are a useful tool to discriminate between the presence of real dominant frequencies linked to resonances of the subsurface structure and the spurious appearance of peaks due to local transients. We verified that the results are repeatable, in the sense that microtremors recorded at the same site but at different times yield a very similar HVSR function. Two types of results are found: (1) sites where there is no resonance of the propagating microtremors, and therefore no value of a dominant frequency can be assessed; and (2) sites where a stationary peak in the HVSR is found and a dominant frequency related to resonance of the shallow structure can be estimated. These resonant frequencies show substantial spatial variations even for nearby sites, which reflects the complexity of the shallow velocity structure in the Las Cañadas area. Large dominant frequencies occur near the caldera walls and also at a few locations that coincide with the intersections of the inferred rims of the three calderas forming Las Cañadas. Small dominant frequencies also occur near the caldera rim, and may be due to discontinuities in the caldera wall and/or to local velocity anomalies. Intermediate frequencies are mostly found in the eastern part of the caldera, where a tentative profile of the basement depth has been obtained. Intermediate frequencies have also been measured south of Ucanca and south of Montaña Blanca. In view of the present results, we conclude that the use of ratiograms constitutes an improvement of the HVSR method and provides an appropriate tool to investigate the shallow velocity structure of a volcanic region.


Key words: Surface geology, microtremors, resonant period, ratiogram, Teide volcano.

## 1. Introduction

The Canary Islands consist of seven islands and several islets located at about $28^{\circ} \mathrm{N}, 16^{\circ} \mathrm{W}$ in the Atlantic Ocean (Fig. 1). They lie in an intraplate setting on the northwestern African continental shelf. Several theories have been proposed to

[^21]

Figure 1
Composite map showing the region under study. (lower left) Position of the Canary Islands near the northwestern African coast. (upper left) Simplified geological map of Tenerife Island, showing the position of Teide volcano and Las Cañadas caldera. (lower right) Las Cañadas caldera. Microtremor records were obtained at several sites along the main road (solid black line) and at Siete Cañadas Trail (dotted black line). The dotted white line shows the approximate position of the caldera rim.
explain the origin of the Canarian volcanism (Anguita and Hernán, 2000), including a mantle hotspot (Morgan, 1983; Carracedo et al., 1998; Dañobeitia and Canales, 2000) and the uplift of tectonic blocks (Araña and Ortiz, 1991), among others. In Tenerife, subaereal volcanism started more than 12 Ma ago (ANCOCHEA et al., 1990). The activity was concentrated mainly along the NE-SW and NW-SE faults that cross the center of the island, where a great volcanic edifice was built some 3 Ma ago (Martí et al., 1994). The collapse of this edifice, most likely by multiple collapses rather than by a single giant event (Martí and Gudmundsson, 2000) produced the Las Cañadas caldera, which constitutes one of the best exposed calderas in the world. It has an approximately elliptical shape, with dimensions of 16 and 9 km in east-west and north- south directions, respectively. The caldera floor has an elevation of about 2 km , and it is surrounded by walls clearly visible for 27 km . A gravitational failure of part of the north wall left the caldera open to the north. Subsequent episodes of volcanism on the northwest of caldera gave birth to the TeidePico Viejo stratovolcano (Ablay and Martí, 2000) and contributed to the filling of the caldera. There is also evidence of the importance of landslides in the volcanic evolution of Tenerife (Ancochea et al., 1990; Ablay and Hürlimann, 2000).

Teide is considered as potentially hazardous due to the proximity of populated areas such as the Orotava Valley. This may be one of the reasons for its selection as the Decade Volcano and the European Laboratory Volcano by the IAVCEI and the European Science Foundation, respectively. Several eruptions have occurred in Tenerife within historical times, for example in Siete Fuentes (1704), Fasnia and Montaña Arenas (1705), Montaña Negra (1706), Chahorra (1798), and Chinyero (1909) on the northwestern flank of the volcano. All these eruptions were preceded by premonitory seismicity (Araña and Carracedo, 1978), which emphasizes the importance of a systematic geophysical monitoring.

The present study is intended to improve our understanding of the relationship between the shallow geological structure and microtremors in a volcanic environment. The experiments consisted of microtremor measurements at different points in the vicinity of the Teide volcano. These data are used to estimate the dominant frequencies of vibration of the structures beneath the recording sites, which may be used to characterize the local geological setting.

## 2. Instruments and Data

A single seismic station was used for the microtremor measurements. It was composed of a short-period, three-component seismometer with natural period of one second, a 24 -bit A/D converter with GPS time, sampling each channel at 100 sps , and a laptop computer to control the system and store the data. We recorded data during three different surveys. Due to the rough topography and the difficult access to most parts of the Las Cañadas caldera, sites were generally selected on the basis of logistic ease. On July 2000, data were recorded at 56 locations along the main road and the Siete Cañadas trail crossing the Las Cañadas caldera (Fig. 1); record duration was set to three minutes. Additional data were obtained by recording 3 -minute microtremor samples every hour during 24 hours near the Parador Nacional. The second survey was performed during July 2001, and consisted of a repetition of the 2000 survey to obtain new 3-minute microtremor records at the same 56 positions. Finally, in October 2001, 5 -minute data samples were recorded at 28 sites in a denser grid on the eastern part of the Las Cañadas caldera. Measurements were repeated three times for one of the sites to control the stability of the results. Distances between nearby recording sites ranged between 0.5 and 1.0 km .

The microtremor spectrum contains energy basically below 10 Hz , with a main peak observed at 1 Hz . The main source of microtremors is most likely the oceanic microseismic noise, which usually peaks at periods of a few seconds. This kind of noise has been found to peak between 3 and 8 s at the oceanic islands of Hawaii (Dawson et al., 1998). At Tenerife, Almendros et al. (2000) documented the presence of oceanic noise at frequencies below 1 Hz . The peak observed in our data
probably corresponds to the shoulder of the microseismic noise filtered by our shortperiod instruments.

## 3. Method

### 3.1. The HVSR Technique

The horizontal-to-vertical spectral ratio (HVSR) method considers that the amplification produced by a surface layer can be obtained by evaluating the ratio between the horizontal and vertical spectral amplitudes of microtremors recorded at the site. This method is known as the Nakamura's technique since the publication of his paper (NaKamura, 1989). Nevertheless, the idea was introduced by Nogoshi and IgArashi (1971) who showed the coincidence between the lowest-frequency maximum of the HVSR of Rayleigh waves and the fundamental resonance frequency of the site. The method assumes that microtremors are composed of Rayleigh waves which propagate in a surface layer over a half-space (Lermo and Chávez-García, 1994; Dravinski et al., 1996). The motion at the interface between the layer and the half-space is not affected by the source effect; moreover, the horizontal and vertical motions at the interface are approximately equal due to the ellipticity of the Rayleigh waves. Therefore the site effect can be computed by the spectral ratio of horizontal versus vertical components of motion at the surface, that is,

$$
\begin{equation*}
H V S R(f)=\frac{\sqrt{A_{\text {east }}(f)^{2}+A_{\mathrm{north}}(f)^{2}}}{A_{\mathrm{vertical}}(f)} \tag{1}
\end{equation*}
$$

where $A_{C}$ represents the spectral amplitude of the $C$ component.
Konno and Ohmachi (1998) extended the problem considering a multi-layered system; they reinforced the technique, which up to that moment had some theoretical gaps. Other studies have shown that the HVSR can reveal the fundamental resonant frequency of the structure beneath the site (Lermo and Chávez-García, 1994; Field and Jacob, 1995; Lachet et al., 1996; Seekins et al., 1996; Coutel and Mora, 1998). The method works reasonably well when the structure of the site under study can be approximated by a 1-D model. Recent works have investigated the applicability of this technique by the simulation of seismic waves in specific structures such as sedimentary basins (Al Yuncha and Luzón, 2000; Dravinski et al., 1996). LUZÓN et al. (2001) performed a numerical study of the propagation of seismic waves in 2-D flat sedimentary basins, and concluded that the HVSR can reasonably predict the natural frequency when there is a high-impedance contrast between the sedimentary inclusion and the bedrock.

Despite its restrictions, Nakamura's method has become a widely used tool, with interest in seismological and engineering applications. For example, it has been used
to map the thickness of sediments in the Segura Valley, Spain (Delgado et al., 2000), and the Lower Rhine Embayment, Germany (Ibs-von Seht and Wohlenberg, 1999); to characterize seismic hazards in small scale for seismic microzonation (see BARD, 1999 and references therein); or to estimate the topographical effects of ground shaking at mountains (Zaslavsky and Shapira, 2000). The main reason for such a success is its simplicity both in field operations and data analysis. A few minutes of microtremor data is enough. Microtremors are ubiquitous in time and space, and it is not necessary to wait for the occurrence of earthquakes. A single three-component station is the only instrument required. Then, routine spectral techniques can be easily applied to obtain estimates of the dominant frequency of vibration of the underlying structure. These frequencies of vibration are strongly related to the physical properties of the site under study, i.e., layer thicknesses, densities, or wave velocities. Estimates of these frequencies could be thus useful to characterize the physical properties of a geological structure.

### 3.2. Application of the Method

The procedure generally used to calculate the HVSR consists in the application of eq. (1) to the average amplitude spectra of the three components of motion. However, we have tested that the routine application of this technique may lead to errors. Local perturbations of the wavefield may happen during the recording periods and be recorded together with the microtremor data. Usually, these transients are easily identified in the seismograms and/or spectra, and the analysis can be performed only on those data free of perturbations in order to obtain reliable results. But variations in the microtremor wavefields might be subtler in such a way that neither visual nor spectral analysis are able to reveal them. In this case, spurious peaks would appear in the average spectra. These peaks could be large enough to affect the spectral ratio and produce unrealistic results.

To avoid this problem, we used a different approach aimed to the estimate of a time-dependent HVSR. Our method consists in the application of eq. (1) to successive data windows along the traces. This procedure yields several HVSR functions that can be represented as a two-dimensional contour plot versus frequency and time. This plot, that we name ratiogram, represents the evolution of the HVSR in the same way that a spectrogram represents the evolution of the spectrum versus frequency and time.

Figure 2 shows an example of application of the HVSR method using the two approaches described above. Following the standard technique, average spectra are calculated (Fig. 2b, top) and the HVSR is obtained as the ratio between the horizontal and vertical spectral amplitudes (Fig. 2b, bottom); we can see the presence of a dominant peak at about 5 Hz and we could conclude that the site produces amplification for this frequency. However, the time-dependent HVSR with the second approach demonstrates that this peak is due to a single transient at about 60 s


Figure 2
Example of the application of the HVSR method. (a) Three-component microtremor data. (b) Amplitude spectra of the three components (top) and HVSR (bottom) calculated using the standard procedure. (c) Ratiogram representing the HVSR as a function of frequency and time.
(Fig. 2c). This plot shows that the HVSR is not stationary at this site, at least at the time of our measurement, and therefore it makes no sense to estimate a value for the dominant frequency.

When the time-dependent HVSR is stationary, at least during particular time periods, an average HVSR can be obtained by stacking the corresponding HVSRs. This average usually coincides with the one calculated by the standard technique, except for problematic records as shown in Figure 2. The difference between the two techniques consists in the averaging procedure. In the standard method, we average the spectra corresponding to several windows along the traces, and then apply eq. (1)
just once to obtain the HVSR. In our approach, we apply eq. (1) several times to calculate the HVSR for each window, and then average them to obtain the site response. In our opinion, the second approach should be preferred since more stability is expected in the HVSR (that in theory depends only on the site structure) than in the microtremor amplitude spectra which can show temporal variations. Moreover, we take into account not only which peak of the average HVSR is highest, but also whether or not this peak appears stable in time in the ratiogram. A high peak that is not stationary is not considered in the assessment of the dominant frequency, something that is impossible to take into account in the standard approach.

We calculated HVSRs with the second approach described above. We select a window of 20.48 s and slide it at intervals of 5 s along the traces. For each window we calculated the amplitude spectra of the three components using an FFT algorithm, and smoothed using a $0.7-\mathrm{Hz}$ Hanning window. Then we applied eq. (1) to obtain the HVSR. We repeated this procedure for successive time windows over the duration of the microtremor records to obtain a ratiogram for the site. In a ratiogram, the presence of a dominant frequency is marked by a horizontal, ridge-like structure. All noise-free HVSRs representing stable dominant frequencies were selected and averaged to yield the average HVSR, whose peak determines the dominant frequency for the site. Taking into account the response of our instrument and the frequency content of microtremors recorded in the Las Cañadas area, we restricted a priori the possible dominant frequencies to the range $1-10 \mathrm{~Hz}$. This condition is not too restrictive, since this is the range of frequencies usually obtained in this kind of studies.

## 4. Results

Figure 3 shows examples of stationary ratiograms obtained at two different sites. In the first case (Fig. 3a), a clear dominant frequency of 3.6 Hz appears throughout the duration of the records. In the second case (Fig. 3b), the average HVSR does not present a resonant frequency but a flat response with an amplification level approximately equal to one. Ratiograms like these have been calculated for the entire data set using the method described in the last section.

The shape of the HVSR is usually repeatable; microtremors obtained at the same site at different times show similar HVSR functions. For example, Figure 4a shows average HVSRs of 24 data samples recorded hourly at the same site (July 2000 survey). A very stable peak at about 5 Hz is found. Two other peaks are also evidenced between 6 and 9 Hz , but their positions and values change slightly with time. Since the velocity structure under the recording site does not vary, these differences between HVSRs corresponding to different hours may suggest that the source effect has not been completely removed in the spectral ratio. Figure 4b shows


Figure 3
Two examples of ratiograms and average HVSRs obtained from microtremors recorded at sample locations. In each case, the top pannel shows the three-components of ground motion; the bottom pannel corresponds to the ratiogram calculated using the procedure described in the text; and the right pannel shows the average HVSR. The scale on the right represents the values of the time-dependent HVSR in both ratiograms. (a) Example with a stationary peak at a frequency of about 3.6 Hz . (b) Example with no resonant peaks.
another example of HVSRs calculated for data recorded at the same site during the October 2001 survey. Although the microtremors were recorded after lapses of several hours, a dominant frequency at about 3 Hz is clearly seen in the three cases. Finally, Figure 4c shows two examples of HVSRs for data recorded at the same sites with a temporal lapse of one year. The upper panel corresponds to a site where a dominant frequency could be determined at about 7 Hz . The bottom panel shows the average HVSR for a site where there is no vertical resonance of the propagating waves and therefore no dominant frequency could be established. In both cases, we find the same patterns for data recorded during the July 2000 and July 2001 surveys. This repeatability is the behavior observed at about $85 \%$ of the recording sites, for which both HVSR functions obtained during the July 2000 and July 2001 surveys at each site lead either to a flat amplification spectrum, or to the determination of the same values of dominant frequency within a limit of about $20 \%$. There are a few cases, however, where we have found a flat HVSR for the July 2000 data and a more or less dominant peak for the July 2001 data, or vice versa. These inconsistencies could be attributed to near-site variations of the wavefield that have not been detected and have slipped in during the analysis.

The results corresponding to the dominant frequencies obtained for the three seismic surveys are summarized in Figure 5. The unfortunately large percentage of sites where no information could be obtained was mostly due to failure of a channel during the recording process and/or the presence of non-stationary noise in the vicinity of the recording site. Specifically, this happened at 12 of the 57 recording sites of the July 2000 survey; 21 of the 56 sites of the July 2001 survey; and 1 of the 28 sites


Figure 4
Average HVSRs obtained at the same site at different times: (a) from the analysis of microtremors recorded hourly for 24 hours during the July 2000 survey, (b) at three different times during the October 2001 survey, and (c) at the same sites during the July 2000 and July 2001 surveys.
of the October 2001 survey. Flat HVSRs, such as the example in Figure 3b, have been found at several recording sites during the July 2000, July 2001 and October 2001 surveys (for 16,13 and 1 sites, respectively). The lack of stationary peaks can be interpreted as the absence of resonance of the structures under the recording sites, at least in the frequency range investigated. For the rest of the sites, the shallow


Figure 5
Maps of Las Cañadas caldera showing the results of the HVSR method for microtremor data obtained during the three surveys. Crosses indicate sites where no information could be obtained due to instrument failures or presence of non-stationary noise; triangles mark sites where flat response spectra were found. Finally, circles show those sites where dominant frequencies were determined. The region shown in the bottom left panel is marked by dashed lines on the top and middle panels.
structure beneath the station efficiently induces the resonance and stationary peaks are found. These HVSRs allowed us to assess values of a dominant frequency ranging from 1 to 8 Hz .

Figure 6 combines in a single plot the average values of the dominant frequency obtained at the different sites during the three surveys. The most striking characteristic of the distribution of dominant frequencies obtained is their high


Figure 6
Map showing the average dominant frequencies measured during the three surveys (see Fig. 5). The dashed grey lines correspond to the inferred rims of the Ucanca, Guajara, and Diego Hernández calderas.
spatial variability. For example, in some cases there are very different frequencies at nearby sites located just 300 m apart.

## 5. Discussion

Several studies show the relationship between the velocity structure beneath the recording site and the dominant frequency obtained from HVSR analysis (see for example Navarro et al., 2001). As a first-order approximation, we can apply a simple formula that relates the fundamental frequency to the thickness and seismic velocity of a medium composed of a single layer over a half-space:

$$
\begin{equation*}
f_{0}=\frac{\beta}{4 H} \tag{2}
\end{equation*}
$$

where $\beta$ is the average $S$-wave velocity and $H$ is the thickness of the layer. When the sites are located over the same structure we can assume that the $S$-wave velocity is approximately constant from site to site. This is usually the case in most sedimentary basins. The former relation thus yields a map of sediment thickness from estimates of the resonant frequency (e.g., Ibs-von Seht and Wohlenberg, 1999). Inversely, if we assume that in a certain region the surface layers have approximately a constant thickness, the dominant frequency at each point would be then related to an $S$-wave velocity and a map of surface velocities could be obtained.

However, in a volcanic environment like Las Cañadas caldera we cannot assume any of the former assumptions. Exhaustive studies of the surface geology in Las Cañadas (Ancochea et al., 1990; Martí et al., 1994; Ancochea et al., 1999; Ablay and Martí, 2000) have produced detailed information about the composition, location, and extent of each exposed rock type and its role in the volcanic evolution of the region. Borehole data provide additional constraints on the subsurface structure of Las Cañadas. Current interpretations (e.g., Ablay and Martí, 2000) assume that the caldera fill is made by superposition of a variety of eruptive products originated at different vents related to the Teide-Pico Viejo edifice. These deposits are thick ( $>500 \mathrm{~m}$ ) in the central and eastern parts of the caldera, and thin ( $<100 \mathrm{~m}$ ) in the western part. Although, in principle, the different layers are assumed to be horizontal, no detailed information about thickness or horizontal extent is available. The diversity of volcanic materials which form the caldera prevents us from using the constant $S$-wave simplification; it would imply the assumption of a homogeneous velocity for the entire caldera, something that is not justified at all in view of the heterogeneities found by geological studies. Likewise, the absence of correlation between the observed dominant frequencies and the mapped geological units suggests that the constant depth simplification is not useful either. Even when we assume a smaller thickness of the volcanic deposits in the western caldera (Ablay and Martí, 2000) we find that some sites apparently located on the same geological structure show very different dominant frequencies.

In reality, it is likely that both $S$-wave velocity and layer thickness in Las Cañadas change considerably from site to site, over distance scales shorter than our sampling interval. This idea is consistent with the results shown in Figure 6. Dominant frequencies in the caldera vary sharply, even for nearby locations just a few hundred meters apart. Short-scale heterogeneity in the spatial distribution of dominant frequencies has been found in other volcanic areas as well. We have a clear example in the work by Mora et al. (2001), who applied the standard HVSR method to investigate the presence of site effects at the Arenal volcano, Costa Rica; they used a dense linear array (with a spacing of 150 m ) and found that dominant frequencies may vary drastically in distances of just a few hundred meters, in correspondence with changes in the velocity structure.

The difficulty in the interpretation of this kind of results arises because we have to consider the effects of layer thickness and wave velocity simultaneously. To be able to interpret the measured values of dominant frequencies, further constraints on the shallow structure of the Las Cañadas caldera are required. In this sense, several geophysical studies have been carried out to investigate the structure and evolution of the Las Cañadas edifice. For example, gravimetric measurements have revealed the presence of density anomalies (Vieira et al., 1986; Саmacho et al., 1991, 1996; Araña et al., 2000; Ablay and Kearey, 2000); a shallow, low-density region is located under the Teide-Pico Viejo edifice in the northern part of the caldera. This anomaly could be due to the presence of a low-density caldera fill and the abundance
of light materials erupted during recent volcanism. High-density anomalies are observed near the caldera walls. Gravity modeling suggests that these anomalies could extend several kilometers in depth (Ablay and Kearey, 2000) and be caused by the influence of dense materials related to the old basaltic shield (Самасно et al., 1996). A dense fill could be also responsible for the positive gravity anomalies in the southern part (Ablay and Kearey, 2000). Magnetic surveys have revealed the existence of anomalies (Blanco, 1997; García et al., 1997). A negative anomaly coinciding with the Teide summit has been interpreted as an effect of hydrothermal alteration due to fluids at high temperatures (Araña et al., 2000). The presence of volcanic fluids has been evidenced by measurements of gas emission rates (Hernández et al., 2000). Another negative anomaly, coinciding with the Diego Hernández caldera, has been attributed to an accumulation of phonolitic materials infilling the caldera, which show very low magnetization compared with basalts (Araña et al., 2000). Seismic studies have been also performed to investigate the structure of Tenerife. Recent works have established the presence of a high-velocity zone southwest of Las Cañadas (Watts et al., 1997; Canales et al., 2000). This zone is coincident with a high-density body inferred from gravimetric studies and interpreted as the core of an old, large mafic volcano (Canales et al., 2000; Ablay and Kearey, 2000). The eastern part of Las Cañadas was the site of a seismic experiment by Del Pezzo et al. (1997), who analyzed the coda of local earthquakes using two seismic arrays. They showed that the area is characterized by a highly heterogeneous shallow structure that produces strong scattering of the seismic waves. However, the locations of the scatterers could not be estimated.

All these studies constitute important contributions to our understanding of the general structure and volcanic evolution of Las Cañadas, although their resolution is too low for a direct comparison with the distribution of dominant frequencies. Nevertheless, they may help us understand the few patterns that we have been able to find in our results. For example, the largest dominant frequencies usually occur near the caldera rim (see the distribution of black dots in Fig. 6). Large frequencies are generally associated to thin layers (eq. (2)); therefore our observation is reasonable since we expect that the volcanic deposits become thinner when we move outward the eruptive centers and toward the caldera walls. There are two exceptions, one located south of Ucanca and another along the northeast caldera wall (Fig. 6). They may be attributed to a decrease in the seismic velocity that somewhat compensates the decrease in layer thickness, yielding moderate dominant frequencies. In support of this interpretation, both areas display loose pyroclastic deposits that would be characterized by low $S$-wave velocities. A few large dominant frequencies are measured within the caldera, far from the caldera walls (Fig. 6). They seem to correlate with the intersections of the ancient caldera rims (Ucanca-Guajara and Guajara-Diego Hernández) corresponding to the three inferred caldera collapses that formed Las Cañadas (Martí et al., 1994; Martí and Gudmundsson, 2000). If this is the case, our method would be sensitive to the presence of buried, compact remains
of the Las Cañadas edifice. This might help us answer the question of whether the Cañadas caldera originated by a northward-directed landslide or by multiple vertical collapses (Ancochea et al., 1990; Martí et al., 1994; Ablay and Hürlimann, 2000; Martí and Gudmundsson, 2000). However, our sampling is too coarse to ensure a direct relationship. Further experiments with denser spatial sampling would be required. Very small dominant frequencies are likewise measured at several sites near the caldera rim (Fig. 6, white dots). They might correspond to discontinuities in the structure of the caldera wall, or local variations of the $S$-wave velocity of the caldera fill. Small-to-intermediate dominant frequencies are found in the central caldera, immediately south of Montaña Blanca (Fig. 6). This result is consistent with greater thickness of the volcanic deposits near the eruptive vents, as evidenced for example by the interpretation of borehole data (Ablay and Martí, 2000).

The easternmost region of Las Cañadas shows dominant frequency measurements that are more self-consistent and show less spatial variability than the rest of the caldera (Fig. 6). This may be due in part to the shorter sampling interval, which produces a clearer image of the distribution of dominant frequencies, and also to better conditions of the sites for application of the Nakamura method. For example, Del Pezzo et al. (1997) speculated about the possibility of a strong velocity contrast between the uppermost and the underlying layers in the Diego Hernández area. A negative magnetic anomaly found in this part of the caldera (Blanco, 1997; García et al., 1997) has been interpreted as a relatively thick deposit of phonolitic materials (ArAÑA et al., 2000). Both results favor the generation of resonance and therefore the measurement of a dominant frequency.

Figure 7a shows a closer view of the results in the eastern caldera, where the spatial sampling is densest. Dotted lines surround regions where the measured dominant frequencies are similar. When we follow the AA' profile, we find a smooth variation of dominant frequencies, ranging in average between 2.7 Hz in zone I and 6.0 in zone III. If we assume a constant seismic velocity, our interpretation of these variations in dominant frequency is that the thickness of the volcanic deposits changes along the profile. Justification for this hypothesis comes from the fact that surface materials are far more homogeneous in this small region than in the caldera as a whole. They are mostly composed of phonolitic lavas and scorias (Ablay and Martí, 2000). Figure 7b shows the basement depth profile obtained from eq. (2) for an $S$-wave velocity of $1 \mathrm{~km} / \mathrm{s}$, that is the average velocity obtained from array measurements by Del Pezzo et al. (1997). We obtain realistic basement depths between 40 and 95 m , approximately. The smallest layer thickness, corresponding to zone III, could correlate with the region where the ancient rims of the Guajara and Diego Hernández calderas would have intersected (Fig. 6). Alternatively, we could assume a constant thickness approximation to consider that the variations in dominant frequency are related to changes in the seismic velocity of the medium. This hypothesis is supported by the flatness of the caldera floor before the formation of the Teide-Pico Viejo edifice and subsequent filling of the caldera with new volcanic


Figure 7
(a) Dominant frequencies obtained at the eastern part of the Las Cañadas caldera. Dashed lines identify regions where the measured dominant frequencies are similar. The solid line AA' represents a profile discussed in Figures 7 b and 7 c . (b,c) Interpretation of the dominant frequency data corresponding to the AA' profile for the simplified cases of constant $S$-wave velocity of $\beta=1.0 \mathrm{~km} / \mathrm{s}$ (b), and constant layer thickness of $H=70 \mathrm{~m}$ (c).
materials (Ablay and Martí, 2000). In this case, eq. (2) yields the seismic velocity profile shown in Figure 7c, for a constant layer thickness of 70 m . However, there is no evident correspondence between these velocities and the surface geological units. Although the subsurface geology may be somewhat different from the exposed layer, the relative homogeneity of the materials in this region makes us think that the effect of layer thickness on the dominant frequencies might dominate over the effect of wave velocity. Therefore, we believe that the profile shown in Figure 7b may be closer to reality.

## 6. Conclusions

We have proposed a modification of Nakamura's method to microtremor data recorded near Teide volcano. This new approach consists of the calculation of timedependent HVSR functions, or ratiograms, to investigate the temporal evolution of the spectral ratios and the effect of local perturbations. The interpretation of these ratiograms allows us to determine the dominant frequencies, excluding those cases where the time-dependent HVSRs are not stationary. In this way, we are able to discriminate between real resonant frequencies and spurious peaks due to local transients in the data. We performed various tests of the stability of our estimates of the average HVSR functions, checking the similarity between HVSRs for data
recorded at the same site but at different times. We demonstrate that at a site, the HVSRs show similar shapes even when the measurements are separated by a time interval of a year. This fact is independent of the presence of resonant peaks, and suggests that the HVSRs depend basically of the geological structure at each recording location.

The application of the HVSR method provides new clues about the shallow velocity structure of the caldera. The distribution of dominant frequencies, although heterogeneous, may be approximately explained in terms of thickness and average seismic velocity of the volcanic deposits. However, some questions remain open, mostly due to lack of coverage. A finer sampling interval would be desirable for further applications of the method. From the results obtained in this study we conclude that ratiograms constitute an improvement of the HVSR method, due to their capability to help us understand the temporal evolution of the spectral ratio. This technique can be easily implemented, and may be applied not only to the problems or structures considered up to now by other authors, but to the characterization of the subsurface geology in volcanic ambients as well.

## Acknowledgements

This work was partially supported by CICYT, Spain, under Grants AMB99-1015-CO2-02 and REN2001-2418-CO4-02/RIES. Additional support was provided by projects REN2001-3833/ANT, REN2001-2814-C04-04/RIES and REN2002-4198-C02-02/RIES, and by the research teams RNM-194 and RNM-104 of Junta de Andalucía, Spain. We thank the Teide Natural Park authorities and all institutions and individuals that collaborated in the microtremor experiments: Juan, Benito, and María José Blanco from Centro Geofísico de Canarias; Olga Muñoz; Benito Martín from Instituto Andaluz de Geofisica; and Serafin Limonchi and César F. Aguilera from Universidad de Almería. Ramón Ortiz provided useful hints for the interpretation of seismic data. We also acknowledge José Morales, Gerardo Alguacil, and Jesús Ibáñez for useful comments. We thank the Martín-Barry family for the review of the manuscript. The reviews of Joan Martí and an anonymous reviewer helped to improve this paper.

## References

[^22]Almendros, J., Ibáñez, J., Alguacil, G., Morales, J., Del Pezzo, E., La Rocca, M., Ortiz, R., Araña, V., and Blanco, M. J. (2000), A Double Seismic Antenna Experiment at Teide Volcano: Existence of Local Seismicity and Lack of Evidences of Volcanic Tremor, J. Volcan. Geotherm. Res. 103, 439-462.
Al Yuncha, Z. and Luzón, F. (2000), On the Horizontal-to-Vertical Spectral Ratio in Sedimentary Basins, Bull. Seismol. Soc. Am. 90, 1101-1106.
Ancochea, E., Huertas, M. J., Cantagrel, J. M., Coello, J., Fúster, J. M., Arnaud, N., and Ibarrola, E. (1999), Evolution of the Cañadas Edifice and its Implications for the Origin of the Cañadas Caldera (Tenerife, Canary Islands), J. Volcan. Geotherm. Res. 88, 177-199.
Ancochea, E., Fúster, J., Ibarrola, E., Cendrero, A., Coello, J., Hernán, F., Cantagrel, J., and Jamond, C. (1990), Volcanic Evolution of the Island of Tenerife (Canary Islands) in the Light of new $K-A r$ Data, J. Volcan. Geotherm. Res. 44, 231-249.
Anguita, F. and Hernán, F. (2000), The Canary Islands: A unifying model, J. Volcan. Geotherm. Res. 103, 1-26.
Araña, V. and Carracedo, J. C., Tenerife, In Los volcanes de las Islas Canarias (ed. Rueda, Madrid 1978).
Araña, V. and Ortiz, R. (1991), The Canary Islands: Tectonics, magmatism and geodynamic framework. In Magmatism in Extensional Structural Settings: The Phanerozoic African Plate (eds. Kampunzu, A. and Lubala, R.) (Springer-Verlag 1991) pp. 209-249.
Araña, V., Camacho, A. G., García, A., Montesinos, F. G., Blanco, I., Vieira, R., and Felpeto, I. (2000), Internal Structure of Tenerife (Canary Islands) Based on Gravity, Aeromagnetic, and Volcanological Data, J. Volcan. Geotherm. Res. 103, 43-64.
Bard, P.-Y., Microtremor measurements: A tool for site effect estimation? In The Effects of Surface Geology on Seismic Motion (eds. Irikura, Kudo, Okada and Sasatani) (Balkema, Rotterdam 1999) pp. 12511279.

Blanco, I., Análisis e interpretación de las anomalías magnéticas de tres calderas volcánicas: Decepción (Shetland del Sur, Antártida), Furnas (San Miguel, Azores) y Las Cañadas del Teide (Tenerife, Canarias) (Ph.D. Thesis, Universidad Complutense de Madrid, 1997).
Camacho, A. G., Montesinos, F. G., and Vieira, R. (1991), Microgravimetric Model of the Las Cañadas Caldera (Tenerife), J. Volcan. Geotherm. Res. 47, 75-88.
Camacho, A. G., Montesinos, F. G., and Vieira, R., Gravimetric structure of the Teide volcano environment. In Proceed. of the Second Workshop on European Lab. Volcanoes (Santorini, Greece 1996) pp. 605-613.
Canales, J. P., Dañobeitia, J. J., and Watts, A. B. (2000), Wide-angle Seismic Constraints on the Internal Structure of Tenerife, Canary Islands, J. Volcan. Geotherm. Res. 103, 65-81.
Carracedo, J. C., Day, S., Guillou, H., Rodríguez, E., Canas, J. A., and Pérez, F. J. (1998), Hotspot Volcanism Close to a Passive Continental Margin, Geol. Mag. 135, 591-604.
Coutel, F. and Mora, P. (1998), Simulation Based Comparison of Four Site-response Estimation Techniques, Bull. Seismol. Soc. Am. 88, 30-42.
Dañobeitia, J. J., and Canales, J. P. (2000), Magmatic Underplating in the Canary Archipelago, J. Volcan. Geotherm. Res. 103, 27-42.
Dawson, P., Dietel, C., Chouet, B., Honma, K., Ohminato, T., and Okubo (1998), A Digitally Telemetered Broadband Seismic Network at Kilauea Volcano, Hawaii, US Geol. Surv. Open-file Report, 122, pp. 98-108
Delgado, J., López-Casado, C., Estévez, A. C., Giner, J., Cuenca, A., and Molina, S. (2000), Mapping Soft Soils in the Segura River Valley (SE Spain): A Case Study of Microtremors as an Exploration Tool, J. Appl. Geophys. 45, 19-32.
Del Pezzo, E., La Rocca, M., and Ibáñez, J. (1997), Observations of High-frequency Scattered Waves Using dense Arrays at Teide Volcano, Bull. Seismol. Soc. Am. 87, 1637-1647.
Dravinski, M., Ding, G., and Wen, K. L. (1996), Analysis of Spectral Ratios for Estimating Ground Motion in Deep Basins, Bull. Seismol. Soc. Am. 86, 646-654.
Field, E. H. and Jacob, K. H. (1995), A Comparison and Test of Various Site-response Estimation Techniques, Including Three that are not Reference-site Dependent, Bull. Seismol. Soc. Am. 85, 1127-1143.
Garcia, A., Blanco, I., Torta, M., and Socias, I. (1997), High-resolution Aeromagnetic Survey of the Teide Volcano (Canary Islands): A Preliminary Analysis, Annali di Geofisica 40, 329-340.

Hernández, P., Pérez, N., Salazar, J., Sato, M., Notsu, K., and Wakita, H. (2000), Soil Gas $\mathrm{CO}_{2}$, $\mathrm{CH}_{4}$, and $\mathrm{H}_{2}$ distribution in and around Las Cañadas Caldera, Tenerife, Canary Islands, Spain, J. Volcan. Geotherm. Res. 103, 425-438.
Ibs-von Seht, M. and Wohlenberg, J. (1999), Microtremor Measurements Used to Map Thickness of Soft Sediments, Bull. Seismol. Soc. Am. 89, 250-259.
Konno, K. and Ohmachi, T. (1998), Ground-motion Characteristics Estimated from Spectral Ratio between Horizontal and Vertical Components of Microtremor, Bull. Seismol. Soc. Am. 88, 228-241.
Lachet, C., Hazfeld, D., Bard, P. Y., Theodulidis, N., Papaioannou, C., and Savvaidis, A. (1996), Site Effects and Microzonation in the City of Thessaloniki (Greece) Comparison of Different Approaches, Bull. Seismol. Soc. Am. 86, 1692-1703.
Lermo, J. and Chávez-García, F. J. (1994), Are Microtremors Useful in Site Response Evaluation? Bull. Seismol. Soc. Am. 84, 1350-1364.
Luzón, F., Al Yuncha, Z., Sánchez-Sesma F. J., and Ortiz-Alemán, C. (2001), A Numerical Experiment on the Horizontal-to-Vertical Spectral Ratio in Flat Sedimentary Basins, Pure Appl. Geophys. 158, 2451-2461.
Marti, J., Mitjavila, J. and Araña, V. (1994), Stratigraphy, Structure and Geochronology of the Cañadas Caldera, Geological Magazine 131, 715-727.
Martí, J. and Gudmundsson, A. (2000), The Las Cañadas Caldera (Tenerife, Canary Islands): An Overlapping Collapse Caldera Generated by Magma-chamber Migration, J. Volcan. Geotherm. Res. 103, 161-173.
Mora, M. M., Lesage, P., Dorel, J., Bard, P. Y., Métaxian, J. P., Alvarado, G. E., and leandro, C. (2001), Study of Seismic Site Effects Using H/V Spectral Ratios at Arenal Volcano, Costa Rica, Geophys. Res. Lett. 28, 2991-2994.
Morgan, W. J. (1983), Hotspot Tracks and the Early Rifting of the Atlantic, Tectonophysics 94, 123-139.
Nakamura, Y. (1989), A Method for Dynamic Characteristics Estimation of Subsurface Using Microtremor on the Ground Surface, Q. Rept. Railway Tech. Res. Inst. 30, 25-33.
Navarro, M., Enomoto, T., Sánchez, F., Matsuda, I., Iwatate, T., Posadas, A., Luzón, F., Vidal, F., and Seo, K. (2001), Surface Soil Effects Study Using Short-period Microtremor in Almeria City, Southern Spain, Pure Appl. Geophys. 158, 2481-2497.
Nogoshi, M. and Igarashi T. (1971), On the Amplitude Characteristics of Microtremor (Part 2), J. Seismol. Soc. Japan, 24, 26-40, (in Japanese with English abstract).

Seekins, L. C., Wennerberg, L., Margheriti, L., and Liu, H. P. (1996), Site Amplification at Five Locations in S. Francisco: A Comparison of S Waves, Coda, and Microtremor, Bull. Seismol. Soc. Am. 86, 627-635.
Vieira, R., Toro, C., and Araña, V. (1986), Microgravimetric Survey in the Caldera of Teide, Tenerife, Canary Islands, Tectonophysics 130, 249-257.
Watts, A. B., Peirce, C., Collier, J., Dalwood, R., Canales, J. P., and Henstock, T. J. (1997), A Seismic Study of Lithospheric Flexure in the Vicinity of Tenerife, Canary Islands, Earth Planet. Sci. Lett. 146, 431-447.
Zaslaviky, Y. and Shapira, A. (2000), Experimental Study of Topographic Amplification Using the Israel Seismic Network, J. Earthq. Engin. 4, 43-65.
(Received April 2, 2002, revised December 23, 2002, accepted January 31, 2003)

# Tilt Observations in the Normal Mode Frequency Band at the Geodynamic Observatory Cueva de los Verdes, Lanzarote 
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#### Abstract

We have conducted observations with the aid of a seismo-tiltmeter station, which is based on the Ostrovsky pendulum and installed at the Geodynamic Observatory Cueva de los Verdes at Lanzarote Island since 1995. In this station the signal is separated into two frequency bands - tidal tilts (from 0 to 5 mHz ) and ground oscillations in the frequency range of free Earth's normal modes (from 0.2 to 5 mHz ). The later band, called accelerometer channel, has additional amplification. We analyzed the background records in the frequency range of Earth's free oscillations from August 2000 to September 2001, as well as, Earth's normal modes after strong earthquakes. We found several distinctive persistent peaks in the spectra of background oscillations. Both amplitudes of distinguished peaks and noises have seasonal variations. We found that spectra of background oscillations are different in the frequency interval between 1.4 and 2.5 mHz for North- South and East-West components.


Key words: Background Earth's oscillations, Earth's normal modes, seismo-tiltmeter, tidal tilts, Lanzarote, Canary.

## 1. Introduction

We installed an automatic seismo-tiltmeter station (ASTS) at the Geodynamic Observatory Cueva de Los Verdes at Lanzarote Island in 1995. These observations constitute part of multidisciplinary studies carried out on the island by the Institute of Astronomy and Geodesy (Vieira et al., 1991; Arnoso et al., 2001a, b, c). In ASTS, the signal is separated into two frequency bands: band of tidal tilts (from 0 to 5 mHz ) and band of free Earth's oscillations (from 0.2 to 5 mHz ). The latter band, called accelerometer channel, has additional amplification.

The general scope of our investigations at Lanzarote was as follows: (1) to study connections between signal parameters observed with ASTS and local volcanic and seismic activity, and if possible also to find correlations with global Earth's processes;

[^23](2) to study the horizontal components of the ground surface oscillations ranging from 0.2 to 5 mHz , mindful of both Earth's normal modes after strong earthquakes and Earth's background oscillations; (3) to study the tidal and long-period deformations.

The preliminary results of observations in Cueva de Los Verdes with the ASTS is presented in a paper by KALININA et al. (2000), in which the authors mentioned the presence of background oscillations with dominant periods about 7 and 10 min in quiet seismic periods. The more detailed study of background oscillations is the subject of the present paper.

Many researchers have conducted investigations of the Earth's background oscillations in the range of normal modes and longer periods. Based on their records of background oscillations with superconducting gravimeters, NAWA et al. (1998) reported that spectral analysis of the data at the Sayowa station in Antarctica yielded evidence for incessantly excited normal modes of the Earth's free oscillations. The same group in a companion paper (Suda and NAKAJIMA 1998) reported that analysis of ten-year gravity data from the IDA network yielded spectral peaks from 2 to 7 mHz corresponding to the fundamental spheroidal modes which are not of earthquake origin. Similar results have been reported in other papers (e.g., Kobayashi and Nishida, 1998; Kobayashi et al., 2001; Tanimoto et al., 1998). The atmosphere was suggested as a source of excitation, taking into account that a known set of earthquakes solely was not sufficient to explain the observed spectra. Imanishi (1998) compared data from superconducting gravimeters at the Matsushiro and Sayowa stations and found that peaks in the Sayowa spectra below 3 mHz could be the signals of some local geophysical phenomena.

Dolgikh et al. (1983) conducted the observations with a laser strain-meter at Stenin Island (the Far East) and reported that they observed free Earth's oscillations normal modes in the background and could identify individual peaks in the spectra. Weak earthquakes were proposed as a source of generation of these background free oscillations. Nesterov et al. (1990) drew the same conclusion based on their observations in Crimea.

Investigations of background oscillations in free normal modes range and longer periods also demonstrate that local geophysical phenomena could be reflected in the signals. Davydov and Dolgikh (1995) registered the long-period background oscillations (longer than 1 hour) with a 52.5 m length laser strainmeter in the Far East region and concluded that oscillations were caused by the loading effect of Japanese Sea free oscillations. Nesterov et al. (1990) explained the background oscillations registered in Crimea ranging over longer periods by the influence of seiche oscillations of bays. Petrova (2000) considered that background oscillations ranging $0.005-0.5 \mathrm{mHz}$, observed at the Eurasian continent, reflect the dynamic of the continent oscillations. An attempt was even made to find a correlation between the increase of long-period background oscillations intensity and strong earthquakes preparation process (Petrova and Volkov, 1996).

## 2. Observation Site and Instruments

Lanzarote Island belongs to the Canary Archipelago. It is located at the edge of the West African Continental Margin. The Canary Islands are an old volcanic structure sited on top of the Jurassic oceanic crust. Their origin is still under discussion and therefore several geophysical research projects have been conducted in the archipelago (e.g., Bosshard and MacFarlane, 1970; Banda et al., 1981; Canales and Danobeitia, 1998; Danobeitia et al., 1994; Ranero et al., 1997). A number of genetic models has been proposed for this region, for instance, the hotspot theory (Wilson, 1973) or the connection to the Alpine orogeny, which reached its maximum activity in this zone during the Miocene (Anguita and Hernan 1975). Mazarovich (2000) proposed the model where mantle plume rises to the lithosphere bottom and then spreads out under the entire area generating magma chambers. The molten material from the chambers rises to the crust and forms the basis of the Islands.

A general geological study of Lanzarote can be found in FUSTER et al. (1968) and MARINONi (1991). For a better understanding of the inner structure and evolution of Lanzarote, several geophysical and geodynamical studies were carried out on the island by the Institute of Astronomy and Geodesy. Two underground geodynamic stations monitoring several geophysical parameters were set up (VieIRA et al., 1991; Arnoso et al., 2001a). One of the stations was located above the geothermal anomaly area in Timanfaya National Park.

The other station named Cueva de los Verdes was located inside a lava tunnel of the La Corona Volcano northeast of the island. The tunnel is about 15 m wide and about $5-6 \mathrm{~m}$ high at the place of installation. The station was installed about 1.5 km apart from the tunnel entrance 18 m deep from the ground surface. The distance of the station from the nearest shoreline is about 1.6 km . Average air temperature inside the tunnel is $18^{\circ} \mathrm{C}$ and the daily variations of the temperature reach $0.1^{\circ} \mathrm{C}$ due to air penetrating the open upper end. The average relative air humidity is $80 \%$.

The observatory was equipped with a LaCoste \& Romberg-G, number 434, gravimeter, two-component water-tube tiltmeter, quartz-bar strainmeter, vertical pendulum, horizontal pendulums, seismometers, rock and air thermometers and atmospheric barograph. In May 1995 we additionally installed a seismo-tiltmeter station (Fig. 1). ASTS is a modernized version of the well-known Ostrovsky pendulum (Ostrovsky, 1961). Here the photoelectric pendulum displacement converter was changed to the capacity converter. The electrodynamic type feedback in displacements was added to decrease the magnitude of nonlinearity in the pendulum system. The automatic control system of the pendulum position was added to extend the effective dynamic range of measurements up to $\pm 20$ arc sec without manual adjusting. Besides two additional channels (accelerometer channels) were added to record in the frequency range of the Earth's free oscillations. These channels were designed as second-order band-pass filters $0.2-5 \mathrm{mHz}$ followed by amplifiers.


Figure 1
Seismo-tiltmeter station ASTS installed in the Geodynamic Observatory Cueva de los Verdes.
Main technical parameters of ASTS are as follows:

1. The dynamic range of tilts recorded is $\pm 10^{-5}$ radians without automatic compensation and $\pm 10^{-4}$ radians with automatic compensation; frequency range (with AFR deviations $\pm 3 \mathrm{~dB}$ ) is $0-5 \mathrm{mHz}$; the transducer coefficient from input tilt to output voltage is $10^{6}$ volt/radian.
2. The dynamic range of accelerometer channels is $\pm 10^{-5} \mathrm{~m} / \mathrm{s}^{2}$ and the frequency range (with AFR deviations $\pm 3 \mathrm{~dB}$ ) is $0.2-5 \mathrm{mHz}$; the transducer coefficient from input accelerations to output voltage is $10^{6}$ volt $\times \mathrm{s}^{2} / \mathrm{m}$.
3. Maximum output voltage with $10 \mathrm{k} \Omega$ loading is $\pm 10$ volt.
4. Pendulum-free period is $5 \mathrm{~s} \pm 10 \%$.
5. The station tilt channels sensitivity was determined with the help of a controlled tilt platform at the factory. Accelerometer channels sensitivity was calculated on the basis of tilt sensitivity at the factory as well. For periodical verification of these parameters' stability ASTS has pulse calibrators producing current pulse of 720 second duration and synchronized with hour time marks.
The data acquisitions system contains a personal computer and a 16 -channel, 16 -bit analog-digital converter (ADC). The output-sampling rate is $1 / 10 \mathrm{~s}$. Each sample is calculated as average from 70 samples with an initial sampling rate of 10 Hz .

The station pendulums were installed on a $1 \times 1 \times 0.3 \mathrm{~m}^{3}$ concrete basement and the components were aligned along NS and EW directions using a geodetic compass within 0.2 degree. The pendulums were protected from convection air noise by
putting a foam plastic case above them, and a pyramidal protecting hood of polyethylene film was stretched on wood bars. These simple precautions reduced the noise by one order of magnitude.

## 3. The Results of Observations

First we want to emphasize that we have achieved a stable qualitative functioning of ASTS. Figure 2a demonstrates an example of tidal tilt record. This fragment contains the strong earthquake which occurred near the coast of Peru on 23.06.2001 with a magnitude $M=8.4$. Even at first sight one can recognize oscillations after the earthquake during half day. The record of the event with an accelerometer channel is exhibited on Figure 2b.

The accelerometer channel data were discrete Fourier transformed after multiplication by a Hanning window. The analyzed time interval contained 34.9 hours ( 12,590 samples with an 10 s sampling rate). Figures 2 c and d show the amplitude spectra of both components (in $\mathrm{nm} / \mathrm{s}^{2}$ ). Thin lines represent the spectra of Peru earthquake coda with an analyzed interval beginning 2.8 hours later than the arrival time. Thick lines show amplitude spectra of the background for comparison. The interval for background analysis was chosen just before the earthquake. The theoretical eigenfrequencies are indicated by vertical dashed lines and taken from Alsop et al. (1961).

One can clearly observe the generation of known modes of the Earth's free oscillations after the strong earthquake. Amplitudes of these modes reach a magnitude of $2-3 \mathrm{~nm} / \mathrm{s}^{2}$ at the observational site and the level of the background varies between $0.1-1 \mathrm{~nm} / \mathrm{s}^{2}$ in the frequency range higher than 1.0 mHz . As we can see from the figures, the noise level at the station is high enough due to its proximity to the ocean, but the identifiable normal modes are observed after the strong earthquake with acceptable signal-to-noise ratio. However, we had more interest in revealing the connections between observed signal parameters and local geophysical processes, and thus further in the paper we would concentrate on the statistical properties in the analysis of the background oscillations.

It is easy to see (e.g., Fig. 2c and d) that even a single-time spectrum of the background reveals increasing amplitudes for certain frequencies. To test if this increase is statistically stable we calculated a dynamic spectrum for the time interval from August 2000 to September 2001 (see Fig. 3). Both components were considered. For the analysis, the sequent row of 3000 samples window (equal to 8.33 hours) was multiplied by Hanning window and Fourier transformed. Each next window was taken from the initial data row by shifting it forward on half of its length. On Figure 3 the X -axis depicts time in months during the observational period and the Y -axis shows frequencies of the dynamic spectrum. Saturation reflects the logarithmic amplitudes of the spectrum. White vertical stripes means


Figure 2
(a) Example of tilt record containing the earthquake from Peru offshore on $23.06 .2001, \mathrm{M}=8.4$, $\mathrm{H}=33 \mathrm{~km}$. (b) Example of accelerometer record containing the earthquake from Peru offshore on 23.06.2001, $\mathrm{M}=8.4, \mathrm{H}=33 \mathrm{~km}$. (c, d) Spectra before (thick line) and after (thin line) the earthquake on 23.06.2001 (Peru offshore), $\mathrm{M}=8.4, \mathrm{H}=33 \mathrm{~km}$; (c) NS component and (d) EW component.


Figure 3
Dynamic spectra of the background oscillations from August 2000 to September 2001 for NS and EW components.
gaps in the data. One can see a system of well-distinguished horizontal stripes which form a pretty periodical pattern beginning from the certain frequency of about 2 mHz . A bright stripe with frequency 0.28 mHz lies slightly apart from others. The stripes have blinking intensity and sink in the noises during winter. Thus, we can conclude that horizontal components of the background oscillations have some permanently present periodicities in the frequency range $0.2-5 \mathrm{mHz}$ at our observational site.

Figure 4a clearly demonstrates the behavior of these periodicities in amplitudes during the observational period. Here the logarithmic amplitudes of spectra in relative units are in along the vertical axis. Frequencies in mHz are along the X -axis in descending order. Y -axis indicates time in months beginning August 2000 and ending September 2001. The upper part of the figure contains spectra for NS component and the lower part for EW component. Each spectrum in Figure 4a was calculated as an average for one of the spectral series prepared earlier for Figure 3 within a month. We see that the background noises virtually in the entire spectrum have visible variation with its maximum coming during winter. The frequency peaks corresponding to the stripes on Figure 3 have the variation as well, and we can see that frequency peaks for the NS and EW components differ from each other. To view this difference with a better resolution we calculated the Fourier transform for the total raw data with preliminary Hanning windowing. The duration of the observational period constituted 404 days and corresponding frequency resolution in the resulting spectrum was $2.865 \times 10^{-8} \mathrm{~Hz}$. Transformed spectra smoothed with 400 -sampled running window are presented in Figures 4b and c . A vertical segment on the figures shows the $\pm 2 \sigma$ confidence interval. These two figures again demonstrate the difference between NS and EW spectra. For the NS component the visible peaks come to the frequencies approximately: $0.2,1.7$, 2.3 and 3.0 mHz and for the EW component - to the frequencies $0.2,2.0,2.3$ and 3.0 mHz . These peaks are not narrow and their width in average constitutes 0.2 mHz . Figure 4d exhibits a ratio between NS and EW components. The vertical segment with arrows shows the $\pm 2 \sigma$ confidence interval. The ratio has a slight general trend beginning from the magnitude approximately 0.7 and finishing with the magnitude about 1.0 for higher frequencies (not shown on the figure). Though the 0.2 mHz peaks for both components have large amplitudes and their ratio remains smooth, nonetheless for the frequency interval between 1.4 and 2.5 mHz the peak amplitudes are considerably smaller and their ratio has two sharp splashes.

The result is rather unexpected. Seeking the explanation of the difference between NS and EW peaks on frequencies 1.7 and 2.3 mHz , we must exclude the instrumental distortions since we have at our disposal the results of a technical experiment. Assuming an unbelievable fact that each accelerometer channel has its own uncontrolled resonance on these frequencies, the pendulums being directed on a parallel path should produce different spectra. In the experiment we turned the EW


Figure 4
(a) Monthly averaged spectra for NS and EW components and the observational period from August 2000
to September 2001. (b, c) Amplitude spectra for the total data row from August 2000 to September 2001 for NS (b) and EW (c) components. (d) NS/EW spectral ratio.


Figure 5a, b, c, d
A course of monthly averaged amplitude values for chosen spectral components for NS and EW components. X-axis is marked up with months of 2000-2001.
component parallel to NS one and made a one-week test record. The result of the record processing showed, however, that amplitude spectra for NS and EW components coincided to within $2 \%$.

Let us consider again the behavior of the monthly averaged spectra. Figure 5 contains temporal cross sections for the chosen frequencies of the surfaces shown in Figure 4a. Figure 5a shows a course of the NS and EW averaged amplitudes for the frequency 1.7 mHz (in $\mathrm{nm} / \mathrm{s}^{2}$ ). Figure 5 b - the same for the frequency 2.0 mHz ,

Figure 5 c - for 2.3 mHz and Figure 5 d - for 3.0 mHz . We can see that amplitudes at all the chosen frequencies and both components have identical courses. Maximum values are during the period of December 2000 to February 2001 and minimum values in the summer months. The amplitude values themselves can be different for different components on the same frequency (see Figs. 5a and b).

To explain the presence of stable peaks and the difference between NS and EW components in the frequency range of $1.4-2.6 \mathrm{mHz}$ we analyzed different data at our disposal. We compared the amplitude courses with cumulative released seismic energy for the entire globe and for the region surrounding the Canary Archipelago from 15 to 45 degrees north and from 0 to 30 degrees west (taken from the USGS NEIC catalogue) (Figs. 5e and f). From Figures 5a-f we see no clear correlation between the amplitudes course and cumulative seismic energy. For instance, the correlation coefficient between NS amplitudes on frequency 1.7 mHz (Fig. 5a) and global seismic energy (Fig. 5e) is equal 0.20 ; the same with regional seismic energy is 0.29 , whereas the correlation coefficient between the amplitudes of NS and EW components for the same frequency (on the basis of the whole observational period $(!))$ is 0.79 . We can conclude from a comparison of emitted seismic energy and the temporal course of spectral components that seismic activity can hardly play a part as a constitutive mechanism generating the observed background oscillations.

Spectral analysis of data from atmospheric pressure and air temperature conducting observations at the same site revealed no peak in the mentioned frequency band.

## 4. Discussion

We can consider that distinguishably normal modes of the Earth's free oscillations after strong earthquakes can to some extent play a part as a quality test for our "station-site" combination functioning. Estimations of the background oscillations amplitudes show that the latter exceed the conventional magnitudes for the background free Earth's oscillations, whose character magnitudes would be about 1 nGal (e.g., Imanishi, 1998; Nawa et al., 1998; Suda et al., 1998). Even the spectrum estimation on the temporal base of 404 days with subsequent smoothing with the 400 -samples window (see Figs. 4 b and c) only brings us near this magnitude. Thus the background we register hardly deals with background Earth's free oscillations such as those mentioned by (e.g., Nawa et al., 1998; Suda et al., 1998; Kobayashi and Nishida, 1998) and possessing the global character. However, we see the global feature in our records which is the seasonal variation of the background amplitudes in the entire spectrum. We will probably not lack much if we assume the ocean proximity to the observational site stipulates this fact.

The most surprising fact in our observations is the difference between NS and EW components in the frequency fragment $1.4-2.6 \mathrm{mHz}$. We think that the presence of stable peaks and the observed difference between components could be explained by
some local reasons solely independent from the concrete generating mechanism. Here we see three variants of the generating mechanism at least. The first one is connected with the lava tunnel itself and its mechanical reactions (torsions, etc.). The second one is connected with oceanic currents and the third one with atmospheric flows. Spectral analysis of atmospheric pressure and air temperature data revealed no peak in the mentioned frequency band. This suggests that we exclude the mechanisms of the first and third origins, since the absence of micro-variations in the fields of temperature and air pressure inside the tunnel implies the oscillations of the island on the mentioned frequencies as a whole. The second hypothesis, based on the ocean currents, incidentally conforms to the seasonal behavior of observed background amplitudes.

Here we should note that two ways exist for the ocean currents to produce oscillations on that frequencies. The first way is connected with the generation of large ocean curls, whose character frequencies are transmitted to the island. The second way probably could be related with the mechanical reaction to ocean currents of the island edifice and some surrounding area. We cannot distinguish between these two mechanisms due to the absence of corresponding data. Nonetheless we suggest that the mechanism of mechanical reaction of asymmetric structure to ocean currents is more preferable because it could explain the observed difference in the records of components NS and EW. This idea is supported by the fact that the Canary archipelago has a distinguished lateral elongation. We can estimate the character size of the reacting area, taking into account the revealed frequencies and the character velocities of the seismic waves as, for example $\mathrm{V}_{\mathrm{S}} \sim 2000 \mathrm{~m} / \mathrm{s}$ in this area (see WATts et al., 1997). This simple estimation gives approximately 1000 km as a maximum size (which corresponds incidentally to the character size of the archipelago). However, the detailing of these estimations is a question for future studies.

The NS and EW components differ not only in peaks within $1.4-2.6 \mathrm{mHz}$ fragment, but also in general components ratio (Fig. 4d). We cannot now offer a model explaining the presence of the trend in the components ratio, however we want to point out that on low frequencies this ratio tends to a magnitude 0.7 , which is equal to the ratio NS/EW for observed tidal amplitudes for $\mathrm{M}_{2}$ wave. On higher frequencies this ratio tends to 1.0 , which is conventional for the horizontal components in microseisms. We cannot explain the trend in the ratio with the difference in the frequency responses of NS and EW components, because the technical experiment mentioned above showed identical spectra in all the frequency working range with co-axial registration.

## 5. Conclusions

We installed seismo-tiltmeter station (ASTS) in the Geodynamic Observatory at Lanzarote Island. In this station the signal is separated into two frequency
bands - tidal tilts (from 0 to 5 mHz ) and ground oscillations in the frequency range of free Earth's normal modes (from 0.2 to 5 mHz ). The latter band, called the accelerometer channel, has additional amplification. We analyzed the records of background in the frequency range of Earth's free oscillations from August 2000 to September 2001.

Sufficiently satisfactory signal to noise ratio of normal modes of the Earth's free oscillations after strong earthquakes allows us to conclude that our "station-site" combination is functioning well.

We conclude on the basis of the data analysis that spectra of horizontal oscillations in the frequency range of the Earth free oscillations have numerous spectral peaks, with stable frequencies in the absence of strong earthquakes. The amplitudes of these peaks vary, sometimes sinking in the background noise.

Both peak and noise amplitudes have a seasonal dependence. Maximum amplitudes occur during winter. We compared amplitudes of the peaks and amplitudes of the noise with released seismic energy and the absence of an obvious correlation between these processes is found. We also found no peaks with in the spectra of atmospheric pressure and air temperature in the frequency band of 1.4 2.6 mHz .

Oppositely, difference exists between NS and EW components in the frequency range of $1.4-2.6 \mathrm{mHz}$. Probably it is the presence of stable peaks and the difference could be explained by local reasons solely independent from a concrete generating mechanism. We suggest that the ocean currents could be one possible real generating mechanism.

We surmise that such a difference between NS and EW components is very important for future utilization of this fact. This is probably connected with particulars of the regional structures and their asymmetry, nevertheless it should be thoroughly verified in future studies. Clearly observations with other identical instruments on other islands of the archipelago could be helpful.
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