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Preface

In this volume of “Lecture Notes in Networks and Systems,” we are pleased to
present the proceedings of the 17th International Multidisciplinary Conference on
Reliability and Statistics in Transportation and Communication (RelStat-2017),
which took place in Riga in Latvia from October 18 to October 21, 2017. This event
belongs to a conference series started in 2001 and organized annually by the
Transport and Telecommunication Institute (TTI) in Riga, Latvia. The mission of
RelStat is to promote a more comprehensive approach supporting new ideas, the-
ories, technologies, systems, tools, applications, as well as work in progress and
activities on all theoretical and practical issues arising in transport, information, and
communication technologies. Results of previous editions Relstat were published
by the “Procedia Engineering” by Elsevier (Relstat 2016) and by the Transport and
Telecommunication Institute (TTI) Publishing House (Relstat 2001-2015) in the
journal “Transport and Telecommunication” (ISSN 1407-6160).

Design, implementation, operation, and maintenance of contemporary complex
systems have brought many new challenges to “classic” reliability theory. We
define complex systems as integrated unities of assets: technical, information,
organization, economical, software, and human (users, administrators, and man-
agement) ones. Their complexity comes not only from their technical and organi-
zational internal structure, which is built upon diverse hardware and software
resources, but also from the complexity of information processes (data processing,
monitoring, management, etc.) that must be executed in their specific environment.
During the operations of such wide-ranging (and often also geographically dis-
tributed) systems, their resources are dynamically allocated to ongoing tasks, and
the rhythm of system events (incoming and/or ongoing tasks, decisions of a
management subsystem, system faults, defensive system reactions and adaptations,
etc.) may be considered as deterministic and/or probabilistic stream of events.
Security and confidentiality issues enforced by social context of information
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processing introduce further complications into the modeling and evaluation
methods based on statistical and mathematical approach. Diversity of the processes
being realized, their concurrency, and their reliance on in-system intelligence often
make construction of strict mathematical models impossible and lead to application
of intelligent and soft computing methods.

A system approach to the evaluation of the efficiency of complex systems at all
phases of their life cycle is the contemporary answer to new challenges in the use of
such systems. The dependability approach in theory and engineering of complex
systems (not only computer systems and networks) is based on a multi-disciplinary
approach to system theory, technology, and maintenance of the systems working in
real, very often unfriendly, environment. Usability and dependability concentrate
on efficient realization of tasks, services, and jobs by a system considered as a unity
of all technical, information, and human assets, in contrast to “classical” reliability,
which is more restrained to analysis of technical resources. This difference has
caused a natural evolution in the topical range of subsequent RelStat conferences,
with an increased focus on dependability approaches over the classical reliability
approach. Efficiency of different modes of transport; transport for smart city; reli-
ability, safety, and risk management for transport applications; statistics, modeling,
and multi-criteria decision making in transportation and logistics; smart solutions,
telematics, intelligent transport systems, innovative economics, and education and
training in engineering are the main topics of RelStat.

This year the RelStat conference was supported by the HORIZON2020 funded
project ALLIANCE (Enhancing Excellence and Innovation Capacity in Sustainable
Transport Interchanges) and led by the TTI, in collaboration with University of
Thessaly (Greece) and the Fraunhofer Institute for Factory Operation and
Automation (Germany). The special session entitled “Sustainable Transport
Interchanges™ was organized to allow collaborative research teams from Latvia,
Greece, and Germany to present and discuss their findings in the areas of gover-
nance and policy development, smart solutions, and decision making.

The Program Committee of the 17th International RelStat Conference, the
organizers, and the editors of these proceedings would like to acknowledge the
participation of all reviewers who helped to refine contents of this volume and
evaluated conference submissions. Our thanks go to all members of Program
Committee:

e Prof. Igor Kabashkin, Transport and Telecommunication Institute, Latvia —
Chairman

e Prof. Irina Yatskiv (Jackiva), Transport and Telecommunication Institute,
Latvia — Co-Chairman

e Prof. Irina Kuzmina-Merlino, Transport and Telecommunication Institute,
Latvia — Co-Chairman

e Prof. Lutfihak Alpkan, Gebze Institute of Technology, Turkey
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Prof. Liudmyla Batenko, Kyiv National Economic University named after
Vadym Hetman, Ukraine

Prof. Maurizio Bielli, Institute of System Analysis and Informatics, Italy

Dr. Brent D. Bowen, Purdue University, USA

Prof. Inta Bruna, University of Latvia, Latvia

Dr. Vadim Donchenko, Scientific and Research Institute of Motor Transport,
Russia

Prof. Ernst Frankel, Massachusetts Institute of Technology, USA

Dr. Ilia B. Frenkel, Industrial Engineering and Management Department, Sami
Shamoon College of Engineering, Israel

Prof. Alexander Grakovski, Transport and Telecommunication Institute, Latvia
Prof. Stefan Hittmar, University of Zilina, Slovakia

As. Prof. Ishgaly Ishmuhametov, Transport and Telecommunication Institute,
Latvia

Prof. Dr. Nicos Komninos, Aristotle University of Thessaloniki, Greece

Prof. Vulfs Kozlinskis, Riga International School of Economics and Business
Administration, Latvia

Dr. Gatis Krumins, Vidzemes Augstskola, University of Applied Sciences,
Latvia

Prof. Zohar Laslo, Sami Shamoon College of Engineering, Israel

Prof. Agita Livina, Vidzemes Augstskola, University of Applied Sciences,
Latvia

As. Prof. Jacek Mazurkiewicz, Wroclaw University of Technology, Poland
Prof. Massimo Merlino, University of Bergamo, Italy

Prof. Boriss Misnevs, Transport and Telecommunication Institute, Latvia
Prof. Dr. Andres Monzon de Caceres, Universidad Politécnica de Madrid, Spain
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Prof. Andrzej Niewczas, Lublin University of Technology, Poland

Prof. Lauri Ojala, Turku School of Economics, Finland
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Thanking all the authors who have chosen RelStat as the publication platform for
their research, we would like to express our hope that their papers will help in
further developments in design and analysis of complex systems, offering a valu-
able and timely resource for scientists, researchers, practitioners, and students who
work in these areas.

Igor Kabashkin
Irina Yatskiv (Jackiva)
Olegas Prentkovskis
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Smart Specialisation Strategies: An Online
Platform for Strategy Design and Assessment

Anastasia Panoril, Nicos Komninosz(g), Christina Kakderil,
and Katharina Fellnhofer>*

! Intelspace Technologies SA,
Balkan Center Building C, 57001 Thessaloniki, Greece
2 URENIO Research,
Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece
komninos@urenio. org
3 Research and Innovation Management GmbH, Neumarkt an der Ybbs, Austria
4 Lappeenranta University of Technology, Lappeeranta, Finnland

Abstract. Regions in the European Union (EU) are called to design and
implement Research and Innovation Strategies for Smart Specialisation (RIS3),
as a prerequisite to receive funding for research and innovation from the
European Regional Development Fund (ERDF). To facilitate and streamline this
process, the European Commission (EC) has published a Guide to RIS3 and a
handbook for implementing Smart Specialisation, providing a set of method-
ological steps on how to design a RIS3 strategy. Although these publications
provide valuable resources to facilitate RIS3 design and implementation, their
inputs are focused mostly on the methodological framework, without pointing
out any operational directions that could support an undertaking of the proposed
methodological tasks in a streamlined and user-friendly way. The Online-S3
project, funded under the Horizon 2020, tries to address this challenge, by
developing an online platform for policy advice. This study explores the
information links amongst a set of methodologies, across the six phases of RIS3
design process, highlighting underlying relationships in a logical manner, based
on the information flows that are detected. The results reveal parts of the overall
mechanism for RIS3 policy making processes, providing guidance to regional
authorities and encouraging them to use additional methods throughout their
RIS3 strategy-design process, that could be managed and delivered through
online platforms and applications. This prepares the grounds for future,
empirical investigations of this currently under-researched topic, which appears
to be crucial for policy-makers.

Keywords: Smart growth - Regional Development + Smart Specialisation
Strategy -+ Platform - Information flow

1 Introduction

Strategy design and implementation is a complex and demanding effort and takes mul-
tiple forms depending on the organisation and the context of the initiative. Large com-
panies, non-governmental organizations (NGOs), utility companies, cities and regions,

© Springer International Publishing AG 2018
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governments and international institutions, all these organisations use strategic planning
methods and design strategies to succeed in their mission. Strategy design is characterised
by uncertainty and ambiguity and requires transdisciplinary knowledge and skills, as
there is a plurality of values and opinions to bridge within the organisation, many possible
futures, and power games between interest groups internally and externally.

Information systems that support strategy design are becoming mainstream, but
also more and more complex [I]. A literature review of information systems for
strategic planning reveals a series of factors that influence their success and short-
comings [2]. Apart from pure information systems and dataset feeding the strategy with
data, many other IT-based strategy design tools have become available, offline and
online. They are used either as e-learning assistants or as step-by-step roadmaps to
strategy elaboration. Within this framework, the present paper focuses on Research and
Innovation Strategies for Smart Specialisation and on online, web-based, environments
that can support the design, implementation, and assessment of such strategies.

Smart Specialisation Strategies (S3) constitute the main growth approach of the EU
for the period 2014-2020. These strategies should be formulated by a process of
discovery and innovation: as a process of ‘choosing races and placing bets’ rather than
‘picking the winners’. Consequently, strategy interventions should be informed and
precise as possible, guided by evidence appropriate to the context, and outcomes that
should be monitored and evaluated using quantitative and qualitative metrics and data.
The elaboration of Smart Specialisation Strategies is an ex ante conditionality for the
ERDF investments of the Thematic Objective 1 (Strengthening research, technological
development and innovation), but also it is relevant to the ex ante conditionality of the
Thematic Objective 2 (Enhancing access to, and use and quality of information and
communication technologies) and Thematic Objective 3 (Enhancing the competitive-
ness of small and medium-sized enterprises). Ex ante conditionalities are commitments
that should be fulfilled to get financial support from the European Structural and
Investment (ESI) Funds.

To date, various contributions and preliminary RIS3 evaluation reports have
highlighted the difficulties in designing and implementing a RIS3 strategy [3-6]. The
initial European Commission’s RIS3 planning documents provided some guidance to
regional policy makers in the rather complex process of RIS3 design policy [5, 7].
Furthermore, even though entrepreneurs are in better place to identify opportunities,
still, the bottom-up approach of the entrepreneurial discovery process (EDP), which is
one of the main pillars of the RIS3 strategic planning, requires conscious moderation
and careful guidance [5, 8-10]. Both [5] and [11], explain different methodological
ways to overcome the theoretical vagueness of the RIS3 guide in selecting priority
sectors, while [9] discuss how technological relatedness can provide significant input to
the EDP process. Finally, we recently see the development of online tools, through the
JRC S3 platform, offering the opportunity to policy-makers to detect any emerging
landscape of specialisations more effectively and benchmark regions for improved
cross-border learning.

Under this framework, digital platforms have been considered as a key element for
enhancing capacity-building for policy-making activities, aiming to upgrade institu-
tional capabilities [12]. Added value, when developing policy-making platforms, can
be found on the strengthening of the stakeholder engagement processes, as well as the



Smart Specialisation Strategies: An Online Platform 5

analytical skills of the users. Both of these issues, are strongly related to a higher degree
of RIS3 effectiveness, in terms of better identifying regional assets and features, as well
as promoting opportunities for transferring good policy practices between regions.

It has been argued that quality of government, alongside with its contextual and
structural characteristics, is related to the quality of outcomes of processes constituting
key pillars of the RIS3 approach, such as the EDP process [13, 14]. Moreover, a recent
evaluation of a number of implemented RIS3 strategies, highlighted a set of
governance-related challenges, including the lack of capability to design and imple-
ment regional policies, as well as to actively engage actors in EDP processes [3]. At the
same time, regions illustrating a satisfying level of implementation of the RIS3 policies
indicate stronger possibilities to reinforce that kind of policy-making processes,
through the development of novel toolsets and policy practices.

Given the fact that the original concept of the RIS3 approach has been based upon an
accurate and targeted governmental intervention logic to support a number of promising
activities [15], the definition of potential areas of intervention should be made through an
extended set of methods, including descriptive, benchmarking and discovery exercises.
As a result, any existing gap between the EU regions, in terms of high analytical skills
and thus, administrative capabilities, could lead to increased levels of inequality
regarding the RIS3 effectiveness. Under this context, ICT tools and online platforms
target to minimize this gap, in order to reinforce the opportunities, even for less devel-
oped regions, to design an evidence-based policy, tailored to their regional specificities.

Under this scope, the Online-S3 Platform (www.onlines3.eu), being developed in
the framework of a Horizon 2020 project (ISSI-4-2015), has been designed to address
challenges and shortcomings of S3 implementation and assessment. Deploying a
connected intelligence approach, the Online-S3 platform uses smart assistants and
roadmaps to standardise and automate the tasks of strategy elaboration; give access to
databases guiding the strategy formulation by evidence and datasets; and enable par-
ticipatory design that awakes the potential for collaboration among users and organi-
sations. With all these features, the Online-S3 Platform creates a community of actants
(people, organisations, machines) of higher creativity, effectiveness and collective
intelligence. It is a web environment that enables a number of stakeholders and users to
go through the six steps/phases of strategic planning, proposed by [16, 17], elaborate an
informed RIS3 strategy, and monitor its implementation and impact.

The paper tries to shed light on the process of development of the Online-S3 Platform,
through investigating the information links that arise between the different applications
that are being used. The development of the applications is based on the selection of a
number of methods for each phase, that has been performed throughout the early stages of
the project [18]. Some of the key questions that are being explored in this study, include
the interoperability between the different applications, as well as the existence of any
sequential orders that might arise within each phase, or between different phases.

The structure of the paper is the following: Sect. 2 presents a short overview
regarding the selected methods, being used as a baseline for the application design,
pointing out some of their key features and functionalities. Section 3 provides a more
detailed analysis of the three most critical applications within the Online-S3 Platform,
analyzing the ways in which a set of different tools are interconnected, through the
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investigation of information flows during a RIS3 design process. Finally, some dis-
cussion and further potentials for the Online-S3 Platform are presented in Sect. 4.

2 Selection of Methods for the Online-S3 Platform

Figure 1 illustrates the key phases penetrating an entire RIS3 policy-design process. As
it is shown, the six phases included in this process try to capture a comprehensive set of
components that are essential to a RIS3 strategic planning procedure. Starting from
Phase 1, governance refers both to government and stakeholder engagement, implying
a quadruple helix approach, as the key process of the innovation production. This phase
is essential to be placed at the start of a RIS3 strategy design, setting the framework of
the entire procedure, as user engagement and participation penetrate the whole
policy-making process.

Phase 6

Monitoring

e

maes
' l
Ph.ag.e 4 Onl'ne s3 P:;:;:sz

of the

Eoouty
sciting AN N e context

Phase 3
Shared
vision

Fig. 1. Phases included in the RIS3 policy-design and implementation process on the Online-S3
Platform. (Source: Authors’ elaboration based on [16, 17]).

At the same time, analysis of the context (Phase 2) is a common process for
retrieving background information, necessary for any strategic planning process to
identify regional specificities and provide information regarding the existing institu-
tional setting to be considered. This phase includes a broad set of methods, targeting to
a descriptive, as well as a comparative analysis of a region. Analysis of the regional
context targets on pointing out the strengths and weaknesses of a region, when com-
pared to other regions, similar to it. Phase 3, including shared vision and strategy
formulation, denotes the strategic and project oriented character of RIS3, highlighting
the existence of a bottom-up approach in defining the vision, as well as the priority
setting objectives (Phase 4). Policy mix (Phase 5) refers to the definition of the
implementation process of the strategy through action plans’ design, stressing the need
for a structured project-driven approach to RIS3 implementation. Finally, monitoring
indicates the need for developing a set of tools for data collection and processing, as
key instrument for evaluation of the implemented actions.
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It is important to highlight at this point, that the RIS3 policy-design process is not a
linear procedure. In many cases, information coming as an output from the imple-
mentation of a method, might be used as input to others. Therefore, potential links of
information exist between several tools, belonging not only to the same phase, but also
to different phases. Thus, it is important to clarify that information flows, as in many
cases they overcome the RIS3 phases’ sequential logic. Stakeholder engagement,
intervention logic, as well as monitoring constitute three characteristic cases of methods,
receiving and transmitting information from and to a wide number of other methods.

The selection of the 29 methods, corresponding to the 6 phases of the RIS3
strategic planning process, has been based on a set of methods that have been collected
through a mapping exercise, as well as a gap analysis between these methods and a
review for good practices [18]. The mapping exercise revealed that regions did not
follow the RIS3 steps [16] as a baseline for the design of their methodological
approaches, and thus, the robustness of the implemented methods in many cases is
questionable, as even the key concepts of the various RIS3 steps were not fully
understood. These results also point out that there is no real link between the level of
innovativeness of a region and the methodological sophistication of RIS3 design.
Hence, it cannot be claimed that moderate and modest innovator regions generally use
fewer and less rigorous methods, than leading innovation regions.

At the same time, literature review on good practices has indicated several
emerging methodologies, that still have not been used by the regions during their RIS3
design, but could possibly enhance the overall effectiveness of the process. These
include foresight exercises and diagnostic tools to identify new activities, possible
synergies and complementarities that may arise within the regional context [19].
Furthermore, the use of unstructured data could reveal potential emerging areas of
technological and economic activity in a more accurate way [20]. Focusing on
strengthening the evidence-based and participatory character of the RIS3 design,
policy-makers could also include crowdsourcing priority setting methods and social
media analysis for assessing stakeholders’ views, through opinion mining and senti-
ment analysis techniques. Finally, the lack of policy intelligence tools and methods,
reflecting the ways in which the monitoring process could be used with a view of a
continuous RIS3 update process, was noticeable throughout the literature review on
good practices. The use of open data could work on a positive way towards this
direction, as it would allow to track progress in terms of objectives and visions, as well
as to see how they match with the overall RIS3 approach.

The results, alongside with a short description of the application that has been
developed for each method, are presented in Table 1. The description includes the main
functionalities of each application, which have been derived based on the key concepts
of the corresponding methodology. Information presented in Table 1 provides a
baseline, upon which we can further understand the main features of the Online-S3
Platform mechanism, as well as the arising links between the developed applications.
A detailed analysis regarding these issues is given in the following section. It should be
noted that in all cases, the name of each method corresponds to the name of the
developed application. Moreover, the terms method and tool are being used
interchangeably in this paper.
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Table 1. List of the selected methods/ tools for the Online-S3 Platform.

(Source: [18] and authors’ elaborations).

Name of the method

Short description

1
Phase 1: Governance
1.1 RIS3 Vision sharing

1.2 Stakeholder engagement

1.3 RIS3 debate at a glance

1.4 RIS3 legal and administrative
framework related to ESIF

Phase 2: Analysis of the context
2.1 Regional assets mapping

2.2 Research infrastructure mapping

2.3 Clusters, incubators, and
innovation ecosystem mapping

2.4 Benchmarking

2.5 Science and technology profile
and performance

2

An application that allows RIS3 managers to create
visually attractive infographics that can be used to
communicate to a broad audience what RIS3 is about,
what are the priority sectors, roadmap and action lines
Application providing the opportunity to invite RIS3
stakeholders to use online deliberation functionalities,
specifically tailored for entrepreneurial discovery
process. Key features of the tool focus on:

(1) facilitating discussions; (2) co-creation of
procedures including provision of feedback; and (3) a
reputation management system

Application enabling participatory deliberation, in
order for policy makers and stakeholders to visualize
and share networks of thought, make their reasoning
transparent and open to collaborative and iterative
reflection

An application providing an overview of ERDF
regulations and EU processes of selecting and funding
projects in the framework of national/ regional
Operational Programmes (OPs)

Application that draws together information on key
regional assets. The objective is to support descriptive
analysis of regional assets including a number of key
categories

An application for mapping the existing research
infrastructures across the EU regions, providing basic
background information for regional policy makers in
their RIS3 process

An application for mapping the innovation ecosystem
of a region, in terms of existing clusters, incubators,
co-working spaces, start-up support, and the
challenges of openness, funding and sustainability of
such ‘soft’ innovation infrastructure

An application for comparing the performance of a
region with regions that are structurally similar,
through providing comparative measures for a series
of indicators imported by the user

Application producing ‘scientific profiles’ for regions,
based on Web of Science (WoS), Scopus and Google
Scholar data

(continued)
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Table 1. (continued)

9

Name of the method

Short description

2.6 Specialization indices

2.7 SWOT analysis

global value chains

An application for completing the SWOT analysis
results, including regional strengths, weaknesses,
opportunities and threats

Phase 3: Shared vision/Strategy formulation

3.1 Collaborative vision building

3.2 Scenario building

3.3 Delphi - Foresight

Phase 4: Priority setting
4.1 EDP focus groups

4.2 Extroversion analysis

4.3 Related variety analysis

vision for regional smart specialisation strategy
An application supporting RIS3 scenario building
exercises, through the development of baseline

Delphi-type methods for RIS3

Application providing a roadmap for the
industry activities and groups, the selection of

conclusions about opportunities and emerging
innovation ecosystems, and the use of EDP

for drafting calls for actions

which regions present increased extroversion, in
regional openness

Application for calculating the Related/ Unrelated

variety entropy indexes, estimating whether

given priority

Phase 5: Policy mix/ Action plan implementation

5.1 Intervention logic

5.2 RIS3 action-plan co-design

comprehensively illustrates information from a
number of other tools

Application for enhancing collaboration between

an action-plan

The application produces technological and economic
specialisation indexes, for understanding the position
of regional technological and economic activities in

This application capitalises on the outputs obtained in
3.2 and 3.3 and provide tailored online guidelines on
the necessary additional phases to arrive at a shared

scenarios and data projections for scenarios building
An application to provide a supportive function to run

implementation of EDP, including the definition of

stakeholders to be involved, the communication of

conclusions by the regional and national authorities
Application to detect possible industry segments in

terms of exports, attraction of FDI, or other forms of

specialisation or diversification objectives should be

Application where users can build intervention logic
roadmaps, essential to achieve the regional vision and
priorities. It is a central application that gathers and

citizens and policy-makers, throughout the design of

(continued)



10 A. Panori et al.

Table 1. (continued)

Name of the method

Short description

5.3 RIS3 budgeting

5.4 RIS3 administrative framework
conditions

5.5 RIS3 calls consultation

5.6 RIS3 innovation maps

5.7 RIS3 actions tracker

Phase 6: Monitoring
6.1 RIS3 monitoring

6.2 Definition of RIS3 output and
result indicators

6.3 RIS3 beneficiaries and end

users’ satisfaction online survey
6.4 Balanced scorecard

6.5 RIS3 social media analysis

Application for providing a framework for using
different budgeting methods to capture the funding
dimension of the RIS3 action plan and the needs for
funding across the defined implementation period
Application for helping the user/ policy-maker to
identify, if their policy instruments included in its
RIS3 policy mix/action-plan is eligible for State aid
Application enabling RIS3 stakeholders to assess calls
for projects under SF operational programmes that are
made by regional authorities

Visualisation tool teasing out information about
regional technological trends, using grant data that is
collected from S3 programmes and initiatives
Application allowing to track relevant actions from
EU research projects available on CORDIS

Application to define the overall process/ roadmap for
RIS3 monitoring

Application to provide an online guidance on
indicator selection and data processing of the results
from the implemented actions

Application for collecting information regarding
levels of satisfaction of the RIS3 beneficiaries
Application drawing together all monitoring
indicators together with the results and outcomes
achieved to date

Application analysing RIS3 data coming from social
media

In many cases, policy-makers and regional authorities do not perfectly understand
the rationale behind the design process of a RIS3 strategy [8], not only from a theo-
retical perspective, but also in terms of data processing and management. This results to
the development of fragmented approaches regarding the implementation regional RIS3
strategies, which try to combine many outcomes deriving from several methodologies,
characterized by missing links between them. This, of course, is an essential parameter
that decreases the overall effectiveness of the decision-making process, as it does not
take full advantage of the underlying information hidden in the existing data.

The next section tries to further explore the main functional characteristics of three
of the abovementioned set of applications, in order to provide a deeper analysis, which
could reveal the rationale behind the selection and use of a concrete set of methods,
instead of random selections, based mostly on data availability.
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3 The Online S3 Applications: Three Cases

Within the Online-S3 Platform, stakeholder engagement, intervention logic and mon-
itoring are, perhaps, three of the most critical applications, penetrating the whole
process of evidence driven policy-design and assessment. In this section, we further
explore their internal structure and highlight their role throughout the design of a RIS3
Strategy.

3.1 Stakeholder Engagement

The stakeholder engagement tool, together with the RIS3 vision sharing application,
provide the users with all the essential information and utilities, related to definition of
the stakeholders’ groups, as well as engagement and dissemination activities. Given
that the RIS3 strategic planning process is largely characterized as a bottom-up
approach, in terms of stakeholders’ participation, these two tools constitute vital
ingredients for establishing an effective link between policy-makers and stakeholders.
Previous policy and innovation processes research [21] has emphasized that successful
stakeholder participation is characterized by an interplay of quality dimensions which
enables to better design public participatory processes of new online service devel-
opment projects. Figure 2 presents relevant information flows starting from these two
applications, towards several other tools, belonging to the same or different phases of
the overall RIS3 process. As it can be seen, stakeholder engagement and RIS3 vision
sharing apps provide feedback to almost all phases of the design process.

Stakeholder engagement application
Foresight -
Online 3

Collaborative vision building

Governance [ Prio ity settil ‘
RIS3 debate at a glance | Eeop focus groups |

A S

Stakeholder engagement
RIS3 vision sharing

\ 4

RIS3 calls consultation

RIS3 beneficiaries and end users’
RIS3 action-plan co-design satisfaction online survey

Fig. 2. Main structure of the Stakeholder engagement application. (Source: Authors’
elaboration).
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Looking more carefully at the type of applications linked to stakeholder engage-
ment, someone can find traditional methods, such as Foresight and EDP focus groups,
as well as novel approaches, like collaborative vision building, calls consultation and
action-plan co-design. All these strengthen the evidence-based and participatory
character of the RIS3 design. At the same time, RIS3 debate at a glance and RIS3 end
users’ satisfaction survey both target on increasing the overall regional policy intelli-
gence, in terms of crowdsourcing priority setting, through opinion mining and senti-
ment analysis.

It is essential to notice, that the added value from developing a stakeholder
engagement application refers to the cumulative positive feedback that can be raised
through public participation. Users are given the opportunity to systematically organize
their stakeholder engagement strategy, without being experts in that field, and thus,
expand the administrative capabilities of their region.

3.2 Strategy Intervention Logic

The intervention logic application is in the heart of the policy-design process. It is the
only application characterized as a solely input application, since it acts as a central
information point. It has a dual character. First, it collects information from a number of
peripheral phases, in order to depict the overall rationale behind the RIS3 strategy
design. Second, it works as a basis upon which policy-makers can detect possible
vulnerability points, regarding the implementation of RIS3 actions, based on the
feedback that it receives from the monitoring application. Knowing the rationale behind
the vision and the implemented policy actions, can be extremely useful to better
understand and correct any existing variations between the expected (result indicators)
and the actual results (output indicators).

Its main structure is given in Fig. 3. As it is shown, the existing discrete building
blocks of the tool guide the user to provide input regarding the regional context, the
vision and priorities’ setting, the policy mix, as well as the monitoring process.
Information referring to the context of a region comes from the outcomes of Phase 1,
including descriptive analyses, benchmarking and SWOT analysis. These should then
be related to the overall vision and priority setting of the region, which have been
defined through EDP, foresight, and extroversion and related variety analyses. The set
of result indicators is connected to the selected priorities, as they express the overall
vision of the region. In addition to this, the main outcomes of Phase 5, referring to the
policy mix, including actions and ways of implementation, are also part of the Inter-
vention logic application. Moreover, the user should relate these with the corre-
sponding output indicators, to get a clear picture of the connection between the policy
mix and the monitoring process.
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[ Descriptive analysis ][ Benchmarking ] Intervantion logic application

™ X
- Onlines3
SWOT analysis

Foresight — Scenario building Extroversion analysis

EDP focus groups Related variety

Action plan implementation

Definition of actions Result indicators

Output indicators

Fig. 3. Main structure of the Intervention logic application. (Source: Authors’ elaboration based
on [22]).

3.3 Monitoring and Assessment

The monitoring application is characterized as an input/output application, in terms of
data interaction. Its main goal is to monitor and evaluate the overall RIS3 imple-
mentation process, providing a comprehensive and continuous feedback to
decision-makers, regarding the degree to which the actual results are in line with the
expected outcomes.

This application works as an umbrella for Phase 6, using as its main input the
outcomes of the other four tools included in this phase. Thus, the evaluation process,
offered by the Online-S3 Platform, goes one phase further, incorporating a set of
different sources and methods for data processing. These consider, not only the output
and result indicators, but also the RIS3 beneficiaries’ satisfaction and social media
analysis outcomes, strengthening in this way the constructive involvement and par-
ticipation of the stakeholders.

Figure 4 illustrates the abovementioned information flows. Amongst them, the
relationship between Monitoring and Intervention logic applications has been previ-
ously described. At the same time, RIS3 innovation maps uses monitoring results as
input, to visualize available information about regional technological trends funded by
RIS3 initiatives, whereas the RIS3 open data tool is a form of a data repository,
including information about RIS3 projects linked to specific priorities. Both these
applications, are means for communicating the achieved results of the RIS3 strategy,
making it comprehensive to the public.
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Monitoring application

P .
m Intervention logic Onlines3

4
: [ RIS3 open data tool ]

[ RIS3 innovation maps ]

Monitoring

A

Output and result indicators Balanced scorecard

I 1
RIS3 beneficiaries satisfaction survey RIS3 social media analysis

Fig. 4. Main structure of the Monitoring application. (Source: Authors’ elaboration).

4 Discussion and Further Potentials for the Online-S3
Platform

Enhancing the analytical skills of regional authorities, as well as the participatory
character of the RIS3 policy-design process, should be kept in the spotlight of inno-
vative actions towards a more comprehensive evidence-based strategic planning.
Integrated solutions for policy-design, such as the Online-S3 Platform, should be
considered as key elements reinforcing this vision.

Although the initial design of the RIS3 approach included a wide set of method-
ologies to be applied throughout its implementation, the robustness of the applied
methods in many cases is questionable, as even the key concepts of the various RIS3
steps were not fully understood by the regional actors. Lack of empirical guidance, as
well as low levels of analytical skills of the policy-makers, both resulted in low levels
of effectiveness regarding the RIS3 outcomes. Given this, the Online-S3 Platform aims
to expand and facilitate administrative capabilities of regional institutions, and thus,
become an essential tool for improving the effectiveness and efficiency of
decision-making processes.

Taking into consideration the 29 applications that have been developed throughout
the Online-S3 project, and are related to the 6 phases of the RIS3 design-process, this
study has tried to reveal the existing information flows between a set of crucial tools
within the platform. The three examples presented here indicate that there is a complex
underlying network of information that links these applications to a number of other
platform tools. More specifically, the design of the stakeholder engagement strategy,
through the corresponding applications in Phase 2, provides essential feedback to
applications based on public participation. Collaborative vision building and EDP are
both further strengthened through the use of the vision sharing tool, as it becomes
possible to better communicate the aims and targets of RIS3 to the groups of stake-
holders involved. Moreover, the development of applications related to opinion mining
and public assessment of the RIS3 implemented policies, contribute towards a more
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effective stakeholder-driven monitoring and evaluation mechanism. As a result, the role
of public participation is fostered, not only in priority setting, but also in monitoring the
RIS3 process, following its bottom-up principles.

In terms of controlling the overall strategic planning and monitoring RIS3 process,
the intervention logic application can be used as a central point for collecting the key
outcomes of all phases, included in the Online-S3 Platform. Having a control panel for
the strategy, including its rationale for selecting the vision, priorities, policy mix and
measurement indicators, can help policy-makers to have an overall picture regarding
the expected outcomes of the process. Thus, any deviation of the actual results could be
translated and explained through the intervention logic application. Definition of
possible corrective actions may can always refer back to this application, in order to
update the overall intervention logic or a part of it.

In order to better understand the overall added value of the Online-S3 Platform, it is
important to further explore and highlight the existing information flows, as we have
done in this paper for the three applications. Given the fact that the abovementioned
applications have been developed as standalone apps, further potentials of this platform
include the development of an interoperability mode. This could provide a missing link
between the 29 applications, facilitating the information flows between them, giving
the opportunity to policy-makers to design even more comprehensive RIS3 strategies.
Analytical capabilities and public participation should be further enriched and
expanded in that case, promoting the effectiveness of the implemented RIS3 strategies.
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Abstract. Urban road freight transportation significantly affects the quality of
life in urban areas. City logistics constitute a major component in the urban
economy, and when smartly implemented they may contribute in the city sustain-
ability and livability by alleviating traffic congestion and mitigating emissions
and noise impacts. The present research aims at deepening the knowledge and
understanding of urban freight transportation (UFT), and enabling guidance
provision for selecting and implementing effective and sustainable policies and
measures in a city. This is seen from the prism of an integrated evaluation frame-
work, which has been developed for city logistics policies and measures. The
framework assesses the complexity of UFT systems, through selected perform-
ance indicators, taking into account divergent stakeholder interests, conflicting
business models and operations. Evaluation components are formulated in a hier-
archical process; sustainability disciplines (economy and energy, environment,
transportation and mobility, society), applicability enablers (policy and measure
maturity, social acceptance and user uptake), criteria and indicators, capturing the
lifecycle impact of the policies and measures. An index is estimated and reflects
each evaluation component and stakeholder category; the overall performance of
the policy and measure for the city is depicted in the Logistics Sustainability
Index.

Keywords: Freight transportation - City logistics - Smart solutions
Multicriteria evaluation - Decision making

1 Introduction

During the last two decades, the booming increase of passenger and freight transport
has resulted in deep impact in human and natural environment. Urban areas represent
utmost challenges for freight transport, both in terms of goods distribution performance
and environmental impacts (air emission, traffic congestion, road safety and accidents
and noise and visual nuisance). Urban freight is deemed as high contributor in urban
economy but in parallel, urban road freight transport significantly affects the quality of
urban environment as it encompasses the processes of transportation, handling and
storage of goods, the management of inventory, waste and returns as well as home
delivery services and e-commerce [1].
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The contribution of freight movements to urban traffic is 10-18% of urban road traffic
and the proportion of air and noise emissions of freight vehicles to total urban traffic
reaches almost 40% [2]. Also, urban transport is responsible for about 69% of road
accidents that occur in cities revealing the vital dimension of safety in urban freight
systems [3].

Policies in global context mostly aim at the alleviation of the most significant bottle-
necks that emerge in the urban freight transportation with view to enhance the level of
service without penalizing the urban living conditions [4]. According to the EU’s Action
Plan for Urban Mobility [5], action 19 Urban Freight Transport, some action should be
taken with a view to:

e Optimizing urban logistics efficiency;

e Improving the links between long-distance, inter-urban and urban freight transport;
e Incorporating freight transport in local policies and plans; and

e Better managing and monitoring transport flows.

City logistics have been introduced as an efficient concept to address the intricate
problems arising from the multidimensional character of urban areas, formulated by
environmental considerations, economic growth, new and smart technologies, legal and
institutional frameworks, but also by congestion, air pollution, noise, crashes and
reduced accessibility due to obsolete infrastructure or environmental and traffic restric-
tions. The knowledge exchange in this sector is vital in order to capitalize the benefits
of urban logistics good practices and assimilate the lessons learnt from the unsuccessful
practices around the world, through series of symposia, which will address issues by
taking researchers from both sides of the Atlantic to discuss specific topics, achieve
intense information sharing, with the opportunity for follow-on collaboration at the
project or institutional level [6].

According to the latest Transport White Papers of the European Commission, the
achievement of CO,-free city logistics by 2030 was set as an intermediate objective
towards a reduction of 60% in Greenhouse Gas (GHG) emissions [3]. Thus, city logistics
constitute a key catalyst in the urban economy but, in parallel, urban road freight trans-
port significantly affects the quality of life in the urban environment. In addition, the
optimization of Urban Freight Transport (UFT) can make a significant contribution to
the sustainability and livability of cities, alleviating traffic congestion and mitigating
emissions and noise impacts.

In Europe, there is an extended reference on the integration of logistics operations
in the transportation sector. This regards policy-making and directives developed by
European policy-making bodies that delineate the framework of such integration. The
European Commission (EC) documenting the Transport White Paper of 2011 [3] and
several concrete Action Plans has set the grounds for research towards innovation in the
transport sector intending to link research with industry. Among the Commission’s
concerns in freight transport are insufficient standardization, tackling legal impediments
and uneven market actors’ capabilities to adopt smart solutions [7].

The existence of diverse stakeholders and their conflicting interests require a safe
way of planning and implementation taking into account all stakeholders that are
impacted by the solution that is promoted. As such, the investigation of logistics
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performance should integrate this kind of diversity in order to take forward sustainable
logistics solutions. Moreover, the evaluation tools of such solutions should be developed
in order to enable better integration and assessment of these interests and concerns of
all involved actors.

To this extend, the salient scope of this paper is to demonstrate a decision-making
framework which enables knowledge and understanding of freight distribution and
service trips by providing guidance for implementing effective and sustainable policies
and measures. One of its objectives, is set to develop a common evaluation platform for
city logistics measures, which assesses the complexity of UFT systems, through selected
performance indicators, divergent stakeholders’ interests, conflicting business models
and operations. Evaluation components are formulated in a hierarchical process; sustain-
ability disciplines (economy and energy, environment, transportation and mobility,
society), applicability enablers (policy and measure maturity, social acceptance and user
uptake), criteria and indicators, capturing the lifecycle impact of the policies and meas-
ures. An index is estimated and reflects each evaluation component and stakeholder
category; the overall performance of the policy and measure for the city is depicted in
the Logistics Sustainability Index.

2 A Brief Review

Why Evaluation. Evaluation is a technique that critically examines a process, program
or project. It involves collecting and analyzing information about activities, context and
results. Its purpose is to enable judgments on effectiveness and efficiency and lead to
the improvement of a process, program or project, through facilitating decisions for
corrective actions [8].

As finding out about everything is in most cases not feasible, evaluation can help
find about the things that really matter. It may reveal accountability, demonstrate impacts
(positive and negative), and guide decision-making.

On this direction, the evaluation of UFT measures provides ground to continually
improve a project or idea or initiative, both during its implementation (adaptive manage-
ment), but also after its completion, through the replication of good practice (DOs) and
the information provision on the avoidance of mistakes (DONTSs). In other words, it
helps stakeholders to find out “what works” and “what does not work™ — enabling them
to answer basic questions about city logistics measures’ effectiveness and performance,
including:

Has the UFT measure reached the intended goals? To what degree, how and why?
Do all the involved stakeholders or part of them benefit from the provided services?
Are the involved stakeholders or part of them satisfied and to what degree?

Does the UFT measure constitute a good practice to be replicated by other similar
city cases?

e Which are the adaptability and transferability preconditions and which are the poten-
tial risks?
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In addition, evaluation contributes in the identification of how efficient the project,
policy or measure has been in converting resources (funded and in-kind) into activities,
objectives and goals. It showcases the effectiveness to the community providing vali-
dation through results and findings. Evaluation findings demonstrate to community that
the application of a UFT policy or measure is worthwhile. Moreover, sharing findings
within the community can serve as a good outreach tool for attracting collaborative
partners, recruiting participants and volunteers, while also building trust and organisa-
tional resilience.

Evaluation can increase a project’s capacity to conduct a critical self-assessment and
plan for the future incorporating respective adaptations where and when needed.
Conducting an evaluation either internally or with an outside evaluator leads to the
assessment of the degree the initial goals and objectives have been met, also investi-
gating how sustainable and meaningful the project has been for the involved or affected
stakeholders.

In the end, evaluation can also build knowledge and knowledge sharing, contributing
to the evidence-base on what works, in order to avoid mistakes and that successful and
effective strategies are replicated, providing information and guidelines to decision
makers on how to build on or improve a project.

Evaluation Experiences. There are a lot of projects dealing with city logistics
systems and how improvements can be achieved through the implementation of new
measures-solutions. The selection and implementation of the appropriate measure(s) as
well as the expected impacts of a proposed/implemented measure is subject of the eval-
uation process. Over the last years, tendencies for adoption of a uniform evaluation
method exist, however there is not yet a uniform and robust evaluation method for
UFT [9].

The evaluation process and the method that will be selected to assess the performance
of a measure is rather a complex issue since it has to incorporate various factors, such
as different stakeholder categories often with contradicting interests, difficulties
regarding data acquisition, heterogeneity of cities as well as different types of measures,
goals etc. For this reason, frequently, measures are assessed by several analyses
depending on the objectives that have been set and/or the realized effects. In the past,
many projects have evaluated UFT measures.

Within STRAIGHTSOL a general assessment framework for the evaluation of
measures has been introduced. The first stage of the framework consisted of four impact
areas (economy, environment, society and transport) along with the required data sets
for the criteria and indicators. The second stage of the assessment framework focused
on the evaluation of alternatives and the current situation and was conducted based on
three analyses [10]:

1. A social cost benefit analysis (SCBA) that considered the benefits and costs of
measures to society.

2. A Business Model Analysis (BMA) for the financial viability of the operator.

3. A Multi Actor Multi Criteria Analysis (MAMCA) which integrates stakeholders’
opinions.
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In the context of SMARTFUSION the evaluation methodology was divided into two
parts. The first part followed the so called ‘Design and Monitoring Framework’ (DMF)
which address primarily two aspects [10]:

1. A discussion among the stakeholders over the problems that need to be solved and
the expected impacts and benefits of the solution;

2. Determination of key indicators to measure the benefits, impacts and success of the
solutions.

Given that the first two evaluating settings are addressed, the data collection and data
analysis follow. More specifically:

1. Collection of information regarding each company’s operation and market’s char-
acteristics;

2. Collection of information regarding each city’s characteristics;

3. Development of a calculation model to evaluate impact and benefits of the solutions.

SMARTFUSION’s evaluation on UFT refers to ‘before’ and ‘after’ analysis of every
measure-solution in each pilot-city. Collection of data before and after the analysis,
considered cost data in respect to logistics and external social cost data.

The scope of CITYLOG was to raise the sustainability and efficiency standards of
city logistics through adaptive and integrated solutions. This was achieved by the intro-
duction of a structured evaluation framework for the impacts and interrelationships
(based on their measurement to the field test) of:

1. Vehicle design concepts,
2. Structural urban development and
3. Urban transport policies logistic operational models.

The impact assessment considered four impact areas with respective sets of indica-
tors based on data that were derived before, during and after field tests. ‘Ex ante — ex
post calculation’” and ‘target and achievement level’ were the methods for indicators’
analysis [11].

Two methodologies have been used in order to cross-evaluate the measures adopted
by the ENCLOSE cities [12]. The first methodology examines the implementation of
the measures. For this purpose, six criteria together with more sub-criteria were chosen.
Those sub-criteria were weighted and depending on the sensitivity level that was given
by partners’ survey, a factor was attributed to every measure in order to score it. The
second methodology takes into account local assessment results of each city and based
on them forecasts expected savings from a measure’s implementation. In order this to
be achieved, measures were categorized based on their type. The cities that showed
interest to adopt such measures were compared with cities that have already applied
them. The average of the factors of the cities that have implemented a measure is used
to produce the future measure result for a city.

The SMILE project’s scope was to develop strategies, plans and measures for city
logistics with focus on energy for Mediterranean cities. To evaluate project’s output a
cost-benefit analysis along with a sensitivity analysis and development of business
model took place. The conduct of the analysis was made through the tool City Goods
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model 2.0 which analyses the demand and the corresponding external effects of UFT
through analytic description of city’s logistic system, definition of indicators and allow-
ance of planning and evaluation [13].

The BESTUFS project used a set of indicators taken by the CIVITAS-MIRACLES
project. Those indicators were used to evaluate different legislative and technological
measures, in a Multi Criteria Analysis (MCA). Except for the Multi Criteria Analysis
in the context of BESTUFS, a Strength Weakness Opportunities Threats (SWOT) anal-
ysis was carried out in order to evaluate more specific strategic and operational meas-
ures [14].

The BESTFACT project’s scope was to enhance and disseminate best practices
concerning UFT evaluation methods [15]. In order this to be achieved, an evaluation
tool was developed for impact assessment and transferability evaluation. The sui genesis
of this tool was that it examines the appropriateness of a measure for implementation
instead of comparing the measures. The impact assessment was carried out based on
criteria comprised of strategic targets and topics, while the transferability evaluation
was based on four criteria. Furthermore, transferability was assessed separately since
the main focus of the project was to ‘transfer’ the proposed solutions to other interested
parties. Finally, a cost-benefit analysis was also performed where applicable.

Three main components form the impact evaluation that was followed in the C-
LIEGE project [16]. The first component was a multi-stage impact chain analysis. Aim
of this analysis was to pinpoint the pathway from the implementation of a measure up
to its realized effects. The second component concerned a comparison with reference
cities that have already implemented specific (soft) measures same as the ones that are
tested from the city pilots. The last component of the impact evaluation consisted of a
scenario-based impact assessment. The two scenarios that were considered for the ex-
ante scenario assessment were the zero scenario ‘do nothing’ and the ‘C-Liege scenario’.
The latter scenario basically makes an assumption that a specific soft measure is chosen
for implementation from the pilot-city and shows indeed a great impact to the city’s
logistic system.

Due to similarities of FREILOT with preceding Field Operation Tests (FOTs), the
project used the FESTA methodology in order to evaluate the impacts of the pilots on
the UFT [17]. According to FESTA guidelines four main steps should go through:

1. Function Identification and Description;

2. Use Cases definitions;

3. Identification of Research Questions & Hypotheses;

4. Definition of Performance Indicators & Measurements.

The research questions at step 3 are associated with the effects of a service on selected
indicators (e.g. on fuel consumption).

The CITYLAB project follows an evaluation framework, which consists of evalu-
ation methods and indicators. Those evaluation methods and indicators can be distin-
guished into four fields of evaluation (Adoption, Process, Context and Impacts) that
substantially decide whether a measure can be regarded as satisfactory or not and trans-
ferable or not. All evaluation activities within CITYLAB are conducted aiming to fulfil
two main objectives:
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1. Identify cost-effective strategies, measures and tools for emission-free city logistics;
2. Roll out and scale up these strategies, measures and tools.

One of the two innovations of CITYLAB concerns the transferability analysis.
Transferability constitutes a primary objective of the whole project and therefore, is
perceived as an equal part in the evaluation framework [18].

3 Evaluation Framework

The performance of UFT measures is assessed through an integrated evaluation frame-
work, based on stakeholder objectives, priorities and perceptions, and multi-stakeholder
multi-criteria decision-making techniques have been elaborated and implemented, to
estimate a Logistics’ Sustainability Index (LSI), based on life cycle impacts and societal
costs.

Stakeholders in Freight Transportation and Logistics. Supply chain involves a
number of stakeholders with different objectives, interests and roles. To demonstrate
this, a triangular pyramid is used in Fig. 1. Each stakeholder category is located on each
of the four edges of the pyramid. On one of the three edges of the pyramid base, are
placed the shippers and receivers, who constitute the initiators of the supply chain. Their
needs and requirements are serviced by the operators, who are also placed on one edge
of the pyramid base. This stakeholder category includes all supply chain facilitators,
mainly the logistics service providers, and the infrastructure and equipment providers.
Civilians represent the society, and play a dual role; first, they are the passive recipients
of the impacts of any operation being realized within the context of the supply chain;

Policy makers

Operators Shippers, receivers

Fig. 1. Freight transportation and logistics stakeholders: interconnections and impacts [19].
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second, they are the final users of the goods transported through the supply chain. All
these three stakeholder categories interact with one another and share common, different
and even contradictory objectives. Figure 1 depicts some major criteria, related to their
objectives, set by the interactions between any two stakeholder categories. For example,
shippers and receivers, on one hand, and operators, on the other, aim at business oppor-
tunities, operational cost reduction and increase of service quality. Shippers and
receivers aim at increasing their customers’ satisfaction, decrease their cost and gain
public acceptance. Civilians need operators to reduce all possible negative impacts
freight transportation may bring to their everyday lives.

Policy makers, in sense of local authorities and other public bodies, setting regula-
tions and restrictions in the supply chains and freight transportation, aim at providing
better conditions for the business stakeholders and satisfactory life standards for the
society. Consensus is required for the smooth coexistence of all the above stakeholders,
and to achieve this, all affecting factors and impacts, should be clear, visible and
comprehensible by all. An integrated evaluation framework, which contains as compo-
nents, involved stakeholders, their objectives, criteria and indicators, as well as a
comprehensive and sound methodology for enabling quantitative or even qualitative
analysis, is important for building consensus. Towards this direction, the research work
in this paper demonstrates the formulation of the evaluation methodology used for
assessing impacts occurring from the implementation of “smart” solutions in the supply
chain, taking into account each and all stakeholders’ perspectives.

Assessing logistics processes: Life-Cycle Sustainability approach. City logistics
have been introduced as an effective concept for addressing the complicated problems
that arise from the multidimensional character of urban areas, formed by environmental
concerns, new, smart and innovative technologies, economic considerations and legal
frameworks, but also by congestion, air pollution, noise, crashes and limited accessi-
bility due to out-of-date infrastructure or environmental and traffic restrictions [20].

The optimization of UFT can significantly contribute to the increase of the sustain-
ability and livability level of cities, through the limitation of the emissions and noise
impacts, the alleviation of traffic congestion and the introduction of new sustainable
logistics measures, schemes and incentives.

Life-Cycle Analysis is considered to be a valuable decision-making tool towards
sustainability, which takes into account the emerging environmental concerns and is
capable of measuring potential environmental impacts, throughout the entire life cycle
of a process, system or product, avoiding the crucial errors caused by limited scope work
[21]. Initially, the life cycle analysis process was introduced in Europe and the United
States of America in the late 1960’s, and since then it has been mainly applied to the
estimation of energy requirements for the production of chemical products [22], and to
the evaluation of the environmental impacts of beverage containers [23]. Through this
analysis, the environmental impacts of product’s life-cycle are quantified from cradle
to grave, divided into five phases: raw material extraction, manufacturing, transporta-
tion, use, and end-of-life [24].

The last years, two new terms are being used and have partly replaced the original
term of life cycle analysis to focus on different stages of the life cycle analysis process:
“Life Cycle Assessment” and “Life Cycle Inventory”. The Life Cycle Assessment
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(LCA) is a robust tool to assess and, particularly, reduce the potential environmental
loads of industrial activities [25]. Three LCA approaches are met in literature, including
process-based LCA (P-LCA), input-output based LCA (I0-LCA), and hybrid LCA,
which combines P-LCA and IO-LCA [26].

Extending their research focus, a number of studies in addition to environment
aspects have included to social and economic concerns life cycle analysis, [27]. The
extended quantification of environmental, economic and social impacts has resulted to
Life Cycle Sustainability Assessment (LCSA) [28]. The LCSA process has been used
in transport for the assessment of vehicles; indicators based on vehicle life cycle impacts
that measure individual vehicle features and contribute to sustainability maximization
have been used in sustainable transportation assessment of different vehicle types [29].
The LCSA was initially formulated by Klopfter [30], followed by Finkbeiner et al., [31],
and it is foreseen that the assessment of the sustainability performance of a product,
process or measure should be implemented by the simultaneous consideration of the
three life cycle techniques. The LCSA approach is based on the already standardized
technique of the life cycle assessment [32, 33], and can be beneficial for businesses,
decision makers and consumers, by contributing to the appropriate organization of
complex environmental, economic and social data in a well-structured framework, the
clarification of the trade-offs between the sustainability dimensions, life cycle stages
and impacts, and the facilitation of further improvements over the life cycle of the
product, process or measure [34].

Evaluation in 4-steps. The framework is based on a transparent and consensual
decision-making model, expanded though the components of life cycle sustainability
assessment, and, eventually, structured as a multi-stakeholder multi-criteria decision-
making tool. The structure of the overall evaluation framework is presented in Fig. 2
[20].

It consists of four modules, namely impact assessment, social cost-benefit analysis,
adaptability and transferability analysis, and risk analysis, while behavioral modeling
is also integrated in order to support the modules in the qualitative data collection (indi-
cators and weights), as well as to enable measuring the potentiality of behavioral change
towards the proposed measures on achieving sustainability in cities. The “diamond”
reflects the four modules and behavioral modeling, from which life cycle sustainability
assessment components originate, and also, addresses the interrelation among these
components [20].

Based on the four lifecycle stages (Creation — construction, Operation, Maintenance,
and Closure — disposal), according to the International Standards Organization-ISO [32,
33], LCSA acts as the umbrella of the overall framework, realized within four discrete
steps, which are taken into consideration in each of the modules and the behavioural
modelling. The steps are presented in the following paragraphs.

Step 1: Identification of urban logistics components. Step 1 refers to the identifi-
cation of urban logistics components, including key influencing factors, measures,
logistics scenarios, and urban freight and service trips activities. In fact, in this step, the
logistics scene is set and the interaction among key factors, measures, scenarios and
activities. Based on previous studies, projects and initiatives focusing on the UFT envi-
ronment, an initial list of key influencing factors has been determined, organized under
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Fig. 2. Structure of the evaluation framework [20].

five main categories: economy and demographics, ecology and social responsibility,
logistics’ solutions, new technologies, and consumer requirements [35]. Scenarios and
activities reflect the UFT measures, which are distinguished into two main categories:
cooperative logistics, and administrative and regulatory schemes and incentives [36].
Furthermore, scenarios are also built based on the interested stakeholders, who are
grouped in supply chain stakeholders (including supply and demand side), public
authorities, and other stakeholders [36].

Step 2: Process mapping-life cycle inventory. In this step, the processes appearing
in each of the UFT measures, are described analytically under each of the four stages of
the lifecycle sustainability assessment thus: creation-construction, operation, mainte-
nance, and closure-disposal (back logistics).

Step 3: Disaggregation of sustainability disciplines and applicability enablers. This
step includes the disaggregation of the impact areas; thus, sustainability disciplines:
economy and energy, environment, transport and mobility, and society; and applica-
bility enablers: policy and measure maturity, social acceptance and users’ uptake. In
this step, for each sustainability discipline and applicability enabler, the relevant criteria
are indicated, and then, for each criterion, respective key performance indicators are
defined, which are further described and justified according to the data needed for their
calculation or estimation, their units, the stakeholder category they apply, as well as their
matching to modules.
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Step 4: Data interpretation. This, final, step refers to data interpretation, and in fact
relies on the estimation of the Logistics Sustainability Index (LSI). For the clear under-
standing of the appropriateness, feasibility, viability, efficiency and effectiveness of the
tested solutions, and to cope for the conflicting objectives and perceptions of the
involved actors, a multi-stakeholder decision making approach has been formulated and
implemented, enabled by the evaluation framework. The evaluation methodology incor-
porates results from travel demand forecasting and traffic and environmental impact
assessment models, and produces a set of Key Performance Indicators (KPI) which
reflect the effectiveness of the smart solutions.

Evaluation incorporates a multiple weighting scheme, and elimination and ranking
techniques and models, for the facilitation of “shared” decision-making, taking into
account the participation, viewpoint and contribution of all involved stakeholders to the
conformation of the final decision made on the measures. The functions of the evalua-
tion, following the concept of multi-stakeholder multi-criteria assessment methodolo-
gies, are depicted in Fig. 3 [20]. Analytical Hierarchy Process has been selected as one
of the most practical methods of Multi-Criteria Decision-Making [37]. One of the
advantages of Analytical Hierarchy Process (AHP) is that it allows a hierarchical struc-
ture of the criteria. This provides better view on objectives, alternatives, criteria and sub-
criteria and more efficient allocation of weights. Criteria are assigned weights and the
associated indicators are estimated. The output is total scores given for each optional
action generating their ranking and prioritization.

Defin 4. Define criteria 6. Establish weights
takehold and indicators

ESTABLISH ESTABLISH RELATIVE

DEFINE PERFORMANCE CRITERIA| IMPORTANCE OF  ——
STAKEHOLDER1 | | osxcives and INDICATORS for PERFORMANCE CRITERIA
EACH OBJECTIVE AND INDICATORS
ESTABLISH ESTABUISHRELATIVE |
DEFINE PERFORMANCE CRITERIA IMPORTANCE OF
STAKEHOLDER2  [s|  ogiccrives and INDICATORS for PERFORMANCE CRITERIA _—
EACH OBJECTIVE ANDINDICATORS
o0
ESTABLISH ESTABLISH RELATIVE
DEFINE PERFORMANCE CRITERIA IMPORTANCE OF
STAKEHOLDERn | omsccTives and INDICATORS for PERFORMANCE CRITERIA
EACH OBJECTIVE AND INDICATORS
I a DETERMINETHE )
| DETERMINETHE
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COMBINED IMPACT HIGHEST -
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eee 5. Establish
commensurate
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indicators USING THE SCALE
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utility function)

QUANTIFYIMPACTS | e
ALTERNATIVE 1 USING THE SCALE

8. Estimate the
7. Estimate combined impact of
impact each alternative

Fig. 3. Structure and function of the Evaluation Tool [20].
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AHP has been used in logistics, where an impact assessment analysis was performed
to investigate the impact of ICT in a supply chain [10, 38], to solve location problems
[39], to evaluate the adoption of e-commerce by SMEs [40, 41], to assess the logistics
construction industry [42], to analyze electric mobility in last-mile logistics [43], to
evaluate intermodal transportation alternatives for manufacturing firms [44], urban
distribution [45], urban construction [46].

There have been many cases of the assessment of sustainability performance of urban
transport modes, regarding passenger vehicles [47] and freight vehicles as well [48].
But this analysis has focused mostly on assessing the performance of urban transport
vehicles. As the lack of such an analysis has been identified as a gap in the up to now
assessment frameworks [49], a life cycle analysis (LCA) has been adopted to assess the
wider system by advancing the research in LCA to freight transport and logistics
processes rather than vehicles and products.

The first function (function 1) includes the definition of the involved stakeholders,
while the determination of specific objectives per stakeholder category is part of function
2. In parallel, alternatives in terms of different scenarios modelling each situation are
built (function 3). Each scenario is tested against a number of representative performance
criteria and respective key performance indicators, which are established and associated
with the stakeholders’ objectives (function 4). A commensurate scale is developed for
the valuation of the key performance indicators through normalization or utility function
(function 5). In parallel, weights per impact area, criterion and key performance indicator
are estimated, following specific processes, e.g. analytic hierarchy processes, budget
allocation processes, conjoint analyses, etc. (function 6) and in combination with the
values of the key performance indicators, the estimation of impacts is feasible (function
7). In function 8, the combined impact of each alternative is estimated in the sense of
the Logistics Sustainability Index (sum of weighted performance of all impact areas,
criteria, indicators) for each stakeholder category, or for all stakeholder categories, when
a weight may be allocated to each one of them (function 9).

Economy and energy WBefore BAfter

Users’ uptake 0-6 Environment

Transport and
mobility

maturity

Fig. 4. Assessment results of a before and after analysis.
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A regular seven-sided polygon is used to summarize the outputs for all impact areas.
Each corner of the seven-sided polygon represents one of the impact areas used and
illustrates weighted scores of assessed measures for each impact area, as shown in
Fig. 4. The web is an illustrative tool which can be used by decision makers in trans-
portation planning to demonstrate potential tradeoffs between the sustainability impact
areas for different choices or transportation policies.

4 Conclusion

Cooperation between actors in supply chain is a key dimension of its operational
performance. However, the involvement of different actors within such complicated
context sometimes results in conflicting interests driven by the market competition. As
such, decision-making is much more challenging. The interaction between stakeholders
generates the need to devise ways to promote ‘trading-off” of actors’ interests aiming at
win-win strategies without sacrificing the attainment of general objectives such as high
level of service, environmental concerns, cost efficient operations, etc. However, as the
operational environment of supply chains is complex and challenging, it becomes crucial
to use the proper instruments for efficient decision-making and evaluation of policies.

In this paper, an innovative framework for assessing performance of UFT measures
has been developed based on life-cycle sustainability and multi-criteria multi-stake-
holder principles. The result is the generation of a tool that offers a balanced comparison
between indicators of different units, providing clear understanding of the attitude and
impacts of UFT measures. The use of multi-stakeholder multi-criteria assessment
combined with life-cycle sustainability analysis offers the opportunity of an integrated
tool, clarifying the pros and cons for each party, either directly involved or indirectly,
and opens the dialog for mutual decision-making.
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Abstract. Research on Value of Travel Time (VTT) is perhaps the most devel-
oped area within the studies on value of time. This knowledge has traditionally
been regarded particularly valuable by decision-makers, transport planners, engi-
neers, and economists in the context of projects aiming at enhancing transport
infrastructure. As everyone spends much time on the move, engaged in leisure or
work activities, travel time represents one of the largest costs of transport.

Current VTT definitions and methodologies for its assessment and subsequent
recommendations focus on time and cost savings related to the personal “Travel
Time Budget” (TTB), the constant amount of time one invests in daily mobility.
Less known is instead what value of travel time means for the end users, in relation
to their needs, expectations, and lifestyles. Travel needs and preferences vary, for
instance, people do not always consider more meaningful or pleasant the time
that is spent more efficiently or productively. One’s time valuation fluctuates, also
for the same activity performed in different circumstances: time remains a largely
subjective entity influenced by endogenous and exogenous factors. As perceived
quality of time influences individual well-being, it is important to understand and
reflect on own time-use, for instance to adjust habitual behaviour and to consider
alternative choices that would better define individual’s needs, goals, and expect-
ations.

The objective of this paper is to present how the “Mobility and Time Value”
(MoTiV) H2020 project addresses time value following the emerging approach
of estimating VTT from the perspective of a single individual with a unique
combination of personal characteristics, habits, preferences, and expectations.
This approach, in contrast with the classical viewpoint of the economic theories
and utility maximization hypothesis, aims at achieving a broader and more inter-
disciplinary conceptualisation and understanding of VTT emphasising its “behav-
ioural” component.

Keywords: Value of Travel Time (VTT) - Value Proposition of Mobility
Daily travel patterns - Time use

1 Introduction

Time is an intangible and limited resource that everyone possesses. Although one can
plan when to use it, time cannot be stopped or stored, and nobody can increase or
decrease his/her total stock of time by selling or buying it. As such, it is often felt as a
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scarce and therefore precious resource. Time can be used more efficiently, or just expe-
rienced differently.

It is not straightforward to tackle the issue of value of time (VOT), since there is no
general definition of this concept. A classic study by Becker [1] regards the study of the
allocation of time as an area of consumer economics in which time value is assessed in
relation to working and non-working hours, related respectively to people’s role as
“producers” and “consumers” of commodities. Becker [1] argues that “the allocation
and efficiency of non-working time may now be more important to economic welfare
than that of working time [...] the cost of a service like the theatre or a good like meat
is generally simply said to be equal to their market prices, yet everyone would agree
that the theatre and even dining take time, just as schooling does, time that often could
have been used productively”. This approach has influenced subsequent research, which
has for instance compared use of time to the use of money [5, 7, 8, 15]: indeed, workers’
salary is calculated in relation to the number of working hours (i.e. hourly wage).
Following this logic, time savings are a key objective of projects addressing value of
time because implying higher efficiency and productivity.

The Value of Travel Time (VTT) is one of the most important factors of transport
and mobility planning and a number of countries and international organisation have
official values that transport project and policies on a consistent basis [19, 10]. On the
other hand, research on VTT is perhaps the most developed area within the studies on
value of time. The current VTT definitions and methodologies for its assessment and
subsequent recommendations focus on time and cost savings related to the personal
“Travel Time Budget” (TTB), the constant amount of time one invests in daily mobility.
This knowledge has traditionally been regarded particularly valuable by decision-
makers, transport planners, engineers, and economists in the context of projects aiming
at enhancing transport infrastructure. As everyone spends much time on the move,
engaged in leisure or work activities, travel time represents one of the largest costs of
transport.

Traditional approaches to VTT estimation regards travel time as unproductive, thus
separating “activity time” from “travel time”. On the other hand, it has been acknowl-
edged that travel can be an activity in itself [13]. Hence, a more complete VTT estimation
should consider activities within mobility, as well as mobility within activities. This
view, which goes beyond economic cost considerations, can be linked to the emerging
behavioural perspective of “happiness economics” in transport planning. As underlined
by Duarte et al. [6], “existing behavioural travel choice models should be enhanced with
regards to their behavioural validity incorporating the impacts of travelling happiness/
satisfaction” . It follows that value of travel time as well should be investigated in relation
to subjective wellbeing [4]. Although the role and importance of motivational and
behavioural factors in VTT research start to be well recognised, these factors do not
usually represent the cornerstone of VTT projects. Indeed, further research is needed to
describe what value of travel time means for the end users, in relation to their needs,
expectations, and lifestyles. Travel needs and preferences vary, for instance, people do
not always consider more meaningful or pleasant time that is spent more efficiently or
productively. One’s time valuation fluctuates, also for the same activity performed in
different circumstances: time remains a largely subjective entity influenced by
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endogenous and exogenous factors. As perceived quality of time influences individual
well-being [11], it is important to understand and reflect on own time-use, for instance
to adjust habitual behaviour and to consider alternative choices that would better define
individual’s needs, goals, and expectations. In line with this research need, the project
“Mobility and Time Value” (MoTiV!) has been recently granted by the European
Commission (EC) within the Horizon 2020 (H2020) programme. The aim of this paper
is twofold: first, to present the holistic concept of value proposition of mobility, on which
to develop a behavioural view of VTT; and secondly, to illustrate the MoTiV conceptual
framework and its expected contribution to advance VTT research and applications.

2 VTT and the Value Proposition of Mobility

The “behavioural shift” of studies on VTT calls for the integration of models and frame-
works of individual needs, motivations and preferences adapted to the mobility context.
In this respect, which values and expectations should be generally fulfilled and therefore
addressed by mobility solutions? The conception, development and deployment of
mobility infrastructure, services and solutions from the perspective of individual moti-
vations, needs and expectations defines and shapes a Value Proposition of Mobility.
This represents a promise of value to be delivered, communicated, and acknowledged
to the individual traveller. Group of travellers with similar needs, aspirations, motiva-
tions, and expectations are likely to have also a similar general judgment for different
transport options. Being a complex ecosystem, there is no single actor in charge of
shaping the Value Proposition of Mobility. It is rather a joint outcome of actors co-
creating meaning and value to transport and mobility options through policy, imple-
mentation, deployment, and participation.

When referring to motivations and needs, a classic reference is Maslow’s hierarchy
of needs [12], which has been widely used in the transport context as well. An adapted
version of this model has been recently used in the context of Mobility as a Service
(MaaS) in the attempt to describe its value proposition. For instance, a recent study from
UK Catapult describes how MaaS value propositions from different providers should
address emerging mobility challenges (see Fig. 1).

It is worth noting that Fig. 1 includes a challenge related to VTT, namely “enable
faster journeys and increase confidence in arrival times”. This challenge is associated
to the broader goal of “enhancing end-to-end journeys by improving mobility choice”,
which is not the highest goal of the hierarchy. To a closer look, the complete fulfilment
of the Value Proposition of Mobility would require achieving the objective of “enabling
lifestyles by improving mobility fit’. The associated challenges combine both general
sustainability aspects and individual well-being.

When considered from the perspective of the hierarchy of travel needs (adapted to
MaaS), the economic view of VTT therefore addresses only the mid-level of the Value
Proposition of Mobility. Indeed, the value of travel time cannot be always adequately
assessed in terms of travel time savings: as shown by Mokhtarian and Salomon [13], in
the case of leisure travel under some circumstances people travel just for the sake of

1 . .
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Fig. 1. The traveller needs capability challenges [21].

traveling, because it is “fun”. Indeed, it is not the activity to be carried out at destination
that represents utility, and therefore value to the traveller, but the journey itself. The
authors of the study include several types of activities falling under this category such
as driving an off-road vehicle, recreational walking, jogging, cycling, and hiking. These
activities are “undirected” in the sense that they do not necessarily have a specific
objective or destination point. On the contrary, value of travel time is often associated
to utilitarian travel, such as dropping off/picking up children from school, going shop-
ping or to a medical appointment. The study goes further, describing also utilitarian
travel situations in which travellers may decide to travel further (therefore, not mini-
mising travel time) because of intrinsic reasons, such as a “variety-seeking” orientation
or just curiosity. These are not exceptional situations: a common decision as dining out
instead of eating at home (although food is available and quick to cook) could be included
under this category.

New concepts of VIT are therefore necessary to acknowledge and fulfil the highest
level of the hierarchy of travel needs, dealing with individual lifestyles and well-being.
To further understand individual preferences and motivations in travel choices, a classic
model by Sheth [17] distinguishes five utility needs corresponding to motivational
dimensions:

1. Functional motives: related to the technical functions the product performs. The
combination of product attributes forms the total functional utility of a product.

2. Aesthetic-emotional motives: style, design, luxury, and comfort of a product
(class). These motives are not only important for the specific (brand) choice but also
for the generic (product) choice. The product class is evaluated in terms of the
fundamental values of the consumer in the emotive areas of fear, social concern,
respect for quality of life, appreciation of fine arts, religion, and other emotional
feelings. Thus, it may be contended that individuals tend to select those product
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classes that match with their life styles and enable them to express their fundamental
values.

3. Social motives: related to the impact that consumption makes on relevant others.
Status, prestige, and esteem may be derived from the possession and usage of prod-
ucts and their conspicuous features. Some products are selected for their conspicu-
ousness only (“conversation pieces”), sometimes in combination with aesthetic
motives.

4. Situational motives: these are not motives in the sense of long-term desires to reach
a certain goal. The selection of a product may be triggered by situational determi-
nants such as availability, price discount, and/or accessibility. These situational
factors apply usually for a specific brand or type. The brand choice is usually made
in these cases without a careful evaluation of the product class.

5. Curiosity motives: motives that are supposed to prompt trials of new and/or inno-
vative products. The consumer may try a new product; however, his repeat-purchase
may be independent of such trials.

Although Sheth’s model was conceived more than forty years ago, it is still current as
it acknowledged both intrinsic and extrinsic motivations. A recent study by Mokhtarian
et al. [14] underlines that by “focusing exclusively on the extrinsic motivations to travel
runs the risk of substantially underestimating the demand for travel”. In conclusion, the
traditional view of VTT allows only addressing a part of the travel needs and motivations.
Conventional models such as the ones from Maslow [12] and Sheth [17] are still current
and can be applied to establish a framework of assessing and measuring VTT in a way that
it covers the whole Value Proposition of Mobility.

3 MoTiV Conceptual Framework

MoTiV is a 30-month research project that started in November 2017. Its primary goal
is to contribute to advance research on Value of Travel Time (VTT) by introducing and
validating a conceptual framework for the estimation of VTT at an individual level based
on the value proposition of mobility. Its approach aims at achieving a broader and more
interdisciplinary conceptualisation and understanding of VIT emphasising its behav-
ioral component. The choice of the project acronym has been chosen in line with this
perspective, as motive refers to “something that causes a person to act in a certain way’.

This project will introduce an enlarged conceptual framework for the estimation of
VTT based on the idea that each transport mode, or combination of transport modes,
provides a different value proposition to the traveller in a specific mobility situation.
Time and cost savings represent only one of these factors, not necessarily the ones
contributing the mostto VIT. Depending on the situation, other factors such as increased
comfort or well-being may influence traveller’s choice more than time and cost, there-
fore considered more valuable.

Building on the observations made by Lyons [9] on the “orthodoxy of travel time
valuation”, the project focus will be on the value of travel time itself (as perceived,
experienced and reported almost in real-time via a smartphone app) rather than on the
value of travel time saved (as estimated based on assumptions and rather limited survey
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data). In other words, quoting two key recommendations by Lyons [9], “investing in
schemes to save travel time should be weighed against investing in schemes to make
sure travel time is well spent” and “trend data are needed to better understand and
monitor travel time use phenomena’.

Specifically, MoTiV will go beyond the assessment of time and cost savings and will
deliver a multi-dimensional framework for VI'T estimation. In addition to cost and time,
many other indicators play significant role in decisions on travel and mobility choices,
thus representing value for the traveller. Accordingly, a new definition for “Value of
Travel Time” will be introduced to acknowledge the dimension of individual “well-
being” that incorporates these other indicators relevant to the individual traveller such
as calories burnt, carbon footprint and overall satisfaction for the use of travel time.

The perceived value proposition of a certain travel option may not match the actual
value delivered to the traveller. When the actual experience has a lower value than the
perceived one, this could affect future mobility choices toward the use of other transport
modes in similar situations or trip chaining. Knowledge on barriers and factors playing a
role in the traveller’s choice is therefore key to align expectations and actual experience.

The project will build on latest methodological approaches for collecting travel
behaviour patterns via smartphone applications. The use of smartphones for collecting
individuals travel behaviour and activity participation over a rather extended period and
from a large number of subjects, allows in-depth behavioural analysis that was not
possible with traditional survey methods such as paper based travel diaries or telephone
surveys [2, 3, 18, 20]. One may argue that despite their limitations, these latter methods
were more “inclusive”. Although users without smartphone could be left out from a
smartphone-based data collection, the penetration of this technology is constantly
increasing, especially in Europe (e.g. 70% of the population already owns a smartphone
in Spain, and 60% in Italy) that can be considered widely accessible [16]. Nevertheless,
particular care will be devoted during local data collection campaigns to reach a homo-
genous sample that involve all relevant categories of users (including, for instance,
senior citizens).

4 Expected Impact

Based on the aforementioned objectives, the expected impact of the MoTiV project can
be outlined as follows:

1. To broaden the definition and assessment of VIT beyond time savings consideration,
based on a multidimensional time “value proposition” for the user.

This will be achieved by introducing a conceptual framework based on a multi-
dimensional “value proposition” that can be associated to a travel option in a specific
mobility context. Travel option goes beyond the idea of “travel mode”, since it may
involve a combination of travel modes and because the same mode may feature different
value propositions depending on the details how it is provided (e.g. a train with/without
wifi) and characteristics of the mobility context. The value proposition of a travel option
plays a crucial role in the traveller’s choice, which is not only based on the purpose of



From Travel Time and Cost Savings to Value of Mobility 41

the travel (e.g. commuting, accompanying children to school, get merchandise, or leisure
travelling) and the time needed. Knowledge on the role that these latent factors have
(e.g. curiosity, comfort, safety & security, cost) will be valuable to assess travellers’
perceived value of time in that context.

A robust conceptual framework for the definition and estimation of VTT will build
upon the emerging shift from a purely “economic” view of VTT to a broader and more
interdisciplinary conceptualisation of VIT emphasising its “behavioural” component.
In this view, time savings are not necessarily the main objective of VIT projects, espe-
cially when these are focused on individual perception/use of travel time aiming at
maximising individual happiness/well-being. Accordingly, the conceptual framework
includes a broadened definition of VTT, a comprehensive description of the Value
Proposition of Mobility, and how these concepts are expected to influence use of
personal Travel Time Budget (TTB) in mobility contexts.

Beside, a methodology for the estimation of VTT for people work and non-work
activity engagements (e.g. maintenance and leisure) in line with the conceptual frame-
work will be developed. The methodology will link micro and macro levels of analysis,
describing the process of identifying similar behavioural patterns and quantifying value
propositions of mobility in such patterns.

2. To gain an understanding of traveller’s reasons for his/her travel choices in line
with the perceived value proposition of mobility.

This will be achieved by gathering data, via a smartphone application, on the reason
for preferring a travel option rather than another in a specific mobility context. This
qualitative information will be analysed in relation to other relevant variables such as
location, time of day, working and nonworking days and weather condition to identify
behavioural mobility patterns. Additionally, choices will be analysed in relation to
previous travel information seek or given to the user. For example, in the scenario of
daily commuting to a work place at walking distance, a walk could be more attractive
than using public transport on a sunny day. In this case, the value proposition is “well-
being”, while at rainy weather, public transport is the option due to the value proposition
“comfort”. The same value proposition “comfort” could explain the choice of using
one’s own car. An attractive public transport system could compete with private cars
because of comfort. Additionally, how do preferences and choices change when addi-
tional information is provided first-hand to the user?

3. Toassess towhat extent ICT connectivity and transport serviceslinfrastructure affect
VTT across leisure and work activities and within cultures and generations.

Knowledge on these factors will be obtained by gathering data on activities carried out
by the traveller while on the move, considering the available supporting infrastructure,
including its performance (e.g. Internet connectivity, advanced transport connections,
frequency of connections, available seat places, environmental design, availability of shared
mobility facilities, exclusive bicycle lanes), and wish-list of possible improvements.

4. To elaborate specific actions and recommendations for mobility policy makers and
solution developers that shape the value propositions of travel time.
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Specific actions and recommendations for short-medium term and longer term will
be delivered and include social, economic and environmental considerations on the role
of ICT, particularly smartphones and tablets, as well as on transport systems and
supporting infrastructure in shaping VIT. A cost-benefit analysis relevant to the Euro-
pean context will be carried out: among others, this is expected to identify areas in which
the shift away from the “speed paradigm” has already happening and will become more
relevant in the coming years. In these areas, the employment of the MoTiV conceptu-
alisation of VTT would provide useful indications to policy makers for the assessment
and development of policies as well as to businesses for delivering new or improved
mobility solutions. These indications will be complemented by an assessment of the role
and importance of significant factors in VIT, addressing also the question of how rele-
vant actors should modify value propositions to foster sustainable mobility behaviour.

5 Conclusion

Value of travel time is highly variable, including a small portion of travel with very high
time values, to a significant portion of travel with little or no cost, since travelers enjoy
the experience and would pay nothing to reduce it. The MoTiV project introduces a
broadened definition and methodology for estimating VTT, acknowledging the shift
away from a purely economic view of VTT and the incorporation of behavioural aspects
such as personality, preferences, and expectations in its assessment.

Todo so, the MoTiV conceptual framework builds on Sheth [17] model to investigate
motivational factors behind systematic transport mode choices. These factors will be
analysed thanks to a European-wide mobility and behavioural data collection through a
smartphone application during the project. This dataset will allow, among others,
comparisons across gender, age, and geographical contexts. The dataset also will incor-
porate “qualitative” input from travellers (e.g. “purpose of travel”) that will be used to
derive the general mobility context (e.g. leisure/work), activities carried out within
mobility, to what extent ICT and transport services/infrastructure supported (or
disrupted) such activities, and overall satisfaction/dissatisfaction.

The challenge of an integrated transport and mobility planning is the understanding
of the complexity of the parameters involved and their influence on people’s choices
when they travel. Therefore, understanding effective factors in people decision-making
process about travel and activity participation could help planners, policy makers and
authorities to make them more attentive to the consequences of their policies in short,
medium and long-term. Several managerial implications will emerge from this project:
the results will highlight the importance of taking a holistic approach to travellers expe-
rience management in terms of preferences and expectations. Outcomes of this study
will allow drawing specific policy and business recommendations to signify the role of
ICT, transport systems and infrastructure and influence factors in shaping VIT in Euro-
pean context. The expected outcomes of MoTiV would provide useful indications to
policy makers for the assessment and development of policies as well as to businesses
for delivering new or improved sustainable mobility solutions in European countries.
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Abstract. In this paper, we propose a model of the bus lines synchronisation
based on simulation of the public transport system with a genetic algorithm as
a tool to obtain some rational solution. The proposed approach considers
stochastic nature of the public transport technological processes and provides in
a short time a solution close to optimal. The total waiting time for passengers at
all the nodes of a public transport network is used as the objective function in the
synchronisation problem. Synchronisation is implemented due to time shifts at
the schedules for public transport line; these time shifts are represented as chro-
mosomes of a genetic algorithm. In order to evaluate the objective function,
simulations of a public transport network were provided. The developed mathe-
matical model is implemented in Python within the frame of a class library for
modelling of public transport processes. A case of a public transport system of
Bochnia city is applied to illustrate the procedure of synchronisation on
the grounds of the developed model.

Keywords: Public transport - Timetables synchronisation - Genetic algorithms

1 Introduction

Synchronisation of timetables for public transport is one of the main direction to enhance
a quality of transportation services. Synchronised schedules of public transport lines
could significantly reduce time spent by passengers waiting at transfer nodes for the next
trip. Besides the increased quality of services, it leads to improvement of the vehicle’s
performance.

A complexity of the synchronisation problem is conditioned by random parameters
of demand for public transport services and stochastic nature of the transportation tech-
nological process. These features of a public transport system couldn’t be considered
properly in the bounds of an analytical model due to a big dimension of the system.
Thus, the only practically reachable way to obtain correct estimates of a public transport
system efficiency for a set of input parameters (such as numeric characteristics of sched-
ules) is to provide computer simulations of the system.

The goal of this paper is to present an approach to synchronise schedules of public
transport lines based on genetic algorithm and computer simulations of the transporta-
tion process.
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The paper has the following structure: the most relevant approaches to synchroni-
sation of public transport are discussed in Sect. 2; in Sect. 3, the mathematical model of
the public transport network is briefly described and the synchronisation problem is
formulated; Sect. 4 depicts the genetic algorithm proposed for solving the stated
problem; Sect. 5 introduces a case study of the schedule synchronisation for the public
transport system of Bochnia city; the last part offers brief conclusions.

2 Literature Review

The main objectives of transfer optimisation usually are minimisation of the passengers
waiting time due to synchronisation of public transport vehicles at the transport system
interchanges. The existing literature considers the trade-off between the passenger
waiting time and operating costs as well [1, 2]. There also exist multi-objective optimi-
sation approaches, such as a model formulated for the multi-objective re-synchronizing
of bus timetable problem [3].

According to the commonly used approach, the problem of the timetables’ synchro-
nisation is being presented as an integer programming optimisation problem [4, 5].
Recently, in such a formulation, this problem was solved with respect to fluctuating
passenger demand and different capacity of vehicles in order to minimise both the
expected total passenger waiting time and the observed passenger load discrepancy [6],
in order to maximise passenger transfers and minimise bus bunching along the network
[7], and with objective to achieve a maximal synchronisation amongst the buses and
metro [8]. Due to the complexity of the synchronisation problem related to its big
dimension, standard methods of an integer programming optimisation not always could
be used for solving it in the real-world conditions. For this reason, different technics,
such as Tabu search method, simulated annealing, iterated local search, branch-and-
bound method, local search algorithms are applied to obtain some rational solution. Also,
artificial intelligence methods are being applied in order to obtain an acceptable heuristic
solution, such as the ant colony model in combination with fuzzy logic methods [9] or
genetic-based algorithms [2, 5, 10].

In order to develop realistic and adequate models, it is necessary to take into account
randomness of different public transport parameters. Stochastic disturbances appear due
to the variation of traffic intensity over time, traffic jams, weather condition, driver’s
behaviour, etc. Moreover, any demand change results in the dwell time deviation. The
mentioned uncertainties lead to increasing the variability of the travel time and dimin-
ishing service reliability. Some published timetable synchronisation models consider
uncertainties in the travel times. Focusing on transfer optimisation, authors of the paper
[11] propose to combine a simulation procedure and an optimisation model based on
the relaxation of the quadratic assignment problem; the developed model considers
travel time as a stochastic variable.

Atthe planning stage, the travel time variability is commonly compensated by adding
a slack time onto a schedule [12], while a holding strategy is used in case of dynamic
synchronisation. However, the main drawback of the first strategy is that it leads to
increase the in-vehicle time for passengers. The other strategy needs precise real-time
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data of vehicles arrivals at a transfer node. The research [13] is aimed at optimisation
of slack time that is added to the schedules in order to avoid miss connections. The paper
[14] also discusses a timed transfer concept and attempt to optimise the headways and
slack times by using a heuristic algorithm. Authors of the publication [15] use real-time
control actions to reduce bus bunching and maximise transfer synchronisation: the
vehicle travel time and passengers arrive moments are considered to be random variables
in the proposed simulation model. The paper [10] addresses the stochastic travel time
at the stages of planning and operation.

Although the existing approaches allow researchers to obtain a rational solution of
the synchronisation problem for a bunch of cases, a lack of versatility and scalability in
the known methods should be mentioned. In the next sections, our attempts to develop
a general but scalable mathematical model of a public transport system and the respective
genetic-based approach to solve the timetables synchronisation problem will be
described.

3 Mathematical Model of the Timetables Synchronisation Problem
for a Public Transport System

As far as synchronisation procedures are being determined in the frame of a public
transport network containing public transport lines, the mathematical model aiming
an implementation of these procedures should be defined in the bounds of the model of
a public transport system. Here we present a basic description of such the model devel-
oped in order to solve public transport optimisation problems on the grounds of computer
simulations.

3.1 Model of a Public Transport Network

At the higher level, a public transport network € could be presented as the set containing
a set A of lines operating within the bounds of the system and a set D of passengers using
the public transport system to satisfy their needs in trips.

Q= {A, D}. (1)

As elements of the i-th public transport line 4,, 4; € A, the following objects should
be mentioned: a set L, of the route segments from which the i-th line is composed, a set
V, of vehicles operating on the i-th line:

A={L, V;}, i=1..N,, 2

where N, — number of lines in the public transport network.

Elements of the set L, characterise the begin and end points (respective stops at the
beginning and at the end of the network segment) and a weight (a length of the route
segment):
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ly={ny my wyt, I €L, j=1..Np, 3)

where [; — the j-th segment of the i-th line route; n; and m;; — the beginning and the end
stops of the j-th route segment, n; € N;, m; € N;; w;, — weight of the j-th route segment
[km]; N, — number of the route segment for the i-th public transport line; N, — a set of
all bus stops for the i-th line.

A vehicle v; as an element of the set V, (v; €V, i=1... Ny, where Ny is
the number of vehicles servicing the i-th line) is first characterised by a capacity and
the timetable on the i-th public transport line:

Vi = {Cij’ Sijf> 4

where ¢, — capacity of the j-th vehicle [pas.]; s; — timetable of the j-th vehicle.

The timetable item (its k-th position) for the j-th vehicle of the i-th line could be
presented as a tuple s;;, = < Piis ,./k> for which the first component p; is the position on
the schedule (a stop of the public transport line), and the second component 7, is

the moment of arrival of the j-th vehicle at the p;; stop. Thus, the timetable s, of the j-th
vehicle at the i-th line is a set of tuples:

=

(i) N\(u)

i = U Sik (Pis ) T < Ty ®)
1 k=1

~
Il

where N, ;) — number of positions in the sequence of stops, which the j-th vehicle passes
operating at the i-th bus line.
The moment of arrival at the first stop in a sequence of all positions in a timetable

for the j-th vehicle of the i-th line should be determined in a following way:
Liy =ty + W + Atij, (6)

where ¢, — the moment when the transport system starts servicing the clients [min.]; y;
— time-shift of the servicing start for the i-th line [min.]; Az; — time-shift of the servicing
start for the j-th vehicle of the i-th line [min.].

Demand for services of a public transport we propose to present as a set of elements
that describe passengers intending to use the bus service. Each element of this set could
be described on the grounds of a number of parameters:

7= {n, u, P, 7}, ;, €D, i=1..N, 7

where z; — the i-th passenger; 7, and yu; — original and destination stops of the i-th
passenger trip, 7, € N, y; € N; P, — a set of transfer stops where the i-th passenger
changes lines within his trip; 7, — moment of time when the i-th passenger appears at the
bus stop #; in order to perform a trip [min.]; N, — the total number of passengers using
the public transport system [pas.].
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In order to simulate demand for bus services, it is quite convenient to divide all
the elements of the set D into groups according to the stops of the public transport
network where the trips begin:

p=JD, ®)

where D, —a group of passengers traveling from the j-th stop of the bus line:
D, = {z: n, =j}. &)

The time interval ; between the moments of passengers’ arrivals at the j-th stop is
a random variable and in that case, it is considered in the model as a characteristic of a

bus stop. Then for each group D;, the parameters 7, of the certain elements of the set

could be defined on the grounds of realisation of the random variable &; of intervals
between appearances of passengers at the j-th stop:

_ 579 i= 15 nl’:j’
Ti_{ri_1+§~j, i>1, n,=j, 10)

where 5] — realisation of the random variable of an interval between the passengers’
appearances at the j-th stop [min.].

The software implementation of the described model is presented in the paper [16]
and could be found in the repository available at [17].

3.2 Formulation of the Timetables Synchronisation Problem

As input variables for the timetables synchronisation problem, a set of parameters could
be used in the frame of the described model: the number of vehicles on the public trans-
port lines, the vehicles capacity, and the schedule numeric parameters — time-shifts y;
and Az,

In the simplest case, characterised by minimal changes of existing public transport
system, synchronisation of timetables could be accomplished by setting values of
the servicing start time-shifts for the public transport lines. These shifts could be
presented as a vector ¥ of integer numbers:

W= (. vy s Wy ) (11)

The basic technological parameter reflecting the result of synchronisation is total
time spent by the passengers waiting for vehicles at bus stops. The respective objective
of synchronisation would be the minimisation of total waiting time:
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Np
T, (%)= )1, — min, (12)

i=1

where ¢,; — waiting time of the i-th passenger of a public transport system [min.].

It should be mentioned, that other goal functions could be used in the described
synchronisation problem, e.g. maximisation of the transport company’s profit, minimi-
sation of total operation and waiting costs, maximisation of the servicing level, etc.

4 Genetic Algorithm for Timetables Synchronisation

As far as the synchronisation problem in the presented form cannot be solved analyti-
cally, the respective heuristics should be proposed. The use of genetic algorithms is
a convenient way to obtain solutions for such complex stochastic models as the one
presented in this paper. Main features of a genetic algorithm application are the used
approach to the chromosomes representation and the procedure of the fitness function
evaluation.

4.1 Chromosomes Representation

A chromosome as an element of a genetic algorithm presents a set of independent vari-
ables. In the case of the formulated problem, the vector ¥ representing an input variable
should be coded.

If a chromosome is presented in a binary form, the respective data should be defined
as a sequence of 0 and 1 (the chromosome genes). Such a sequence could be easily
obtained if the vector ¥ would be transformed in accordance with the principle shown
in Fig. 1: the value of each element in the time-shifts vector is coded in a binary form
for the given number of genes per value (at the presented example each vector element
is coded with 5 genes), then all the coded values are merged into a sequence representing
the vector . The high bound of the possible time-shift value is determined by the
number of genes per the element representation: 3 genes corresponds to the range of the
time-shift value between 0 and 7 min inclusively, 4 genes allow to consider the range
between 0 and 15 min, 5 genes could code the range between 0 and 31 min, etc.

Fig. 1. Coding a chromosome for the timetables synchronisation problem.

The chromosome shown in Fig. 1 contains the value of 15 min for the time-shift at
the first line of the public transport system, 20 min for the second line and 17 min for
the last element in a list of public transport lines.
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4.2 Evaluation of the Fitness Function

The fitness function value should be evaluated on the grounds of computer simulations:
within the frame of the presented model, the total waiting time for all the passengers of
public transport lines would be a random variable. The realisation of this variable could
be obtained as the result of the simulation model single run.

Using the developed software implementation [17] of the described mathematical
model, the simulation model of the public transport system should be built in the
following way:

e the network configuration of the public transport system should be provided on the
grounds of the Net class as the graph model: bus stops (the graph vertices) have to
be defined as entities of the Node class and segments of the routes (the graph edges)
should be set as the class Link entities;

e the public transport line should be defined on the basis of the developed graph as
entities of the Line class;

e models of the buses serving the public transport lines should be defined on the
grounds of the Vehicle class as the fields of the respective entities representing the
transport lines;

e numeric parameters of demand for the public transport services should be described
as random variables with the use of the Stochastic class as the respective fields of the
bus stops’ models.

Having the implemented model of the public transport system and the generated
demand for transport services (with the use of the method gen_demand of the Net class),
the fitness function (total waiting time) is being evaluated as the first element of the tuple
returned by the simulate method of the Net class.

5 Case Study: Timetables Synchronisation for the Public
Transport System of Bochnia City

The presented approach for synchronisation of the public transport lines was used to
minimise the passenger’s waiting time in Bochnia (Lesser-Poland Voivodeship,
Poland). This case was chosen in order to illustrate the calculative abilities of the model
and the respective software on the example which doesn’t require many resources:
Bochnia is a town of about 30 thousand inhabitants with 4 public transport lines. The
total length of all the routes of Bochnia is 42.3 km. There’re 43 bus stops at the public
transport lines of the city. The fleet of the Bochnia’s public transport system accounts
8 vehicles with a capacity of about 45 passengers. More detailed characteristics of the
city public transport lines are presented in Table 1.

For schedule synchronisations of the Bochnia’s public transport lines, the genetic
algorithm with the following parameters was implemented on the basis of the GA class
of the developed library [17]:
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number of generations: 30 (number of the algorithm iterations);

the population size: 50 (number of entities in a pool — a set of the alternative values
of the time-shifts vector);

the chromosome size: 20 bits (5 bits per a line: the time-shift values are considered
in the range between 0 and 31 min inclusively);

crossover probability: 0.5 (probability that genetic code of a new entity would be
replicated from the code of both parents);

number of mutation turns per a chromosome: 3 (number of genes in a chromosome
being chosen for mutation);

mutation probability: 0,1 (probability that the chosen gene will be inverted);
survivors rate: 0.2 (20% of species in a generation with the best characteristics are
chosen for further reproduction).

Table 1. Characteristics of public transport lines in Bochnia.

Bus line ID Route length [km] Number of stops Number of vehicles
#1 8.1 16 2
#3 9.9 22 2
#5a 6.6 16 2
#9 17.7 38 2

In the result of calculations for 100 runs of the described genetic algorithm, a set of

alternative solutions was obtained (Fig. 2).

{2,4,0,0}
12%
other
38% (1,2,0,0}
9%
{0,1,0,0)
9%
{4,8,2,0}
{3, 24;, 0,0} 7%
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o900 21000 (4600 (0120 5%
0
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Fig. 2. Values of the time-shifts vector obtained as a result of calculations.

As it could be concluded from the data presented in Fig. 2, the most frequent solution

determined by the developed algorithm is ¥ = (2, 4, 0, 0), i.e. the schedule of the bus
lines #1 and #3 should be shifted on 2 min. and 4 min. respectively. However, as far as
the genetic algorithm is a heuristic procedure, this solution does not guarantee a
minimum of the total waiting time.
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Using the developed model of the Bochnia’s public transport system, the system
simulations for the repeatedly arising solutions were performed in order to estimate the
expected value of the total waiting time. The simulation results obtained on the grounds
of 100 model runs per an alternative solution are shown in Table 2.

Table 2. Waiting time estimations for the alternative solutions.

Values of the time-shifts vector ¥ [min.] Expected value of the total waiting time [min.]
Y Vi3 Yisa Yo

0 1 0 0 59 549
0 1 2 0 58 974
1 0 0 0 57 892
1 2 0 0 57 039
1 4 0 0 56 347
2 4 0 0 57 343
2 10 0 0 57 594
3 4 0 0 58 174
3 24 0 0 59 010
4 6 0 0 60 262
4 8 2 0 58 945
5 8 0 1 58 808

The simulation results allow us to conclude that in the set of considered alternatives

the best solution would be ¥ = (1, 4, 0, 0), which is characterised by the minimal
expected value of the total waiting time.

6 Conclusions

The public transport system is a complex system characterised by stochastic demand for
transport services and random parameters of technological processes. This conditions a
need for simulations of the system while solving the problems of its optimisation. The
developed general mathematical model of a public transport system is a scalable tool
which allows researchers to formulate a range of problems in the area of public trans-
portation including the timetables synchronisation problem. The proposed software
implementation of the model includes a number of methods providing simulations of
the public transport operation processes.

The developed software in combination with the described genetic algorithm contrib-
utes to solving the timetables synchronisation problem. The proposed approach could
be expanded by changing the chromosomes representation: e.g. other decision variables
could be encoded in the chromosome, such as the number of vehicles, the vehicle’s
capacity or individual time-shifts for buses in a schedule. However, it should be noted
that such changes would affect the calculation speed of the algorithm and could limit
the applicability of the proposed approach.
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Abstract. This research attempts to develop a model for the optimal location of
charging stations and distribution network in urban areas from the point of view
of a user of an electric vehicle. The proposed model focuses on the interaction
between behaviour of people, urban infrastructure and the power supply system.
To evaluate the optimal connection points for charging stations the transportation
theory algorithm was used. Having received the final version of the location of
the infrastructure at the considered geographical location in the Calculation phase,
the low, medium and high penetration demand for charges is estimated. This
methodology has been applied to a residential low-voltage system. The main
finding of this work is that the number of fast charging stations needed for the
urban district is quite low. Also, the results indicate that the increase share of
electrical vehicles in the urban road parks leads to a reduction in harmful emis-
sions.

Keywords: Electric vehicle - Charging station - Location assignment problem

1 Introduction

The European Commission adopted the Transport 2050 roadmap (Transport 2050) for
a transport system that sets goal to increase cars with cleaner fuels, mainly focusing on
the urban transport. Since, first of all, the urban traffic, noise exposure and poor air quality
harmful emissions from vehicles are having a negative effect on people’s health. The
goal of Transport 2050 is to halve the use of vehicles that run on traditional petroleum
fuels (petrol or diesel fuel) in urban environments by 2030 and also to reduce carbon
emissions and other pollutants [1]. To accelerate this process, appropriate charging
infrastructure for widespread deployment of electrical vehicles (EVs) are being created
in cities around the world. A number of major cities and regions around the world are
actively pursuing deployment goals through a variety of innovative policy measures and
programs, which are tailored to particular circumstances of each city. For instance, there
are financial and non-financial consumer incentives to boost the demand for vehicles
and charging infrastructure. Financial incentives include: rebates or tax credits on vehi-
cles, exemptions from vehicle registration taxes or license fees, discounted tolls and
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parking fares, as well as discounts for recharging equipment and installation. Non-
financial incentives include: preferential parking spaces, access to restricted highway
lanes, expedited permitting and installation of electric vehicle supply equipment
(EVSE). Cities are also using the EVs as municipal fleet and hybrid buses are being
added as public transportation [2]. The density of population and its development of
urban power system are well positioned to benefit from EVs. The research from different
countries to establishing algorithms and models of EV infrastructure, which are used as
constraints with the attributes being: providing the population with vehicles, the average
daily mileage of a vehicle, the distance between the destinations, number of individual
trips, opening hours and parking lot availability, technical indicators of the distribution

network and etc.

1. Low-voltage power distribution system information
II. Urban infrastructure consumers information
III. Road transport fleet and behavior of vehicle owners in the urban area,

INPUT DATA

\/ v
—>|  Analysis of the interaction parking N Analysis the existing of load and available
pattern in the urban infrastructure additional of load for all consumers (objects)
Vi

The analysis of the introduction the location of charging
stations and EVs in urban areas
Constraints: mode and time of charging and additional

s it possible t
apply additional load in

load of object:
Dac o onecs the traditional
‘l/ v arking lot),
No Yes §i ¢ t=0..10hand i=0....43 kWA
N, t> EV

No Yes

apid chargin

/’Standard charging \I/
] NG
N2

Optimal the location of charging infrastructure
Analysis of Emissions

Fig. 1. Block-scheme of the algorithm.

Thus, the aim for the present research is to develop an algorithm for studying a local
distribution network in accordance with the needs of electric vehicles by applying math-
ematical statistics methods, probability theory and the transportation theory methods.
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The block-scheme of the algorithm of assessing the location of charging stations is
presented in Fig. 1. The implementation of the algorithm is available from the next
section of the paper.

2 Methodology of the Algorithm

In this section, the sequence of the algorithm and the basis for choosing the limitations
are described. The input data are represented in three parts. Data analysis, accepted
constraints and calculation methods are also considered here.

2.1 PartI: Low-Voltage Power Distribution System Information

This part is presented power supply system information. This for modelling of the low-
voltage distribution network, the following input data must be identified selected:
scheme of the distribution network, the transformer substations technical specifications,
the objects (consumers) which have a connection to the transformer substations and the
map of territory. In the process for testing of the model is used to a residential low-
voltage system of urban district.

2.2 Part II: Urban Infrastructure Consumers Information

The second part is the information about all consumers, namely:

e the number and type of the objects, and also their annual (or daily) power consump-
tion and daily load schedules are used as input data;

o the analysis of the power consumption of the objects and their daily load schedules
are estimated by means of two methods — statistical and calculating;

e the quantitative indicators and load graphs: active power (P, kW); reactive power (O,
kVar); apparent power (S, kVA); the coefficients of reactive power of residential
buildings; parameters of lighting installations of the transport and pedestrian system
of streets and roads; total daily load of consumers of the urban district, etc.

2.3 Part III: Road Transport Fleet and Behaviour of Vehicle Owners
in the Urban Area

The location of the charging stations and their integration into distribution power
networks directly depends on electrical vehicle driver behaviours. Since the fleet of
electric vehicles in Latvia is at an early stage of formation, the initial data for modelling
are the behaviours of users of road vehicle with internal combustion engines by gross
weight less than 3.5 tons. The collection of information was conducted by traditional
methods, such as monitoring and studying existing legislative documents, forms and
reports on the location and duration of parking near the house, work, shop, etc. [2, 3].
The information about parking lots was processed by cluster analysis.
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The location and duration of parking. In the city, the passenger car is in motion only a
small percentage of the day time. During the remaining time it is parked near a dwelling
house, an office building, and special parking facility or another convenient place. The
hours and the length of time that a car remains at a parking space vary.

Therefore, the location and duration of parking is a necessary condition for studying
the behaviour of vehicle users. The behaviour of car owners is interpreted as follows:
more than 50% of cars from 20:00 to 07:00 are at the parking places near dwelling houses
and at big parking lots, and more than 50% of cars were between 07:00 and 20:00 near
the office building and the medical clinic, lastly — near the grocery store between 07:00
and 21:00, Fig. 2.
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Fig. 2. The distribution of the parking duration: (a) the dwelling houses and big parking lot; (b)
the office building, the grocery store and the medical clinic parking.

The average of daily mileage for vehicles till 3.5 tonnes gross weight. In the European
Environment Agency (EEA) Guidebook, a standardised was adopted the categories of
road vehicles till 3.5 tonnes gross weight: passenger cars (PC) and light commercial
vehicles (LCV) [5]. In their turn, as part of a study conducted for the Riga City Council,
they vehicles were divided into two groups: owned by private persons and owned by
legal persons, as the annual mileage and the daily mileage for each group varies very
much. In Riga, according to the 2008-2015 data was revealed, that the daily mileage
does not exceed 28 km for private persons and 88 km for the legal persons, Table 1 [6].
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Table 1. The average of daily mileage of passenger cars, km, 2008-2015%.

2008 2009 2010 2011 2012 2013 2014 2015

Private | 25.6 25.7 255 223 224 224 27.8 27.8
persons
Legal 74.3 73.4 87.8 65.7 76.7 76.7 574 57.4
persons

“taxi cars are not included in this the study.

Electric vehicle battery charging. The main characteristics of Electric Vehicle Battery
(BEV) are charging time, power demand and the rate of charge [7]. Therefore, the
process of charging the battery is carried out in accordance with the selected Charging
Mode (CM), the initial state of charge (SOC,,;,)) and the actual state of the charge
(SOC erua) Of the battery at the end of the process. The communication between BEV,
Plug-In Hybrid Electric Vehicles (PHEV) and the EVSE is determined by the ISO 15118
which is designed to support the energy transfer from an EVSE to all types of EVs [8,
9]. By the Eq. 1, each of the CMs, the EVs are charges until it’s the required state of
charge (SOC) reached.

SOCactual = SOCinitial + SOC(I)’ (1)

where SOC(?) is the state of battery charging process at an instant of time, minute or
hour. The time depends on the selected mode and power level of the charging station,
Table 2. It is important to note that the model range of vehicles with electric or hybrid
types of engines is expanding every year, so it is impossible to consider the entire spec-
trum of existing battery. The BEVs and PHEVs technology assessment conducted by
the California Environmental Protection Agency present an increase in the average
mileage per full charge of the battery by 45% by the end of 2016 compared to 2010, and
it is expected to still increase substantially by 2025 [10].

Table 2. Charging station modes. Standard charging power levels.

Charging mode Connection mode (Grid AC voltage (V)/AC current
connection) (A)

Standard charging — SCh Mode 1 (1 phase/3 phase) and | 230/16 and 400/16 230/32 and
(slow): 3 kW (1-phase), 7 kW | Mode 2 (1 phase/3 phase) 400/32

(3-phase), 6-12 h
Accelerated charging — ACh | Mode 3 (1 phase/3 phase) 230/32 and 690/250
(medium): 7-22 kW (1- or 3-
phase, 32 A), 1-4 h

Rapid charging — RCh (fast): | Mode 4 (3 phase) 600/400
50 kW (DC) and 43 kW (AC),
80%, less than an hour

Based on an analysis of the behaviour of drivers, the following data were received
for modelling: the location and duration of parking; the average of daily mileage of
vehicles both for private and legal persons; CM stations. Also, taking into account the
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popular EVs brands in Latvia, in accordance with kWh/100 km of consumption, vehicles
can be further subdivided into three groups (small, medium, large) Table 3 [3]. For each
group, the following data is of essence: the maximum charging and maximum time of
the charge from empty to full. But since, at present, real information about these popular
brands is not enough, in this study, only medium group was considered for modelling.
It is assumed that all the public charging stations (ChSts) allow to charge via all type
charging sockets.

Table 3. Current details and charging times for the ranges per 100 km (BEV and PHEV).

Charging mode SCh —mode 1 (3—- ACh —mode 3 (7- RCh — mode 4
7 kWh) 22 kWh) (43 kWh)

Small (EV > 16 kWh) | 2-5h 1-25h 0.35h

Medium 3.5-8h 1-3.5h 0.5h

(16 <EV <22 kWh)

Large 45-10h 1.5-45h 0.65h

(22 <EV <30kWh)

2.4 Data Analysis, Accepted Constraints and Calculation Methods

Analysis of the interaction parking pattern in the urban infrastructure. The demand of
urban consumers and the periods of time intervals of the vehicle user behaviours at
parking lots are presented in the analysis, comparing results of the periods of time inter-
vals. The results of the analysis of the interaction parking pattern in the urban infra-
structure show the parking availability pattern that lets assume a possible scheduling of
EV charging.

Analysis the existing of load and available additional of load for all consumers.
Depending on the presence of input data and objectives (requirements may be for season,
month and working day or weekend, etc.) the maximum (S,,.), average (S,,.,) and
minimum (S,,;,) demand and their daily time of use, the load factor (f},,4) and the irreg-
ularity factor (f,.,) are calculated for the each object of a customer. In case of the absence
of data, the calculating methods on the basis of mathematical statistics and probability
theory are used instead. By use of these analyses, the following question can be
answered: Is it possible to apply additional load in the traditional parking lot? If we get
the time intervals at which the parking demand and urban consumers’ the demand of
urban consumers coincide or will be in the same or near time intervals, as well as have
an additional load in this time is performed then the transition to the next stage is
executed. If such coincidences are not enough for further research, then it is necessary
to conduct a more detailed analysis of the power supply system. The next stage is
defining the priority of the location of charging stations and number of EVs where is set
of constraints: the mode and time of charging and additional load of the urban consumers.
As a result of the above review the constraints shown in Table 3 were established.
According to the penetration demand and possible additional load the number of EVs
(Ngy) is calculated for further study by the Eq. (2).
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charging for one EV in the period of time. At calculations O, = 0 was accepted.

Having received the number of EVs allowed for determining what charging
constraints will be used to calculate the mode and time of charging. This calculation will
be identifying which criteria for the public ChSts as a whole are performed, and which
of the criteria performed are absent.

Constraint 1: £ > 1 (h) is period of time interval and i < 43 (kWh) the rated at load
of charging station. If criteria are performed then this means that in the considered period
of time the public RChSts and AChSts can be loaded. If No, then Constraint 2 shall be
used.

Constraint 2: 1 <7<4.5 (h) and 7 < i <22 (kWh). If criteria are performed then this
means that in the considered period of time the public AChSts and SChSts can be loaded.
If No, then Constraint 3 shall be used.

Constraint 3: 2 <t < 10 (h) and 3 <i <7 (kWh). If criteria are performed then this
means that in the considered period of time the public SChSts can be loaded.

In case of failure to meet the constraints, the calculation returns to the analysis of
the introduction of the location of charging stations and electric vehicles in urban areas.
Further on, modes and numbers of the public charging stations with the power balance
are estimated by the Eq. (3).

/
Ngy 'SEV “Ton
Nig=— 100 €)
St 24

where N és — types of public CSs; Ngy—number of EVs; Spy — energy consumption of an

EV, kWh/100 km; [ — daily driven distance of an EV, km; Sics — power of public CS of
type i, KWA; 24 — h in day.

Data analysis, accepted constraints and calculation methods. The optimisation process
involves a large number of possible solutions by methods of linear programming (LP),
which are characterized by an objective function (maximize or minimize) subject to a
number of constraints. The following assumptions must be satisfied to justify the imple-
mentation of the said methods: the functions must be linear in nature (linearity), param-
eters are assumed to be known (certainty), and negative values are unacceptable (nonne-
gativity). The aforementioned occurs in the present model. The problem posed in this
study is solved with the Transportation theory method by using MSExcel (Simplex for
problems that are linear). To determine the optimal places, types and number of public
chargers, it is also necessary to take into account the tariffs for electricity which are
differentiated by the times of day, since owners who have installed EV charging stations
must offer mutually beneficial rates to attract customers. At present, in Latvia, according
to the connections and time zones, the objects are subjects to the tariffs for electricity
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which are differentiated by the times of day: for private persons are based on 1 or 2 time
zone tariffs and for legal persons are based on 3 time zone tariffs. The tariffs are applied
in weekday: the maximum tariffs are from 8:00 to 10:00 and from 17:00 to 20:00; day
tariffs (cost = 77% from maximum tariff) are from 7:00 to 8:00, from 10:00 to 17:00
and from 20:00 to 23:00; the night and weekend tariffs (cost = 46% from maximum
tariff) are from 23:00 to 7:00. The single-phase connection in one time zone and three-
phase connection with one and two time zones are used for private and legal consumers
[11]. Another important part of this algorithm solution is the so called Analysis of
Emissions, using the COPERT IV program. This analysis shows the dynamics of
harmful emissions process from changes in the road transport fleet.

COPERT is a software tool used to calculate air pollutant and greenhouse gas emis-
sions from road transport, for official road transport emission inventory preparation,
relevant research, scientific and academic applications [12].

3 Algorithm Testing

The simulation for the charging stations has been applied to urban low-voltage distri-
bution networks, where transformer substation TS-1 (TR 2 x 1250/10/0.4 kV) provides
electricity for 1 601 individual customers: 1 584 (37 objects) are private persons (House-
hold sector) and 18 are legal persons (Tertiary sector). The consumers are: 2 office
buildings, 4 grocery stores, 12 dwelling houses (3-storey house), 24 dwelling houses (5-
storey house), large parking place (for 500 vehicles), 2 catering services, medical clinic,
police-station, post office and a kindergarten and the length of the streets is 3.1 km. The
fossil fuel vehicles (FVs) owners in this urban area are: 832 — private persons and 208
— legal persons. Analysis of the existing load and available additional load for objects
show the temporary daily intervals from 10:00 to 21:00 less than 20%. From 23:00 to
07:00 more than 40% are available additional of load for consumers and for EVs charging
stations on the traditional parking lots. The behaviour of vehicle owners was discussed
earlier in this article. The average S, = 418.44 kVA was determined. As the next step,
the numbers of EVs for every hour were defined, taking into account the medium group
(Table 3) and the times of day. The average quantitative indicators in the case of the
accelerated charging (22 kWh) by the expression (2) are as follows: N = 19 of EVs for
every hour or 456 EVs for day (44% from cars fleet in this urban area). Furthermore, the
constraints for the public ChSts are studded by an Excel IF function. The objective
function of the criteria is the minimum possible number of ChSts and 19 EVs charged
per hour a according to S,;; min. The results are as follows: the Constraint 1 is 10 RChSts
and 84 AChSts from 24:00 to 6:00 could charge additional EVs if necessary. Constraint
2 is 19 AChSts and 58 SChSts from 23:00 to 7:00. Constraint 3 is 60 SChSts and 58
SChSts from 23:00 to 7:00. Verification of the criteria by use the Eq. (3) confirmed the
results of the number of charging stations. The transportation problem has the following
formulation. Objective function for high penetration demand charging process is
follows:
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The medium and low penetrations are calculated by using a process similar to high
penetration of EVs calculation.

As to results, the location and number of public charging stations were received with
high, medium (max km) and low (min km) penetration demand charging process, seen
in Table 4, according to the daily mileage for private persons and the legal persons,
Table 1.

Table 4. The location and number of public charging stations.

Dwelling Big parking | Office Grocery Medical Total
houses lot building stores clinic
High penetration of EVs
SCh 16 15 3 3 3 41
ACh — — 1 3 1 5
RCh — — — 1 — 1
Medium penetration of EVs
SCh 5 4 3 3 3 18
ACh — — — 1 — 1
RCh - - — 1 — 1
Low penetration of EVs
SCh 3 3 3 3 3 15
ACh - - — 1 — 1
RCh — — — 1 — 1

As a result, the calculations have shown that the number of the SCh stations form
88% of the overall number of public charging stations. To analyse the possible change
of the emissions in this urban area the use of F'V and EV technologies, the following
comparison was proposed: if the number of FV technologies is 100% and if high pene-
tration of EV technologies (FVs is 66% and EVs is 44%). As results, an analysis of
emissions was shows that the greenhouse gases (GHGs) emissions are reduced by 27.5%,
NO, by 44.7%, PM10 by 26.7% and PM2.5 by 41%. The summary is illustrated in Fig. 3.
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Fig. 3. The emissions analysis.

The final step is the Output data and the final choice for urban area in accordance
with the needs for EVs.

4 Conclusions

In this study, in order to predict locations for charging stations using models, an approach
based on transportation theory algorithm was used. There are several advantages to the
algorithm: it allows several target functions to be considered; simultaneously calculate
several constraints; and estimate a large number of decisions that are feasible for an
urban area in process of the real time. To evaluate the optimal connection points for
charging stations in urban areas the behaviour of car owners at the places of traditional
parking, the power consumption for the EVs charging process and the capacity of the
residential network was investigated. The obtained results illustrate that to ensure the
living and working of the electric vehicles owners in the urban districts, the Standard
charging stations have form a big percent of the overall number of charging stations.
There is near 10% need in accelerated and rapid charging stations. At high EVs pene-
tration, the average daily electricity consumption in urban area is increased by 19.6%.
In our research, S,,; exceeds Scg, demand, which means the possibility to increase the
number of public charging stations is needed.

In a follow up research our aim would be to extend the algorithm, to include the
SOC;,;is and the SOC,,,.;» the tariffs for electricity which are differentiated by the times
of day, increasing the applicability of our architecture to real time driving situations.
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Abstract. Since the main type of regular trips of children and teenagers are the
trips to school, ensuring school routes’ safety is the main direction of the child-
ren’s safety improving. While constructing the routes to school it is necessary to
choose the safest possible one. The categorization of the route can be performed
according to the presence of different factors, complicating traffic conditions.
Selection of the best route relates to multicriteria optimization problems. To solve
this problem it is necessary to use simulation methods as well as modern infor-
mation technologies. The algorithm of the rational route selection as well as the
algorithm of its safety assessment is offered in the article. Mathematical model
of the school routes’ planning and the conceptual scheme of the Schoolchildren’s
Transportation Management System are also presented in the article. Proposed
system is aimed at reducing the risks of dangerous situations while pupils
travelling to school.

Keywords: School route - Safety - Multicriteria assessment

1 Introduction

Urbanization — one of the today’s megatrends — poses an enormous challenge. Cities
currently consume some 75% of the world’s energy and generate 80% of its greenhouse
gases. The growth of mega-cities today is accompanied by an increase in the population’s
mobility and the need of cargo transportation, that causes congestions, air pollution and
the risk of traffic accidents. Traffic jams cost the European Union an estimated €100
billion a year in lost economic performance, and road traffic injuries cost governments
approximately 3% of GDP [1].

Children and teenagers are the most vulnerable road users among all types of city
dwellers: 186 300 children become victims of the road accidents each year [2]. Since
the main type of regular trips of children and teenagers are the trips to school, ensuring
school routes’ safety is the main direction of the children’s safety improving. While
solving this problem there are two main issues: the selection of the safest walking or
cycling routes and ensuring safety of the school buses’ routes.

The school routes’ safety ensuring problem is complicated by the fact that not enough
attention is paid to the needs of pedestrians and cyclists, although the number of road
traffic deaths among them achieves 49% worldwide [1]. At the same time the traffic mix
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in many countries means that children and teenagers on their way to school share the
road with high-speed vehicles, forcing them to negotiate dangerous situations and fast
moving traffic. Ensuring safety of children on the roads will not be possible unless the
school routes planning and development is carried out, first, from the point of view of
minimizing the number of conflict points that might arise the possibility of the traffic
accident.

2 State of the School Routes’ Safety Problem

2.1 National Safe Routes Programs: The Worldwide Experience

The program “Safe school route” is developed in many countries. Safe Routes to School
programs began in Europe in the 1970s. Today there is a cross-border Sustainable Urban
Mobility Plan (SUMP) in the city Nova Gorica (Slovenia) and five other municipalities
in Slovenia and the nearby Italian city of Gorizia [3]. The Ljubljana city introduced
website, the so-called portal of safe routes, with particular focus on the elementary
schools [4]. The public information campaign called “Safe routes to schools” have
started in December 2011 as a part of the project Pedibus [5].

In the United States, efforts to promote walking to school emerged in the late 1990s.
Initial and ongoing successes led to strong national enthusiasm, inspiring Congress to
establish a federal Safe Routes to School program in 2005 [6]. The Healthy Works SRTS
project encourages and supports comprehensive SRTS planning, programs and coordi-
nation that actively engage local schools, cities, residents, families and other stake-
holders in improving routes to school and increasing the number of kids that walk or
bike to school.

In Russia, a program for improving the safety of routes to school, are implemented
within the framework of the program “Passport to road safety” by educational institu-
tions. Passport displays information about the educational organization from the point
of view of ensuring the safety of children on the stages of the route “home-school-home”,
as well as to conduct training sessions and additional events, and contains various plan
safe traffic routes [7]. There is also a created portal which contains information for
children, teachers and parents about safe behavior on the road [8].

2.2 World Experience of Ensuring Safety of the School Buses

All over the world a greater focus is being placed on School Buses. According to statis-
tics, school buses are the safest mode of transport: students are about 70 times more
likely to get to school safely when taking a school bus instead of traveling by car. That’s
because school buses in the USA are the most regulated vehicles on the road; they’re
designed to be safer than passenger vehicles in preventing crashes and injuries [9]; and
in every State, stop-arm laws protect children from other motorists [10]. Outside North
America, purpose-built vehicles for student transport are not as common. However,
major accidents with a large number of children who died on the way to school made
central government of China to announce strict rules for school buses. For example, all
buses must have seatbelts and GPS transponders [11].
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The main field of the use school buses in Russia is the transportation of the school-
children from the rural areas where there are no schools, and pupils have to travel to
neighboring communities for long distances. According to [12], pupils have to be trans-
ported by school buses if they live more than one kilometer from the place of study. Due
to the fact that regional roads in rural areas are unsafe, the situation with the school
transportation system leaves much to be desired. The federal program “School Bus” is
realized to ensure safety while children transportation. This program implies to supply
the schools by buses specially designed for the children transportation and that are
corresponding to GOST 33552-2015. However, to ensure children’s safety while trans-
portation is still a serious problem. That’s why the “Rules for the organized transporta-
tion of a group of children by buses” have been approved [13].

Transportation of pupils to schools in Europe is a lot like that in the United States,
but with key operations and safety differences. According to Department of Defense
Education Activity [14], safe student transportation in Europe consists of three parts:
high standards for mechanically sound vehicles, qualified, trained drivers and safe
student behavior on the bus. However, in the USA, school bus transportation safety has
lately been considered from the point of view of the choice of specific locations for
school bus stops and the planning of school bus routes [15].

3 Methods and Software Solutions to Improve Safety
of the School Routes

3.1 Methods and Models to Solve the Vehicle Routing Problem

The history of solving the Vehicle Routing Problem (VRP) starts more than half a
century ago. Since the mid-1990s, research has focused on the so-called metaheuristics
that represent a certain method for constructing a complete heuristic for a particular task.
The most interesting are the following methods: Taboo search [16], Genetic Algorithm
[17], Ant Colony Optimization [18] and neural networks [19]. All these methods can
also be used to solve the School Bus Routing Problem (SBRP). Although a number of
studies focusing on SBRP can be found in the related literature with a variety of purposes,
the following issues appear as the most frequent goals: (1) to minimize costs associated
with transportation [20], (2) to minimize time spent on transportation [21], and (3) to
minimize the total distance travelled by all buses [22]. The authors of the research [23]
consider the SBRP as bicriterion problem, where the first criteria is minimizing the
travelling time and the cost of travel simultaneously. The research work [24] is devoted
to solving the SBRP as the multicriteria problem. The objectives considered include
minimising the total number of buses required, the total travel time spent by pupils at
all pick-up points, and the total bus travel time. Moreover, the proposed heuristic algo-
rithm allows balancing the loads and travel times between buses.

Thus, despite a large number of studies in the field of SBRP, none of the proposed
algorithms have considered the optimization of school routes in terms of their safety.
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3.2 Intelligent Systems to Plan Safe Routes

Thanks to the technological advancements in areas such as the global positioning system
(GPS), geographical information systems (GIS), mobile communication networks, and
trac sensors, it is now possible to solve the vehicle routing problems in a dynamic and
real-time manner. In the world practice for more than 40 years the problems of optimal
transport management have been solved with the help of Intelligent Transportation
Systems. These systems consist of modules for collecting operational information on
parameters of the transport flow, analyzing imbalances and searching the causes of their
occurrence with the use of GIS technologies and modeling techniques, as well as devel-
oping recommendations for the processes optimization.

To optimize the management of transport systems, decision support systems are
being created. DSS, according to its functional purposes, are more similar to expert
systems. The difference is that the experts make decision based on recommendations
developed by DSS’s intelligent heart (mathematical and simulation modeling, evolu-
tionary computation and genetic algorithms, neural networks, situation analysis, cogni-
tive modeling, etc.). To build models and to perform statistical analysis, monitoring data
obtained with the help of satellite navigation systems (GLONASS, GPS) is usually used
as initial data. For example, in the research [25] the software for improving currently
available school bus routes is presented. Authors suggest storing the data on GPS loca-
tions of the students and coordinates of stops on the route with their latitude and longitude
values in the proposed system’s database. GPS locations of students and the school bus
are transferred to a server in real time through the Android-based mobile software. The
optimized routes are determined by intelligent heart of this system based on Ant Colony
Optimization, genetic algorithm metaheuristics and K-means clustering method.
Authors of the research have formed the most suitable routes by the locations of these
coordinates on Google Maps and then have transferred them to the school bus over the
server. In order to store the planned route and points at the route a SQLite database is
used.

Today there are a lot of different electronic resources (route planners and navigators)
that allow building a route between two points on the map. These are Yandex Maps,
Google Maps, 2GIS (in Russia), jakdojade.pl (in Poland). However, despite the large
number of applications for path finding, they have one significant drawback: the route
is not evaluated from the point of view of its safety.

4 Proposed Solutions

Depending on the choice of the mode of transport school routes can be walking, cycling,
routes of school buses and combined. The combined route usually includes areas where
pupils use public transport or the school bus and they get to the bus stops on foot or by
bike. Since while constructing the school routes it is necessary to choose the safest
possible one, their assessment should be performed due to the different factors, compli-
cating traffic conditions. Therefore, we propose a methodology a multicriterial evalua-
tion of the safety of the route.
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4.1 Proposed Algorithm of the Safest Route Selection

As afirst stage, the factors determining the category of the route complexity are identified
(Table 1). Factors that determine the safety of the route can be both objective (e.g.,
terrain, presence of unregulated intersections, etc.), and subjective due to the features
and physical condition of the pupil. Adequacy of the assessment will depend on the
correctness of the selected factors and their combined inclusion. For example, the same
route can be safer in the daylight than in the darkness, in the summer than in the winter,
etc.

Table 1. Factors influencing the route’s safety.

Factors Significant factor for
pedestrians | cyclists school bus
The length of the route + + +
The length of sections with elevation changes + + +
The number of pedestrian crossings + + +
The number of unregulated intersections + + +
The number of lanes of the highway at the place of | + + +
pedestrian crossings
The number of ramps + + -
The number of underground/raised pedestrian + + -
crossings
The length of bikeways on the route - + -

Factors that influence on the safety of the walking and combined routes can include,
first of all, the number and the type of crossings of the road. Despite the fact that pedes-
trian crossings are safe places for pedestrians where they are given priority, most often
the deaths of pedestrians occur precisely during the crossing the road.

The evaluation of the route can be done with the help of a complex indicator K, which
is calculated according to the formula of the factors’ weighted average values:

K=Y K-a 6
i=1

where K; — the value of the i-th factor, a; — weight of the i-th factor.

Since the factors influencing the route’s safety have different dimensions, before
adding them in formula 1 the standardization procedure needs to be performed.

First of all initial data should be specified. Possible routes are evaluated on the base
of this information. To do this a matrix of standardized values of factors is constructed
and then the complex indicator of each route is calculated with provision for correction
coefficients that depend on the physical condition and characteristics of the user. The
generic scheme of the routes safety assessment algorithm is shown in Fig. 1.
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Fig. 1. The integrated algorithm of the route safety assessment.
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4.2 Proposed DSS for the School Bus Routes Planning and Their Safety
Assessment

The planning of school bus routes usually consists of evaluating possible variants of
displacements and choosing the optimal one based on several criteria. At the same time,
their safety should be taken into account as one of the essential indicators, that is, we
consider the SBRP as a problem of multicriterial optimization taking into account the
safety of schoolchildren. We have identified the following criteria:

1. Route safety complex indicator. While developing routes of the school buses the
factors that determine the level of the route’s safety can include the number of the
areas of the route where accidents are likely to happen, statistical data on accidents,
etc. In addition, this indicator should also take into account the safety indicator of
the walking routes of the approach to the bus stop.

2. Costs associated with transportation. Transportation costs largely depend on the
number of used vehicles, the number of routes and their length. Therefore, the
number of buses, routes and their total length should seek to a minimum.

3. The load balance. It is the search for the minimum deviation of the scope of work
of each bus. This criterion is defined as the number of transported passengers to the
number of kilometers that these passengers have traveled.

4. Balance of distances. This criterion is defined as the minimum difference of the route
distances.

5. Walking distance from the place of living to the bus stop. This indicator represents
the total distance from the residence of all schoolchildren to the points for their
collection along the safest walking routes.

In addition, the school bus network should meet the following restrictions: (1) each
bus stop should be visited only once, (2) the beginning of all routes is established from
the garage (g), and the end conditionally is in the school (s), (3) the number of school-
children transported by bus in one run should not exceed the capacity of buses, and (4)
the maximum travel time spent by a schoolchild for one trip to school should not exceed
(D), where D is the matrix of distances between selected bus stops.

To solve the problems of planning the processes of organization of school transpor-
tation, it is necessary to provide the possibility of operative simultaneous access to
information databases (geographic, economic, technical and operational, etc.). The data
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in these databases are constantly updated, relevant, complete and diverse. This infor-
mation should be presented in a form convenient for analysis and should ensure the
adoption of the most rational decisions, both in the choice of vehicles, and the construc-
tion of an optimal route.

In our view, operational control requires a software solution that integrates modules
that provide the ability to quickly collect information, store large amounts of data, and
also analyze them intellectually. A conceptual scheme of the interaction of the modules
of the proposed DSS is shown in Fig. 2.

USER SERVICES k:
— DECISION MAKING
> “owig || EBX (4N "
s WTY | 3 IVWW & %

\‘: { STORAGE AND ADMINISTRATION
EXTERNAL } |
INFORMATION 3 E

: INITIAL DATA COLLECTION
INTERNAL !
g P
TA ON THE

A AW

- TRANSPORT >
a v MONITORING %
o e

SPECIALIST OF
EDUCATION
DEPARTMENT

FORECASTS AND
RECOMMENDATIONS

=
]
=
=l

STORE OF
GENERAL DATA DEVELOPMENT
SPECIALIST
CREDENTIALS

DATABASE KNOWLEDGE BASE

DIRECTORIES

DATA ANALYSIS

SIMULATION MODEL TO
OPTIMIZE ROUTES

CALCULATING THE }
e EFFICIENCY OF SCHOOL |
e TRANSPORTATION |

._
i=3

=]

2z

2z

2%

Zo

oz

25 A=
g

=]

SAFETY SPECIALIST

STATISTICAL ANALYSIS OF '
\ SCHOOL TRANSPORTATION'S
N QUALITY AND SAFETY
INDICATORS

ANALYTICAL
RESEARCHES
THE MAP OF THE SCHOOL SPECIALIST

BUS’S ROUTI

Fig. 2. Conceptual scheme of the Schoolchildren’s Transportation Management System.

The proposed DSS combines following functionalities:

e an intelligent system that allows selecting optimal routes for school buses by solving
multicriterial optimization problem with given constraints, and also to evaluate the
effectiveness and safety of the decisions taken;

e control and monitoring system based on the use of the navigation system and GIS-
technology;
system for processing, storing and analyzing Big Data;
informing system for different groups of users, implemented as the user services.

The routes are constructed using information about the city road network, which
allows determining the cost and distance of movement between all the required nodes.
The intelligent heart of the proposed Schoolchildren’s Transportation Management
System is the simulation model based on the mathematical model for solving the School
Bus Routing Problem. The objective function is composite and it is divided into several
subfunctions:
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1. ff — the total distance run by school buses (formula 2);
2. fTW — the total walking way of schoolchildren (formula 3);

3. fTC — the total cost associated with schoolchildren’s transportation (formula 4).

=2 2 43 )

kekK (j,HheE
W -
f= Y dyx, 3)
(ihew
c _ 'k k "7k
Ir _Z[C Z gt Z ¢’ -dy-gl, 4)
kek I:(g,hEE G,.HDeE

where K — total number of all buses; J — selected bus stops; I — total number of school-
children; c}( — fixed costs per trip by one bus; C; — variable costs per 1 km of the k-bus;

d;] — the shortest safe distance between bus stops j and I; W = {(i,j):i € I, j € J} — the

matrix {schoolchildren — selected stops} (if (i, j) € W, then dy — safe walking distance
of the i- schoolchild to j-stopping point; E — the network graph consisting of all safe arcs
between any two selected stopping points, all safe arcs starting from the point of depar-
ture (garage) and the destination (school); N — total number of graph points
N =J U {g} U {s}. It is assumed that the graph has no loop-like sections.

The parameters of the model are the following binary variables:

_J 1, if the bus stop j is selected by the student i ..
X = { 0, else VD EW, )
| 1, if the bus stop j is used by any student .
Y= { 0, else Vi€, ©)
1, if the k — bus passes through the arc (j, [ .
fo:{o eJ;se P 8 U:D vk e kv, € E. 7

The proposed software solution consists of several modules that implement various
functions. The initial conditions (characteristics of the transportation area, the number
of schoolchildren in each locality indicating year of education, location of schools, the
structure of the bus fleet and its technical characteristics, location of the garages and
other elements of the processing and technical base, etc.) and parameters for the calcu-
lation are entered into the database. The functions of building and editing the map and
the road network are realized using GIS-technologies. This module contains a set of
geometric primitives for representing the elements of the road network with their attrib-
utes (number of lanes, speed limits, traffic on the road network sections is in both or
only one side, etc.). After the graph construction, the elements of the real system are
presented in the mathematical model, and all the necessary structures are ready for trig-
gering the algorithms. All possible functions of the proposed system are based on routing
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algorithms and presented in the main menu. They return information on the constructed
routes, represented as a sequence of vertex numbers. Then the user can evaluate the
quality of the solutions obtained, recalculate them, if necessary, with other parameter
values, or save the results in the form of reports if they suit him. The “Route” tab displays
possible routes in the order of their priority (from the best to the worst), as well as the
bus schedule.

The peculiarity of the school bus routing is that the determining parameter is not to
minimize the cost of transportation, but to ensure safety, reliability, regularity and
compliance with restrictions that are regulated by official documents. Only after deter-
mining the set of such alternative routes options, the determining parameter is the cost
price. The algorithm for choosing the optimal route is shown in Fig. 3.
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Fig. 3. Algorithm to select rational route of the school bus.

5 Conclusions

The School Bus Routing Problem in Russia is relevant, primarily, when organizing
pupil’s transportation from the rural areas where there are no schools. Since the garage
of the buses is situated in a nearby city and there are several different localities for the
children’s collection, the empty runs of the buses are very large. Furthermore, route
planning and development is the function of principals who do not have any necessary
knowledge and skills in this field. The proposed approach and the software developed
on its basis will simplify the routing process, will contribute both to improving the safety
of school routes, and to reducing transportation costs.
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Abstract. Nowadays logistics, supply chain management and usage of various
transport become the key components of every company constituting a consid-
erable percentage of the overall costs that a company incurs in its daily business.
Logistics accounts amount up to 15% of total expenditure of the largest industry
sectors when the proportion of transportation achieves one to two thirds of the
total costs of logistics. A lot of researchers believe that effective functioning of
flow of goods is not conceivable without a functional transport.

The given research is focused on the studying the importance and the irre-
placeable function of the freight transport industry with focus on transportation
of goods by road. Methodology of the research: Scientific and fundamental liter-
ature critical analysis; Primary data gathered by Quantitative method (question-
naire) and Qualitative method (semi-structured interviews), Data analysis and
Interpretation of the results. The research period was March — April 2017, when
129 respondents had answered the questionnaire and the managers of transport
companies were interviewed. The results of the research could be valuable for
top management of transport companies and other practitioners giving several
recommendations for setting relevant key performance indicators (KPI) as effec-
tive management measures.

Keywords: Road freight transport - Telematics system
Key performance indicators

1 Introduction

Freight transport is a vital component of the economy. It supports production, trade
dealings, consumers’ consumption activities, as well as efficient movement and timely
availability of raw materials and finished goods. Freight transport constitutes a signifi-
cant part of the final cost of products and represents an important component of the
national expenditures of any country. This field of study is increasingly attracting atten-
tion as it has become one of the key issues from the political, economic and social points
of view [1].
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Doubtfully, freight transport and more specifically road freight transport is a drive
force of the economic activity. For instance, in the EU, the road transport is responsible
for 2.8% of employment and 2.2% of value added, as per the following Table 1.

Table 1. Freight transport in EU in numbers (Source: The authors based on [2]).

Employment 2009 Value added 2010
Absolute figures | Share of total Absolute figures | Share of total
(x1000) economy (%) (mln. Euro) economy (%)
Land transport 6314 2.8 232 045 2.2
Water transport 223 0.1 44 259 0.4
Air transport 371 0.2 26 528 0.4

Due to the economic recession after 2008, the behaviour of the logistics services
providers and the customers has changed. Drop in sales and consequent limitation of
production decreased the volume of goods transported. The transporters were forced to
relocate resources and even reorganize their logistics system [3]. Logistics and supply
chain management is one of the key components of every firm as it constitutes a consid-
erable percentage of the overall costs that a company incurs in its day to day business [4].

A lot of researchers have investigated the issues of transportation and supply chains
[3, 5-7] claiming that the most important operational factors of road freight transport
that impact the environment and society include environmental pollution, occupation of
land, traffic congestions and risks resulting from transport of dangerous goods. Envi-
ronmental pollution includes the following negative impacts: air, water and soil pollu-
tion, noise, vibration and waste.

Eisler [8] states that the negative impacts on the environment depend on the type of
vehicle used and on the means of transport. The effects of the various means of transport
canresult in different levels of air, water and soil pollution as well as noise and vibrations,
having long-term and cumulative effect. Furthermore, road freight transport has a
considerable impact on global CO, emissions and other greenhouse gases becoming a
centre of attention of many critiques and are often regarded as unsustainable [9-11].

The authors [12] argue that the elements of sustainable freight transport include:
“efficient scheduling and vehicle use; shortening supply chains and policies to promote
shortening distances and reducing volumes of freight”. Anderson et al. [13], Gros [3]
add the need of governmental involvement in educating privately own companies in cost
effectiveness of using more ecologically efficient options in road freight transport oper-
ations and to “address a market failure due to consumers misperceiving the benefits of
improved energy efficiency.”

For the purpose of this paper, the research questions about the efficiency of road
freight transport and key performance indicators (KPI) in the road freight transport will
be studied. The efficiency of road freight transport has a considerable impact on the
economy, as inefficient transport leads to decreased company competitiveness, impaired
expansion of the market and higher negative impact on the environment and the society
[14]. Efficiency of road freight transport will be understood as non-financial measures.

Fuel consumption of road freight transport vehicles appears to be one of the key KPI
in the industry, as it is a crucial indicator for road freight transport companies, but it is
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also an indicator that correlates with the negative effect of road freight transport on the
environment and sustainability [15]. Fuel consumption is a “productivity measure
showing the efficiency with which energy is converted into the movement of
freight” [14].

Road freight transport management is a broad subject of study and may be analysed
through a substantial number of research fields, management theories, concepts and
approaches. Novak [16] identified the following areas of road freight transport manage-
ment: customer focus, understanding and integrating into the logistic system of the
customer, creating computer-based system compatible with the customer ones, prefer-
ring strategic alliances with customers, quantifying and benchmarking, applying
controlling or training the personnel.

Several studies suggest that an on board Information and Communication Technol-
ogies (ICT) system, known as telematics, also have a significant effect on the drivers’
performance. The authors [17-20] stated that a vast majority of drivers would appreciate
a monitoring system in their vehicles leading to an ameliorated workplace and conse-
quently to an arguably more satisfied workforce. These findings appear to represent just
the tip of the iceberg of what benefits on-board ICT bring to a haulier company. Conse-
quently, carrier companies invest significant amount of resources in ICT and trucks are
now often referred to as “computers on wheels” [19]. ICT in trucks is otherwise called
as telematics and may be explained as the combination of the transmission of information
over a telecommunication network and the computerised processing of this information.

However, the on-board monitoring is also a subject of controversies. The amount of
information, constant monitoring and recordings made by telematics appear to be a
privacy concern for many drivers, some of which even consider it as spying [21]. Peng
et al. [18] noticed that 20% of truck drivers are opposed to the new telematics technol-
ogies due to the fear of losing their privacy.

2 Research Design

According to the conceptual model (Fig. 1) or the research two selected management
measures, fuel efficiency management measures and the installation of on-board tele-
matics were investigated. The researchers stated the hypothesis that the efficient manage-
ment measures of a trucking company will lead to ameliorated road freight transport
efficiency KPIs which lead to limiting the negative externalities of the industry and
strengthen the crucial characteristics of road freight transport on the economy and
companies. The crucial characteristics of road freight transport on the economy and
companies, as well as the negative externalities of the industry, require focus on amel-
iorating the efficiency KPIs of road freight transport which could be done by using the
selected management measures efficiently.
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Fig. 1. The relationship between the studied variables — conceptual model of the research (by the
authors).

The first research question (RQ1) aims to provide the answer to how does road freight
transport affect the society and how the public perceive the incentives to lower the impact
of road freight transport on the society. Therefore, in order to provide an answer to this
research question, it is necessary to collect data from the public, preferably with as many
people as possible in order to have statistically relevant and significant results. Online
survey with quantitative questions was selected for answering the RQ1. Quantitative
questions were used for the online survey allowing carry out statistical comparison and
get descriptive data. As the survey questions were structured according to how positively
or negatively people perceive selected negative externalities of road freight transport
the scale questions method allowed to illustrate how negatively or positively the
respondents perceive the industry and its influence on the society and the environment.

RQ2: what effect do telematics have on road freight transport KPIs? And RQ3: how
do the selected management measures affect the impact of road freight transport on the
society and the environment?

The research design for answering the RQ2 and RQ3 questions needs to be based on
collecting primary data in a form of structured interviews from a road freight transport
company which operates with its own fleet, has telematics installed in its trucks, as well as
a fuel management system with data availability. The selected company was a transporta-
tion and logistics company that currently operates in four European countries being one of
the leading Central European entities providing transportation and logistics services (Fig. 2).

The online survey helped in getting answers in the following aspects: (a) the ques-
tions regarding the respondents’ profile (living environment, transportation habits, etc.)
and (b) the questions regarding the impact of road freight transport on the society. The
structured interviews answered to the following aspects: (a) the questions regarding fuel
consumption management; (b) regarding the effects on the environment; (c) regarding
improvement of truck efficiency through telematics; (d) regarding the effects on the
environment. The online survey was carried out using the Google Drive forms platform,
129 respondents replied to the survey questionnaire.
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Fig. 2. The content and logic of the theoretical part of the research (by the authors).

For better checking the primary data gathered from the interviews with the managers
of the international company, supplementary interviews with one of the transport
company operating in Baltic countries were carried out during summer 2017.

3 Results, Analysis and Interpretation

Figures 3, 4, 5, 6, 7 and 8 below illustrate the main aspects of inhabitants’ perception of
the road freight transport and its impact to the life conditions.

= (0 to 100 000 inhabitants
= 100 000 to 1 000 000 inhabitants
51.2%
1 000 001 inhabitants and more

Fig. 3. Characteristics of the respondents.
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Fig. 7. The respondents’ perceiving of the traffic congestions caused by road freight transport.
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Fig. 8. The attitude to the convenience of immediate availability of the favourite products.

Respondents were characterised by the size of the city where they currently live in
with the hypothesis that people living in large cities will have a different perception of
the road freight transport than people living in smaller cities where the heavy trucks
movement may have different characteristics.

Lastly, the respondents were asked would you sacrifice immediate availability of
some of your favourite products in exchange of lessen traffic of heavy trucks.

The main objective of the online survey was to measure the impact of negative
externalities resulting from road freight transport by heavy trucks based on the four main
negative externalities on the society presented in the literature review — noise, vibrations,
pollution and traffic congestions on a scale from 0 to 5, where O represents “I don’t mind/
I’ve never noticed” and 5 represents “It irritates me / I encounter it frequently” (Table 2).

For answering the RQ3 semi-structured interviews with the managers in transport
area were conducted. The questions related to the main aspects of telematics: (a) the
questions regarding improvement of truck efficiency through telematics; (b) the main
characteristics of telematics installed on board; (c) the effects of the telematics to
following KPI like fuel consumption; tonne-kilometres; weight-based loading factor;
empty running; productive time; efficiency of vehicle usage; overall vehicle effective-
ness and some others; (d) the questions regarding the effects on the environment.
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Table 2. Negative impact of road freight transport to the respondents.

Respondent’ profile | Noise | Vibrations | Pollution | Traffic congestions | Total average
Large city 2.14 1.32 3.14 2.86 2.36
Mediums city 2.18 1.64 291 3.09 2.45
Small city 2.00 1.40 2.60 3.30 2.33
City centre 2.33 1.87 3.27 3.20 2.67
Outskirts 2.18 1.55 3.18 3.09 2.50
In between 1.88 0.94 2.53 2.82 2.04
Use a car 2.40 1.75 3.25 3.55 2.74
Do not use a car 1.87 1.13 2.70 2.57 2.07
Weighted average | 2.12 1.42 2.95 3.02 2.38

Summarising the views about telematics usage on board it may be concluded that
telematics system installed across a fleet of trucks is a crucial tool in helping to manage
the trucks more efficiently and therefore, to ameliorate the KPIs especially related to
fuel consumption, empty running and the productive time of the vehicles. The fuel
consumption is reduced by telematics system thanks to information recollection of data
which may help to improve proper maintenance of the vehicles and to set the optimal
route between the point of loading to the point of unloading and whether the driver
respected the set route, and even to prevent theft of the fuel. The availability of precise
information regarding empty running allows the managers to see whether the trucks are
being used efficiently in terms of what orders are accepted to be transported and there-
after address the issue if any arises. Lastly, the telematics helps to improve the productive
time of the vehicles by identifying any inefficiency of planning the routes and/or truck
drivers’ lack of performance. However, telematics mainly allows only to collect the data
and do not improve the KPI directly, it is up to the management to use the data collected
by the telematics system and put them to use in order for the road freight transport KPI
to be ameliorated.

4 Conclusions and Discussion

This paper discussed the importance and the irreplaceable function of the freight trans-
port industry with focus on transportation of goods by road. It presented the reasons
behind its importance, as well as the negative externalities that accompany the road
freight transport industry and the effect it has on the environment and the society. The
research part focused on evaluating to what extent the society is impacted by the negative
externalities of road freight transport and on evaluating the two selected management
measures (fuel consumption management and implementation of telematics) in terms
of how the management measures impact the road freight transport KPIs and how they
affect the impact of road freight transport on the environment and the society.

Based on research interviews, the authors could recommend the managers of the
transport companies the following management measures.



The Impact of Selected Road Freight Transport Management Measures 83

e The top management of the company should consider tracking the weight and volume
of the transported loads and use the information for a more efficient use of its fleet
with focus on the possibility of transporting goods from more customers at a time;

e The literature claims that teaching eco-driving to drivers may lead to up to 15%
improvement of fuel consumption, so the companies’ management team should focus
more attention to the trainings themselves to identify any potential issues and tracking
the long-term effects of eco-driving trainings;

e Many of the efficiency KPI identified in the literature may lead to increased efficiency
of a trucking company, the top management should therefore consider collecting the
data that are necessary to track and manage these indicators.

5 Limitations and Further Research

A considerable amount of KPI exists in the road freight transport industry and most are
focused on the financial aspect of the business. This paper is focusing only on the main
KPI related to road freight transport efficiency in transportation of goods by heavy trucks.

The online survey regarding the influence of negative externalities generated by road
freight transport was available online for the public without differentiation of the country
the respondents live. However, the negative influence of trucks on the society may vary
from country to country.
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of an Urban Railway Line.
Case Study: Constantine Tramway
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Abstract. This paper proposes a new optimization method for the operation of
the Constantine tramway. The method is based on data of operation recorded in
the line since June 2013. The objective of this work is to analyze the current
operation of Constantine line and its performance, in order to improve both the
attractiveness of the line, through competitive offers, regularity, commercial
speed and capacity, and its economic viability, through a redistribution of
resources and a better matching of its offer to its demand. This work reports on
the first optimization of Algerian tramway operation.

Keywords: Urban railway transportation - Adequacy offer/demand
Optimization - Tram of Constantine

1 Introduction

The road transportation mode is being criticized more and more because of its negative
impact on the environment and the public health. Therefore, in the context of of sustain-
able development, collective modes of transport have become increasingly attactive.
Common urban transportation modes such as subways and tramways have been under-
going major developments over the years. In big cities, the use of the public transport
is unavoidable for several reasons. First, it improves the quality of the environment and
at the same time protects energy resources. The tramway, for example, generates no
atmospheric pollution, unlike cars. Furthermore, the use of the public transport allows
the reduction of road congestions and the costs of transportation. Globally, it generates
economic and social profits. Constantine, a major city in Algeria, has strongly benefited
from this modern urban means of transportation [1]. Improving the quality of the
tramway services and the satisfaction of the users are the main challenges to cope with
if we want to increase its use over the much preferred private means.

The paper presents the development of a real-time passenger flow distribution model
to calculate the average waiting time and the total number of trams in operation for each
period of time, taking into account the constraints of the transport organization and the
conditions of passenger displacement (comfort, safety, etc.).

© Springer International Publishing AG 2018
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2 Problem Description

Railway operations are planned, executed and managed under four broad hierarchies;
strategic, tactical, operational control and real-time control [2]. When transport capacity
of urban railway line cannot meet traffic demand, operators should compress departure
intervals and use extra trams to complement transport capacity [3]. But the problem
found by the authors in the tramway of Constantine is that operator uses a high number
of trams compared with the demand for transport, which implies negative effects on the
economic side (extra costs) or on the social side (fatigue of the employees) and conse-
quently a lack of performance by time. This article establishes a mathematical model
which aims at the minimum average waiting time and the optimum numbers of trams
in operation, under the constraints of transport organization.

3 Trams Scheduling Optimization Method

3.1 The Average Interval Time

The frequency of an urban line is the number of trams that serve this line in a fixed time
interval (e.g. in one hour). The line optimization problem consists in choosing a set of
operating lines and its frequencies to serve the passenger demand and to optimize some
given objective [6]. The mathematical method in this paper is based on the calculation
of the number of trams to be used in an urban line in order to meet the transport demand
with a minimum waiting time in the stations on the one hand and to minimize the costs
of operating on the other hand, taking into account the constraints of the capacity of the
trams and the general travel time.

The method is based first of all on the calculation of the time interval between the trams
(I) with respect to the number of real-time passengers V(t) generally within one hour
(3 600 s) and the tram capacity (C) considering the comfort and safety of passengers.
Firstly, we calculate the number of trams by a period of time (Tp), it is calculated by the
number of passengers in a period of time divided over the capacity of the tram; and then the
time period is divided over the result obtained, that giving the time interval (i):

Tp = V()/C, 1)
1= (tx C)/V(1). )

3.2 General Travel Time

Secondly, we calculate the general travel time T by the addition of the travel time on
the railway track 1 Tv' and 2 Tv* and the boarding passenger’s time in the stations Ts
and the return time in the terminals Tr including the tram driver change time.

T=Tv' +Tv?>+Ts + Tr. ?3)
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3.3 The Total Transport Volume of Trams

Finally, after the calculation of the two preceding parameters, the total number of trams
in operation expressed as N can be calculated by the division of the general travel time
over the average interval time. The mathematical expression can be presented as follows:

_ T X V()

txC @

4 Case Study: Constantine Tramway

4.1 Presentation of the Line

The Tramway transport system of Constantine comprises a double-track line with a
length of about 8 km and comprises 10 stations, (see Fig. 1). The poles of bus exchanges
and cultural centers are taken into account in the design of the system [4]. The tramway
of Constantine serves urban, suburban and being urbanized areas, with an average of
24 000 passengers/day, it aims to improve the offer of transport in the city by promoting
a sustainable mobility.
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Fig. 1. General view of the Constantine tramway line.

4.2 Determining the Transport Demand in the Line

In order to plan urban railway transport services, one needs reliable information on the
number of the passengers traveling from each station in the line within a specific time
interval. Figure 2 shows the maximum number of passengers in the Constantine tram
line in the normal mode of operation (excluding weekends and holidays).
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Fig. 2. Distribution of the daily number of passengers per hour.

According to the preceding graph, the hours of operation can be divided into two
parts: Peak hours that record the highest number of passengers [7 am—12 pm, 4 pm-—
6 pm] and off-peak hours with the lowest number of passengers [5 am—7 am, 12 pm—
4 pm, 6 pm—10 pm]. In order to give more flexibility to our calculation, we take for each
period of time the maximum number of passengers/hour, for the period of 5 am to 6 am
we notice that there is a very low number of users (>25) who use the tram in this period,
on the other hand there is a fatigue of employees due to lack of sleep, that leads to lack
of alertness, impaired performance, and occurrence of incidents [5]. So we propose that
the operation starts at 6 am.

4.3 Operating Constraints

The tram capacity C calculations are carried out under normal load with 4 passengers/m?,
so 302 passengers/tram.

The general travel time T in the tramway of Constantine is dependent on the
commercial speed and the length of the path, noted that the stopping time in the stations
is the time necessary to climb and disembark of passengers in high conditions of safety
and comfort; it is calculated of 30 s in each station. The result is presented in the
following Table 1, and this time may decrease in certain period.

Table 1. The general travel time in Constantine tramway

Track Time
Travel time Time of return Passengers Total
without all (Seconds) boarding time
(Seconds) (Seconds)
Track 1 1020 240 300 1560
Track 2 900 360 300 1560
Total 1920 600 600 3120

4.4 Determination of the Optimum Number of Trams

Currently in the normal mode the operator uses 14 trams for peak hours and 8 trams for
off-peak hours, we will calculate in this section the optimum number of trams for this
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transport request using the method described in Sect. 3. Possible objectives of this result
is the minimization of the total cost of operation of Constantine tramway and the maxi-
mization of the passengers comfort satisfying certain regulations [6]. So in order to get
a link between operation/demand and in order to get a high level of quality of service
we will assume that the maximum waiting time in the stations is 10 min. The result is
shown in the Table 2.

Table 2. The optimum number of trams/times period.

Times period | Passenger’s Travel time T | The The real The average
number V/hour | (second) theoretical | number of | interval time I

number of | trams N* (minute)
trams N'

5 am-6 am 25 / / / /

6 am—7 am 350 3 000 1 5 10

7 am-12pm |2 800 3120 8.03 9 5.77

12 pm—4 pm | 1900 3120 5.45 6 8.66

4 pm—-6 pm 2 700 3120 7.74 8 6.5

6 pm—10 pm | 800 3000 2.29 5 10

5 Conclusion

The mathematical method presented in this paper offers a simple yet realistic represen-
tation of urban railway line operation. A real-time passenger flow distribution model is
described, which has two objectives: calculating the minimum of the average waiting
time and the optimum of transport volume for trams. The results obtained on the
Constantine tramway case indicate that the current operating plan generates unnecessary
costs. They also suggest ways for the minimization of the total cost of operation of
Constantine tramway and for the maintenance of a high level of quality of service.
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Abstract. The purpose of this study is recognizing and assessing the existing
risks of SECA related investments of ship owners and the consideration of their
risk attributes. Complying with the SECA regulations, maritime stakeholders
have to choose among different abatement strategies, which are generally linked
to high and risky investments. The paper focusses on the evaluation of scrubber
technologies and their relationship to other abatement techniques.

Literature review reveals shortcomings in investment risk evaluation among
the ship owners operating in emission control areas (ECA). The research fills this
gap by presenting a comprehensive compilation of identified risks attributes in
an analytical framework together with a risk assessment in the context of HFO
and MGO fuel and scrubber related performance indicators comprising CAPEX
and OPEX. The results in a classification framework categorize the investment
risks and different elements of value at risk (VaR) as well as historical and para-
metric evaluation of risks. Besides that, this study contributes to new knowledge
in the disciplines of green transport and shipping. For future research, the iden-
tified risk and investment must be tested in a real business case study and in
different scenarios to measure and analyze its performance and efficiency.

The results of the paper are based on empiric activities, which were realized
during 2017 in the frame of the EU project “EnviSuM”. The empiric measures
comprise primary and secondary data analysis, focus group meetings and expert
interviews with specialists from shipping sector in BSR.

Keywords: Investment appraisal - SECA regulation - Payback period
Value at risk - Scrubber

1 Introduction

In order to improve the Maritime’s carbon footprint and to make shipping greener,
Sulphur Emission Control Areas (SECA) were implemented in Northern Europe which
force ship operators to use on-board fuel oil with a Sulphur content of no more than
0.10% [1]. All global SECA regions together represent about 0.3% of the world’s water
surface and includes the North Sea, the English Channel (together with the coastal waters
around USA and Canada) and the Baltic Sea region (BSR) [2]. Strengthened regulations
and environmental awareness are of vital importance to stimulate clean shipping but it
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has a number of consequences for shipping business, which are linked, directly or indi-
rectly, to their economic decisions [3].

Since 2015, maritime stakeholders are forced to comply with SECA regulations in
BSR in order to be able to run legally a shipping business by taking under account the
benefits, acceptable risks and the investment costs of the available compliance options.
Olaniyi and Viirmae [4] pointed out that SECA regulation compliance costs (transaction
costs) are high and can interfere with the effective productivity; so, making compliance
choices can be considered as being strategic for whole shipping industry. However,
recent results from BSR show that due to low oil price most maritime actors tried to
postpone risky investment decisions by using low Sulphur oil [5].

A large number of failures of long lead transport investments stress that risk repre-
sents an important element in all investment decisions [6]. This applies especially for
investment risks related to recently implemented SECA regulations in BSR. Literature
reveals that there is a lack of research on investment risk appraisals for green shipping
industries. Thus, this study aims to analyze the capital budgeting practices and to
measure the risks for abatement technologies of shipping companies in BSR from a
comparative perspective. The research is based on quantitative and qualitative data
collection, which took place in the frame of “EnviSuM” project within the last year.

The results show that shipping companies are able to face the SECA investments
risks and the estimated payback periods turn out to be rather short. The right choice of
bunker fuel together with the corresponding abatement solution positively influences
the payback period as well as the related risks, which are assessed with methods of VaR.

2 Theoretical Background

2.1 SECA Compliance

Since 2015, the SECA regulations in BSR limit the sulfur content of fuel to 0.1% in the
emission control areas. Three alternative solutions can be used for compliance (1)
switching to low sulfur fuel, (2) installing LNG-compatible machinery or (3) installing
an exhaust gas scrubber which all need to be assessed [7, 8]. On the other hand,
Patricksson and Erikstad [9] carried out five possible initial machinery concepts, which
considered as a main solution: diesel machinery, diesel machinery with a scrubber
system, dual fuel machinery, pure gas engines (LNG), and dual fuel ready complete
machinery. There are sets of reconfiguration possibilities available also for each alter-
native solution. If the ship is already running on a low Sulphur fuel with no traffic outside
of ECA, and is compliant with the rules, there is obviously no need to install a secondary
cleaning method. One might also want to have a look at the annual fuel usage, and
compare it to the installation cost and OPEX of a scrubber system.

The crude oil itself is then refined to various products such as MGO, MDO or HFO.
The price of crude oil is based on supply and demand. Prices are affected by short-term
expectations depending on economic forecasts, production estimates from the oil
producing countries, stock levels, seasonality, accidents, weather and force major situa-
tions [10, 11]. HFO fuel turns out to be the cheapest, the most popular and available
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bunker fuel in shipping industry but it usually has Sulphur content of about 3.5%, i.e. it
exceeds the limits of SECA regulations.

Most well-known viable bunker fuel types are IFO 180 and 380 which are both
intermediate fuel oil and they are often mixed with different portions of residual oil and
distillate oil. On the other hand, MGO and MDO are distillate oils with Sulphur content
less than 0.1%, thus they are more expensive for production, and i.e. they have a higher
price than other bunker oils but they comply with SECA requirements.

The price spread between HFO and MGO play an important role for selecting the
right investment in this research. Based on expert interviews, Olaniyi et al. [5] predicted
a sharp reduction in HFO demand by 2020 which will be accompanied by a strong
increase of distillates fuels such as MGO, MDO, and ULSFO (Ultra-light Sulphur fuel
oil). Thus, a scrubber installation together with the use of globally available HFO
becomes a viable option for ship owners. The attractiveness of scrubber use increased
significantly after MEPC’s announcement of the “global fuel Sulphur cap 2020 in
September 2016, which limits the global Sulphur content of maritime fuel to 0.5%.

The most commonly and widely used scrubbers are still wet scrubbers which are
washing the exhaust gases. The initial investment costs of scrubbers range from €2.5 to
€5 million per ship. The costs depend on particular features such as ship capacity, engine
and boiler type, scrubber type and new build or retrofit for used ships. Scrubbers need
space for installation and extra space for all the equipment consisting of the scrubber,
pumps, tanks, engines and a piping system for the wash water allowing the use of scrub-
bers only in large vessels [10]. Additionally increased operating costs of scrubber have
to be considered due to higher energy needs for the scrubber support systems, which
cause higher fuel consumption up to 3% or even more [4].

Consequently, ship owners have to concern not only about the availability of
compliant Sulphur fuel, but also about the price spreads between bunker fuels, the
scrubber investments costs as well as additional operating costs.

2.2 VaR in Investment Appraisal

Future operating costs and revenues in the appraisal of investment opportunities are
linked to uncertainties and risks, which also apply to scrubber investments. In the case
of scrubber investments, the assessment uses usually dynamic approaches comprising
net present values (NPV) and payback periods [12]:

» CF,
NPV =) T Outlay,

or introducing CF, yields:

»  CF,
NPV = 2l=0(1+r)1’

CF, Represents the cash flow during period t and the outlay the investment expen-
ditures at period zero. Further variables are the normal lifetime of n periods of a scrubber
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(usually 15 years) as well as the annual average interest rate of the investment r. The
cash flow of period t is calculated according to the following formula:

CF, =V, spread, - (100%—e%) — add_cost,,

with V, annual fuel consumption, spread, = HFO — MGO spread in period ¢, e% addi-
tional scrubber energy consumption, and additional cost add_cost,. Under the condition
of NPV > 0 the investment is usually considered as favorable since it adds a positive
value to the capital of the company [13].

Besides the capital budgeting calculation related to an investment, the paper also
considers the risk aspects. The linkage between capital budgeting methods and their
related risks will be done by using a VaR approach that describes the capital or
percentage of capital loss to be surpassed with an assured probability or words confi-
dence level over a certain period [14]. In the case of a scrubber investment, a 10% VaR
(over a horizon of 2 years) of 500 t€ means, that there is a 0.1 probability that the value
of the scrubber investment will fall to a value of more than 500,000 € (over a period of
2 years). Since the value of a scrubber, investment depends on the distribution of the
price spread between HFO and MGO the spread distribution together with its quantiles
have to be calculated by using historical data analysis [15]. The related value of the
scrubber investment will be determined by the NPV of net fuel cost savings. The research
identifies the VaR of scrubber investments enabling ship operators to quickly determine
the risk level of their investments, i.e. the VaR is set equal to the loss on the scrubber
investment at the hundreds of X percentile point of the distribution [16]. In theory, the
investors seek to maximize the overall amount of return consistent with the rate of risk
they feel appropriate [17] (Fig. 1).
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Fig. 1. Value at risk for investment appraisal [18].

3 Methodology

The research is based on empirical data from different sources. Expert interviews, focus
group meetings and case studies have been carried out between March 2016 and May
2017 within the frame of the EU project “EnviSuM”. These sources have been used to
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understand and assess the cost structures of different abatement and scrubber technol-
ogies as well as to identify trends and motivations of ship owners associated different
scrubber investments decisions. The result of this research is important to the maritime
industry investors to make a long-term investment strategy and with model minimize
the risks during the process.

The research has been complemented by the analysis of statistical data and historical
data over the last four years in order to determine the distribution of the spread between
HFO and MGO used in shipping industry. The statistical analysis used data from one
of the Estonian bunker fuel producer and conducted several statistical methods
comprising correlation analysis, the calculation of empiric probability distribution of
the spread value between HFO and MGO of the last four years as well statistical test
theory.

The empiric probability distribution of the spread serves as input data for a Value-
at-Risk analysis for scrubber investments by associating to each spread the NPV of a
scrubber investment with the corresponding spread.

4 Data Analysis

The historical data analysis revealed a high correlation between HFO and MGO. The
two main variable MGO and HFO of the current research in our study correlated with
each other with a positive Pearson coefficient, which is, proves the results (Fig. 2).

Then, based on the sample data, the empiric probability distribution of the spread
between HFO and MGO between 2013 and 2017 was calculated and tested. Both tests,
the Kolmogorov—Smirnov test as well as the Shapiro-Wilk test confirmed a normality
of the distribution of the spread between HFO and MGO (Fig. 3).

The statistical results have been combined with the other empirical data to model
the VaR scenario for scrubber installations. The historical approach of VaR used in this
research relies on a quantity, which already specified the period. Historical simulation
approaches use the actual interval of observation period. The VaR with certain confi-
dence level a is: Prob(x < —VaRa) = 1—a, If the distribution is bounded below then it
means that if the probability density function of the distribution is f(x) and the —L is
lower bound of distribution so the model will be [19]:

—VaRa
/ fx)dx =1-a.
-L

The model then was empirically validated by a case study for a ferry shuttling daily
between Tallinn and Helsinki.

5 Case Study and Discussion

In the case study, the research focused on ferry ship — RoPax type which operates daily
between Tallinn—Helsinki. The engine has a power of 48 MW and a maximal speed of
27 knots. Expert interviews revealed that for this ship a suitable scrubber system requires
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Fig. 2. The spread of the HFO and MGO (USD) over the period (Calculations by Authors).

a power of 15 MW and the cost for an open loop scrubber is 4 984 000 million € plus
installation costs of 0.7 million €. Scrubber installation, construction, testing, commis-
sioning etc. will take about thirty days, which makes ship out of service in those days.
In addition to that, annual maintenance costs of approximately 21 t€ p.a. are estimated
as well as material costs of about 300€/ton fuel have to be added for chemicals and waste
treatment of scrubber residuals.

The considered RoPax ferry has a daily fuel consumption of 60 t HFO, which yields
an annual HFO bunkering volume of 60 t X 360 days = 21 600 tons. The data studied
covered a period of 962 days where oil prices were observed to measure the spread
between two major fuels HFO and MGO and to calculate VaR in the lower 10%, 5%
and 1% quantiles of the related distribution of the spread. In theory, the VaR calculations
focus on left tail of probability distributions. Consequently the corresponding value of
a quantile is calculated by discounted value method, so the fuel cost saving which are
set in the case study to n = 15 in the means of discounted value over the 15 years, and
r = 11% as arisk free value. The results lead to the following Table 1.
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Mean 273.4884376
Standard Error 2.011091842
Median 270.625
Mode 344.25
Standard Deviation 62.37627562
Sample Variance 3850.79976
Kurtosis -1.147358631
Skewness -0.125092029
Range 254.125
Minimum 134.5
Maximum 388.625
Sum 263095.877
Count 962
Histogram
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Fig. 3. Distribution of HFO/MGO spread (USD) (Calculations of Authors).

Table 1. Quantiles and PV of spread distributions earnings during project life time (Calculations

by Authors).

Historical data Days Saving money Fuel spread PV (Euro) in 15
from the fuel years
difference
annually/Euro

10% days 96.2 3,356,640.00 155.4 19,768,031.74

5% days 48.1 3,143,448.00 145.53 18,512,494.59

1% days 9.62 2,748,816.00 127.26 16,188,415.18

The calculations show that the lower 5% quantile of the spread distribution leads to
bunkering money of the scrubber investment of the ferry to minimum 3 143 448,00 Euro
per year. The savings of bunkering by using HFO and scrubber technology for the ferry
will bring with a probability of 95% a benefit of minimal about 18 million Euro over the
scrubber lifetime of 15 years compared to using MGO. A further look into the table
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shows that a decrease of the spread to 127, 26 Euro leads to lower saving but this situation
is also related to the lower 1% quantile of the spread distribution.

The crucial point in the calculation is related to the question if the spread distribution
continues to be normal distributed with the same statistical parameters over the next
year so the scrubber investment is not risky. Furthermore it has to be mentioned that the
calculation of the NPV depends on the two variables spread and HFO price, i.e.
NPV = NPV (spread, HFO). In order to be able to calculate the NPV only on the base
of the spread a linear regression has been realized. The R square fits of the model was
calculated to be 93% so the underlying model enjoys a high level of explanation.

6 Conclusion

The current scholar paper validates an academic approach for assessing risk for compli-
ance to Sulphur regulations. The developed VaR model demonstrates that historical data
analysis is a practical approach for simulating investment scenarios with different situa-
tion of oil prices of the future. As well as integrating and valuing the NPV and discounted
cash flow of the MGO vs HFO. All these together with Scrubber options as a popular
solution. The approach allows defining the best investment opportunity and making best
decision with highest return.

The model tested on the real case and shows the higher risk time of the investment
on scrubber with new VaR approach. It shows if the spread of fuel on a certain amount
what will be the value at risk of investment. So the model proves if we assume the price
for scrubber and services will constant and the spread prices are normally distributed
then the model can work for measuring the value at risk of investment.

The results generally indicate the best investment strategies with a significant value
and can considered at the early stages in a new ship orders as a new investment or
investment on scrubber as retrofit devices for older ships. The model also can be used
in different scenarios beside of scrubber and it can be the comparison of different fuel
types and evaluates the risk of investment.

Future possibility of this research can be comparison of LNG, methanol, ethanol,
CNG and other types of fuel or air purification technologies as a solution to each other
to find the VaR of investment with analysis of historical data of each fuel spread with
other solution or technologies.
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Abstract. The International Maritime Organisation (IMO) is employing a global
clean shipping approach to reduce shipping emissions and to improve the Mari-
time’s carbon footprint. One of the measures was the establishment of Sulphur
Emission Control Area (SECA) in special parts of the world including Baltic Sea
Region (BSR). Since 2015, ships are allowed only to use fuel with a maximal
Sulphur content of 0.1% forcing ship owners to use special bunker fuel like LNG
or to invest in expensive abatement technologies like the scrubbers. These are
more expensive than the usual heavy fuel oil (HFO). Predictions are that oil prices
may increase in which case ship-owners who have started using the LNG or the
scrubber’s technologies will enjoy a competitive advantage over others due to the
higher margins that can further increase with additional investments into energy
efficiency.

In the context of SECA, this paper tackles the research objective of how stra-
tegic energy partnerships can be adapted by the maritime sector. The research
focused on the adaptation of the scrubber technology for the Maritime Energy
Contracting model (MEC) using the Energy Service Contracting concept. Since
the authors currently participate in the EnviSuM project, which assesses the tech-
nical efficiency and the socio-economic impact of clean shipping solutions of the
SECA regulations in BSR, the research was empirically validated by expert inter-
views, survey results and case studies.

Results illustrated how the MEC model can be a market mechanism for the
delivery of emission reduction in the maritime sector.

Keywords: Business model - Emission reduction - EnviSuM project
SECA regulation - Maritime Energy Contract

1 Introduction

The perception of maritime transport is generally seen as one of the most environmen-
tally friendly especially when measured by weight. The conclusion is based on the
premise that ships move large volumes of goods, making its emissions low when distrib-
uted per unit weight. Although much of the pollution emitted by international shipping
is deposited over the sea, it is the largest single source of acidifying and atrophying
fallout on land in many countries in Europe [12]. Emissions from shipping in the form
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of sulphur oxides, SOx, nitrogen oxides, NOx, carbon dioxide, COx and particulate
matter (PM) are significantly detrimental to the environment [2]. Furthermore, these
emissions can travel long distances and Sulphur dioxide emissions especially cause acid
rain and generate fine dust known as particulate matter, which is dangerous for human
health as they cause respiratory and cardiovascular diseases and reduce life expectancy
up to two years [11]. This is why IMO engaged a global clean shipping approach to
improve the Maritime’s carbon footprint, emissions of Sulphur Oxides (SOx) and
particulate matter from ships by technical and operational reduction measures. One of
the measures to achieve these objectives was the establishment of Sulphur Emission
Control Area (SECA) in special parts of the world including Baltic Sea Region (BSR).
Since 2015, ships in the BSR are only allowed to use fuel with a maximal sulphur content
of 0.1% (1,000 parts per million — ppm. In addition, in 2016, the global SOx for bunker
fuel was reduced to 0.5% (5,000 ppm) from 2020 [9]. This ensures that all ships globally
must pay attention to the sulphur content of the fuel they use.

It has been two years of 0.1% sulphur emission regulation in selected parts of the
Sulphur Emission Control Area (SECA), most speculations on the negative effect of the
regulation have been wrong due to the fuel price crash and low freight rates [14]. Reli-
ance and demand for abatement technologies such as the scrubber technology have
decreased drastically because of the low costs of bunkering. Ship owners are not willing
to make the risk of the investments associated with the scrubber technology. With the
2020 sulphur global, cap in view, traditional fuel companies might no longer be able to
cope with the decreasing demand for HFO because their major product will no longer
be marketable. Due to sulphur emission directives, maritime stakeholders have been
forced to look for innovative ways of adhering to the stipulation of emission reductions
from ships [21]. They are faced with 2 types of challenges that are long and short-term
solutions. The long term effect is borne on strategic solutions that carry along every
aspect of the shipping industry while the short term only requires meeting the SECA
regulations at the stipulated time of January 2015 and 2020. There is the need for a new-
market based model implementation for energy efficiency and supply especially one that
is also suitable for the ship emission directive.

Already in previous work [15, 17], authors proposed activities for sulphur emissions
regulation compliance that are both conventional and traditional. They suggested that
companies need to use the strategic fit between their internal characteristics (strengths
and weaknesses) and their external environment (opportunities and threats).

This study proposes a business model consideration for high Sulphur bunker oil
producers using an Energy Saving Contract (ESC) model commonly practised by the
energy saving company (ESCO) for adaptation into the maritime sector — mostly the
shipping companies and medium sized fuel company using the scrubber technology.
With the high uncertainties attached to the fuel prices, high edged strategies must be
about great insight, experimental and evolutionary undertaking as much as the traditional
skills of planning and uncompromising performance. The new model pools two goals:
to ensure the compliance of the Sulphur emission directive and to lower the transaction
costs that emanate from the compliance measure. The core objectives of this work are
summarised as follows: To adapt the Energy Service Contract model into a suitable
model for maritime industry and to demonstrate its implementation. The questions the
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author seek to answer are what are features of the ESC that can be modified into the
maritime sector? What are the constructs to be considered in the contract? All empiric
activities were executed in the frame of the “EnviSuM” project in 2016. This article is
arranged in the following way: the next talks about business models, its importance and
how it is the ECS can be adapted into the marine time sector. The next section discusses
the MEC contract and its intricacies while the last section gives the conclusion.

2 Literature Review

2.1 Emission Abatement Technologies

The introduction of 0.1% Sulphur content regulation in SECA in 2015 requires that ship
owners consider the use of bunker oil also called HFO (heavy fuel oil). To achieve the
desired level of Sulphur emission, low Sulphur distillate oils such as MGO (marine gas
oil) or MDO (Marine Diesel Oil) which are cleaner and more expensive with a Sulphur
content of 0.1% have become the popular option [14]. Another effective way to fulfil
the SECA regulation is the use of alternative source of fuel such as the Liquefied Natural
Gas (LNG), methanol, and other biofuels that ensures that the ship emits very little waste
after of combustion. The LNG is mostly accepted as a promising energy source for
shipping because LNG ensure the compliance of the anticipated NOx emissions regu-
lation. However, even though it is less costly when compared to distillates and HFO,
the costs of distributing it to ports and ships is very high and also depends on the distance
of the port from the LNG import terminals [2].

In their efforts to reduce compliance costs, the European Commission has also given
support for the promotion of new technologies [9]. An example is the scrubber tech-
nology, an abatement method that maintains the Sulphur level in the exhaust fume from
the ship [21] so that the ship owner is able to use the HFO and still be SECA complaint.
The scrubbers are said to reduce the SO2 emission by at least 99% alongside with the
PM emission. There are two major types of scrubber technology - the dry scrubber and
the wet scrubber. The wet scrubber is further classified as the open loop, the closed loop
and the hybrid scrubber.

The cost of scrubber installation on ships varies depending on technology and the
state of the ship and ranges from 2 to 4 million € for a ship [2]. To install the scrubber
on a ship there is a need for the additional stabilising fortifications because of its weight
and because it has to be kept in an elevated position, all of which are additional costs
[11]. Another cost related to the scrubber installation is the opportunity cost of off hiring
days (4-8 weeks) during which the ship owner loses revenue. In addition, operating the
scrubbers increases the rate the engine consumes fuel and is estimated to increase to
about 3% or more [7]. It is more expensive to install the scrubber system on an old vessel
rather than on a new vessel, and the closed system scrubber is more expensive than the
open system scrubber [21]. All these factors pose a great challenge and discouragement
to ship owners when considering the use of scrubber as an abatement solution for sulphur
emissions.
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The scrubber has a lifespan of 15 years and a payback period of 3-5 years [1]. Ross,
et al. explained that the payback period of an investment determines the time required
to regain the capital expended for such investment [ 18]. The payback period is calculated
by summing up the discounted cash inflows of a number of periods in order to get the
net present value (NPV) of the investment. The minimum number of periods necessary
to reach an NPV greater than zero is called the payback time. If the payback period of
an asset is greater than its lifespan, it means the increased purchase price will not be
regained.

The calculation of the spread between the MGO and the HFO is another important
factor that is used to evaluate a scrubber investment. The MGO usually has a higher
price value when compared to the HFO and the difference between them is referred to
as the spread value [12]. The higher the cost of the MGO the higher the spread and the
higher the ship owner savings will be if HFO is used [13]. The decrease in HFO demand
could also mean a drastic increase of the spread in 2020 due to reduced HFO price as
speculated by [1].

2.2 Energy Service Contracting

According to Chesbrough, technology by itself has no single objective value, the
economic value of a technology will remain dormant until it is commercialised in some
way through a business model [6]. In some instances, companies need to use business
model to expand their perspectives in order to capture value from a new technology.

This work uses the common energy contracting models popular for the energy effi-
ciency and supply. Energy Contracting (also called ESCO) is defined as an inclusive
energy service model that is used to achieve energy efficiency in a bid to optimised cycle
cost [5]. The popular basic ESCO business model either provide the needed energy —
Energy Supply Contracting (ESC) or ensures energy savings — Energy Performance
Contracting (EPC) to the end users [20]. The ESCO takes on the responsibility of the
overall delivery of the needed energy from planning, installations, distribution, opera-
tions and maintenance as well as buying of needed fuel [3].

The authors will be relating to the Energy supply contracting which focuses on
energy supply. A standard ESC is measured towards supply to reduce costs of operation
[5]. ESC delivers energy solutions to the need of a customer who is not interest or not
knowledgeable on the technical solutions especially when it comes to maintenance.
Thus, energy is provided at a reduced price [3]. Usually, the initial capital investment
is free for the customers and contract period of 10-20% energy savings can run up to 10
to 15 years. Financing an ESC is a matching process that is customised for individual
customers to fit their needs. Fees and other elements are tailored or adjusted for occasions
such as increased risks or length of contract [8]. When the initial installation is huge or
has a larger scale of risk then the customer might be asked to make an upfront investment
although when this happens, such upfront costs are limited to secondary items such as
parts and usually referred to as “in-house” elements [3].
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3 Method

As described by Siggelkow, a case study provides a grounded real-life scenario for the
audience persuasion [19]. This work is a case study that highlights how the energy
contract can be adapted to the maritime business activity. With many energy servicing
companies in the market, the approach to this concept started with a literature review to
understand energy contracting and its success factors. For this research, interviews with
ESCO practitioners with building retrofit experience were made to identify salient
factors to contract and to probe their opinions on the execution of the MEC projects/
contracts. The interviews were recorded and transcribed. Holistic coding was used and
was based on theoretical constructions to arrange the data. In vivo coding was used to
better understand the things “through the eyes of the ESC practitioners” and process
coding to describe and explore the actions [10]. Osterwalder’s nine-point decomposition
of a business model [16] was used to change the fuel company’s traditional business
and to the new MEC business model.

4 Results

4.1 Maritime Energy Contracting Case

Producing SECA complaint fuels require high investments, so also is the investment
costs for abatement technologies. Current figures indicate a decrease in scrubber instal-
lations due to low bunkering prices and low freight rates. Most ship owners do not have
the financial means to embark on such huge investments nor are willing to take on the
associated risks, they would rather buy the low sulphur fuel even though its price is
significantly higher than the HFO commonly used for marine bunkering. If this trend
continues, some traditional fuel companies will not be able to cope with the decreasing
demand for HFO because their major product will no longer be competitive in the
market. In order to diminish this additional business risk, the implementation of a new
business model is required for high Sulphur bunker oil producers.

A radical and promising new business model for maritime fuel producers is a change
from being just fuel producers towards becoming an energy service company. In this
regard, the Energy Supply Contract (ESC) concept is transferred to the maritime sector
to create what the authors referred to as Maritime Energy Contracting (MEC). The
contextual idea is to supply the HFO to contracted ships, pre-finance the project, and
run the scrubber installation in order to protect the SECA compliance. The major moti-
vation is to lower the transaction (compliance) costs from SECA regulation compliance
of both shipping company and the fuel company. The new business model of the fuel
company will become “energy solutions” using the scrubber installations on ships. The
fuel company implements the energy service package at its own expenses according to
the project specific requirements set by the customer. For its own profit, it will receive
payment for the energy (fuel) delivered, depending on the actual consumption of the
ship together with the flat rate costs for service & maintenance as well as the quality
assurance. The cost savings of the construction will be shared between the fuel producer
and the ship owner in the course of the contract lifetime. MEC guarantees energy costs
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savings so that the payback from the cost savings from the supplied energy throughout
the contract period will cover the investment costs and the cost of risks made by the fuel
producing company.

The components for the implementation of maritime energy package outcome will
be as follows: Detailed planning (Project development, rough planning, agreement,
contract, Scrubber installation and start up pre-financing, operation and maintenance,
troubleshooting, optimisation and user motivation. Other activities are fuel supply,
scrubber monitoring and controlling, quality assurance and other benefit through
outsourcing of function i.e. price guaranty and outsourcing of commercial and technical
risks.

4.2 Contract, Pricing and Contract Conditions

The typical duration of energy service contract for buildings is 10 years because
stationary objects like buildings do not need shorter agreements and are similar to district
heat contract durations. In case of ships, this situation changes drastically, as ships are
mobile assets and are easily moved around the world to other jurisdictional areas. It is
therefore recommended to have periods of 3 to maximum 5 years contract with each
contract customer based and adjusted periodically. Using the Energy Supply Contracting
as a prototype, the Marine Energy Contracting will consist of two price components.
The needed energy (fuel) supply part and the asset financing including the additional
services for the agreed service time. Both components are related to formulas where the
influencing factors were considered and have adjusted prices consequently. The
formulas are typically updated every month. Thus, using a typical ESC [4] and from
conducted interviews, the following contract calculations and assumptions are made for
MEC:

Energy Supply Calculated as:
APy [€/mt] = APy [€/mt] + FS [€/mt] —FS, [€/mt], 1)

where: APyro — Working price during contract time per metric tonne of fuel (€/mt);
APy yro — Baseline price according to official statistics in the certain period €/mt; FS —
Price for fuel supply per metric tonne €/mt; FS, — Fuel supply baseline in a particular
period (i.e. 01-06/2017) €/mt.

Non-Energy (Assets) Calculated as:

LP [¢/a] = LPyJe/a] x (0.5 +03 + 110 +02 x l%), @

where: LP — New price during contract time per annum [€/a]; LP,— Base price according
to official statistics in certain [€/a]; I,: — Current price index for consumer goods taken
as the baseline (i.e. the consumer index of common goods of the year 2015 is set as 100);
I — Current price index for consumer goods comparable to the I, (e.g., September
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2017 = 103); L — Average salary index at a certain time during the contract time; L, —
Average salary index for setting as starting point for the contract.

This equation takes in the original costs for the non-energy related part plus inflation
legalisation (e.g. higher material costs) and changes in the personnel salary. In the
proposed formula, 50% of the yearly price is fixed, whereas 30% are depending on the
development of general inflation (consumer good index) with 20% depending on the
development of salary costs, which have a strong influence on the provided services
(maintenance, monitoring) during the contract time.

Contract Terms and Conditions

I. Owner of the scrubber asset during the contractual period is the fuel company.
II. Definitions:

e Maritime Energy Contracting Price: offered comprehensive competitive technical
solutions and prices regarding the functional description of the energy services. It
includes the fuel price, scrubber costs and adjustment costs.

e Scrubber costs: the capital cost of the scrubber installation spread into an amortisation
over the years.

e Energy price: covering the consumption of HFO at current price level. This includes
consumption related only to marginal costs defined exclusively in the service
contract. It will also include the risk of price surge or decline.

e Adjustments: An additional margin for running the scrubber comprising of all opera-
tional costs for the scrubber usage such as administration, maintenance, personnel,
insurance and management together with entrepreneurial risk, including a profit
margin. *Adjustments open a negotiation space with the contractual customer.

III. The interests’ rate is determined by the market (best available offer) and will stay
stable over the contractual period to avoid sudden changes within the agreement.
IV. The contractual fuel company will supply a list of “partner network™ where
the ship owner can bunker fuel on events where ship is not within the juris-
dictions of contractual fuel company. The contractual fuel company will work
out rebates or compensation with affiliated partner company.

V. In the event where energy (fuel) is gotten from another supplier other than
the partner network. To protect the purpose of selling own HFO, the amounts,
which had been taken out of the “partner network”, have to be compensated
by the ship owner. The ship owner will give access to the bunkering book or
float sensor for bunker measurements to confirm compliance or deviation.

VI. Thenon-energy related part remains stable over the contractual period, except
in the event of the aforementioned influencing factors.
VII. At the end of the contractual time, directions on continuance have these
option:

e The scrubber asset is taken into the ship owner’s asset list.

e A new tender is organised for the operation of the scrubber, including all services
like maintenance, monitoring, optimisation, etc. and handing the ownership of the
asset over to the new partner.
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VIII. In the case of sudden end of contract, the following procedure will come into
effect: For the starting point of the contract, the financial value of the scrubber
asset (scrubber plus installation) is defined and in case of a sudden end of the
contract, the shipping company will pay a financial compensation. The amount
of compensation is calculated by the linear depreciation over the full contract
time. Example: If for a total contracted period of 36 months, the defined value of
the scrubber asset is 3.6 M €. If the ship owner after 16 months decides to end
the contract and to take over the scrubbers themselves, the ship owner will pay a
compensation as follows: 36 months full contract time minus 16 months of
contract, which equals a remaining 20 months. For each month, the compensation
is 100.000 €. Therefore, for a 20 month deviation period the sum 2.000.000 € will
be paid as compensation.

IX. Other issues arising.

e Border of property: It is very important to define the borders of property, as this will
have a significant impact on the responsibility. The Scrubber and connected parts
will be in the responsibility of the fuel company (for the contracted period) but all
other components like engines, etc. will remain in the responsibility of the ship owner.

e Space for scrubber and retrofit is given free of charge: The extra space for the scrubber
and the time for the retrofit have to be free of charge to remove the complexity
involved in the calculation of the non-energy related part.

e Quality of supply: The quality of the Scrubber efficiency (percentage of SOx reduc-
tion) will be defined, monitored and guaranteed.

e Additional energy consumption is business of the ship owner: The additional energy
consumption with the scrubber will be added to the total costs of the scrubber in the
contract calculations.

The MEC model can be described as a focal concept for strategy that creates unpre-
cedented opportunities in the maritime sector because it is actionable and offers feasible
fresh way to innovation in an uncertain, fast-moving and unpredictable environment
such as the maritime sector.

The cooperative structure will ensure the following:

Environmental benefits (SOx emissions reduction). (2) Money savings on initial
investment costs (scrubber installation), utility costs and maintenance cost that is taken
up by the fuel company i.e. reduction in investment risks, technical risks, market risks,
and performance risks, leaving only “zero risks” to the ship owner. (3) Jobs and career
creation. (4) Reduced operational costs through using the much cheaper HFO, thus, the
shipping company can concentrate on its core function, which is transportation, and do
away with the hassle of energy efficiency through the MEC third party contracting. (5)
Free technology and expertise support for the ship owner. (6) A scalable investment for
the fuel company. (7) Promises to have a higher margin for the fuel production company
compared to the traditional HFO supply approach. (8) Customer fitted model i.e.
customised contracts with the ship owners.

So far, even though the BSR has witnessed commendable compliance activities, the
success level is far from satisfactory, especially as it relates to the heavy and risky
investments the maritime stakeholders are subjected to. Another challenge is the
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uncertainties that surround the use of the each compliance method. Unfortunately, the
reduced fuel prices have made many investments meaningless and wasteful. With the
upcoming 2020 global restrictions, the energy consumption will increase as the demand
level for the low fuel oil. The maritime industry may yet experience another game
changer, which might force an increment in the price of the fuel. However, beyond that,
there might be a shortage in the low sulphur fuel supply.

5 Conclusion

The authors put forward the MEC model as a market mechanism for the delivery of
emission reduction in the maritime sector by using the scrubber technology to cushion
the economic effect of the SECA regulations and illustrated modified features of the
ESC model and construct to be considered in the Maritime Energy Contract model.
Unlike the usual conventional strategies, business model concepts accentuate analysis
and strategies embedded in experimentation as projected by the authors. With appro-
priate state enabling policies, the energy contracting model — a proven and resilient
structure can boost the maritime industry by shifting the focus of the scrubber technology
towards selling “energy solutions”, and jump-start a viable private-sector that targets
the maritime stakeholders. In this light, the scrubber technology can provide a much-
needed technology-push-effect for the European technology. The main disruptive
advantages are based on the shift from CAPEX to OPEX (no direct investment for ship
owners is needed) and the establishment of new services, with additional value in the
maritime sector.

The work is limited to the use of only HFO/MGO and not to other sources of fuel
like the LNG. The LNG approach can be an interesting angle for further research. Also,
due to the scope of this work, the authors were unable to show other contracts that will
involve the “partnering network™ such as the scrubber manufacturer, other fuel
company, maintenance and/or a financing house. This can also be a consideration for
future research.
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Abstract. Since the introduction of lower sulphur content with no more than
0.10% in the Sulphur Emission Control Areas (SECAs) from 1 January 2015, the
Baltic Sea Region (BSR) is increasingly becoming subject to search for new
economically and environmentally competitive and survival strategies. The BSR
stands for a flagship maritime region in Europe in terms of good economic, social
and environmental performance. In order to sustain, and much more important, to
improve the overall eco-system performance of the BSR, Liquefied Natural Gas
(LNG) has been recognised as one of transitional measures, alternative strategies
and business opportunities in maritime shipping and the entire transportation and
energy system. LNG might become a viable stepping-stone alternative solution
for business, and be considered as a regulation-driven demand to comply with
environmental regulations that aim to achieve the goals set by 2020-2050. As a
response, ‘Go LNG’ ERDF part-financed INTERREG V project aims at reducing
technological, knowledge and business gaps by providing operational and
strategic approach. In line with project, the present study aims to answer the
research question how to integrate LNG stakeholders involved in diverse LNG
activities, with different needs, capacities and capabilities into one macro-
regional transport and energy supply and value chain.

Keywords: LNG - Value chain - Alternative fuel - Strategy - Cluster

1 Introduction

Affected by the establishment of the SECAs by the International Maritime Organisation,
the BSR is once again pushed into the scene of economic discourses with need for
ecologically competitive and survival strategies [15, 36]. The BSR itself represents a
modal maritime region in Europe, which is associated with sound economic, social and
environmental achievements. Especially, the transport sector is one of the most important
engines of the BSRs’ economy [8]. The business structures of the BSR are primarily
characterised by SMEs, playing a decisive role in logistics and business innovation
networks [7, 20]. Paradoxically, an economic wellbeing and good environmental
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performance has been jeopardised due to intense shipping practices, ship operations and
services, which, in turn, resulted from intensifying globalisation, trade and transport
interactions. Echoing the International Transport Forum at the OECD [24], waterborne
transport will grow with 327% by 2050, thus producing 238% more CO, emissions. In
Europe, freight volumes will increase by 2050 by 216% with 174% CO, emissions,
respectively. In this context, LNG is regarded as one of the most promising alternative
strategies and business opportunities in maritime shipping as well as the entire trans-
portation and energy system. Accordingly, LNG issues had been recently researched
from the clean shipping [37] and strategic development perspective for a LNG powered
transport corridor in the BSR [31].

Yet, no recent studies record approaches on LNG use as opportunity and value
proposition leading towards emerging value chains that integrate different transport
modes and business sectors, and where LNG is recognised as value proposition for all
stakeholders involved. This bears a clear research gap that needs to be closed.
Therefore, the ‘Go LNG’ ERDF part-financed INTERREG V project has set the
ambitious goal to diminish technological, knowledge and business gaps by making
operational and strategic approach available. In accordance with the project, the aim of
this study is by setting up a macro-regional transport and energy value chain that
combines different modes of transport, various technological options and customers
with different necessities in a shrewd and sustainable manner, to create an integrated
and sustainable macro-regional LNG transport and energy value chain.

The present study is organised as follows: The subsequent chapter deals with the
usage of LNG as an alternative fuel, whereby the common LNG value chain is
described and the potentials of inherent business opportunities are mentioned. Sec-
tion three presents the methodology, followed by chapter four, which reveal the con-
cept for the cross-sectoral LNG value chain integration. One step further (fifth part), a
first snapshot on strategic cross-sectoral LNG value chain integration in the BSR is
outlined. In the penultimate section, the results are discussed, whereby the paper ends
with a conclusion inclusive some implications.

2 Literature Review

The usage of LNG as an alternative fuel for ships has been investigated by a number of
researchers. This is deeply rooted in the introduction of SECAs from the 1 January of
2015. In this context, especially the environmental advantages have been stressed [47,
48, 51]. In comparison to conventional fuels for ships (e.g. HFO and MDO), the
switchover to LNG can decrease the emissions of nitrogen oxide (NOx) up to 85 to
90%, carbon dioxide (CO,) up to 15 to 20% and sulphur oxide (SOx) as well as particle
matter (PM) almost completely [4, 38]. Besides such considerations, LNG is also
proposed as an alternative fuel solution for road freight transport in order to reduce
greenhouse gas (GHG) emissions. Related to this are examinations of LNG in com-
parison to conventional and alternative fuels. For example, comparative studies were
conducted by Beer et al. [6]; Cheenkachorn et al. [11]; Kumar et al. [30]. They all
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arrived to more or less similar results, namely that the use of LNG needs to be
promoted even more intensively as it has various environmentally friendly properties.
Nevertheless, it can be stated that the usage of LNG as a clean fuel is still on a moderate
level, whereby demand and thus the international trade is likely to increase in the future
[22, 29, 50]. This is also the reason why LNG “is often considered the form of energy
that will be the ‘bridging fuel’ to a sustainable energy system, sometime after 2050
[28, p. 4097].

In order to keep pace with the rapid development of international trade of LNG,
stakeholder have to invest in the LNG value chain, which consist in general and
simplified of five large-scale, complex and different elements with diverse inherent
operations, which are very strongly interlinked and interdependent [19]. The LNG
value chain is often described through the segments of exploration and production,
liquefaction, transport, regasification and distribution [9, 19, 44]. In general, it can be
pointed out that the amount of academic studies with the specific perspective on the
holistic LNG value chain(s) is rather rare, whereas the following selected publications
should provide a brief overview, and for this reason, just like before, makes no claim to
completeness. Worth mentioning is the report of Foss [19], who gave a review on the
reduction of the overall LNG value chain costs in the past primarily related to the US
market, which is generally based on the technology advantages in each segment, while
the increased demand for LNG paved the way for this development. Promising and
extensive academic studies of LNG value chains worldwide based on 85 projects were
carried out by Riister and Neumann [44]. The authors conducted empirical analysis of
companies’ driving factors through vertical integration. In general, they claim that high
transaction costs along the LNG value chain are the main reasons for a higher degree of
vertical integration. However, it might be stated that all these studies have been
focusing mostly on LNG as an alternative fuel, in which the specific perspective on the
entire LNG value chain has been studied less thoroughly. Further, the authors argue
that the relevant academic literature paid not enough attention to the possibilities of an
efficient integration of the stakeholders of the LNG value chain and the resulting
economic benefit of all.

The visualisation and identification of LNG related business opportunities and the
transfer to real business activities generally call for new infrastructure investments on
demand and supply-side. Linked to this are challenges which primarily can be seen in
the uncertainty aspects of stakeholders’ decision making (DM) [1]. DM in the case of
LNG projects is a very difficult procedure. This is deeply rooted in the potential high
number of players, who have to be considered, natural high investment needs of LNG
projects and the inherent long term capital return [10]. Castillo and Dorao [10] iden-
tified this challenge and developed a DM concept for LNG related projects. Thereby,
multiple parts of the LNG value chain are considered. The authors of the present paper
argue that this is essential as stakeholders of the LNG value chain have to work
together or at least pay regard to the other participants during their own DM in terms of
exploration of business opportunities, as the usage of LNG or the investment in related
projects by a stakeholder, in turn, creates new business opportunities for the stake-
holder and other related (potential) stakeholders of the LNG value chain. In the face of
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this premise, Gerlitz and Paulauskas [22] assume that the value and advantage of the
use of LNG, provided that the infrastructure is established in the port environment,
would be added to the stakeholders in the immediate vicinity of the port in question, as
a multiplier effect for new business opportunities. In their opinion, the most promising
resulting scenarios would be the usage of LNG for additional port activities with regard
to vehicles, cranes and machinery, as well as the construction of linkages to filling
stations for trucks, busses and municipal service vehicles. Furthermore, the usage of
LNG for power supply generates additional business opportunities. Therefore, the
construction of a LNG terminal in a port could be seen as one of the major measure for
the development of well-needed LNG infrastructure, as it will have a positive influence
on LNG related business opportunities as well as on the creation of new job oppor-
tunities [34]. To exemplify, the building up of the LNG terminal in 2014 in Klaipeda
(Lithuania) had a decreasing effect on the NG delivery price. This remarkable
advantage fostered the demand of new LNG related projects and allowed new LNG
stakeholders to come into the LNG-market to use LNG as a fuel in diverse transport
modes as well as in the energy sector, which, in turns, had a positive influence on the
NG prices in the neighbouring regions. As a result, LNG has to be emphasised eco-
nomically, as a rise of LNG related operations and thus closely linked new stakeholders
facilitate the access of the SBSR into the international LNG market and reciprocal lead
to an increase of growth and innovations as well as employability, which on the other
hand contribute to the EU Blue and Green Growth as well as anyway to the Clean Fuel
Strategy [22]. Thus, it can be expected, that, due to the establishment of further LNG
terminals, numerous business opportunities arise which are connected with alternative
gas supply possibilities, decrease of LNG prices for the end users, synergy effects
between the involved players and the development of new services (Ibid).

To conclude, considerable LNG related investment projects by all stakeholders are
needed to establish an integrated LNG infrastructure and in order to generate a benefit
for all participants of the LNG value chain, these stakeholders have to cooperate during
DM, for the issue, how to change to a long-term market; reciprocal, the LNG market will
profit by additional stakeholders [46]. To foster this promising development, the authors
of the present paper advocate the development of a concept to facilitate a better inte-
gration and market entrance of stakeholders, and thus to create a greater value for all.

3 Methodology

In the framework of the given study, the theory based and practice related research
have been applied built upon comprising qualitative expert interviews, surveys and
practical findings that have been originally collected and produced in the framework of
the following projects: (1) The “MarTech LNG — Marine Competence, Technology and
Knowledge Transfer for LNG in the South Baltic Sea Region”; and (2) “Go LNG”.
Both projects are being implemented in the framework of the INTERREG IVA South
Baltic and INTERREG VB Baltic Sea Region programmes. Among other things the
projects focus on the implementation of the EU Clean Fuel Strategy and the EU
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Directive on Deployment of Alternative Fuel Infrastructure through technology and
knowledge transfer in LNG related business activities and improvement of the LNG
value chain in the Baltic Sea Region.

Apart from the systematic literature review, analysis and study of relevant theories
and concepts, relevant policy regulations and guidelines, the research findings
demonstrated here have been mainly based on primary and qualitative data collected
directly by the projects’ partners, associated organisations and project interest groups.
The primary empirical data sources were gained in form of evidence-based observa-
tions (here: case studies), empirical data from quantitative surveys and qualitative
expert interviews with the involved project experts, researchers and relevant stake-
holders, observations gathered from respective project activities such as workshops,
conferences, round table discussions and open LNG thematic conferences with relevant
stakeholders. Furthermore, gained research findings have been validated and verified
by the main project target groups during practical workshops and targeted seminars.
The main target groups include: policy makers that are responsible for the ports’ and
energy infrastructure development; ports’ and terminals’ operators, incl. cargo handling
companies; international associations and corporations involved in the LNG value
chain; shipping companies, ship building yards; relevant academic and research
institutions as well as regional industries that might benefit from governmental
investments and higher energy security, herewith increasing LNG and clean fuel
usability.

4 Conceptualisation of Strategic Cross-Sectoral LNG Value
Chain Integration

The current research aimed at answering the question on how to integrate LNG
stakeholders involved in diverse LNG activities, with different needs, capacities and
capabilities into one macro-regional transport and energy supply and value chain.
A result thereof is a first-step grassroots conceptual and strategic approach that shall
facilitate an integration of regional LNG value chains in the BSR into one
macro-regional and multidimensional LNG value chain. The research claims to reduce
the research gap by adding a qualitative theoretical contribution to the applicable
research province. By using both deductive and inductive reasoning and reflecting
upon diverse LNG practices in the BSR, which are discussed below using systematic
ecosystem view, the authors propose a holistic ecosystem-based strategic approach
embodied in the regional performance domain of LNG actors and stakeholders. This
approach, which touches upon infrastructural (technological), economic, environmen-
tal, social, cultural and policy dimensions, becomes essential when taking into account
multiple needs to respond to current and future challenges as well as to reduce the rapid
pace of uncertainty.

In particular, the authors claim that an efficient integration of LNG activities on a
macro-regional scale, i.e. activities that merge resources, capabilities, industry inter-
actions, company performance and organisational operations from individual BSR
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regions and thus the Member States surrounding the Baltic Sea require a two-prong
strategic approach. On the one hand, it is argued that an efficient an effective integration
presupposes a common challenge that can be solved once it is shared by the entire
ecosystem, which encapsulates diverse industry and social actors and activities. This, in
turn, enables to achieve a shared value, once it is reduced or eliminated on the market,
i.e. in the entire community. On the other hand, integration can be facilitated by
efficiently merging business innovation and governance dimensions from individual
regions into one macro-regional strategic approach rooted in key treatise of regional
integration [32] and regional innovation [14]. Based on Cooke [13] and Holbrook and
Salazar [23], the business innovation dimension addresses behaviour of market and
industry players and entrepreneurial conditions, such as (a) presence of enterprises and
industry actors on the market, incl. market and industry structure and domination;
(b) research reach; (c) public and private R&D landscape; and (d) level of collabora-
tion, associationalism among market actors. The governance dimension encapsulates
such indicators, as (e) source and level of initiation; (f) funding schemes; (g) research
landscape; (h) technical specialisation, and (i) scope and scale of coordination).

As aresult, a systemic approach towards regional setting in the nexus of innovation
and integration can be associated with the theory of location and clusters, as coined by
Delgado et al. [16]; Krugman [27, 28] and Porter [41, 42] and that shape the strategy
based on competitive forces. Regional Innovation Systems (RIS) or Regional Systems
of Innovation (RSI) and increasing role on location has slowly replaced the National
Innovation System (NIS) [2, 3, 13, 17]. Such an approach let us emphasise the regional
dimension of innovation, which encapsulates both top-down (external) and bottom-up
(internal) sets of characteristics that shape innovation emergence and its management.
Externally, it refers to the role of institutions, crucial for the knowledge creation on the
local and regional level and governance of innovations, whereas internally it includes
internal characteristics of interaction and collaboration among different actors of an
ecosystem. In aggregate, within this perspective, focus is given to issues, components,
and processes in a system of innovation that operates at a localised and regional level.
Thus, the perception RIS underpins the emphasis of spatial proximity and agglomer-
ation in the dynamics of innovation and economic growth [16, p. 257]. This, in turn,
allows us bridging bridge innovation, competitiveness and growth within the regional
context.

As a result, two perspectives are twins of strategic orientation and build the ground
for the value chain integration. The theoretical mainstay of the two-fold strategic
approach refers on the one hand to the external perception — the market-based view,
which has its roots in the Organisational Theory (OI) and particularly Porter’s Five
Forces Model [39], accompanied by related concepts that share the strategic manner
rooted in the environment, e.g. competitive advantage and business strategy perception
[40]. On the other hand, the theoretical foundation is underpinned by incorporation of
internal strategic strengths associated with internal resources [5], dynamism and
dynamic capabilities [18, 45], learning and tenets of tacit knowledge [12, 26].

Bearing in mind the theoretical considerations and partnerships among adopted
concepts that share the same or similar meaning and sense-making, the proposed
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strategic framework consists of four key building blocks that might be referred to as
regional performance domains: (1) Knowledge & Skills; (2) Infrastructure & Tech-
nology; (3) Economy & Business; (4) Environment & Governance (rf. Fig. 1). These
ones cover both external and internal organisational and thus regional dimensions and
merges them. In addition, these four need to intertwine in the frame of regional
interactions in order to achieve a certain degree of integration. Here, the supply side,
which is expressed by existence and number of knowledge and skills related to LNG as
well as existing organisational and governance structures, availability of applicable
policies and framework conditions, compliance with diverse dimensions of sustain-
ability and organisational learning, availability of infrastructure and technology,
financial regimes and schemes, innovation platforms need to be merged with the
demand side — the environmental, social and economic compliance of the region with
national and international regulations, entrepreneurial needs and demand drivers —
business growth perspectives, opportunity recognition, uncertainly reduction, capacity
building.

*LNG knowlede basis
& skills development

«Education & Training

*Research tools &
infrastructure

* Accessibility to

*Availability of LNG
technology &
resources

*Cross-industrial LNG
applications

*Macro-regional
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Fig. 1. Strategic ecosystem approach for macro-regional and cross-sectoral LNG value chain
integration (source: own illustration, [21]).

This, in turn, can lead towards increased innovation potential, and, respectively, to
better competitive edge and growth perspectives, since innovation is key to both —
competitiveness and growth. In this nexus, the market structure and behaviours of
market participants need to be studied at a first glance. Next to this, what is increasingly
becoming important when taking into account new market trends and growing demand
to respond to these market trends by industry actors and companies is associated with
the focus on internal organisational resources and capabilities, organisational culture
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and learning and adoption of knowledge and skills to new changing paradigm of social
and economic performance. In this sense, we claim that it is essential to merge external
and internal provinces of performance that both affect interactions in organisations and
regions. Both are subject to impact by externalities as well as internalities. As coined by
Wernerfelt [49], it is worth to recall the duality between markets and resources (p. 172).
In addition, it is also crucial to merge bottom-up and top-down approaches and involve
both — governance actors, suppliers and buyers — for a common macro-regional
approach. This is essential in today’s regional setting. Also the region is well per-
forming today, it must strategically prepare for the future and be able to adopt to rapid
changes. As stated by Mohapatra [35], “individual forces and their collective impact
will change as the government policies and macroeconomic and environment condi-
tions change” (p. 274). Indeed, the process of integration can be facilitated by fulfilling
or providing with conditions that are plotted in the scoreboard of each individual
performance domain. These indicators might serve as guiding parameters for all
regional stakeholders that are involved in LNG activities to a different degree.

5 First Snapshot on Strategic Cross-Sectoral LNG Value
Chain Integration in the BSR

According to the 2016 State of the Region Report ‘The Top of Europe — Doing Well
Today, Feeling Worried About Tomorrow’, the BSR stands for a flagship maritime
region in Europe in terms of good economic, social and environmental performance
indicators [25, 33]. Yet, the social and economic integration of individual regions
surrounding the Baltic Sea, as well as integration of LNG markets into one
macro-regional LNG market, and thus, supply and value chain is still being hampered.
The same applies for the cross-sectoral industry collaboration and joint involvement
concerning LNG utilisation in the region along the horizontal industry supply and value
chains. Although the region demonstrates outstanding performance in specific LNG
related areas, e.g. knowledge and skills as well as LNG applications in diverse markets,
(e.g. Norway, Sweden), the level of performance is still not fully dispersed to other
involved individual regions. As a result, the region lacks cohesion in terms of sus-
tainable and balanced development and integration of LNG. The rationale behind this
situation can be traced back once applying the proposed strategic approach and using it
systematically throughout the regional LNG supply and value chain performance
analysis. The BSR LNG supply and value chain includes such segments, as LNG
liquefaction, import terminals, LNG shipping, LNG shipbuilding, LNG onshore
infrastructure (bunkering, filling and distribution) and LNG end-user solutions (e.g.
LNG powered trucks, public transportation, containers for railways, etc.). The dis-
course below briefly overviews recent key development patterns within all domains
along the BSR LNG value chain by shortly pinpointing key strengths and weak points.
These are also summarised in the Table 1 below.
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Table 1. Mapped integration of LNG value chain integration in the BSR as of 2017 (source:
own illustration, [21])

Domain of LNG value chain integration

Segment of BSR LNG | Segment Knowledge | Infrastructure | Economy Environment | Location | Evaluation criteria
supply and value chain | specification & Skills & Technology | & Business | & Governance
Shipping LNG feeder +++ + 0 0 SE Existing +++
vessels
LNG bunker +++ ++ ++ ++ SE Developing | ++
vessels
Ship-to-ship +++ ++ ++ ++ BSR Projected +
bunkering (STS)
LNG terminals LNG import +++ ++ ++ ++ LT, NO, Planned 0
terminal PL, SE
LNG onshore Small-scale +++ + + + DK, LT, Missing —
infrastructure export/bunker PL, SE
facilities
LNG bunker ++ 0 - 0 DK, NO,
stations SE
LNG filling ++ ++ - 0 DE
stations
LNG fuel tank +++ +++ ++ ++ BSR
containers
LNG trucks +++ + + + DE, LT,
PL, SE
End-users Tank & bunkering | +++ ++ ++ ++ BSR
solutions
LNG trucks for +++ ++ - ++ LT
roads
LNG-fuelled buses | +++ ++ - ++ NO, PL
for public
transport
LNG power ++ - - - DE, NO,
supply SE
LNG ferries +++ +++ ++ ++ DE, DK,
NO, PL,
SE
LNG tank ++ 0 - - LT
containers for
railways

Taking into account Domain 1 — Knowledge and Skills, the macro-region records
diversified and distributed knowledge and skills portfolio provided by the supplying
institutions (education, training and research) as well as differing levels of knowledge
and skills that are absorbed by companies, entrepreneurs and other demanding actors.
All member states and therefore regions of the BSR that are involved in the ‘Go LNG’
INTERREG project aiming at developing integrated LNG value chain approach —
Denmark, Estonia, Germany, Lithuania, Poland, Sweden and Norway — demonstrate
strong or substantial developing LNG related knowledge and skills. More specifically,
LNG relevant skills exist in all participating regions, thus enabling cohesive devel-
opment of LNG relevant capacity. Yet, the degree and quality of knowledge do vary,
what, in turn, increased knowledge transfer and absorption opportunities among the
involved actors. This is especially true with the knowledge and skills transfer from
Scandinavian regions, especially Norway, to the Baltics and Poland. The reason behind
this might be traced back to the fact of differing organisational culture bound to utilised
top-down governance approach for decades and thus subjected to path dependency and
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thereof resulting development and performance patterns. Furthermore, the knowledge
and skills from Norway, Germany and Scandinavia shows high degree of concentration
and clustering, what might be the reason for state-of-the-art knowledge accumulation in
these individual regions and higher demand for this knowledge and skills outside them.
Yet, the regions, especially in the Baltics and Poland should increase organisational
learning capabilities and knowledge sharing among involved LNG actors and stake-
holders, thus increasing multiplier effects off knowledge diffusion and balanced
development.

With regard to Domain 2 — Infrastructure & Technology, the macro-region shows
rather unbalanced development of LNG infrastructure. The majority of the existing
large-scale LNG technology and infrastructure concentrates in Norway, Lithuania,
Poland and Sweden. Other regions possess rather flexible infrastructure (e.g. Samsg in
Denmark) and LNG equipment or have not yet declared any LNG infrastructure
development projects. The existing LNG infrastructure is limited to LNG ship
demonstrations (Rostock and Tallinn) or small-scale LNG bunker ships (Denmark,
Lithuania, Germany, e.g. hybrid LNG barges and ferries). This is rather a paradoxical
development taking into account the EU directives and regulations that make all the
players bound to their compliance in the region. This might imply that infrastructure
projects will be mushrooming from 2020 onwards in order to comply with the regu-
lation setting or induced by technological transformation (e.g. digitalisation, rf. [21]),
or the infrastructure will be shared among the individual regions by benefiting from the
new technological trends or stronger development and usage of rather mobile and
small-scale infrastructure, such as trucks, public transportation, small-scale ships and
bunker and filling stations. Interesting to note is also a rather limited utilisation of
potential synergy effects from the not equally distributed LNG infrastructure on the
macro-regional scale, which, once utilised, could lead towards greater economic
interactions among different actors, what, in turn, would increase demand for LNG,
strengthen competitiveness, open up new growth perspectives and contribute to the
macro-regional integration. As the examples of Lithuania and Poland show, estab-
lishment of LNG infrastructure in regional sea or inland ports (e.g. LNG import or
distribution terminals) would allow a breakthrough of LNG development, by attracting
other stakeholders, projects, initiatives to the established infrastructure and circled
LNG clusters. Beyond this, individual regions do further advocate the development of
storage and bunkering stations as well as gas pipeline systems and possibility of
onshore power supply.

Taking into account Domain 3 — Economy & Business, the macro-regional land-
scape can be treated as being rather scattered in terms of efficient and effective
entrepreneurial discoveries and intensive business interactions. The reason behind a
lower level of economic operations with LNG might be referred to higher investments
costs, missing funding and support schemes. Here, the state support, and thus, the
governance level involvement, plays a crucial role, as this has been the case in, e.g.
Lithuania and Poland, where the governance has supported the development of LNG
infrastructure. In other regions, e.g. Denmark or Germany, companies and entrepre-
neurs are claiming about the missing support schemes for LNG evolvement. From the
supply and competence side, the macro-region is represented by the highest proportion
of the stakeholders and players, where most of them are involved into maritime-related
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activities, i.e. shipping, ship repair and construction as well as gas and oil supply.
Furthermore, when it comes to the assessment of the stakeholders and players, it can be
argued that also the BSR in general has available stakeholders and players relevant for
the LNG supply and value chain, the bottlenecks tend to lie in LNG itself as a primary
resource and its supply or export. On the contrary, when it comes to those components
of the LNG supply and value chain that refer to LNG shipping, potential locations for
LNG importing (terminals), regasification, its storage, distribution and marketing, the
region seems to reveal a sound potential for the utilisation of LNG in the future. From
the data gathered it is apparent that there are actors capable of taking over the particular
LNG activities along the entire LNG supply and value chain. It is claimed here that
businesses and entrepreneurs, also with support of governance institutions, should start
utilising diverse business models that appear to be very successful in other industry
applications, e.g. open innovation, crowdfunding schemes or similar. Shared ownership
and joint investment into the infrastructure crossing regional boundaries could bear also
a feasible option and business opportunity.

Finally, looping the Domain 4 — Environment & Governance to the overall LNG
value chain integration within the BSR, the researchers claim that this province needs
improvement and a more common approach. According to the data gathered, it can be
observed that governance in terms of LNG macro-regional development is still not
interconnected from the individual regions’ perspective. Authorities and public insti-
tutions act rather isolated what, in turn, causes additional time, investment resources,
lower flexibility ability to adopt to changes, lower trust and inter-institutional collab-
oration. This, in turn, implies less integration with the compliance of EU regulations
crossing the borders and lower achievements of better environmental status, social,
economic, financial and environmental sustainability. Hence, there is a need for a
macro-regional governance approach and stronger focus on future foresight. The
Go LNG project that can be regarded itself as a macro-regional initiative addresses this
challenges and points to the missing links. Yet, stronger involvement and presence of
authorities and other public institutions that govern LNG development need to be
gathered together. Authorities and institutions should also facilitate not only the
regulation-driven response of introducing LNG as a need to comply with regulations,
but should rather facilitate recognition of LNG as a business opportunity, entrepre-
neurial discovery and facilitate real-life creation of market conditions that would enable
diversification and multiplication of LNG activities. In the BSR, which is bound to
specific compliance with environmental and transport regulations, LNG enables
reduction of negative environmental footprint and provides transport, mobility and
energy stakeholders with a resource that enables to comply with regulations. This
contributes also to economic, environmental and social sustainability to continue
regional transformation towards a more sustainable, innovative smartly developing and
growing region.
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6 Discussion

The proposed approach builds upon the conceptual partnerships that share a common
denominator — value generation. Value delivery to and capturing by diverse stakeholders
on the regional scale facilitate social and economic integration and strengthens strategic
positioning of both organisations and the region itself. Respectively, taking the theo-
retical concepts of innovation and integration as two grounding conceptual approaches
adopted to the domain of geographically bound and proximate interactions — the Baltic
Sea Region — the existing conceptual partnership of shared value creation and value
chains [43]. In sum, these all implying value proposition should be wrapped up within
the regional integration, innovation and ecosystem perspective, where individual
regional interactions, especially those emerging not only along vertical, but rather along
horizontal (cross-sectoral) supply and value chains, might lead to macro-regional value
creation allowing stronger innovations and more crucial competitive edge of the BSR.
Riister and Neumann [44] claim that vertical integration and strategic partnerships lead
to a LNG market development, where large players by their current dominating role in
the LNG value chain may limit competition at the horizontal level and therefore lib-
eralization efforts in downstream markets may be hindered. Thus, apart from the
quantitative validation and verification of the gained results, in the future course of the
research a stronger attention may be paid to the efficient integration also of the smaller
stakeholders (here: SMESs) into LNG value chain.

7 Concluding Observations and Implications

A macro-regional integration, development and innovation require comprehensive
understanding of economic, environmental, social, cultural and policy (governance)
systems. Therefore, solving a particular challenge, problem or turning opportunity into
business, value generation and value capturing is subject to combination of diverse
theoretical approaches and concepts. Yet, similarly, as with the strategy formulation
and strategic management, a problem or challenge oriented solution requires also
understanding of ecosystem’s performance. In this regard, economic interactions are
reflected in line with environmental and social arrays, which, in turn, are affected by
certain policy regulations or outcomes thereof. For this and in order to integrate all
affected stakeholders from the BSR into one LNG value chain, the ecosystem per-
spective, which merges economic, environmental, social, cultural and governance
perspective is likely to be feasible. Integration of stakeholders from involved sectors
and clusters in terms of LNG is supported by embodied strategic perception: how value
is generated in the chain and can be captured from using LNG. LNG is exploited as a
resource, capability and capacity, competitive advantage, value creator and thus
innovation enabler and output. A regional setting (BSR) places special framework
conditions to be addressed in terms of integration and innovation, thus understanding
the BSR as Regional Innovation System and cluster with emerging clustered and smart
specialising industries of water transport, land-based mobility, energy and power
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generation and environmental compliance. For this, it is necessary to know under
which economic, environmental, social and governance conditions the integration takes
places and LNG value chain is emerging.
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Abstract. The main points of this paper are researching of time series and, then,
building statistical prediction models based on obtained characteristics. Such
investigation is often conducted in medicine and economics. The practice shows,
that the studying of such issues in the marine transport logistics area is in demand.
Time series analysis comprises methods for analyzing time series data in order
to extract meaningful characteristics of the data and forecast future, based on
knowledge of the past. The following models are applied to ship handling duration
data: exponential smoothing (single, double and triple), and two more sophisti-
cated models — auto-regressive moving average (ARMA) and ARIMA with
seasonal component (SARIMA). The choice of a suitable model depends both on
the distribution of the data and on the useful information that it will bring. Experi-
ments for every model are carried out with different values of the model param-
eters to find the best fitting one. For all models Mean Square Error (MSE) is
calculated on the training and test data. The best results were achieved by ARMA
model with weekly dataset frequency. Nevertheless, there are some other ways
to improve prediction models and to obtain more accurate results, which are also
proposed in the article.

Keywords: Time series forecasting - Statistical models - ARMA - SARIMA
Exponential smoothing - Time prediction - Ship handling - Oil terminal

1 Introduction

A time series (TS) is an ordered sequence of values of a variable at equally spaced time
intervals [1]. Examples can be found in a variety of fields ranging from medicine to
economics. The investigation of the time series makes it possible to control the process
that generates time series, to clarify the mechanism, situated in the basis of the process,
to clear a number of outliers, and also to make predictions for the future based on
knowledge of the past. The main characteristics of TS, which make it different from a
regular regression problem, are time dependent and seasonality trends (i.e. variations
specific to a particular time frame). The basic assumption underlying the analysis of
time series is that the factors, affecting the object, in the present and in the past, will
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affect it in the future. The goals of TS analysis are finding dependencies or patterns and
express them in the form of mathematical expressions. To achieve this, many mathe-
matical models have been developed, designed to study the TS components. Thus, it
makes possible to forecast future values according to the historical data that can help in
the development of plans and development strategy of the organization. As a rule, an
analysis includes the following steps: building, identifying, fitting, and checking models
[2]. All these steps were done to choose prediction models and implemented to analyzed
dataset. Also, the most important components of TS (trend, seasonal variation, cyclic
changes, and irregular factors) are considered and models are built according to them.
A time series analysis and search statistic prediction models are held in the port and
reflected in the works [3, 4]. As a rule, the object of research is a container terminal, and
the target forecast variable is terminal throughput volumes. The obtained models are
effective in forecasting and applicable in practice. Nevertheless, using of such models
at oil terminals is not so widespread. In connection with the specifics of the oil terminal,
forecasting cargo volumes is not of great importance. Undoubtedly, the market conjunc-
ture affects on the throughput volumes, but the choice of the transport corridor remains
with the oil companies, which in turn make up a plan for the transshipped cargo distri-
bution in advance for a year. In this paper we propose to draw attention to the parameter
that determines the service level provided by the port — ship case handling duration. The
multiplicity, dynamism and interdependence of the factors influencing this parameter,
does not allow the forecast to be created by traditional methods with a sufficient degree
of reliability. The ship case handling can be divided into cargo and auxiliary operations.
And if there is no problem with forecasting of cargo operations duration, then the

Fig. 1. Ship handling duration time plot with different frequencies (from top to bottom —TSd
(days), TSw (weeks), TSm (months)).
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auxiliary operations cause a number of difficulties. According to the analyzed port
standards, cargo operations are forecasted for a day (regardless of 60 tn or 180 tn). Thus,
this part of the ship case handling is taken as a constant (24 h), therefore Quantity of
cargo parameter is not considered in the article. Auxiliary operations are of greater
interest. The Fig. 1 shows the duration of the overall ship handling. Red dotted line
specifies the cargo operations standard (24 h). The graph above this line represents the
auxiliary operations duration. The presence of extremes is caused by delays in auxiliary
operations and requires additional analysis to identify the reasons and factors contribu-
ting to this.

So, the purpose of the article is to determine the best statistical prediction and to find
and predict possible delays in the ship handling with its help.

The paper is organized as follows. The first part comprises means and methods, using
in the subsequent analysis. First of all, the core of work, the analyzed dataset, is
described. This part discusses the way in which the data set was filtered and how it was
modified before statistical models were applied. Further, the description of the TS, which
shows the distribution of the ship handling duration for the last 3 years, and its main
characteristics follow. Finally, two different approaches: exponential smoothing
methods and auto-regressive (ARMA, SARIMA) methods are defined. The second part
presents the results of prediction models application to the port data. According to MSE
the best model is chosen. The last part of the paper is conclusion. As parameters of the
above models are not fully measured and so some solutions to improve these statistical
models (as well as further research) are proposed.

2 Means and Methods

2.1 Describing of the Analysed Dataset

The analyzed data were obtained from timesheets documents that comprise necessary
information about full ship handling operations at an oil terminal for subsequent financial
settlement between ship and a port. For time series analysis two values are needed. There
are Duration of each ship-case handling (expressed in hours) and Start timepoint.
According to results of my previous article [5], the data was pre-processed in the
following way: ship cases with start activity “Ship arrived” and end activity “Pilotage”
were defined as a process with a normal behavior; all ship cases that do not belong to
confident interval {the median value + standard deviation} were referred to data noise
and outliers. Before pre-processing the analyzed data structure didn’t have normal
distribution and specified confident interval was more suitable. It was able to identify
short duration cases as well as long-term ones. In total, 33% of all cases were filtered
out. Also, it could be useful to analyze such cases and to find patterns or dependencies
in data, which can explain the reasons for their appearance. However, this kind of anal-
yses is beyond the scope of this article.

Ultimately, after all transformations, the data set has 2121 instances and two attrib-
utes: Started point of ship case handling and Duration (h.) of full handling (not just cargo
operations). It includes period from 2012-01-02 to 2015-12-28. Frequency for time
series analysis can be adjusted as daily, weekly or monthly. The one case takes an
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average of 83 h (more than 3 days), so it is logical to determine weekly frequency. So,
although the daily one can provide more detailed model with slight fluctuations, it was
decided to compare results of models, based on time series with weekly frequency (see
Fig. 1 TSw (weeks)).

2.2 Analysing of Time Series

In this work for time series analyzing and other investigations language Python, in
particular librarystatsmodels, was used. First, to get a general idea of the data, time series
should be visualized (see Fig. 1).

Figure 1 shows two peaks for TSw (January 2013 and 2015) and one peak for TSm
(January 2015), but this figure is not specific enough to discuss whether the data has
trend or seasonality. As it is explained above, all prediction models are based on TSw,
which contains 210 instances and belongs to time interval [2012-01-01; 2016-01-03].

According to TSw indicators and histogram, depicted on Fig. 2, TSw more homo-
geneous and has a relatively small dispersion. It is also evidenced by the coefficient of
variation (the ratio of standard deviation to average value) that equals to 0.387. More-
over, to determine the normal distribution, Jarque-Bera test was conducted and the null
hypothesis of the normality is rejected with p-value = 0.11 (as a rule, a threshold equals
to 0.05) that means series has a normal distribution [6]. Such results were expected,
because of preprocessing input dataset.

70

count 210.000000
60 mean 83.826460
std 16.702945
50 Jmin 33.670000
25% 73.929038
40 |- 50% 82.635076
75% 94.124196
30 { max 150.102500
20
10
0
20 40 60 80 100 120 140 160

Fig. 2. TSw bar chat and its main indicators.

Stationarity. The explored time series (TSw) is stochastic and discrete, don’t have a
pronounced trend. Nevertheless, in the first place, time series stationarity should be
checked to find out if it is suitable for statistical techniques. Dickey-Fuller testing [7]
showed that mean value appears to be varying with time slightly and test statistic is much
smaller than 1% critical values so we can say with 99% confidence that this is a stationary
series.

In order to ensure TSw stationarity another way, ACF (Autocorrelation function that
presents correlation between different lag functions) and PACF (Partial autocorrelation
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function) are showed on the figure below. For stationary time series both functions
should decrease to the zero as the lag increases, as evidenced of the presented functions.

Time Series Components. On the Fig. 4 there are the seasonal variation, which will
be processed in SARIMA model, and trend, which can be caused by changes in the
organization. Trend component indicates improvements and reduction of the ship
handling after 2014 year. As regard to seasonality, in the first half of the year, there are
difficulties in the ship cases handling.
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2.3 Time Series Prediction Models

Splitting Data. The model performance is measured on the test data. So, before model
is built, it is necessary to divide the data into two parts: for training and testing. Since
we work with TS, which has time structure and dependencies, cross-validation method
was omitted. Data were separated manually. Training data take the values from start of
TSw to end of 2014 year, and test data take all remaining values.

That is training data belong to interval [2012-01-01; 2014-12-28] and test data —
[2015-01-04; 2016-01-03]. After splitting the data, we took the training data to analyze
and find the best fitting model.

For model comparison AIC (Akaike Information Criterion) and MSE (Mean Square
Error) criterion are used.

The models that have the lowest AICs values tend to give slightly better results than
the other models.

Exponential Smoothing. Exponential smoothing of time series data assigns exponen-
tially decreasing weights for newest to oldest observations. There are three kinds of
exponential smoothing: simple, double, and triple (more information about each type in
the online source [8]). All three methods were built for our TSw and are depicted on
figures below. On the Fig. 5 it is clever to define more suitable coefficient (for Single it
is 0.3, for Double (0.9; 0.9)). Also, we have obtained low values of MSEs with these
coefficients (for Single MSE = 139.5, for Double MSE = 179.59).

Sl b A o

Fig. 5. Single and double exponential smoothing.
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However, as previously discussed, analyzed TSw has trend and seasonality. There-
fore, we use triple exponential smoothing for further prediction (see Fig. 6).
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Fig. 6. Triple exponential smoothing or Holt-Winters model.

ARMA, SARIMA. ARMA stands for Auto-Regressive Moving Averages and
provides a description of the stationary stochastic process in terms of two polynomials,
one for the autoregression and the second for the moving average [2]. Finding appro-
priate values of p and q in the ARMA (p, q) model can be facilitated by using ACF and
PACEF plots (Fig. 3).

SARIMA is Seasonal autoregressive integrated moving average model. It is exten-
sion of ARMA model (with seasonal component). Often time series possess a seasonal
component that repeats every s observations. For monthly observations s = 12 (12 in 1
year), for quarterly observations s = 4 (4 in 1 year).

3 Results

In this part of the paper three prediction models will be built, based on discussions in
the previous part. There are Holt-Winters, ARMA, and SARIMA.

Holt-Winters. For this model, the main problem is to determine the best coefficients.
Also, the resulted model should not be overfitting or generating. That is why the
following coefficients were chosen: a = 0.0066, p = 0.0, y = 0.0467. Figure 6 demon-
strates results of forecasting with confidential interval, with Brutlag’s algorithm of
anomalies detection [9]. Training and test data are separated by red line. In Table 1
values of MSEs for both data set are pointed.

Table 1. Comparative table for prediction models.

Model MSE

Train data | Test data
Triple smoothing/Holt-Winters (a = 0.0066, p = 0.0, y = 0.0467) | 299.24 387.35
ARMA (3,3) 211.34 350.16
SARIMA (313) (110),, 392.01 4223
SARIMA (303) (113);, 399.01 496.82
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ARMA. As discussed earlier, important parameters (p, q) can be derived by ACF and
PACEF plots. On the Fig. 3 it can be observed that both functions tend to zero values after
lag 3. It means parameters p = q = 3 and our model looks like ARMA (3,3) or
ARIMA(3,0,3). Figure 7 shows actual time series, which is indicated by a blue line, and
forecast by a red dot line.
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Fig. 7. ARMA (3,3) prediction model.

SARIMA. To choose parameters for this model, additional investigations were
conducted. The grid search method was used for searching of the best parameters. We
tried a suite lag values (P) and just a few difference iterations (D) and residual error lag
values (Q). From the Fig. 4 we can conclude that s = 12 (a year). To reduce the number
of calculations (p, d, q) remains the same as in ARMA, i.e. (3,0,3). The best parameters
are reported as ARIMA (3,1,3)(1,1,0),, and are corresponding to the lowest MSE value
and to quite low AIC value. Also, the model ARIMA (3,0,3) (1,1,3),, has a good results
and it will be added to comparison table (Table 1). It is necessary to note, that the best
parameters cannot be found based just on AIC. There were iterations with fairly low
AIC, but model couldn’t be built. Moreover, it is important to run the model results
diagnostics to assure that none of the assumptions made by the model was violated.

Forecasts from the ARIMA (3,1,3)(1,1,0),, model (which has the lowest MSE value
on the test set) are shown in the Fig. 8.

To compare results of all developed models, comparative table is presented below.
The most accurate model is ARMA (3,3).

Although, it shows the lowest MSE with train data as well as with test data, it still
needs furthermore investigation. To check whether this model can be further improved,
other forecast errors should be examined. For instance, to get more appropriate model,
one can change seasonal component or choose a model not with the lowest AIC (despite
the theory, such models can be more accurate).
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Fig. 8. ARIMA(3,1,3)(1,1,0),, prediction model.
4 Discussion

Based on historical data, we reveal the delay in the ship handling duration and, taking
them into account, make forecasts for the future. The port works continuously, however,
third-party organizations are involved in the auxiliary operations, and therefore the time
series shows seasonality.

Occurrence of these delays can be caused by both external (meteorological) and
internal factors (lack of resources, reorganization processes, etc.). External factors can
be tracked with the weather archive help (since temperature and precipitation do not
matter, wind force is the defining parameter, but mainly it is vital to note storm warnings,
because there is a chance of a lightning strike even in sunny weather). Internal factors
are more difficult to identify, and in this article we consider the processing ship handling
as a black box with a start and end point, i.e. without analyzing internal processes.

The results of this article also can be used as a comparative characteristic for the
further researches. Statistical methods do not support multicriteria analysis and can
identify and predict a problem period. In order to determine the causes of delays and to
make a more accurate prediction, it is necessary to use the process model (the creation
of which is described in the article [10]) and more complex prediction methods such as
machine learning methods (ANN, GA, SVM) and process mining method (transition
system). Moreover, adding of the new process attributes can improve the results of the
model.

5 Conclusions

In this article, time series, which shows the distribution of the ship handling duration
for the last 3 years, was analyzed. After filtering and preprocessing data, we visualized
times series and defined its main characteristics. There is seasonal component (s = 12)
and small trend (overall ship handling duration is reduced, that says about some changes
in the organization). Taking into account obtained characteristics of the time series, three
prediction models (Holt-Winters, ARMA, SARIMA) were built and compared. The best
results, according to MSE for application model on test data, showed ARMA(3,3).
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However, it is necessary to note, that models strongly depend on the choice of param-
eters. In this article, just the range {0...3} for p, q, P, Q was considered.

For the port, the applying of prediction models is important. Correct forecast will
help reduce the idle time of port resources, and determining the causes of delays will
improve the service of the ship handling. All this, in turn, can lead to a reduction of
material cost on the part of vessels and increase the productivity of the port, the utiliza-
tion of its capacities, more realistic planning time-frame and thereby the increase of
competitiveness among other transport channels.
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Abstract. This paper considers different aspects of advanced vibration diag-
nostic system development, validation, promotion and application. Authors
discuss the list of tasks for such system from the helicopter technical mainte-
nance and repair point of interest. Main problems and possible solutions are
considered, including uniform diagnostic platform for board and ground sys-
tems, life cycle traceability for helicopter aggregates, single survey diagnostics
etc. The general view on advanced system is presented, based on the
state-of-the-art and advanced techniques of vibration diagnostics and SHM.
Resolution levels for helicopter power unit aggregates are considered based on
solutions of the high-resolution diagnostics collected under Vibropassport™
brand. Authors discuss operating demonstrators of diagnostic techniques as well
as application cases as the main tools for advanced system promotion and
market entering.
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1 The Tasks and Solutions for Advanced Diagnostic System

1.1

Perspectives of helicopter technical operations is the basis of condition based main-
tenance for all helicopter life cycle, including manufacturing, overhaul and even uti-
lization. Taking above into account, the following tasks for advanced diagnostic system

The Tasks

[1] to be considered:

Monitoring of power unit and transmission aggregates of a helicopter;
structural health monitoring (SHM) of most damageable parts of a helicopter, like
blades, tail boom, landing gears;
High resolution diagnostics of aggregates on production and overhaul stages;

Capability to manage technical state of main helicopter aggregates in field
conditions;
Common diagnostic, data and information platform for on-board as part of Health
and Usage Monitoring System (HUMS), portable ground-based and stationary
expended vibration diagnostic systems for each helicopter type;
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e Applicability of portable vibration diagnostic terminals (VDT) on non-equipped by
HUMS helicopters, including:

— quick and easy operation on board in field conditions for engine survey,
— no screws locking or dismantling of aggregates and violation of documentation,
— transportability of VDT set by air or other way.

e Fleet vibration data development based on monitoring center that maintains inter-
active vibration data base (IVDB), including data concentration from operation
(both HUMS and VDT) and stationary systems, links to both operators and man-
ufacturers, regular update of thresholds;

e Monitoring and diagnostic services for helicopter operators, including data con-
centration, thresholds update, monitoring of helicopter aggregates parameters, sin-
gle survey diagnostics on call, full monitoring and diagnostics of operator’s
helicopter fleet, fleet tendencies analysis and development of recommendations for
manufacturers and maintenance and repair operator (MRO).

The monitoring and diagnostic system conforming to above requirements is not
limited by flight safety tasks, but becomes part of helicopter technical life cycle
including production, operation and utilization. What is the current situation and what
is lacking?

1.2 The Problems and Solutions

Problems of existing diagnostic systems are typical for all helicopter aggregates so,
here below it is considered on an engine as an example.

Uniform diagnostic platform and life cycle traceability. The existing vibration
diagnostic systems, both stationary and board ones carry out limited set of tasks. Most
systems at manufacturer test rig are limited and may indicate one of rotors as the
sources of high vibration only.

Aiming at different tasks, existing stationary and board systems apply different
concepts and diagnostic techniques and are not related directly and mutual data
exchange is complicated. To conform to advanced diagnostic requirements the system
needs unified platform of measurement, data collection and development techniques for
any stage of engine’s life cycle.

Common techniques and parameters would allow smooth data exchange between all
diagnostic systems and provide traceability of engine’s condition during its life cycle
starting from manufacture till utilization.

High resolution diagnostics. The main approach of state-of-the-art HUMS is finding
abnormality in operation of aggregates that is determined using vibration parameters
trend. Algorithms of abnormality identification use multiple observations during long
operation therefore it may not detect a failure immediately after its appearance. So,
there is a time lag between a failure and its indication by ground station of existing
HUMS.
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Advanced diagnostic system must have a high resolution of each aggregate state that
has to be experimentally validated. The high resolution diagnostics may not be sub-
stantiated on mathematics only and needs extensive research study. Based on experi-
mental and theoretical researches, the appropriate vibration models were built up and
then its adaptation to specific aggregate type was provided. The new techniques of data
development and diagnostic parameters computation follow and then they are exper-
imentally verified. These verified parameters allow evaluate each engine or helicopter
aggregate and even its specific units, like bearing, compressor stage, oil pump, gear etc.

Single survey diagnostics. It is important, that advanced diagnostic system may allow
state identification using single observation. It is necessary both for an engine tested at
engine shop and for helicopter engines at a maintenance check even if it is a first test.
Single survey diagnostics could become reality if any diagnostic parameter has com-
mon relative scale of state for all aggregates of the same type. In other case a scatter of
individual vibration parameters would reduce resolution of a diagnostic technique
because of expanded tolerances of thresholds.

Automation. A human role in any diagnostic system has to be left for final solution
about engine’s state for authorized and skilled persons.

The advanced diagnostic system registers all data automatically and does not require
any skilled staff for that. Depending on system version, the collected data may be sent
to IVDB or be developed in situ using VDT if an operator has skilled and authorized
personnel for providing diagnostic solutions. One of the main privileges of an advanced
system 1is application of those vibration diagnostic techniques that allow automatic
detection of latent failures signs and its indication without attraction of diagnostic
specialists. The only solution to be taken by specialist is how long and on what terms
the detected fault could be tolerated. An important role of monitoring and diagnostic
center will remain for fleet data analysis, thresholds update and recommendations
development, but will even expand as it will concentrate data from VDT servicing
helicopters without HUMS.

1.3 Common Solution of an Advanced System

In order to eliminate written above limitations and to monitor helicopter aggregates
during all life cycle an advanced diagnostic system shall combine all above discussed
solutions:

The advanced system has terminal and central levels;
The both board and ground components may represent terminal level of the
advanced system, as well as stationary system on a test rig;
The common methodology and unified software is the core of both system levels;
The relative scale of diagnostic parameters and its unitary boundaries for whole
fleet, providing both high resolution diagnostics and single survey diagnostic
capability;

e The automatic data processing up to decision making;
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e The united vibration data base maintained by the monitoring and diagnostic center
that interacts with operators, manufacturers and MRO as well as provides bound-
aries for diagnostic parameters based on data from all participants;

e The both autonomous and centralized variants of the system application are
available depending on customer needs and capabilities.

So, at helicopter production or overhaul stage the terminal level is represented
typically as an equipment set fixed to the test facility of a main gearbox, of an engine or
other aggregates. In field conditions the onboard and ground parts of HUMS equipped
helicopters will be on the terminal level, whereas other helicopters need autonomous
portable measurement set that will be capable for application within technical main-
tenance. The terminal level will be related to central level as monitoring and diagnostic
center provided with data base.

2 Advanced System — How It Looks

2.1 System Configuration

In order to achieve desired capabilities the advanced helicopter monitoring & diag-
nostic system must obtain essential improvements in comparison with actual systems,
including advanced measurement equipment and perspective vibration diagnostic and
SHM techniques. For light and unmanned helicopters the specific portable diagnostic
system should be created. Rotating HUM part and SHM part with wireless data transfer
will upgrade main system to become advanced one. Helicopter SHM system including
sensor network will become the new part of HUMS and will include both rotating and
stationary parts. The rotating part will cover main rotor aggregates diagnostics, but the
stationary one will allow monitoring of a tail boom and landing gears.

Stationary part. State-of-the-art HUMS to be modified dramatically (Fig. 1). As
actual HUMS an advanced system have stationary data acquisition unit (DAU) (1) in
avionic bay receiving signals from stationary sensor network and from rotating data
unit (2). Three-axial accelerometers replace single ones on a fuselage bottom (3),
engines (4), oil fan (5), main gearbox (6) and tail gearbox (7). Only drive train of tail
shaft (8) has two-axial accelerometers. Also tachometers (phase indicators) of engines,
main and tail rotors relate to stationary DAU. Through embedded wireless receiver
stationary DAU obtains data from rotating data unit.

Replacement of single accelerometers to tri-axial ones provides spatial vibration
vector measurement in wide frequency and amplitude range allowing deep diagnostics
of all aggregates of helicopter power unit using advanced vibration diagnostic
techniques:

e The accelerometer mounted on a fuselage bottom (3) at vertical axis of a helicopter
being used together with other accelerometers provides monitoring of landing gear
functionality and fuselage integrity [2];

e The accelerometers and tachometers of engines supply data for monitoring of:
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Fig. 1. Allocation of advanced diagnostic system components.
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— engine mounts serviceability;

— aero & mass unbalance of a compressor and a turbine;

— each compressor & turbine stage aerodynamic uniformity (blades aerodynamic
capabilities failure caused by wear or damage) and compressor instability (surge
margin lose);

— hot gas path uniformity (gas temperature unevenness downstream of combustion
chamber);

— bearings & gears;

e The accelerometers of the oil fan (5) and main gearbox (6) using main rotor phase
indicator allow its state monitoring as well as its balancing considering aero
imbalance;

e The accelerometer and a phase indicator on a tail gearbox (7) provide gearbox and
its bearings monitoring as well as tuning of the tail rotor;

e The accelerometers of the drive train (8) provides monitoring of shaft and bearings.

SHM part of the advanced HUMS includes a sensor network (10), that is allocated
around a helicopter. Depending on system’s purposes, sensors could be allocated in
each part of a helicopter, but they should be placed at least along the tail boom as the
most critical structural part. Data from the sensor network provides a wide dynamic
range signals allowing application of perspective Operational Modal Analysis
(OMA) approach application for integrity monitoring of tail boom structure. Above
approach uses multiple responses of allocated sensors for structure’s modal properties
estimation.

Rotating part. The rotating part of HUMS provides monitoring of main rotor and has
both sensing and measurement parts. As shown on Fig. 1, rotating sensing network
consists of embedded dynamic deformation sensors (8) on each blade and same sensors
on main rotor shaft (9) as well. Rotating DAU (2) provides signal multiplexing,
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conditioning, analogue-to-digital conversion and wireless data transmission to the
stationary part (1).

The measurement controller manages serial interrogation of dynamic deformation
sensors of each blade and a shaft cyclically. Wireless data transmitter sends DAU
measured data to principal measurement unit located in avionic bay of a helicopter.

In order to supply power for the rotating measurement system, an autonomous
harvesting unit is to be included in the system. The rotating and stationary parts of DC
generator are located on main rotor shaft and pitch control systems. The harvesting
system supplies power to DAU, wireless transmitter and preamplifiers of sensors
allocated along blades and shaft. The rotating HUMS also has own phase indicators
mounted on each blade.

Signals management. The stationary DAU also applies serial interrogation of
accelerometers groups aiming to reduce the number of expensive measurement chan-
nels. The principal data controller of HUMS manages data from both rotating part
(received wireless) and stationary part. The data is going for in-flight processing to
check alarm parameters and permanently for data recording.

Thanks to serial interrogation both stationary and rotating DAU have essentially
less measurement channels than sensors quantity. Table 1 considers sensors allocation
and measurement channels quantity of advanced system around a typical helicopter
with 3-5 blades depending on its size. For instance, the systems configuration on a
medium size helicopter has 13 accelerometers, 108 deformation sensors and 10 phase
indicators. However, minimum number of required channels is 15 in stationary part and
13 in rotating one. So, total number of measurement channels in advance system would
not increase in comparison to the actual ones.

Table 1. Sensors in advanced HUMS.
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Portable diagnostic set. The portable diagnostic set may autonomously provide
monitoring and diagnostics for such types of helicopters that do not have HUMS.
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Portable set includes a set of equipment, including easy mounted vibration and addi-
tional rotation sensors, T-connectors for board tachometers taping, data acquisition unit
(DAU), ruggedized laptop, tool set for easy mounting and software providing signals
conditioning and transformation as well as data development, diagnostic parameters
computation and exchange with monitoring and diagnostic center. Portable autono-
mous system applies techniques for monitoring and diagnostics of aggregates of
helicopter power unit and transmission. A portable set represents a terminal level of
advanced system for non-HUMS helicopters, just like a board system (HUMS) is a
terminal level of actual HUMS.

Small preparatory works and vibration data obtained during engine test allow quick
survey of helicopter aggregates diagnostics. Regular use of the portable system allows
monitoring of above aggregates even on non-HUMS helicopters. Such portable system
may be used for diagnostics of power unit and monitoring of helicopter structural parts.
One portable system and skilled specialist may provide data collection for monitoring
and diagnostic services for many helicopters.

Unification of an advanced system. Uniform methodical, software and information
basis provide compatibility of both board and portable ground versions of the advanced
system. The both systems use the same algorithms, partly software and most part of
diagnostic parameters. That means three components of the advanced system: board,
portable ground and diagnostic center could freely interact between each other using
the same typical diagnostic parameters. By this way an advance system could cover all
kind of helicopters whether it has the board system or not. Typically, only few percent
of helicopters are equipped with board systems (HUMS) which operations may cause
higher risks. The majority of helicopters do not have HUMS, due to economic reasons,
so availability to perform its monitoring by portable systems becomes an important
advantage for most of helicopter fleet.

2.2 Methodical Solutions

In order to realize the ambitious tasks, an advance diagnostic helicopter system must
have principal novelties, based on sophisticated vibration models and breakthrough
data development techniques. As the most important some novelties could be outlined,
like high-resolution diagnostics of power unit aggregates and helicopter transmission,
multi-patching approach of OMA application, data pre-processing transformation for
its condition monitoring and other modal analysis techniques application for portable
ground SHM system.

Solutions for high-resolution diagnostics. The experimentally verified physical
models and advanced data development techniques serve as the set of tools for diag-
nostic parameters computation. Such set of tools developed by D un D centrs was
called Vibropassport™ [3]. There are three groups of physical models in the basis of
Vibropassport™™:

e spatial impulse models for bladed aggregates and epicyclical gears,
e dedicated models of bearing dynamic forces and vibration, and
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e models of mechanical properties relation to modal parameters of each helicopter
structure.

The advanced diagnostic parameters allow estimation of current technical state of
each particular aggregate or even its separate component. However, even very accurate
computation of parameter is not enough for exact diagnosis if thresholds of above
parameters are scattered. The advanced diagnostic techniques must use relative domain
for parameters scaling that could be common for all individual engines of the same type
and sometimes for other types. In relative scale thresholds of diagnostic parameters are
not measured in vibration units, but rather transformative features of the aggregate.

With regards to an engine, the advanced system is capable to detect latent faults
even if vibration levels did not change. Aero- and mass unbalance, compressor sta-
bility, technical state of each bearing and gear, compressor and turbine stages could be
controlled. This approach differs from actual HUMS, allowing fault detection of gas
generator or power turbine entirely when vibration levels exceed threshold.
High-resolution techniques expand diagnostics abilities also for main gearbox, where
on top to typical techniques of actual HUMS, the advanced system would monitoring
of epicyclical stages and its bearings as well. A tail rotor to be balanced without
additional tests using parameters computed based on flight data only thanks to
advanced balancing technique.

Multi-patching in OMA application. OMA techniques allow SHM of aircraft main
structures, including stationary and rotating ones (like blades). Both monitoring of its
integrity and early identification of developing failures are based on the relation
between mechanical and modal properties of structural components. To obtain these
data two main tasks of modal analysis are to be carried out: efficient excitation and
adequate measurement of structural response. OMA allows determination of modal
properties of aircraft’s structure using random excitation by airflow in flight. But this
technique application requires the response to be measured in multiple points of the
structure. So called multi-patching approach (serial measurements of sensor groups or
patches) allows OMA realization using limited channels of the acquisition system.

3 The Way to Advanced System

3.1 The Demonstrator of Advanced System

A promotion of the advanced system reminds a road, where two trains must meet on a
halfway. From one side a helicopter manufacturer needs to move with further vali-
dation and successful applications of his product, from another side a potential cus-
tomer like MRO needs confidence in new techniques capabilities, its practical
applications and his future benefits. Only practical approval in natural conditions or
similar may convince the helicopter operator and support producer’s efforts. The
operating demonstrator of advanced vibration diagnostic techniques is one of the most
effective tools for both of the above mentioned tasks. Specially built facilities con-
forming to requirements and solutions mentioned in p.2 may be the basis for research
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of advanced techniques as well as for certification tests and may act as techniques
demonstrators for customers.

The demonstrators briefly described below does not need to look like helicopter,
but have to functionally include most of helicopter operating units, as engine, drive
train, main gearbox, main and tail rotors and some other aggregates (Figs. 2, 3, 4, 5
and 6). Each of these units has own electric drive and are controlled in operation modes
similar to actual ones. To conform to main tasks — demonstration and experimental
research — the construction of each unit is tuned to provide easy state modification of
the aggregate. Such preparation allows demonstration of seeded faults influence on
VibropassportTM parameters response. The demonstrator may also work for validation
of any vibration diagnostic techniques that supposed to be applied on helicopter
operating units.
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Fig. 2. Blades aerodynamic features estimation: (a) — the test rig, (b) — scatter of blades reaction
to aerodynamic loads.
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Fig. 3. Bearing testing: (a) — testing bench, (b) — diagnostic parameter relation to bearing status.

Engine diagnostic system demonstrator. Preparation to the Vibropassport™
demonstration takes from few minutes till days depending on the engines part con-
sidered. For instance, diagnostic ability for unevenness of turbine flow duct could be
arranged by prompt switching of air supply system through combustion chamber
however, test fault implementation into the bearing could take a day or even more.
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Fig. 4. Demonstrators: (a) — balancing rig, (b) — drive train and tail rotor, (c) — main gearbox and
main rotor diagnostic demonstrator.
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Fig. 5. Faulted bearing: histogram of bearing radial gap parameter (left) and photo of the
collapsed bearing (right).
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Fig. 6. Engine gears diagnostics: (a) — diagnostic diagram, (b) — photo of teeth damage.

The engine demonstrator is equipped by 3-axial acellerometers, the phase indicator,
dynamic pressure and deformation sensors. There are also unique actuation system
simulating impulse interactions between blades and vanes. The list of optional failures
that may be simulated in the engine prototype is:
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Compressor or turbine unbalance,

Shadowed intake,

Damaged blades or unevenness of blade rows of compressor stages,
Reduced stall margin of separate compressor stages,

Unevenness of flow turbine upstream,

Overlapping of turbine blade shrouds,

Damage of inner, outer ring or rollers/balls,

Damaged teeth of gears,

Misaligned gears.

For calibration of testing damages some auxiliary facilities are included to the
demonstrator.

The test rig (a portable wind tunnel) for scatter estimation of blades aerodynamic
features (Fig. 2a) may be applied to a compressor blade row (assembled on a disc).

This experimental facility allows estimation of each blade deflection in response to
identical flow actuation. Difference of aerodynamic and mechanical properties causes
variance of blade tip deflection. The test rig may also demonstrate to a customer the
necessity to consider unevenness of components of engine flow duct. Figure 2b illus-
trates the scatter of blades mechanical reaction (deflection of blade tip) to identical
aerodynamic loads of the worn blade row (1st compressor stage). The histogram shows —
45% ... 35% variation of blades deflection caused by its properties scatter. The specific
bearing testing bench (Fig. 3a) provides tuning of bearing diagnostic technique.
Implementing failures of different types and sizes it is possible to determine thresholds
for diagnostic parameters for each bearing component: inner and outer rings, rollers/balls
and radial air. As VibropassportTM parameters have relative scale irrespective to the
bearing size, experimentally determined thresholds could be applied for other bearing
types. Figure 4b illustrates thresholds and actual values of diagnostic parameters mea-
sured within demonstrational experiment with testing faults implementation.

The balancing rig (Fig. 4a) plays its role in experiments and demonstrations related
to aero- and mass imbalance modification.

Demonstrator for drive train and tail rotor diagnostics. The drive train and tail
rotor diagnostic demonstrator (Fig. 4b) includes the actual drive train with supporting
structure and the tail rotor. Supporting structure is able to simulate flight deformations
of helicopter tail boom and its influence on operation conditions of the drive train.
Depending on demonstration task the shaft or bearings could be defected or supporting
structure could be modified to simulate operational conditions. All bearing supports of
drive train are equipped by accelerometers and the tail gearbox is equipped by 3-axial
accelerometer and indicator of rotation. Demonstration case of tail gearbox diagnostics
could be carried out if artificial failure would be implemented. Also the demonstration
of aero- and mass balancing of the tail rotor is available.

Demonstrator for main gear box and main rotor diagnostics. The most complex
demonstrator (Fig. 4c) includes the main gearbox and the main rotor for on-line
diagnostics of both. Electrically driven gearbox allows demonstration of ordinary and
epicyclical gears diagnostics. The demonstrator has own harvesting system for power
supply of data measurement and acquisition unit as well as sensor preamplifiers.
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The sensors embedded in the rotating blades provide comprehensive data about blades
oscillations. Operational Modal Analysis techniques applied to above data allow
identification of blades dynamic properties and detection of its modification.

3.2 Success Stories of Vibropassport™ Application

The successful stories of advanced system application play important role for potential
customer to realize the potential and benefits when such cases occur in natural
circumstances.

For instance, aiming to monitor bearings condition VibropassportTM technique
was applied to turboprop engines within maintenance routines. Once, the diagnostic
parameter surveying radial gap of bearings showed tenfold growth in the turbine
bearing in comparison with threshold and parameters of other engines (Fig. 5). Seven
months later the engine collapsed (after landing).

One more case is the drive gear misalignment occurred at engine assembly in the
engine shop, where the system estimates operation quality of all engine gears during
acceptance test. Diagnostic gear loading parameter (GLP) indicates how both inter-
acting gears influence on dynamic loads of each gear.

On the diagram (Fig. 6) the green dotted line shows GLP threshold as average
value around a fleet of this engine type. For normally operating gears threshold is about
0.6-0.7 and if GLP of some gear exceeds 1.0 it indicates the problem in this gear.
Figure 6 shows GLP of all gears driven by gas generator for two particular engines.
The “good” one has GLP of all gears below threshold (green bars), whereas the “bad”
one (red bars) had exceedance of three central gears (driven gears, gear H1 and gear
HD). Subsequent disassembly of “bad” engine allows discovering some violations of
requirements to central drive assembly, like non-roundness, clearances etc. Actual
tracks of diagnosed gears abnormal operation are shown on Fig. 6b.

4 Conclusions

Based on the advanced system tasks, authors considered the set of main requirements
for health and structural monitoring system of a helicopter. Based on above the
architecture of new system is developed, which covers all critical helicopter units.
Analysis of available hardware and diagnostic techniques shows shortage of latter.
However, there are new techniques allowing detection latent faults in operating engines
and monitoring even rotating structural parts of a helicopter. Some samples of practical
application of advanced diagnostic techniques illustrate its capabilities and high reso-
lution. It was concluded about necessity to promote new diagnostic techniques to
manufactures and MRO using special demonstrator.
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Abstract. This paper reviews the of transportation risk assessment in the Latvia
and Lithuania ports. The essential steps of assessment are the identification of
primary criterions, the determining the underlying criterion groups and quantita-
tive assessment of international environment indicators and nature, infrastructure
indicators and organizational indicators. Designed system of criteria creates a
possibility for objective evaluation of risk management processes and allows
planning objectively long-term risk management strategy in the Latvia and Lith-
uania ports according to certain economic development circumstances.

Keywords: Ports - Risk analysis - Planning - Risk management - Logistics
Hazard - Project - Incidents

1 Introduction

Enlargement of international business and economic relations between countries are
directly connected with the growths of international cargo transportation. Ports located
in the Latvia and Lithuania act as a mediator in the expansion of trade connections of
the most important transportation corridors between East and West.

Significance of the biggest Latvia and Lithuania ports as transport system hubs can
be extended if it will be generated as safe and more favourable environment for business
transforming ports as transit points to the logistics services [4]. Transportation security,
cargo safety and cost are the main factors influencing transit flows territorial distribution
and stability. In pursuance to enhance the Baltic states importance in the European
business context it must be created more liberal conditions for the transit cargo trans-
portation through the Latvia and Lithuania ports and the shaping of public policies and
plans that either modify the causes of disasters or mitigate their effects on people, prop-
erty, and infrastructure.

Risk assessments are very important to both logistics operators and Rescue Services
and other Civil Protection, such as Customs, Border Guard, Coast Guard and Police and
environmental agencies. Effective transportation and the transportation safety risk
management in transport hubs can increase interoperability in transporting goods and
persons in North—South and East—West connections based on increased capacity of
transport and logistics actors.

© Springer International Publishing AG 2018
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For these reasons there is necessity to make the Latvia and Lithuania ports with
hinterland infrastructure complex activities and service quality analysis in parallel with
the analysis of the improvement of the interoperability of resources in case of emer-
gencies and created the model for an all involved actors resource and risk management
in emergency situations.

2 International Project HAZARD as the Foundation for Scientific
Research and Data

The problem aspects analysed in this publication cover diverse types of risks and factors
pertaining to accidents in Latvia and Lithuania seaports. The ongoing international
project HAZARD of the BSR INTERREG program provide favourable conditions to
assess situations under analysis, data collection and formulation of respective scientific
assumptions [8]. To briefly present the project, it is worth noting that ports, terminals
and storage facilities are often located close to residential areas, thus potentially
exposing a large number of people to the consequences of accidents. The HAZARD
project deals with these concerns by bringing together rescue services, other authorities,
logistics operators and established knowledge partners.

HAZARD project aims at mitigating the effects of emergencies in major seaports in
the Baltic Sea Region. The types of safety and security emergency include, for example,
leakages of hazardous materials, fires on ships at port, oil spills in port areas as well as
explosions of gases or chemicals.

HAZARD brings together Rescue Services, other authorities, logistics operators and
established knowledge partners. HAZARD enables better preparedness, coordination
and communication, more efficient actions to reduce damages and loss of life in emer-
gencies, and handling of post-emergency situations by improving:

e harmonization and implementation of safety and security codes, standards and regu-
lations;

interoperability of resources through joint exercises;

communication between key actors and towards the public;

the use of risk analysis methods;

adoption of new technologies.

The project duration is 36 months (spring 2016—spring 2019) and the total budget is
4.3 M€, which is partly funded by the EU’s INTERREG Baltic Sea Region Programme.

3 Conceptual Provisions and Formalized Foreground Multiple
Criteria Analysis for the Potential Emergency Situations Risks
Management

The complete risk analysis and assessment methods in mitigating accident risks in
seaports and areas adjacent to these management life cycle includes the shaping of public
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policies and plans that either modify the causes of accident risks or mitigate their effects
on people, property, and infrastructure.

The most common and relevant phases of emergency situations are mitigation, prepar-
edness, response and recovery. The total accident risk in the port and ports hinterland
management cycle includes prevention mitigation, preparedness, response/ recovery and
rehabilitation/ reconstruction phases. These phases are described in flood risk manage-
ment cycle [6] and disaster management cycle [5].

The mitigation and preparedness phases in the ports occur as risk management
improvements are made in anticipation of a risk event. Developmental considerations
play akey role in contributing to the mitigation and preparation of a port liable structures
and port municipality government to effectively confront a disaster risk. As a disaster
risk occurs, disaster management actors, in particular humanitarian organizations
become involved in the immediate response and long-term recovery phases.

There are now quite many EU policy areas on built environment contributing to
disaster risk management. EU Regulations and Directives take the major part of these
EU strategies, legislation or programmes that are related to the disaster risk management
and Member States (one of them is Lithuania) must comply with these legislative provi-
sions [7]. The programs will support multimodal transport safety issues including
protection from emergencies and accidents (including hazardous substances) associated
with transport to reduce risk to human life and environment [1, 8].

During the analysis of transit transport flows distribution through ports it must be
considered the protection from emergencies and accidents and quality of transportation
services in the TEN-T ports, whosoever particularly influence transit flows territorial
distribution.

At the macro level transit cargo transportation risks in the East—West transport
corridor must be analyzed from the dimension of ports global competition.

On the basis of the formulization emergency risks components and algorimization
of the quantitative evaluation process it is possible to solve optimization problems.
During the formulization emergency situations risks factors it must be determined
dependence from the whole influencing indicators, including their action directions such
as port and hinterland infrastructure, human resources activities, environment and
natural factors, global economic transformations. Multi-criteria system for choosing
effective risk management in the ports could be used.

Evaluation of emergency situations risk management must be connected with the
criteria system, which allows to identify optimal risk management strategy [2].

For practical purposes it is often expedient to use digital characteristics instead of
the random factors’ distribution laws. Although the digital characteristics give insuffi-
cient information on random factors, they fully suffice for the solution of risk manage-
ment issues, and their determination is far easier. A complete analysis and synthesis of
the characteristics of the risk management processes is carried out according to general
characteristics, i.e. according to the conditional and unconditional distribution laws.
These laws may be employed for the definition of different characteristics of the tech-
nological port operational processes.
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4 Analysis or Emergency Incidents in the Latvia and Lithuania
Ports

Investigation of transport flows through the BSR ports indicated that is essential condi-
tionally resolve primary emergency risk indicators representing internal and external
macro environment component into three groups: environment and nature, infrastructure
and economic-organizational indicators [3].

Vilnius Gediminas Technical University in 2017 performed survey of incidents in
the BSR ports. The questionnaires consisted of two parts: one part with questions about
incidents in the port (for the ports of HAZARD counties project partners), and another
part with specific questions concerning the infrastructure indicators. The questionnaire
was twice distributed between Hazard project partners but filled questionnaires were got
only from Latvia and Lithuania. Gain data are enough informative but they are underused
for quantitative evaluation and to formulate respective evaluation models for emergency
situations risks.

Preliminary data analysis showed that level of organization and coordination of
transport flows in the ports and risk management in the Latvia and Lithuania is organized
enough good (Table 1).

Table 1. Number of incidents in the Latvia and Lithuania ports 2011-2016.

Latvia Lithuania
Fire/explosion 1 0
Collision between commercial vessel and leisure or fishing vessel | 1 0
Tug girding 2 0
Collision between leisure vessels 0 1
Bunker barge damaged on berthing 0 12
Commercial vessel in collision in approach channel 1 0
Vessel drags anchor and collides with another 1 0
Oil split from bunker operations 2 1
Petrol fire in small craft 1 0
Divers run over whilst surfacing 0 1
Tanker grounds within port limits 1 0
Commercial vessel drags anchor and grounds 0 1

Klaipeda port during the year is serving about 7 000 ships with total cargo turnover
40.14 mln. tones. Riga, Venspils and Liepaja ports are serving from 9 000 to 10 000 ships
with total cargo turnover 63.8 mln. tones. The biggest part of goods transported through
the ports is transit goods: Klaipéda port —41%, Latvia ports —57.8% (oil products, fertil-
izers, coal.) which belong to dangerous goods categories.

In the Latvia and Lithuania ports direct responsibility for the cargo safe loading,
reloading and transportation security are responsible governmental Fire and Rescue
institutions and Seaport Authorities. During the last 5 years there were absence incidents
in the ports with dangerous goods loading operations and transportation. It shows good
safe loading and transportation control in the ports.
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As it was mentioned previously, the qualitative analysis on the obtained results is
hardly possible due to lack of respondents’ activeness and adequate preparedness to take
part in the survey. By conducting additional interviews with respondents and analysing
the survey process and the selected methodology, it was observed that key issues are
related to the following circumstances:

availability of statistical data and its proper systematization;
competencies of the personnel, job description as well as possibilities to dispose the
systematized statistical information related to incidents in the port;

e access to information is restrained and blocked for commercial secrecy or security
reasons.

While conducting the survey it was once again observed that seaports are objects of
strategic significance, not always willing to disclose information pertaining to incidents
and its causes. Nevertheless, it is possible to analyse the obtained data presented in
Table 1.

Firstly, it is important that whilst considering extremes such as “Bunker barge
damaged on berthing” mentioned in the port of Klaipeda for 12 times, it is possible to
make an assumption that the total number of incidents in the ports of Latvia and Lithuania
is similar — 10 in Latvia and 16 in Lithuania, respectively. Additionally, it is important
to consider the fact that statistical data used in the survey was obtained from Latvian
seaports and Lithuania is represented by statistics date from Klaipeda seaport. This is a
justifiable and explainable fact, as there are no other commercially operating ports except
for Klaipeda State Seaport. It is possible to claim that a real threat associated with
handling operations in Latvia and Lithuania is linked to oil split from bunker operations.
The risk of oil and its products’ spillage can be identified as one of the most realistic
one. Therefore, it is needed to strengthen the appropriate preventive measures to mini-
mize the level of the risks at sea ports. Other incidents are distributed equally, but are
not mentioned in ports of other countries. As it was mentioned, it is thus purposeful to
draw attention to the incidents of bunker barge damaged on berthing, which are partic-
ularly frequent in Klaipeda. Additionally, it is worth noting the cases of the tug girding
which taking place in Latvia. To summarize, it is possible to claim, that distribution of
incidents in the seaports of Latvia and Lithuania is unequal, reflecting the specifics of
handling operations and freight processing.

5 Theoretical Background for the Transportation Risk Assessment
in the Latvia and Lithuania Ports Criteria Evaluation

It is necessary to analyse and to validate methods for quantitative evaluation and to
formulate respective evaluation models (practice equations) for emergency situations
risks.

The detailed analysis systemic publications of various authors permits to take into
attention those of the evaluation methods’ which may be potentially used more widely
for the determining the compound magnitude. First of all we selected the evaluation
methods group, as the most adequate to the formulated tasks. The Simple Additive
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Weighting (SAW) and Complex Proportional Assessment (COPRAS) methods attached
to this group are mostly used for the determining of the compound magnitude. Their
peculiarities may be revealed by the specifies in the formation of criteria system eval-
uation, the determination of their criteria significance and the evaluation of the research
object on this basis.

This corresponds to an offered three-stage compound quantitative assessment system
on the basis SAW method, which enable to convert indicators primary indicators expres-
sions to their assessment in 10 points scale (decimally). It is realized in the following
consequence:

e The identification and expertise (quantifiable) assessment of primary indicators
determining the selected groups, assessment their significances as well as ranking of
primary indicators;

e The determination compound indexes of indicator groups as partial criteria for
assessment generalize criterion — international environment index;

e The determination index international environment (as a composition of indicator
groups) as a consolidated measure.

The expertise of the primary indicators and their weights using the provided tech-
nique is treated as a first stage of quantitative assessment. After all, this evaluation of
emergencies risk evaluation system in the ports (applying quantitative methods and
evaluation process algorithms) may be incorporated into the general transportation
management system.

6 Conclusions

1. Latvia and Lithuania ports are playing significant role in the serving transit transport
flows in the East —West transport corridor. The biggest part of goods transported
through the ports is transit goods: Klaipeda port — 41%, Latvia ports —57.8% which
belong to dangerous goods categories.

2. Ports activities management system interfaces with the indicators connected with
the transportation safety and security in the port and are analysed insufficiently.

3. The creation of the methodology of the assessment emergency situations risks in the
ports will support multimodal transport safety issues including prevention and elim-
ination of undesirable events (failure, accident, collision, disaster), minimization of
their appearance risk and mitigation of their consequences.

4. A very low response rate was encountered whilst carrying-out the research on the
incidents at the Baltic Sea ports in order to explain the availability of statistical data
and its adequate systematization activities in corresponding seaports. Moreover,
personnel competencies, job descriptions and the availability of systematic statistical
information related to incidents in the port caused the low percentage of responses.
In addition, in view of the recent increase in the risk of terrorist attacks, the access
to information is restricted and blocked for commercial confidence or security
reasons.
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5. The total number of incidents in the ports of Latvia and Lithuania is similar — 10 in
Latvia and 16 in Lithuania, respectively. It is possible to claim that a real threat
associated with handling operations in Latvia and Lithuania is linked to Oil split
from bunker operations. The risk of oil and its products’ spillage can be identified
as one of the most realistic one, thus port authorities must provide appropriate
preventive, and liquidation measures to minimize the level of the risk. Other inci-
dents are distributed equally, but rarely occur in ports of other countries; however,
they do reflect the specifics of handling operations and freight processing. A separate
issue lies in the risks associated with new cargo, such as Liquid Gas, which loading
and storage operations have started to be performed at Klaipeda Seaport.
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Abstract. The condition-based maintenance (CBM) strategy utilizing contin-
uous monitoring with proposed Combined Sensor Network (CSN) technology is
discussed in this paper. The paper introduces a decision-making approach for
design of optimal integrated monitoring and diagnostic architecture that combines
maintenance decisions with CSN-based diagnostic system and its integration with
Structural Health Monitoring (SHM) approaches for achieving efficient system
for maintenance and lowering life-cycle cost of industrial structures. The tech-
nology prototype is tested in laboratory and real-life conditions on a 20 m tall
airport radar tower in Riga, Latvia.

Keywords: Multi-patch operational modal analysis
Structural health monitoring - Industrial structures - Structural diagnostics

1 Introduction

The goal of structural health monitoring (SHM) is to control the condition of a structure.
Understandingly, SHM should not influence normal functioning of the monitored struc-
tures, which means that control, monitoring, inspection and other activities must be
performed at the structures location, without removing it from its position, e.g.
performing measurements directly on an airport radar tower, while in operation, which
is one of the subject of this research study.

Some SHM methods are based on fibre-optics (Fibre-Bragg grating), electrical-
resistance of materials, acoustic emission [1]. Vibration-based methods are also very
promising thanks to their high sensitivity, versatility and reliability [2]. The focus of this
paper is on the vibration-based method of SHM, namely Operational Modal Analysis
(OMA) [3, 4].

As with any type of modal analysis, OMA aim is to determine systems modal char-
acteristics or modal parameters — mode shape y, frequency f and damping . These
parameters are related to mechanical properties of the system and accordingly to its
condition, and if somehow the system and its condition changes then modal character-
istics are modified as well. Based on that, OMA is becoming more popular for SHM of
massive civil objects, like bridges and towers. The monitoring technology presented in
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this paper is called OMA based SHM. Theoretical foundation of SHM application feasi-
bility is also presented in this paper.

2 Existing Problems and Possible Solutions

There are certain limitations in practical OMA that restrict its further expansion to SHM
of industrial objects. These limitations are:
Environmental:

— Applied excitation force must not contain any periodic components,
— Energy level of the excitation must be adequate to excite lower order modes.

Technical (transducers allocation and protection, data collection), Financial (cost of
transducers, data transfer and acquisition units).

Mentioned problem of SHM application for objects having definite periodic excita-
tion requires certain solutions that are presented in this paper. For instance, periodic
extraction tool is designed to separate measured deformation signals into modal response
of the structure and periodic vibration of the rotating parts on the structure. A successful
attempt to implement thin piezo film deformation sensors is made in order to simplify
transducers mounting and cost, based on work in [5].

OMA approach requires a network of sensors distributed around the structure in
order to perform effective analysis. The number of sensors depends on the structures
complexity and can vary from tens to hundreds. Normally, one would need the same
number of input channels on a data acquisition unit (DAQ). These units can be really
expensive, especially with mentioned amount of input channels. In order to save costs,
multi-patch OMA approach is suggested. This gives opportunity to sequentially measure
all sensors with a limited amount of input channels, e.g. 8 input channels for 28 sensors.

Excitation in OMA is usually ambient and is not controlled or measured. Engineers
have to rely on natural circumstances, like wind, rain etc., and unrelated human activity,
like road traffic, construction works and so on, to excite the studied object well enough.
With advanced methods in [6] it is possible to monitor excitation quality in spectral and
energy terms to validate measurements and get satisfactory modal response of the
studied object.

3 Piezo-Film Sensor Based Measurement Chain

3.1 Sensor

This section is devoted to piezo-film based transducers (Fig. 1), specially designed for
OMA based SHM. The sensing part is piezo film element that reacts to extension or
compression along its axis with a variable electric charge. The charge is then amplified
and formed into a differential current signal in the preamplifier. Due to some production
factors, as well as uncertainty of electronic components in the preamplifier, the sensors
may have different output sensitivity. This could be a problem if one wants to measure
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Fig.1. Piezo-film sensors, short and long options. Long option has connector for the preamplifier.

absolute deformations, but when it comes to relative measurements, which is the case
in SHM, different output sensitivity does not influence the results at all.

The sensors are placed and glued on a measured structure’s surface via strong double
sided tape with good elastic properties. Elasticity allows surfaces deformations to be
transmitted to the sensing element without filtering out important frequency ranges.

The sensor is Integrated Electronics Piezo Electric (IEPE) type transducer, similar
to ICP sensor, require power supply for the preamplifier. Supply current of 4-20 mA is
sent via the positive and negative leads and the sensors output voltage is around 6-15 V
if paired with traditional DAQ like Bruel & Kjear LAN-XI module.

These sensors have serious advantage compared to traditional accelerometers — piezo
film sensors are rather cheap and thin, which makes them a really practical tool in OMA
based SHM.

3.2 Cable for Sensors Networking

Flat ribbon cables (FRC) are used to transmit signals and power supply between sensors
and DAQ. For each structure to be examined cable dimensions are designed in such way,
so it is well integrated in a presumably complex architecture of frames and barriers.
Cable design considers planned sensors locations on the structure and preamplifiers are
placed accordingly on the cable. A cable concept for application on actual radar tower
(Fig. 2a) and an example of a real layout (Fig. 2b) are shown in Fig. 2.
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a)
double-sided adhesive
fabric tape Double-sided
Adhesive aluminum foil adhesive tape Adhesive aluminum foil
Sensor ribbon 2
Sensor ribbon 1
50 mm 50 mm 12 mef 50 mm

b)

Fig. 2. Measurement cable assembly. (a) Concept assembly; (b) layout for airport radar tower.
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Cable is a multi-layer structure. The base is a double sided adhesive tape for connec-
tion to the structures surface. The second layer is metallic foil for shielding from
powerful electro-magnetic interferences (EMI). On top of that rest one or two FRC, with
wires cut precisely to match the position of preamplifiers. These wires ends are soldered
to the preamplifiers output. In case of two FRC cables (if larger amount of sensors is
used), they are glued together using double sided adhesive tape. The assembly is then
covered with another layer of metallic foil to close the EMI shielding. The sensors are
also covered with a shield.

The output of the cable is terminated using traditional D-sub connector. To establish
multi-patching, a commutation switchboard is designed in such a manner, so that sepa-
rate sensors or sensor groups could be connected to designated DAQ inputs. This
switchboard allows connecting any configuration of sensors to a limited amount of input
channels. For some purposes, if there are enough input channels, it is also possible to
connect all available sensors into DAQ at the same time.

4 Periodic Component Extraction

4.1 Problem Formulation

It is important to eliminate periodic components (harmonics) before performing modal
analysis, because these can be mistaken for structural modes during signal analysis.
Also, periodic components can mask structural modes in frequency range where the
former dominate. Of course, the best way to deal with harmonics is to block them from
being measured. Generally it means shutting down rotating machinery on the structure.
Obviously, this is undesirable, especially in energetics (power plants, electric motors)
or navigation (airport and naval radars). So there must be a post-processing tool to
suppress or extract harmonics before performing analysis of vibrational data.

4.2 Theoretical Basis

Let systems frequency response be presented as H(w), in which all necessary information
about a system (e.g. any type of structure) is stored. The stochastic part of a response
can be shown as

X(w) = H)F (o), )]

where F(w) is the excitation force and X(w) is the measured signal, without presence of
any deterministic components. Note that in case of traditional OMA F(w) (and its inverse
Fast Fourier transform f(¢)) is not measured nor controlled and it is assumed that the
excitation force is spectrally uniform (white noise) and evenly distributed around the
system. Often in reality this is not the case, which constitutes one of the limitations
mentioned in Sect. 2.

Deterministic part in a simplified way, can be presented as

D,(w) = D, e, 2)
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where n denotes one of N deterministic components (n = 1,2, ..., N), and w,, is the rota-
tion speed of rotor or fundamental frequency of a periodic component. It is important
to have periodic components frequency time function w,(?), e.g. recording of a periodic
component, as it can fluctuate in time and influence further signal processing.

Further extension of Eq. 2 is

D,(w) = D, + D &' + ... + D, &«

3

D,(w) = D, &,

k=1
which basically means that periodic part is superposition of numerous harmonics. In
case there is more than one periodic part then these parts can create intermodulation that
results in extra harmonics,

D, ()= < DnKei“’K'>éwo’. @)

k=1

Altogether, the periodic component of a vibrational signal on a structure with
different machinery and/or EMI noise consists of separate polyharmonical periodic parts
and their intermodulated harmonics, as shown in Eq. 4.

The equation for harnessed signal with periodic contamination is given as

X(w) = Hw)F(w) + D, (w). &)

Now assume there are some experimentally obtained D, (w) = D,(w). Extracting
D, (o) from (3) will result in

X, (@) ~ H(@)F(), ©)

and

x,(1) = % / Xp(a))é“”da), ©)
where index p means “processed”’. Most commonly the signal enhancement technique
is applied to extract periodic components, i.e. to obtain D, (w). The enhancement process
based on fundamental frequency like rotation speed or other allows detection of all
related signal components. As typical machine has more than one fundamental
frequency enhancement process is repeated for each one of it. The resulting accumulated

vectord, (f) = drlm + dﬁa ..., with the same length as x(7), is subtracted from x(#) and x,,(7)
is obtained.

4.3 Laboratory Model

The topic of periodic component extraction shall be explained on a real-life example,
namely scaled wind generator model (Fig. 3). It is equipped with a fully-functioning



Advanced Structural Health Monitoring and Diagnostics 165

rotor with blades, driven by an electric motor. This is placed on top of the tower made
of aluminium. The tower is firmly fixed on a heavy concrete base, which is considered
to be a rigid boundary condition. Experiments were performed using 2.7 Hz rotation
speed.

N/

=

W
Y YN Y W Y
=

IS

w

a) c)

Fig. 3. Wind generator laboratory model 1.4 m tall; (a) common view, (b) sensor network
installed inside with power cable for motor, (c) sensors placement.

The signals, picked up by transducers, are the towers modal response to stochastic
and deterministic excitation. Stochastic source is ambient excitation but deterministic
one are generated by

Rotor induced vibration (2.7 Hz and harmonics) — D (®),
Electro-magnetic interferences (50 Hz and harmonics) — D, (w),
Electric motor vibration (100 Hz and harmonics) — D (®),
Intermodulation between all of them.

b .

Parts 2. and 3. are interconnected, but should be regarded separately for this task,
which is separation of stochastic and deterministic parts. Stochastic component is then
the subject of modal analysis techniques [4]. It is worth mentioning that deterministic
part is also very useful for rotary machinery diagnostic purposes. Relating to Eq. 3 the
full deterministic part can be shown as

D,(w)=D,(w,) + D,(w,) + D.(w,) + D,(w,)e"" + D, (w,)e". 8)

This paper only deals with first 3 terms of Eq. 7. Each accumulated vector of a
periodic part d,, () has to be obtained separately.
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4.4 Experiment

Proposed periodic component extraction technique has been applied on experimentally
obtained vibrational data from the wind generator model. The test excitation was auto-
matic, meaning that no manual excitation like hammer impacts was used. Instead, two
small dummy weights were fastened around the rotor shaft with 1 mm steel cable on top
of the model. Weights rotate together with rotor, hit the surface of the towers head, drag
along this surface and lift up. The cycle continues. The signal is formed from the impacts,
which are supposed to invoke towers modal response, and all deterministic parts,
mentioned in the previous section.

Empirically it was established that extraction of periodic parts should be performed
starting from the part with the most energy and finishing with the part with the least
energy. Energy levels of periodic components are easily evaluated from frequency
spectra of the measured signals. For this case, first the 100 Hz with harmonics was
extracted, then 50 Hz with harmonics (taken away what remained from 100 Hz as well)
and lastly 2.7 Hz with harmonics. Again, inter-modulated components were not treated
in this study.

The results of applied periodic extraction algorithm are presented in Fig. 4. Top left
plot shows time series of a half-second piece of typical 120 min record. To the right is
the averaged FFT spectrum of this recorded signal. Bottom line shows the same for the
corrected signal, i.e. without deterministic parts. It can be observed that strong harmonics
were removed at 2.7, 5.4, 10.8 Hz etc., 50 Hz and 100 Hz. This is seen both in time and
frequency plot. Unfortunately, some deterministic components remained, e.g. at
97.3 Hz,94.6 Hz or 102.7 Hz and 105.4 Hz. These spectral components are the products
of 100 Hz modulated by 2.7 Hz rotating inertial forces. Extraction of those signal
components needs more dedicated processing and will be dealt with in future studies.

Mixed signal. Zoom in FFT of the mixed signal
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Fig. 4. Signal with and without deterministic parts.
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Still, even with modulated harmonics, the signal became “cleaner” and is now suitable
for modal analysis processing.

5 Airport Radar Tower

The technique, described in this Sect. 4.2, was designed to be used for recorded defor-
mation signals from airport radar tower (Fig. 5 right). Primal investigation of radars
operating conditions hints on the following possible undesirable deterministic parts:
radar antenna rotation and EMI interferences.
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Fig. 5. On the left — frequency spectrum of the tower deformation signal from a single sensor.
On the right — airport radar tower 20 m tall. Radar antenna on top. Steel frame.

From the presented frequency plot (Fig. 5 left), one can see a harmonic at 1 Hz,
which is rotation frequency of the antenna. From measurements it was observed, that
there is also a second harmonic at 2 Hz and presumably first structural mode at 2.25 Hz,
which masks 2 Hz harmonic in the plot (Fig. 5 left).

Some amount of EMI noise was present, especially at 50 Hz, which is expected. In
future studies, recorded deformation signals from radar tower shall be processed using
the periodic extraction technique and used for modal analysis.

6 SHM in Automatic Excitation Conditions

OMA based SHM was successfully applied on the wind generator model in [5, 7]. As a
continuation of that work for this paper, it was decided to check robustness of the method
by drifting away from OMA technical requirements, namely uniform frequency spec-
trum of the excitation force and even distribution of the excitation around the studied
structure.

A series of OMA tests were performed on the laboratory wind generator model. The
excitation was provided in automatic mode, as described in Sect. 4.4. As was expected,
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the modal parameter estimation quality was poor, with low coherence between sets of
modes. Consequentially, estimated MPVI parameters could not show any correlation
between objects state (with or without defect). Again, this reminds about limitation
mentioned in Sect. 2 — excitation energy should be enough to get response from impor-
tant modes.

7 Cost Effectiveness of Condition-Based Maintenance with SHM

Maximizing the effectiveness of SHM requires it to be designed for industrial structures
on early stage of life cycle and integrated into construction of the object. Keeping the
proper focus on SHM is achieved by health management integration, whose ultimate
goal is to ensure an optimal SHM balance across the system, resulting in improved
system safety, improved reliability and reduced life cycle costs. One express approach
to the development of above mentioned SHM to provide condition-based maintenance
for more efficiency of industrial structures life cycle on criteria reliability/ cost is
described in this section.
The efficiency of SHM is assessed by the total cost of life cycle

ClU,n=C,(U)+C,U,p), ©)

where U = {ni},i = O,_n — Architecture of SHM with z; channels (sensors) for diag-
nosis; C,,(U) — cost for the development and production of SHM with U architecture;
C,(U, 1) — cost for the identification of failures in system with U architecture of SHM
during time ¢ of system operation.

The problem of design for integrated diagnostics we formulate as development of

SHM with optimal architecture U,

opr With minimal total cost during life cycle 7 :

C(Uopt’t) = mm{(C(U, t)lt = TLC)}' (10)

Every component, equipment, or system has an intrinsic design capability (Fig. 6).
The demand or the expected value may be below this level. Over time, the curve of
capability will decrease due to fouling, wear, fatigue, or chemical attack. When this
happens, some maintenance has to be done to bring the capability up to the acceptable
design level.

Unfortunately, not all parts of industrial objects covered by SHM. In this case peri-
odical test actions are required for monitoring of part of the object not covered by the
SHM. We are using the approach proposed in [8] to determine the optimal monitoring
frequency of part of the system not covered by the SHM.

Markov’s state transition diagram for such a system is shown in Fig. 7a, where:
A = 1/T, — failure rate of the system with mean time between failures T, y = 1/T, —
repair rate with mean time between repairs Ty; T,, = 1/4,, — mean of exponentially

m

distributed monitoring time with parameter A,; 7, = 1/u, — mean of exponentially

m
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Intrinsic design capability

Demand

Performance Measure

Monitoring actions Time

Fig. 6. Effect of demand fluctuations on maintenance timing.

distributed duration of maintenance with parameter u,; a = A,/ 4 — part of system with
failure rate A, tested by SHM (0 < a < 1).

==
Ja:
T

a) b)
Fig. 7. (a) Markov’s state transition diagram; (b) 7,, = f (a) function graph.

The behaviour of the examined system is described by the states transition (Fig. 7a):
H, - state, in which system is operating and available for use; H, — failure is in the part
of the system with monitoring of the built-in test equipment; H, — failure is in the non-
monitoring part of the system; H; — the failure in the non-tested part of the equipment
is being repaired during maintenance operations; H, — system is without failures and
under maintenance.

On the base of the state transition diagram for a Markov’s process shown on the
Fig. 7, we can write the system of Chapman-Kolmogorov’s equations according to the
general rule for a stationary process [9]. After transformation the above-mentioned set

of equations we can obtain the value for P,(i = 1...4),

aiP, _ (I —a)ip, P = (1 —=a)AP, AP,

P = ’P 9 7P . 11
1 P 2 P 3 " 4 " (11)

Value of P, can be obtained by replacement P,(i = 1 ... 4) in the normalizing equa-

tion E; P =1



170 A. Mironov et al.

Pl=1+b, (12)
where

- 1-a)A 4
al+1 a+( a) 2
H A Mo Hon

13)

Let us define the unavailability U, of the examined system. Unavailability can be
defined as the probability that an item will not operate correctly at a given time and under

specified conditions. Mathematically, unavailability isU, = 1 — A.
For the examined system A = P, and

4 P,
UA=1—A=21Pi=1+b. (14)

For a highly reliable system with A <« p, 4,, < p,, approximately P, — 1. In this
case the system unavailability U, is defined as follows:

Uy,=(1+b)" 15)
By differentiating this equation with respect to 4,,, we get

aw,  (d-ai 1
i, 2 (16)

m

Setting last equation equal to zero we get optimal value of monitoring time

1

mopt —
j'm opt

o =\ —- a7

mopt

The graph of function 7, . = f(a) is shown at the Fig. 7b. For the special case of a

mopt
full monitoring systema — 1the monitoring time 7, — oo. It means that if the system

has a hundred per cent built-in test equipment for SHM, the manual monitoring of such
a system is not needed.

8 Conclusion

Presented work states main difficulties of OMA based SHM and gives adequate solutions
to some of them.

First, the problem of periodic contamination of modal response is being solved by
registration of rotation phase and extraction of mentioned periodic component from the
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measured signal. Further research has to be done to improve periodic extraction for inter-
modulated harmonics.

Second, technical and financial difficulties are overcome by introducing affordable
and small piezo film sensors and multi-layer flat cables.

One of the factors that can bring uncertainty is the energy of excitation. One has to
be sure that the force is suitable spectral-wise and there is enough of it. In any case, there
are perspective methods [6] that can give information to engineer, when the excitation
is good enough for OMA. It is of author’s intuition that in field conditions, there will be
enough energy (at least occasionally, when strong wind is blowing) to excite airport
radar tower, as well as other possible objects.

A thorough rationale of SHM was also presented from the cost effectiveness point
of view.

Acknowledgement. The paper uses materials related to research 1.2.1.1/16/A/008 “The Study
of Dynamic Properties of Aviation Engine Aggregates for Vibration Diagnostic Technology
Research and Demonstrator Development” of the project ,,Establishment of Engineering Systems,
Transport and Energy Competence Center” in cooperation with Central Finance and Contracting
Agency of Latvia. This work contains the results of the research and the development of the
technical requirements for engine aggregates testing rigs.
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Abstract. Project-based approach is one of the most widespread approaches to
promotion of innovations. Risk management in innovative projects is one of the
most difficult tasks in project management due to high degree of uncertainty of
innovative projects.

The mechanical connection of various methods of analysis and risk manage-
ment described in risk management approaches often impossible due to their
methodological disconnection.

The aim of the research is to improve the risk management system of innovative
projects at all key stages (identification, assessment, risk mitigation) through the
overcoming main disadvantages of current researches and interconnection of risk
response procedures with the nature of risks and their quantification.

The improvements are mostly general and don’t take into account sphere of
innovations and stage of project life cycle. Moreover, the system of project risk
management is usually unique because it depends on individual set of project
risks. Generally the developed by author risk management system described in
article operates the parameters, which are uniform in project planning; so it may
be adapted to different areas of innovations.

The results of this study may be used for development of application software
(in the form of an independent software product or in the form of an automated
system module), which would implement a set of risk assessment procedures and
determining the key measures to mitigate risks.

Keywords: Risk - Risk management - Innovative project

1 Introduction

In case of large-scale transformations in the Russian economy innovations are consid-
ered as the principal factor leading to quality changes in the business environment and
economic growth.

Project-based approach is one of the most widespread approaches to promotion of
innovations. And the task of innovative projects’ risk management is one of the most
difficult in project management due to significant degree of uncertainty of future result.

It is necessary to recognize insufficient illumination in the scientific literature of
questions of risk management of innovative activity. In the approaches analyzed, risks
are mainly identified by the risk object, so risks of a different nature are considered to
be equivalent. The methods of risk estimation and risk mitigation are usually considered
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without connection with each other what can lead to diversion of money from the
company’s turnover, serious losses and even to the curtailment of the project.

The mechanical connection of various methods of analysis and risk management is
often impossible due to their methodological disconnection. In order to overcome the
fragmented nature of scientific knowledge, the task is to form a methodological approach
to assessing the risks of innovative projects.

So the aim of the research improve the system of innovative project risk management
at all key stages (identification, assessment, risk mitigation) through the overcoming
main disadvantages of current researches and interconnection of risk response proce-
dures with the nature of risks and their quantification.

So the main objectives on every stage of risk management to reach the goal of
research are:

— to improve risk identification and drawing up the risk map taking into account the
heterogeneous nature of project risks and strong impact of hardly quantifiable specific
risks;

— adaptation, enhancement and development of methodical tools for innovative
projects risk assessment taking into account real axiological probability values;

— matching of treatment measures with risk assessment results.

Fullfilling of all these objectives help to simplify risk management and to avoid
additional spending to cover risk losses.

2 Literature Review

Theoretical and methodological approaches to the study of specific features of innovative
development were discussed by many economists. Modern issues of risk management
were examined by Bernstein (Bernstein 1996), Balabanov (Balabanov 1996), Ivanov
(Ivanov et al. 2008) etc., and, particularly, specific features of risk management in respect
of innovations in general and innovative projects in particular were formulated by Gracheva
and Lyapina, [6], Kulikova, Karzhaev, Popov [10], Vertakova and Simonenko [11],
Valdajcev, Samovoleva, Taplin and Schymyck, Shapira, Johnstone-Bryden (Johnstone-
Bryden 1996), Elahi et al.

Researchers in risk management of innovative projects usually faces with following
difficulties in identification, assessment and mitigation of risks:
Risk identification:

— the innovative projects’ risk system, risk assessment and risk treatment methods
directly and closely depend on the area of innovations’ application;

— on different phases of innovative project’s implementation a set of risks and risk-
generating factors, which, in turn, requires different methodological tools of risk
assessment and risks analysis [7];

— risks, as an economic category, are heterogeneous, having the dynamic nature; as a
result, the structure of risks, as well as their impact on the project’s key parameters
may change in the course of time. These risk features are enhanced by the degree of
uncertainty intrinsic to innovative projects [1].
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Risk assessment:

— most risks of innovative projects are not subject to quantitative analysis with the use
of mathematical models (e.g., a group of technical, technological, legal risks, force-
majeure risks etc.);

— risk assessment methods are usually discrete, and mechanical joining of commonly
used methods of risk analysis and assessment is often impossible due to methodo-
logical separateness thereof;

— risk assessment operates static project data or the statistical sample which is insuffi-
cient to effectively apply statistical methods of risk assessment;

— non-applicability of the probability theory based on the classic standard distribution
for consideration of subjective (axiological) probabilities, intrinsic to innovation
processes [8].

Risk mitigation:
— risk mitigation actions usually don’t match with identification and assessment results.

Hence, the task of overcoming the above issues and formation of a systemic meth-
odological approach to risk management of innovative projects is quite relevant [2]. The
above difficulties and deficiencies of approaches to risk management of innovative
projects pointed out to the need for development and enhancement of approaches to
identification, assessment and mitigation of risks.

3 Development of Innovative Project Risk Management

3.1 Risk Identification

The most important task at the identification stage is determining the number of risks
and their homogeneity. In the approaches examined, risks of different nature are usually
considered to be equivalent and homogeneous.

As a rule, risk is considered as a probability of occurrence of adverse conditions,
which are related either to:

— failure to achieve the expected results from innovations;
— deficit of planned resources.

Therefore, risk situations may be divided into four types [6]:

— the result was not achieved at all due to impossibility to implement an innovative
idea;

— technical or economic characteristics of innovation turned out to be worse than the
characteristics expected by the company’s management;

— innovative project was implemented, but its costs exceeded the original budget;

— innovations’ objective was achieved, but later than expected (see Fig. 1).
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Risk situations
I

v v v v
Innovative idea can Failure to achieve Late achievement of Achievement of the
not be implemented the benchmarks benchmarks benchmark with

great efforts
Result not achieved Result worse than Result achieved Result more expensive
expected later than expected than expected

Combination is possible

Fig. 1. Risk situations (made by authors).

The abovementioned risks are complex, being initiated by individual or mixed
impact of specific risks of a particular project, the impact of which is difficult to express
in quantitative terms. So these risks can be considered as core (key) risks caused by
specific risks. Therefore, two levels of risks should be distinguished:

— first (upper) level risks include key risks of innovative projects related to occurrence
of basic risk situations during project implementation (see Fig. 1);

— second (lower) level risks include innovative project-specific risks usually hetero-
geneous resulting in the launch of the key project risks.

The risk map is individual for each innovative project, especially concerning second
level risks, but author’s approach to project risk map can be applied to any innovative
project. It allows to take into account the heterogeneous nature of project risks and to
point out the project stages which experience the strongest impact of hardly quantifiable
specific risks.

3.2 Adaptation, Enhancement and Development of Methodical Tools
for Innovative Projects Risk Assessment

A great number of risk assessment methods described in the literature are discrete, and
mechanical joining of commonly used methods of risk analysis and assessment is often
impossible due to methodological separateness.

The main problem of the stage of an innovative project risk assessment is static
project data. Not so often the project manager develops several scenarios for the project
budget, but nevertheless it’s insufficient to effectively apply statistical methods of risk
assessment.

Project risk assessment procedure starts from generation of scenarios of the project
task costs on the basis of combination of the scenario-based approach (with account for
allowable and marginal growth ratios for certain tasks (or budget items) of the project,
which are determined by experts) and the simulation-based stochastic model (geomet-
rical Brownian movement model) [3]:
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S, =81 =85_(u-At+ceV A1), 1)

where: Ar means duration of the interval between neighboring object observations; e
means random noise represented in a form of a normalized normally distributed random
variable; y, y mean the stochastic process parameters (mathematical expectation and
volatility) assessed by using the regression analysis method.

Simultaneous application of the scenario-based method and simulation modeling
allows to construct the data sample using subjective judgments help to assess the unique
nature of an implemented innovative idea and objective data of the stochastic modeling.
This allows to get a sufficient data set for applying statistical methods of risk assessment.

On the basis of obtained scenarios, the losses caused by the risk factors are assessed
using VAR analysis. It should be noted that such characteristics as the value and time
of project implementation are correlating factors. Fluctuations of the project duration
increase the cost, primarily due to growth in daily labor costs. That’s why, project dura-
tion scenarios should be taken into account for assessment of possible absolute losses.

So, for the projects tasks (budget items), which are independent from fluctuation of
the project completion time, the basic formula of VAR analysis should be used:

VAR = P,_ "™ ~ P,_ (u—k,_,0), )

where P,_ is the cost of the task in accordance with the project budget; u, y means
mathematical expectation and mean square deviation of the task cost fluctuation, respec-
tively, calculated by the indicators growth rate; k; _s means the quantile of probability
distribution, and for the project tasks (budget items) subject to fluctuation of the project
completion time, the basic formula of VAR analysis should be used with account for
fluctuation in the project duration [4]:

T T
VAR = Pt—l(ﬂ7 - kl_aO' 7), (3)

where T'means duration of the task (project) in accordance with pessimistic forecast; t
means duration of the task (project) in accordance with the calendar plan.

These models also allow to overcome non-applicability of the probability theory
based on the classic standard distribution for consideration of subjective (axiological)
probabilities, intrinsic to innovation processes, because the above models mean using
the quantile of probability distribution k;_s with real axiological probability values, not
for normal distribution.

Further risk management process and determining of risk mitigation measures are
based on projected losses for project tasks (budget items).
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3.3 Elaboration of Enforcement Actions Matching with Risk Identification
and Assessment Results

If you touch on the issue of ways to influence the risk as a result of the obtained estimates,
then in the scientific literature you can find quite a variety of methods. All methods
widely used in the practice of innovative management can be divided into three groups:

— methods of risk localization;
— methods of risk dissipation;
— methods of risk compensation.

Methods of risk localization. The method of the containment of risk involves iden-
tifying the most risky tasks of the project, subject to the influence of the greatest risk
factors. Having identified economically the most dangerous tasks of the innovation
project, you can make them controllable and thus reduce the level of final risk. At the
same time, the definition of the most risky tasks in the management of risks of a different
nature and homogeneity requires the application of different selection criteria. Based on
the localization of the project’s tasks, it is possible to proceed to the specific risks of the
innovation project by protecting these sites through the use of dissipation mechanisms
and risk financing.

Methods of risk dissipation — an effective measure exposure to the risks of the
project in the case of the development of horizontal and vertical structure of the organ-
ization [5].

This method can be implemented as:

— involving of specialists from related units experienced an implementation of an inno-
vative project in their departments;

— creating of specialized groups of employees implementing the project in all structural
departments;

— exchange of experience among specialists engaged in the development and imple-
mentation of the project.

Methods of risk funding imply losses arising from the risk situation.
For choosing the form of risk funding, it is important to take into account all the
basic risk characteristics:

— Number of risks;

— Homogeneity of risks;
— Probability of damage;
— Risk losses.

The first two parameters are evaluated at the stage of risk identification, the last two
—in the context of direct quantitative assessment (see Fig. 2).
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Risk identification Risk assessment
Number of Risk Homo- Risk Proba- Risk
risks geneity bility Losses

~~——

Choice of risk funding method

Fig. 2. Basic risk parameters using for choice of risk funding method (made by authors).

The scale and cost of risk treatment measures at the third stage of risk management
— depend on the quality of creating risk map and their assessment.
The most commonly used methods of risk funding or covering the loss are:

— covering the loss from current income;

— covering losses from reserves;

— coverage of loss on the basis of self-insurance;

— coverage of loss on the basis of insurance;

— covering the loss by transferring this financing on the basis of a contract.

The first two methods represent a «risk reduction» procedure, and the last three
methods are a «risk transfer» procedure.

Coverage of loss from current income assumes covering the damage by current cash
flows. It’s used in cases where the amount of damage projecting from VAR-method is
small and the organization independently manages them. The increase in the number of
risks limits the possibility of using this method, since the aggregate damage can become
large enough to distort the cash flows of the enterprise. Factors such as homogeneity or
heterogeneity of risks do not significantly affect the decision-making on the use of the
method of financing risk from current income. However, it is necessary to take into
account the financial situation of the enterprise at the time the risk is realized.

Formation of reserve funds — organization creates special reserve funds specifically
formed to cover losses from the implementation of project risks. The main issue is to
determine and to justify the size of reserves. Too small size does not allow to adequately
protect against risk, and too high will cause distraction unreasonably large sums of
turnover of the organization.

The characteristics of the risks for which this method can be applied are very close
to those that were considered for the method of covering the risk from current income.
The main difference is a larger amount of losses, which, in fact, requires the creation of
these reserve funds. Therefore, the conditions for its application are primarily related to
wider threshold values of losses getting from risk assessment [11].

Coverage of projected losses based on self-insurance means the creation of speci-
alized insurance funds designed to cover losses.
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One of the common used ways of self-insurance is the creation of captive insurance
organizations (captive insurance), especially common in the financial environment. A
captive company is a separate legal entity that is part of a non-insurance organization
that insures the risks of the entire group.

The difference between this method and the previous methods is as follows:

— self-insurance working with a large number of similar risks when creating separate
business entity is justified;
— reserves are created here within the framework of one business unit.

A significant disadvantage of this method is that in case of loss by the captive
company itself, it is distributed among all the participants of the group.

Coverage of projected losses on the basis of insurance — responsibility for compen-
sation of possible damage is transferred to a specialized organization — the insurance
company. Moreover, compensation for damage can be transferred both partially and
completely.

In practice, this method is used in the following cases:

— Regardless of homogeneity or heterogeneity of the risks and the number of risks if
the risk probability is low, and the damage is relatively high;

— If the risks are not homogeneous;

— If there is a great set of risks, the probability of which is large, and the amount of the
alleged inimpairing small. Of course, in view of the small size of the possible damage,
the firm can keep them, but the mass nature of such risks can lead to considerable
damage. When the risks are mass and homogeneous, firm can use self-insurance;

— When the probability and (or) the amount of possible losses exceed the specified
threshold values. At the same time, the number of such risks and the degree of their
homogeneity can be any;

— If there are catastrophic risks.

Coverage of damage through the transfer of liability on the basis of the contract. In
this case, the financing of the damage is transferred to another entity on the basis of the
concluded contract. An example of such a method is hedging — the procedure for trans-
ferring price risk, aimed at minimizing it [10].

Simultaneous use of all forms of financing risks is inexpedient. The specific way to
cover the loss depends on the scope of application of risks, their homogeneity, the data
obtained during the quantitative assessment, and the adequacy of project financing at
the time of the project [9].

In case of risk implementation, the organization will cover losses out of the reserved
funds or insurance coverage. If preventive measures in respect of risk factors are not
taken, the organization will cover the occurred losses out of its current income, or it may
use the mechanism for raising additional funding, if losses are significant. The mecha-
nism of selection of the financing method for losses is implemented in algorithm of
project risk response (see Fig. 3):
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Risk situation implementation
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Fig. 3. Order of project risk response (made by authors).

These scheme allows to avoid raising of financing to cover occurring losses.

4 Conclusion

Developed system of innovative project risk management implies consecutive system-
atic implementation of management phases and matching of assessment results with risk
treatment measures, taking into account the innovative nature of considering projects.

Risk identification is the first phase of the elaborated risk management system, which
means mapping of key and specific project risks taking into account heterogeneous
nature of risks.

Assessment procedures starts with creating several project scenarios on the basis of
combination of objective statistical methods and subjective expert judgments which
helps further for getting projected losses results using VAR-method real axiological
probability values.

Risk treatment measures are based on the data received in the course of assessment
and depends on different combination of risk parameters.

The developed risk management system has visible advantages at all key stages of
risk management:

Risk identification:

— it takes into account the heterogeneous nature of project risks;
— it operates a set of risks subject to quantitative measurement and assessment.

Risk assessment:

— it includes the minimum required set of correlating assessment methods with the
purpose of reduction of efforts required for the estimates and receipt of reliable
results;
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— it overcomes the insufficiency of project data to effectively apply statistical methods

of risk assessment;

— itis based on the study of subjective axiological probabilities rather than beta distri-

bution, which allows to estimate the statistical non-homogeneity of risk probabilities
and innovativeness of the studied projects.

Risk mitigation:

— it means matching of risk treatment measures with identification and assessment

results.

Generally it operates the parameters, which are uniform in project planning; so it

may be adapted to different areas of innovations.

The results of this study may be used for development of application software (in

the form of an independent software product or in the form of an automated system
module), which would implement a set of risk assessment procedures and determining
the key measures to mitigate risks.
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Abstract. Management of railway infrastructure in the European Union
(EU) must be performed in accordance with the regulations of the Railway
Safety Directive, i.e. it must be covered by a safety management system. The
legislation specifies criteria which must be met by such a system, the first being
the implementation of risk-related tools. Unfortunately, most of the interna-
tionally recognized research is either too general or too specific for direct
application in the areas where safety management is still under development and
there are not enough resources for complex reliability analyses. Therefore, in the
paper, we show a proposal of a relatively simple risk model designed for esti-
mation and evaluation of risk, which could be applied by railway infrastructure
maintenance staff to identify the most urgent needs for maintenance works. For
this reason, we propose to virtually split railway lines into segments of several
types, according to their accessibility by emergency services. As a result, the
criteria used in the model for risk estimation can better reflect the reality.

Keywords: Risk analysis - Safety management systems
Railway infrastructure

1 Introduction

Safety management systems have become more and more popular due to changing the
emphasis from detailed technical safety to issues of decision making at higher level of
management, following the conclusions of investigation reports on major disasters such
as Piper Alpha in 1988 [1]. In the railway context, the changes were accelerated by
structural reforms performed from the 1990s, aiming at vertical separation, i.e. dividing
the infrastructure management from other rail activities. As a result, the market was
opened to new railway undertakings and all the railway companies were made to adopt
safety management systems based on harmonized principles. It was intended to at least
maintain the same level of safety in the railway system [2].

The harmonized principles for safety management systems were gathered in
European regulations, issued under the Railway Safety Directive [3]. The legislation
specifies criteria which must be met by such a system, the first being the implemen-
tation of risk-related tools. Much research was done, especially in Central and Eastern
Europe, to better understand the requirements and to establish guidelines for companies
[4-6]. All of the research emphasizes the role of the assessment of risk, which is even
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regarded as the basis for proper safety management system design, necessary for
defining its objectives [7].

The concept of risk in railway infrastructure maintenance is studied from both
technical [8] and organizational point of view [9, 10]. Very often the matter of risk is
strictly connected with the reliability of the infrastructure elements [11, 12]. However,
most of the internationally recognized research is either too general or too specific for
direct application in the areas where safety management is still under development and
there are not enough resources for complex reliability analyses. One of counterex-
amples is the paper of Bureika et al. [13] for Lithuanian railways.

Through the present paper, we aim to present a method for estimation and evalu-
ation of risk on railway infrastructure, which could be used by middle-level staff of an
infrastructure manager to rank and justify maintenance activities. In Sect. 2, we shortly
present the understanding of risk which has been adopted in this paper. In Sect. 3, we
present the results of our study and conclude them in Sect. 4.

2 Generalized Risk Model

There are numerous methods applied to assess risk, e.g. Failure Mode and Effect
Analysis [14] and models used in occupational safety [15]. All of them can be formally
described in a unified way with the use of a generalized risk model [16]. Let:

Z:{Zlaz27"‘7zn}7 (l)

be a finite set of hazards which have been identified in the analysis domain. For the
decision-making in the risk management we need to introduce a risk metric in the form
of value of an R function, given as follows:

R:Z—V CR, (2)

which assigns to each of the hazards from the set Z (Eq. (1)) a value from the subset
V of the set of all the real numbers R. Each of the hazards will be assessed according to
m criteria K;(i = 1,2, ...,m), whereas each criterion must refer to either the possibility
or the consequences of hazard activation.

The result of the risk assessment of hazard z;(k = 1,2...,n) according to criterion
K:(i=1,2,...,m) is arisk component r;(i = 1,2, ...,m) which reflects one or more of
the hazard attributes from the set X;(i = 1, 2,...,m):

ris Xp — Qporiz) = oy oy € Qi (3)
i=1,2,...m j=1,2,...85 k=1,2,...,n,

where X;(i = 1,2,...,m) are sets of hazard attributes (e.g. the history of hazard acti-
vation in the analysis domain; the possibility of hazard activation; the number of
fatalities caused by hazard activation) and Q;(i = 1,2,...,m) are sets of s; values
(denoted as w;;), which can be used in the assessment according to the criterion 1.
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Apart from the values of risk components, in the risk estimation we can include the
weight of each of the criteria K;(i = 1,2,...,m). Let the set A be defined as:

A= {a17a27---aam}7 (4)

where a; denotes the weight of the criteria K; etc. Thus, the risk metrics can be
calculated as:

R(z) =flai,ri(z)); i=1,2,....m; k=1,2,...n. (5)

The function f can be given in form of an equation, but it is not obligatory; e.g. risk
matrix can be used instead. The obtained value of the risk metrics is then evaluated, i.e.
the risk is assigned into one of several categories, such as categories of acceptable,
tolerable and unacceptable risk.

3 Results

In the paper, we show a proposal of a risk model designed for estimation and evalu-
ation of risk, which could be performed by railway infrastructure maintenance staff to
identify the most urgent needs for maintenance works. For this reason, we propose to
split railway lines into segments, according to their accessibility by emergency
services:

e segments, where tracks are located at the same level as their surroundings,
segments, where the tracks are in cuttings or on embankments,
segments on bridges, viaducts etc.

Our proposal consists of five risk estimation criteria related to the possibility of
hazard activation, as well as its anticipated consequences. The risk can be expressed as:

5
R@)=ar-rn-Yy  a-n (6)

where z; denotes the k-th hazard z whose value of risk metrics R is being estimated; a;
denotes the weight and r; denotes the value of the risk component according to the
criterion i = 1,2,...,5. One of the criteria depends on the type of segment. The
overview of the risk estimation is shown in Fig. 1.

The criteria can be roughly divided into three groups, where risk is estimated in
respect to: the operating conditions, the given segment of infrastructure and the hazard.
Each of the criteria, as well as the way of evaluating the risk, will be presented in detail
in the following subsections.

3.1 Risk Estimation in Respect to the Operating Conditions

The first criterion proposed in our model is the criterion C1 ‘risk magnifier’, which
should reflect the operating conditions on the analysed railway line. The idea of
‘magnifying risk’ comes from [17] and the reason why it is proposed is our belief that
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C2 'safety culture indicator’

A
Y
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service

Fig. 1. Overview of the risk estimation criteria C1...C5 proposed in the model.

the risk of hazards increases with the number of trains operating on the line. This is
because a moving train is an inevitable risk factor in formulation of virtually all hazards
in the domain. The more trains use the line, the more probable is the coincidence of risk
factors which can lead to negative consequences. Additionally, the more trains, the
more losses e.g. due to delays.

On the other hand, the influence of the operating conditions cannot be assessed too
high, as it could lead to results which are clearly not true, such as intolerable risk for all
hazards near main railway stations. Therefore, we propose to use the following
formula:

TPD

1400
=100 —

(7)

where TPD denotes the number of trains per day on the segment under analysis and
TPDy,x denotes the maximum number of trains per day in one segment in the network.
Consequently, the criterion C1 ‘risk magnifier’ cannot change the overall risk metrics
value by more than 10%.

3.2 Risk Estimation in Respect to the Segment

The second criterion, C2 ‘safety culture indicator’, is meant to describe the overall
safety performance of the railway system in the respective Member State. We propose
to use the tool which already exists in the EU legislation, i.e. the monitoring of
Common Safety Targets (CST). The CST are divided into six groups:

risk for passengers,

risk for employees,

risk for level crossing users,

risk for others,

risk for unauthorized persons on railway premises,
risk for the whole society.
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The most suitable for our needs is the last category, represented by CST No. 6. The
observed safety performance (OSP) in respect to this CST is defined as follows [18]:

total number of FWSIs per year arising from significant accidents

OSP =
number of train - km per year

(8)

where FWSI means fatalities and weighted serious injuries. The observed safety per-
formance in a Member State, in respect to each of the CST, is then compared with the
national reference values. Detailed information on applicable definitions and method-
ology can be found in the Decision cited above.

The national reference value represents the highest tolerable value of the respective
risk metric defined by the CSTs. It can decrease over time, as it should reflect the
current level of safety in the Member State. Obviously, the values differ also between
the Member States. Therefore, we propose to refer to the national reference value in the
qualification scheme for the criterion C2, as shown in the Table 1.

Table 1. Qualification scheme for criterion C2 ‘safety culture indicator’ — observed safety
performance (OSP) in respect to the national reference value (NRV) of the maximal tolerable risk
to the whole society.

J | Level w;; | Description

1 | Green OSP <0.5-NRV

2 | Yellow 0.5-NRV <OSP < NRV
3 |Red OSP > NRV

For example, the current Polish national reference value for the CST No. 6 amounts
to 1590 -107°, whereas the last reported observed safety performance in 2015
amounted to 1050.421 - 10~ [19]. It means that, according to the scheme for criterium
C2, the current level for Poland would be yellow.

The next two criteria are defined separately for each segment. First of them is
devoted to the technical state of the infrastructure as was called by us ‘track degra-
dation’ (C3). There are several parameters which can describe this state, such as track
geometry values or wavelength of rail surface defects [20]. We decided to base the
qualification scheme on the track degradation indicator used on Polish railways [21]:

G, +G,+ G
G:% (9)

where G,, G, and G, denote degradation indicators of rails, sleepers and ballast
accordingly, and are defined in the infrastructure manager instruction cited above. The
instruction also prescribes the way of interpreting the value of G, i.e. regular mainte-
nance works for G <0.6, planning of track renovation for G > 0.8 and detailed anal-
ysis of further steps for the values in-between. This was used in the qualification
scheme shown in Table 2.
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Table 2. Qualification scheme for criterion C3 ‘track degradation’.

J | Level w3 | Description

1| Green G<0.6

2 | Yellow 0.6<G<0.8
3 | Red G>0.8

The criterion C4 ‘accessibility for emergency services’ depends on the type of
segment and should represent the most crucial characteristics in respect to the time
which will be necessary to bring help in case of a hazard activation. We assumed that
for the segments where track is built on the same level as its surroundings (type Plain),
the key role is played by the distance from the nearest emergency services. As this data
can be difficult to acquire, we propose to assess this criterion by choosing the type of
area where the segment is located, as shown in Table 3.

Table 3. Qualification scheme for criterion C4 ‘accessibility for emergency services’.

Segment type j Level Parameter Description
W4, j
Plain 1 | Green Distance from the nearest Bigger town, city
2 | Yellow |emergency services Small town or
suburbs
3 Red Forest, field, etc.
Embankment 1 | Green Height of the structure h<6m
cutting 2 | Yellow 6<h<12m
3 |Red h>12m
Bridge 1 | Green Length of the bridge or viaduct /<400 m
2 | Yellow 400<1<750m
3 |Red [>750m

The distance from the nearest emergency services is obviously important for the
other types of segments as well. However, in our opinion, their other characteristics
prevail. Therefore, for Embankment/Cutting type of segment we decided to use the
height of the structure as the decisive factor for the accessibility. The limit values are
based on the Polish regulation [22]. For the Bridge type of segment, the decisive
parameter will be the length of the bridge or viaduct. The limit values represent the
maximum permitted length of train (750 m) and the maximum length of passenger
trains (400 m) and should be adjusted to the situation in the analysis domain.

There are other types of segments which could possibly be distinguished. One of
the examples is the type Level crossing; some ideas for their description can be found
in [23]. It can also be justified to introduce special segments e.g. for places where wild
animals often cross railway lines or in the area of possible mining losses.
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3.3 Risk Estimation in Respect to a Hazard

The last proposed criterion C5 ‘consequences of hazard activation’ is the only one
which depends on the hazard itself and should be used to assess the risk without
considering any particular spot on the railway network. Of course, in reality, the
consequences may be considerably influenced by factors related to the specific place.
Therefore, to make the assessment more transparent and straightforward, we propose to
use only three easily distinguishable values, as shown in Table 4.

Table 4. Qualification scheme for criterion C5 ‘consequences of hazard activation’.

J Level Description
s j
1 Green Incident, i.e. any occurrence, other than accident or serious accident,
associated with the operation of trains and affecting the safety of operations
2 | Yellow Accident, i.e. any unwanted or unintended sudden event or a specific chain of

such events which have harmful consequences

3 Red Serious accident, i.e. any train collision or derailment of trains, resulting in
the death of at least one person or serious injuries to five or more persons or
extensive damage to rolling stock, the infrastructure or the environment, and
any other similar accident with an obvious impact on railway safety
regulation or the management of safety

In the proposed qualification scheme (Table 4) we used the definitions provided by
the Railway Safety Directive [3], as they are already well-established on the European
railways.

3.4 Overall Risk Estimation

In the Sects. 3.1, 3.2 and 3.3, we have presented a set of five criteria used in the overall
risk estimation of a particular hazard. The criteria can be classified into two groups,
which are derived from the basic concept of risk:

1. Criteria describing the possibility of hazard activation: C1 ‘risk magnifier’, C2
‘safety culture indicator’ and C3 ‘track degradation’

2. Criteria describing the consequences of hazard activation: C1 ‘risk magnifier’, C4
‘accessibility for emergency services’ and C5 ‘consequences of hazard activation’.

The criterion C1 ‘risk magnifier’ can be classified to both groups due to its dual
nature. From one side, it describes the possibility of hazard activation — the more often
a train comes, the more probable is an event with the train. On the other hand, with
greater number of trains the consequences increase, e.g. due to delays and diversions.
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The difference between the criterion C1 and the following criteria C2...C5 is
reflected also in the set of permissible values. For the criterion C1 ‘risk magnifier’,
defined by Eq. (7), it can be stated that:

1 2 TPD o
Q ={1+401 -z, 14+0.1- ey 1401 10
: { O D T TPD TPDmM}’ (10)

where TPDp,.x is the maximum number of trains per day in one segment of the
network. For the other criteria, the sets €); are equal:

Q,={1,3,5}, i=2,.,5. (11)

It is generally approved that the criteria related to the consequences should con-
tribute up to 2 times more to the overall value of risk. Therefore, the following set of
weights A is proposed:

A={1,1,2,3,3}. (12)

With the assumptions given in Tables 1, 2, 3 and 4 and Egs. (7)-(12), the overall
risk can be estimated with the formula given in Eq. (6).

3.5 Risk Evaluation

Let us assume that the risk component according to the criterion C1 equals 1. Then the
solution space of Eq. (6) ranges from 9 for all the criteria assessed as ‘green’ up to 45
in case of all criteria assessed as ‘red’. We propose to divide this solution space into
three equal parts and use them as limit values for risk categories, as shown in Table 5.

Table 5. Risk evaluation scheme.

Value of risk metrics | Risk category
R<21 Acceptable risk
21 <R <33 Tolerable risk

R >33 Unacceptable risk

The proposed risk evaluation scheme (Table 5) deliberately takes no consideration
of the criterion C1 to achieve the effect of ‘magnifying’ the overall risk. Depending on
the resulting risk category, further actions must be planned. Especially if the risk is
evaluated as unacceptable, risk reduction measures (i.e. maintenance activities) must be
implemented.
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4 Conclusions

The risk model presented in the paper allows to perform the assessment and evaluation
of risk related to the railway infrastructure. It is meant to be used by the middle-level
staff which is responsible for prioritization of maintenance activities with respect to the
available financial means. The criteria proposed by us may be adjusted to better suit the
local conditions.

The main purpose of the risk model application is to rank the needs in the
infrastructure maintenance and therefore to use the money in a more effective way, i.e.
to minimize the risk to the greatest extent possible. However, also the purpose of
justification of decisions should not be omitted. As Hokstad and Steiro noticed in their
paper [24], in an open and democratic society it is valuable to have a foundation for
decisions which can be tested and re-examined if necessary.
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Abstract. This paper demonstrates a method of describing headways of
two-lane roads under mixed traffic situation using statistical distributions.
Characteristically such distributions may have two forms: single and mixture of
two or more distributions. A single distribution, however, cannot describe
headways in the event of significant proportion of shorter headways in traffic.
Use of mixed models is appropriate in such situation since they describe
headways by decomposing them into free and following component. Based on
experiences with mixed traffic and field studies on two-lane highways of India,
this paper has shown that Cowan’s M3 can be reasonably applied for modeling
headways up to a flow level that corresponds to ‘moderate to heavy flow’.
However, since shifted negative exponential distribution part of the Cowan’s
M3 distribution cannot model short headways, Cowan’s M3 distribution cannot
model headway data at congested state of flow when almost all the vehicles in
the traffic stream start moving in following.

Keywords: Mixed traffic -+ Headway distributions - Mixed model

1 Introduction

Time headway is defined as the time interval, expressed in seconds, between successive
vehicles as they pass a point on a lane or roadway. It is an important microscopic traffic
flow parameter which plays a fundamental role in many traffic engineering applica-
tions, such as capacity and level of service analysis, safety studies and also in simu-
lation issues [1]. Accordingly, there is a need to describe headways by a suitable
statistical model. Conventionally, negative exponential distribution is used for mod-
elling headway data. However, there have been a number of researchers who reported
the use of several other models in order to explain the headway distribution pattern
more explicitly. This is quite relevant when the prevailing traffic is heterogeneous in
character and car-following interaction is frequent at increased flow level, as usually
observed on two-lane roads.

Over the years, traffic analysts across the globe have reported the necessity of
investigating time headways more explicitly and they suggested several methods of
headway modelling at different operating conditions. Principally, such models may
have two forms: single statistical distribution and mixed models of two or more dis-
tributions [2]. The first one could be reasonably appropriate in the event of low flow
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when the traffic interaction is insignificant, whereas the second one characteristically
exhibits its aptness if such interaction is considerable. This is attributable to the fact that
although a single distribution is simple and easy to apply, there are several instances
when performance of such distributions was not observed satisfactory due to their
limited capabilities in approximating shorter headways.

Notably, most of the studies reported so far in regard to this are based on homo-
geneous traffic, thereby, making it intrinsic to investigate the effect of heterogeneity in
the distribution models. Further, such effect aggravates in the event of heavy flow when
interaction between vehicles is considerably high. This has been the motives of the
present study wherein field study was conducted on two-lane highways in India.
Observations indicate a large proportion of shorter headways in the data set and thus,
manifest the need of modelling shorter and longer headways separately, thereby,
developing a mixed model. The present study, consequently, made an attempt to
interpret mixed distributions for modelling car-following headways on two-lane roads.

2 Research Motivations

There have been a number of studies that investigated time headways and suggested
appropriate model forms. Experiences on urban expressways of Bangkok and Isfahan
have shown that GEV distribution [3] and shifted lognormal and gamma distribution
[4] are quite effective for the purpose of modeling time headways. Couple of studies on
Indian urban roads reported that Hyperlang distribution can be used to describe
headways under mixed traffic [5] but in the event of substantial proportion of smaller
vehicles in such traffic, negative exponential distribution is a good choice [6]. On the
basis of a study on two-lane roads of North Carolina, it was found that Schuhl model is
suitable in describing headways [7]. However, a few studies have shown that different
distributions may work better at different flow conditions. A study on urban roads of
Riyadh reported the use of negative exponential, shifted exponential and Erlang dis-
tributions respectively for low, medium and high flow of traffic [8]. By the same token,
another study on Finnish two-lane roads indicates that gamma distribution fits well to
headway data under low-to-moderate traffic volumes, while lognormal distribution can
be used to describe follower headways [9].

Application of single distribution is, however, somewhat impractical when the
proportion of shorter headways is significant. Mixed distribution model is found
appropriate in such situation since it considers following and free vehicles separately at
the time of modeling. Over the past few decades, a number of mixed models have been
developed and tested. They are respectively Cowan’s M1-M4 model [10], double
displaced negative exponential distribution model [2] and the generalized queuing
model [11]. Among them, Cowan’s M3 model has been widely applied for modeling
headways because it is relatively simpler than other types of mixed models and gives
more realistic results particularly while describing longer headways [12, 13].

Most of the studies that have applied mixed models are, however, based on more or
less homogeneous traffic. In context of mixed traffic, quite often slower vehicles force
faster ones to move in following, thereby; increase the amount of shorter headways.
Since, single distributions cannot approximate them appropriately, there is a need to
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examine mixed distribution model for such traffic. This fact along with the pressing
need of developing capacity standards under such traffic have been the motives for
conducting the current study.

3 Study Design

3.1 Conceptual Blueprint

On two-lane roads, formation of platoons is quite frequent especially under mixed
traffic conditions. At moderate and heavy flow of traffic, large numbers of faster
vehicles are entrapped inside platoons and they start moving in following with shorter
headways. Observed headway data, thus, exhibits an ‘increased initial rate’ and
thereby, makes a ‘highly skewed distribution’. Since, single distribution functions
cannot describe the sharp peak and long tail of the headway distribution [9], the current
study explicates the need of considering composite distribution that can define both the
vehicles, ‘following’ and ‘free’, while describing headways (h) (Eqs. 1 and 2). The
term ‘free’, however, needs an elucidation and in this context a fairly recent study [14]
indicates that under mixed traffic situation car following interaction generally ceases
beyond 6 s headway. The present study, thus, considered vehicles that move with a
headway of more than 6 s as ‘free’.

h=u+v, (1)
f(h) = 0.f;(h) + (1 — 6).f2(h), (2)

where, u = headway between free vehicles, v = headway between following vehicles,
0 = proportion of following vehicles, f(h) = probability distribution of composite
model and, f;(h), fy(h) = probability distribution of following and free headways
respectively.

Since, several studies have reported the use of Cowan’s M1-M4 [10] and Double
Displaced Negative Exponential Distribution (DDNED) [15] as composite distributions
for modeling headways, the present study made an attempt to evaluate the compati-
bility of these distributions (Egs. 3, 4, 5, 6 and 7) in context to mixed traffic. Cowan
M1 and M2 models, represented by Eqs. 3 and 4, are basically negative exponential
and displaced negative exponential distributions. They are commonly used in headway
modeling under low flow and when traffic is more or less homogeneous in character.
However, for the purpose of modeling headway distribution as a mixture of ‘following’
and ‘free’ vehicle headways, Cowan proposed M3 and M4 model as an alternative to
simple exponential model. In M3 model (Eq. 5), shorter headways are represented by
‘minimum headway’ and ‘free’ vehicles are assumed to follow a shifted exponential
distribution. As a matter of fact, M3 does not model shorter headways with reasonable
amount of accuracy since they are represented by a single headway. Consequently, M4
was introduced as a more general model (Eq. 6) wherein shorter headways are rep-
resented by G(h) in lieu of a single headway. An appropriate distribution function for G
(h) can be chosen based on the characteristics of field data. By the same token, DDNED
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(Eq. 7) was found to exhibit good fit to observed headways than simple displaced
negative exponential distribution (Eq. 4).

F(h) = {?exp(x.h) E;%’ (3)

F(h) = {?_exp{_x.(h_A)} E;g’ )

F(h) = {? (1= 0).exp{—.(h — A)} E;g’ )

F(h) = { 8.G(h) +(1-0) ["G(h - u).h exp(—h.u)du E;%’ (6)

F(h) — 0 h<d
(h) = f(; 0.v,.exp{—y;(h—d)}dh + [~ (1 —0).y;.exp{—y,(h—d)}dh h>0"

(7)

where, 4 = scale parameter, A = minimum headway, 0 = a parameter that represents
proportion of following vehicles, G(h) = distribution of following headway compo-
nent, v, & v, = constants associated with the flow status and, d = displaced parameter.

Although, Cowan M4 and DDNED seem to give more realistic results, studies have
reported that it is difficult to calibrate the parameters particularly using field observed
headways [2]. Such difficulty, however, further increases in the event of heterogeneity
in traffic mix. A wide range of vehicle types in terms of static and dynamic charac-
teristics and also, drivers’ behavior collectively have an impact on vehicle-arrival
characteristics [16] and thus, make analysis of inter-arrival time or time headways
somewhat complex. Cowan’s M3 distribution, on the other hand, is simple in the sense
that parameter estimation (Eq. 5) is not very complicated. The present study, therefore,
considered M3 as an alternative to single distribution for modeling headways under
mixed traffic.

3.2 Collection of Headway Data

Field studies were, accordingly, carried out on two-lane roads that exhibit heterogeneity
in its traffic composition. Two road sections were selected for the study: they are
respectively, a national (NH-44) and a state (SH-13) highway passing through the states
of Tripura and West Bengal of India. The pavement condition of both the study sections
was good and they were free from the effect of intersection and curvature. Pavement
width of 7 m with 1 m earthen shoulder on its either side was observed for both the
sections and their capacity was found to be 2200 & 2300 pc/h respectively [17].
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Field data was collected using video photographic survey technique. At ‘study
site-1 (NH-44)’ traffic data was captured covering a wide range of flow levels. Two
video cameras were installed on either side of a reference line marked on the pavement
and the time when a vehicle just crosses the reference line was recorded. Traffic data
was collected next to a bottleneck and also, by stopping traffic movements in order to
observe car following situation. Several such trials (about 2 min duration) were made
to ensure the adequacy of sample size. Traffic police help was taken for conducting the
study [14]. For the purpose of field validation of the proposed model, a pilot study was
conducted on another road section (study site-2) which has almost similar traffic
characteristics and composition. Traffic data was extracted from the video files and
necessary readings i.e. vehicle type and crossing time were noted down. Figure 1
displays the composition of traffic wherein proportion of non motorized vehicles
(NMV) is considerably high for both the study sites. Figure 2 exhibits the distribution
of observed headways and indicates higher fraction of shorter headways for both the
cases.
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Fig. 2. Distribution of observed headways: (a) study site-1 (NH-44) and (b) study site-2
(SH-13).
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Traffic data was characterized as moderate to heavy flow range based on platooning
in the traffic stream. Since moderate flow corresponds to stable flow, the average
number of headways inside and outside platoons under such flow is assumed to be
approximately equal. Considering this fact, the present study found that the flow level
corresponding to a volume to capacity ratio of about 0.5-0.6 represents moderate flow.
Further, the average speed of non-following vehicles at such flow was observed to be in
the range of 30-35 kmph, which, however, reduces to about 20-25 kmph near
capacity. Accordingly, based on such speed the flow levels were expressed in terms of
v/c ratio as follows:

0.5-0.6: Moderate traffic,

0.7: Moderate to heavy traffic without significant slowing,
0.8-0.9: Heavy traffic with minor slowing,

1.0: Congested traffic involving slowing and stopping.

=

Study Results

4.1 Development of Headway Models

Capacity formula described in the highway capacity manual is based on the assumption
that headway follows negative exponential distribution [18, 19]. However, this dis-
tribution exhibits limitations in approximating shorter headways since it does not take
the effects of platoons into consideration. As a result, it gives realistic results only in the
event of low flow (<200 veh/h). This problem further aggravates under mixed traffic
where formation of platoons are frequent resulting in significant proportion of shorter
headways in traffic data. In these circumstances, headway data has two components:
following and free and therefore, simple distribution cannot describe them properly.
The current study has dealt with this problem and applied Cowan’s M3 distribution as
a composite model while modeling car-following headways.

Accordingly, an attempt was made to fit the distribution function to field data and
obtain a calibrated expression. There are several methods to estimate the parameters:
Maximum likelihood estimation (MLE) [20], method of moments [21], minimum
chi-square method [22], and simultaneous numerical estimation [18]. The maximum
likelihood method is, however, considered to be effective especially when the sample
size is not large [23]. Since the current study is based on field data, maximum likeli-
hood method was applied as an effective heuristic method. Thus, the parameters were
estimated for the field data collected at ‘study site-1’ by maximizing the log-likelihood
function (Eqs. 8 and 9) and presented in Table 1.

L) =, fnil@), (8)
InL(¢) =" Inf(hp), (9)

where, ¢ = parameter vector and f(h;|®) = probability density function.
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Table 1. Estimated parameters and goodness-of-fit results of Cowan’s M3 model.

vic | A (1-190) A (s) | K-S test | P-value | Critical | Significance | Hypothesis
ratio (percent) statistic value level test
West 04 [0.119/0.556 3.07 | 0.175 0.716 |0.348 0.05 Accept
bound 0.5 [0.136|0.495 2.98 | 0.200 0.699 |0.391 | 0.05 Accept
traffic 0.6 [0.170|0.434 2.97 | 0.245 0.398 | 0.375 0.05 Accept
0.7 [0.172]0.356 2.97 10.310 0.192 |0.391 0.05 Accept
0.8 [0.192|0.343 2.98 | 0.196 0.582 |0.348 0.05 Accept
0.9 [0.238|0.306 2.97 | 0.466 0.016 | 0.409 0.05 Reject
1.0 [0.249|0.264 3.05 | 0.456 0.019 | 0.409 0.05 Reject
East bound | 0.4 |0.097 | 0.530 3.30 | 0.139 0.894 |0.358 0.05 Accept
traffic 0.5 [0.110|0.463 3.12 | 0.161 0.806 |0.348 0.05 Accept
0.6 |0.136|0.413 2.92 10.294 0.143 |0.384 0.05 Accept
0.7 |0.1910.365 2.92 10.332 0.137 ]0.391 0.05 Accept
0.8 [0.289/0.382 2.98 | 0.329 0.146 | 0.362 0.05 Accept
0.9 [0.305|0.352 3.10 | 0.366 0.078 |0.312 0.05 Reject
1.0 [0.393|0.280 2.98 | 0.427 0.016 |0.337 0.05 Reject

Cumulative distribution functions (Eq. 5) were plotted for all the flow levels
(Fig. 3). Subsequently, an attempt was also made to test the goodness-of-fit of the
selected distributions to the data points. Kolmogorov—Smirnov (K-S) test was used
since it can use data with a continuous distribution and there is no minimum frequency
per test interval [1]. The K-S test statistic is calculated by determining the difference
between the cumulative percentage of the measured frequency and the cumulative
percentage of the expected frequency and the values obtained are displayed in Table 1.
The null hypotheses for each test were as follows:

e The compatibility hypothesis of headway distribution with fitted model was rejected
(P-value < o) or not rejected (P-value > ar);

e The compatibility hypothesis of headway distribution with fitted model was rejected
(critical value < test statistic) or not rejected (critical value > test statistic)’.

The ‘p-value’ is defined as the probability of obtaining a result equal to or “more
extreme” than what was actually observed, when the null hypothesis is true. A critical
value is the point on the scale of the test statistic beyond which the null hypothesis is
rejected, and is derived from the level of significance (o) of the test. A close look into
Table 1 reveals the fact that at congested state of flow that corresponds to a v/c ratio of
0.9 and 1.0 respectively compatibility hypothesis of the fitted distributions are rejected.
This could be attributed to the fact that at such flow levels almost all the vehicles start
moving in following particularly under mixed traffic. Accordingly, the proportion of
longer headways in the traffic stream reduces considerably. This fact along with the
theoretical assumptions of Cowan M3, which demonstrates that shifted negative
exponential distribution part of it avoids short headways at the time of modeling, make
application of such distribution inappropriate under such condition.
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Fig. 3. Estimated distribution function (Cowan’s M3 model) for ‘study site-1’: (a) Direction
1-Moderate to heavy flow; (b) Direction 1-Heavy flow; (c) Direction 2-Moderate to heavy flow
and (d) Direction 2-Heavy flow.

The goodness-of-fit of the fitted distributions was visualized by Q-Q
(quantile-quantile) plots (Fig. 4). The plot demonstrates a satisfactory agreement
between empirical and estimated quantiles in view of the fact that most of the data
points are very close to the straight line, except the points that are derived under
congested state of flow. Those points are scattered widely above and below the 45°
plots and indicate an incompatibility of Cowan’s M3 distribution at such flow level
under mixed traffic.

Further, a pilot study was conducted on a different highway section (study site-2) to
observe the agreement between model outcomes and the field data. As the Cowan’s
M3 was found incompatible under congested state of flow corresponding to v/c ratio of
0.9 and 1.0, flow levels that correspond to v/c ratio of 0.7 and 0.8 were chosen while
collecting traffic data at ‘study site-2’. The amount of accuracy was computed and
expressed in terms of standard error of estimate (SEE), a measure of the dispersion or
variability. The calculated SEE values are: 0.022 (Fig. 5a), 0.056 (Fig. 5b), 0.039
(Fig. 5¢) and 0.044 (Fig. 5d). The values are reasonably small and, thereby, it can be
concluded that most of the observed values cluster fairly closely to the anticipated line
of agreement.
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4.2 Model Interpretation

The current study was conducted under mixed traffic condition where headways are
observed to have two components, ‘following’ and ‘free’. Thus, composite headway
distribution was selected to model headway data. The current study considered Cow-
an’s M3 because of its simplicity over Cowan’s M4 and DDNE. Based on
goodness-of-fit and also, hypothesis test it was found that such distribution cannot be
considered for modeling headways that correspond to unstable flow.

A further attempt was made to compare the probabilities obtained based on the
composite and single models. Probabilities based on single distribution model were
obtained from a study conducted on similar traffic characteristics in India [14]. Table 2
demonstrates that probabilities for longer headways do not vary significantly. However,
probability of shorter headways obtained based on single distribution was lower than
those obtained from composite model. Accordingly, composite model exhibits its
aptness in modeling headways under mixed traffic in view of the fact that considerable
amount of slower vehicles in the traffic stream consequences higher proportion of short
headways which a single model cannot estimate. However, at unstable flow since all
the vehicles move at following mode such values did not differ considerably.
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Table 2. Comparison of headway probabilities: composite model (current study) and single

model (a case study).

Headway (Sec) | V/C ratio
04 |05 |06 |07 (0.8 |09 1.0
Composite distribution | <3.0 0.438 1 0.506 | 0.567 | 0.645 | 0.657 | 0.696 | 0.733
<4.5 0.529 0.597 | 0.665 | 0.725 | 0.743 | 0.787 | 0.816
<7.5 0.671]0.733]0.798 | 0.834 | 0.856 | 0.896 | 0.913
<10.5 0.770 | 0.822{0.879 | 0.901 | 0.919 | 0.949 | 0.958
<13.5 0.83910.882|0.927 | 0.941 | 0.954 | 0.975 | 0.981
<16.5 0.887(0.922 10.956 | 0.964 | 0.974 | 0.987 | 0.991
Single distribution [14] | <3.0 0.312]0.352{0.412 | 0.523 | 0.567 | 0.621 | 0.668
<4.5 0.451]0.512|0.572 1 0.672 | 0.714 | 0.762 | 0.801
<7.5 0.568 [ 0.625 | 0.712 [ 0.772 | 0.788 | 0.862 | 0.911
<10.5 0.71210.778 | 0.822 | 0.862 | 0.888 | 0.935 | 0.951
<13.5 0.758 1 0.832|0.884 | 0.912 1 0.925|0.952 | 0.963
<16.5 0.868 | 0.887 | 0.916 | 0.935 | 0.952 | 0.962 | 0.975
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5 Conclusions

Frequent formation of platoons on two-lane roads under mixed traffic increases the
proportion of follower vehicles in the traffic stream and shorter headways as a con-
sequence. While characterizing headways statistically using a distribution function,
mixed distribution was observed to exhibit its aptness. On the basis of critical review of
these distributions and experiences with mixed traffic, the current study considered
Cowan’s M3 for the purpose of modeling. Empirical investigations revealed the fact
that this distribution fits the data well up to a flow level that corresponds to moderate to
heavy. Since, at congested state of flow almost all the vehicles start moving in fol-
lowing, Cowan’s M3 cannot describe the data set appropriately. The current study thus
creates a starting point of further initiatives aimed at developing a robust method for
modeling headways under such traffic.
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Abstract. Organisational changes on European railways significantly affected
the way how the railway transportation works. The state railways were divided
and new entities came into market. The cooperation between the actors is to be
managed with the help of mandatory safety management systems, based on risk
management principles. In this paper, we propose a novel notation for describing
‘shared risks’, i.e. the hazards which sources, possible risk reduction measures
and/or consequences are not covered by one safety management system. The
standardised description of such hazards should improve understanding of their
nature and thus make the application of risk reduction measures more effective.

Keywords: Risk - Safety - Safety management - Safety management system
Railway safety

1 Introduction

Organisational changes on European railways, which have been taking place since early
1990-ties, significantly affected the way how the railway transportation is functioning.
Former state railways have been vertically separated and divided into railway infrastruc-
ture managers and railway undertakings — independent entities which should compete and
cooperate at the same time. Competition is needed for lowering the prices and generally
making this means of transport more accessible, as proposed by the European Commis-
sion in the relevant white paper [1]. Cooperation, however, results directly from the railway
system properties, where vehicles of several undertakings must share the same tracks and
other infrastructure elements.

The opposing goals of competition and cooperation are to be managed with the help of
safety management systems, which were made mandatory for all the infrastructure
managers and railway undertakings. The tendency of introducing such systems can be
observed in many domains of human activity and is driven by ‘audit society’ phenomena
[2]. The constant anxiety of being verified results in people securing themselves with the
use of more and more sophisticated procedures [3]. The development of safety manage-
ment systems in high-risk domains such as railways was investigated e.g. by Reiman et al.
[4] and Grote [5] and is only possible if the risk is being managed properly [6]. The subject
of risk management in the railway system was examined lately e.g. by Bureika et al. [7],
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as well as Smoczyniski and Kadziriski [8]. It should be emphasised that all the aforemen-
tioned research was constrained to managing safety inside one business entity.

In this paper, we propose a novel notation for describing ‘shared risks’, i.e. the
hazards which sources, possible risk reduction measures and/or consequences are not
covered by one safety management system. In Sect. 2 we present our approach for
understanding the basic terminology; in Sect. 3 we introduce the notation with subse-
quent discussion of the results. The paper ends with conclusions in Sect. 4.

2 Theoretical Background

Even though safety-related research has been successfully conducted for many years,
there is still no unified terminology for describing these issues in an unambiguous way.
There are many publications devoted to make the understanding more unified, such as
[9] for definition of ‘safety’, [10, 11] for ‘risk’ and [12, 13] for ‘safety barriers’. In the
following, we will discuss terms applied by us throughout the paper.

2.1 Relation Between ‘Risk’ and ‘Hazard’

Aven [10] compared definitions of risk used across some scientific disciplines. He
proposed assigning them into three distinct categories:

e risk as a concept based on events, consequences and uncertainties;
e risk as a modelled, quantitative concept; and
e risk descriptions.

The approach used in Polish railway context can be assigned to the category which
treats risk as a modelled, quantitative concept [14—16]. According to these definitions,
risk of a hazard depends on the probability of the activation of the hazard under assess-
ment, as well as on severity of its foreseen consequences. As a result, risk deals for
assessing the seriousness of a hazard, and the terms ‘risk’ and ‘hazard’ have noticeably
different meanings.

The ‘hazard’ itself is defined in the aforementioned Polish publications as ‘a state of
the analyses domain which can lead to loss or damage’. What is important, the state can
be dependent on one or several variables. It means that each hazard can have one or
several different causes and all the causes must occur at the same time to activate the
hazard. This is different to e.g. bow-tie methodology, where each part of the diagram
can independently account for the top event.

The causes of hazards, called hazard sources or risk factors, can be defined as ‘phys-
ical, chemical, biological, psychophysical, organisational or human factors which pres-
ence, state or properties are the cause for formulating a hazard’ [14]. We believe that,
in addition to the causes such as ‘car driver distraction’ and ‘train approaching a level-
crossing’, we should take into consideration a distinctive set of hazard sources, which
is possible abnormal operation or inactivity of risk reduction measures, discussed in
Sect. 2.2.
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2.2 Risk Reduction Measures

To avoid the hazard activation or to mitigate its consequences, some safety actions are
needed. According to the Commission Regulation (EU) 402/2013 [17], which consti-
tutes legal basis for risk management on European railways, a set of these safety actions
is called ‘safety measures’ or ‘risk control measures’. It should be added, that the safety
measures activity usually comes down to the elimination of hazard sources, breaking
their impact path (i.e. isolating the source or isolating the receiver on which the source
has an impact), and informing about hazard source activity.

Alternatively, the risk reduction measures can also mitigate the severity of the
potential consequence of the hazard activation, although this kind of measures will not
be considered here; further discussion on this topic can be found e.g. in [12, 18].

2.3 Consequences

The consequences of a hazard activation is the loss or damage of elements located in
the analyses domain where the hazard was identified. The loss or damage is typically
understood as death, physical injury or health impairment, loss of property or destruction
of an object, environmental degradation, and economic loss [19].

Sometimes more specific type of consequences are also included in the definition,
e.g. business interruption costs [20] or loss/compromise of data that the organization is
required to protect, like confidential data and customers’ personally identifiable infor-
mation [21]. Additionally, several types of consequences can be differentiated, such as:

e instant and non-instant losses [22],
e direct and indirect consequences [23],
e residual and inherent, as used e.g. in bow-tie simulation software.

In the following, we will treat consequences assets of loss or damage that are signif-
icant in terms of the railway system as a whole, not just for one particular business entity.
Depending on the hazard, all the aforementioned consequence types can be taken into
consideration.

3 Results

The definitions discussed in Sect. 2 allow us to present our understanding of safety-
related terminology in graphical form, see Fig. 1.
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Fig. 1. Schematic representation of the hazard (on the left), formulated by a risk analyst, who
considers the state of the domain (on the right).
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In the Fig. 1 there is a person performing risk analysis. He or she looks on the domain
(right side of Fig. 1), seeing two hazard sources, denoted as HS1 and HS2. There is also
one risk reduction measure, which is applied on the hazard source HS1 to reduce the
possibility of its presence in the domain. In the following, we will call the risk reduction
measure ‘active’ when it fulfils its task and ‘inactive’ if it is not working or working
incorrectly. Additionally, the person is aware of a hazard source HS3, which can, in
some circumstances, be present in the analyses domain.

The observed state of the domain, with RRM1 active and HS3 not present, cannot
lead to any negative consequences (expressed e.g. in terms of money). Similarly,
following domain states:

o RRMI1 active and HS3 present,
o RRMI not active and HS3 not present,

would not lead to negative consequences. Still, the risk analyst knows that the losses
can happen if the risk reduction measure is not active and the HS3 arises. Therefore, he
or she identifies and formulates a hazard, presented graphically on the left side of Fig. 1.
In the following figures, we will use this representation, omitting the symbol “X” for
more clarity.

The relationship between hazard sources, hazards, risk reduction measures and
consequences are beginning to be much more complex if they are in different subdo-
mains, e.g. covered by different safety management systems. In case of railways we can
distinguish three such subdomains; two of them are covered by the safety management
system of an infrastructure manager and a railway undertaking, whereas the third subdo-
main are the surroundings: road traffic, pedestrians, inhabitants, etc. Please note that
both railway entities are obliged by the European legislation to take into consideration
also the hazards arising from the activities of other parties, external to the railway system.
In Fig. 2 there is a graphical representation of two sample groups of hazard sources at
the junction of the subdomains.
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a) b)

Fig. 2. Schematic representation of hazard sources (black dots) located in different subdomains:
(a) hazard with one source in one subdomain; (b) hazard with sources in two subdomains.

The hazard sources can be in one or more of any of the subdomains under consid-
eration. The total number of possible combinations of hazard source distributions CHS
can be established with the following equation:

CHS=Z;<§>=<?>+<;>+<§>=3+3+1=7. (1)

As in the case of the hazard sources, also possible inactive risk reduction measures
and consequences can be located in one or more subdomains. Obviously:

Crrm = Ceon = Cys =7, ()

where Cgrgy denotes the number of possible inactive risk reduction measure distributions
and Ccon denotes the number of possible consequence distributions. The number of
distinguishable hazard structures amounts to:

Cy=7-7-7=392, 3)

where Cy denotes the number of possible hazard structures, i.e. distribution of hazard
sources, possible risk reduction measures and consequences across the subdomains of
infrastructure manager, railway undertaking and surroundings. In three cases, all the
three elements of hazard structure are located in one subdomain. The remaining 389
structure types fall into the category of ‘shared risks’.

Unambiguous notation of the hazard structure can be achieved with help of a hazard
structure matrix, defined as follows:

Aysiv  Qusru  QHs.su
H,= ARpm.m ARrM.RU GRRM.SU | “)
Aconim Gconru Yeonsu

where HS — hazard source, RRM - risk reduction measure, CON — consequences, IM —
infrastructure manager, RU — railway undertaking, SU — surroundings.
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The entry is set to 1 if a hazard source/risk reduction measure/consequences is/are
located in the subdomain of an infrastructure manager, railway undertaking and
surroundings, respectively; in the opposite case, the entry is set to 0.

We will now discuss two examples from practice. Firstly, let us assume that there is
arailway undertaking which has identified a hazard ‘possibility of rolling stock damage
due to wild animals on track’. This hazard activates regularly, causing considerable
losses due to delays, cancelled trains and rolling stock damage. Schematic representation
of this hazard is shown in Fig. 3.

Infrastructure
manager

Railway

RRM1
undertaking R

Surroundings

Fig. 3. Schematic representation of a hazard ‘possibility of rolling stock damage due to wild
animals on track’ (explanation of abbreviations in text).

For the hazard shown in Fig. 3, there are two hazard sources which take part in
formulating the hazard, i.e. a wild animal coming from forest (HS1) and a moving train
(HS2). The railway undertaking can do nothing to prevent the animals from crossing
the railway line, so the only option it has for lowering the risk of this hazard is to stop
the service, which is not plausible. However, the infrastructure manager has a variety
of options, e.g. installing a fence or an animal repellent device (RRM1). The manager
is expected to take such measures, although all the primary consequences (CON1) are
being incurred by the railway undertaking; it must pay compensation to the passengers,
organise replace bus service and repair the vehicles. The structure of this hazard can be
denoted by the following matrix:

H

animals —

)

S = O
—_—O =
S O =

The situation is different for the hazard ‘possibility of health deterioration due to
railway noise’, schematically shown in Fig. 4.
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|

Surroundings

Fig. 4. Schematic representation of a hazard ‘possibility of health deterioration due to railway
noise’ (explanation of abbreviations in text)

The consequences (CON1) are located in the surroundings in form of health prob-
lems, fall in property values etc. Neither the infrastructure manager nor the railway
undertaking suffer directly from the activation of this hazard, although the hazard
sources are located in their subdomains, mainly in the wheel-rail interface (HS1 and
HS2). Similarly, to the first hazard, the most plausible risk reduction measure can be
applied by the infrastructure manager in form of noise barriers or additional rail grinding
(RRM1). Still, also the railway undertaking can take risk reduction measures, e.g.
exchanging cast iron brake blocks by blocks made from composite materials (RRM2).

Alternatively, the hazard structure can be denoted by the following matrix:

(6)

noise

O = =
O = =
- o O

Using the matrixes instead of the graphical representation allows to propose in the
future some methods for analytical determination of the characteristics of particular
hazards. It may be useful e.g. to clearly divide the cost of introducing new risk reduction
measures if one of the parties considers that the risk level is unacceptable.

4 Conclusions

The idea of ‘shared risks’ is specific to railways. Different business entities are legally
obliged to manage risk of hazards, which sources, possible risk reduction measures and/
or consequences are split between their safety management systems. There is a need for
standardisation and formalisation of data wherever it is necessary to collect it, especially
for subsequent data processing (e.g. in the form of queries in databases). Therefore, we
propose a form of hazard structure description which allows to present a complex hazard
‘picture’.

Linguistic representation of hazard structure, which has been applied so far e.g. in
rail transport systems in Poland, does not facilitate the execution of the indicated
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processes. Additionally, the proposed hazard structure description provides new oppor-
tunities to characterize the hazard in numerical terms. In this perspective, it can become
a vital supplement for risk measurement models.

Knowing the hazard structure is important for harmonising hazard records of
different actors and allows for better understanding of the situation. The proposed form
of hazard picture is meant to motivate the risk analyst to look on the hazards in a more
abstract level and consider its consequences across the borders of railway safety
management systems. We believe that the standardisation and formalisation of the
presented hazard structure will contribute to its wide application across railway entities.
The idea can be also further developed to be the basis for splitting costs of introducing
and maintaining risk reduction measures.
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Abstract. On an example of testing sheet high-strength (o + p) titanium alloys
with different percentages of o and 3 phases, the danger of using titanium alloys
with a large o phase content in transportation systems subjected to impact-oscil-
latory loading is shown. Under impact-oscillatory loading, dynamic nonequili-
brium processes (DNP) with self-organization of the structure can be realized in
titanium alloys. As a result, depending on the initial percentage of o and 3 phases
in alloys, the impact-oscillatory loading can significantly affect fluctuations in the
initial plastic deformation of the alloys upward or downward without appreciably
reducing the strength of the alloy.

Keywords: Impact-oscillatory loading - Dynamic nonequilibrium processes
(o + P) titanium alloys - Mechanical properties

1 Introduction

Almost all modern critical structures use high-strength titanium alloys as structural
materials [1, 2]. Titanium alloys are used, inter alia, for airborne and aerospace systems
of various purpose [3]. High strength, low density, high specific strength, wide temper-
ature range of titanium alloys can significantly reduce the weight of structures of trans-
portation systems and increase the reliability of their operation. At present, structural
and special titanium alloys with varying strength and, most importantly, high ductility
have been developed. These alloys include two-phase high-strength titanium alloys
VT23 (6,, > 1150 MPa, § = 15%) and VT23 M (o,, > 1100 MPa, § = 20%) [4, 5]. To
achieve such high parameters of the mechanical properties of these two-phase titanium
alloys, the developers of semifinished products implement complex multi-stage thermo-
mechanical processing (TMP) modes with different percentages of o and § phases and
with various additives of alloying elements [6, 7]. One should pay attention to the fact
that most stages of complex TMP modes occur in conditions far from thermodynamic
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equilibrium. Therefore, as early as at the stages of manufacturing semifinished products
of titanium alloys, dynamic non-equilibrium processes (DNP) are realized in melts,
which also contribute to the appearance of unique mechanical properties of titanium
alloys of the class in question [7, 8]. On the other hand, the real loading modes of trans-
portation systems can also realize dynamic nonequilibrium processes with self-organi-
zation of the structure in titanium alloys. The authors were the first to establish experi-
mentally that such real modes definitely include impact-oscillatory loading with a
loading frequency of 1 ... 2 kHz [9]. Such loading modes can lead to significant changes
in the initial structure of alloys carefully prepared by technological methods and, conse-
quently, to changes in the initial mechanical properties of industrial titanium alloys used
in transportation systems. Previous studies on titanium alloys of different classes showed
that, for example, for a two-phase titanium alloy VT22 after impact-oscillatory loading,
the plastic deformation increases significantly in comparison with the initial state, while
the strength practically does not decrease [10]. Similar tests on a submicrocrystalline
titanium alloy VT1-0, on the contrary, have found a significant decrease both in plastic
deformation and strength after the realization of DNP due to impact-oscillatory loading
[11]. The limited experimental data in this area of research does not allow to unequiv-
ocally answering the question of what parameters of the initial structure of two-phase
titanium alloys are most sensitive to dynamic nonequilibrium processes realized during
the operation of transportation systems due to impact-oscillatory loading.

The purpose of this work is to assess the impact of the initial percentage ratio of a
and p phases in the sheet titanium alloys VT23 and VT23 M on changes in the mechanical
properties of alloys after impact-oscillatory loading.

2 Materials and Methods

The method of mechanical testing is implemented on the basis of a modified hydraulic
setup ZD-100Pu for static testing and is described in detail in [12, 13]. The main idea
of the proposed technique is the high-speed stretching of the material with a high
frequency oscillation (several kilohertz) applied to it, which corresponds to the own
frequency of the testing machine. Structurally this is achieved due to the fact that, in
addition to the outer contour (loaded frame of the testing machine), an inner contour is
introduced into the testing machine. The inner contour is a simple statically indetermi-
nate structure in the form of three parallel elements that are loaded simultaneously — a
central specimen and two satellite specimens (brittle samples) of different cross sections
made from hardened steels 65G or U8 ... U12. When this structure is stretched, the
satellite specimens are destroyed, and impulse energy is introduced into the material of
the specimen under study. The satellite specimens can be activated at any stage of the
preliminary static stretching, so that the effect of pulse introduction of energy on the
degradation of mechanical properties due to material damage at static stretching can be
investigated. By varying the initial diameter of the satellite specimens, it is possible to
control the intensity of the pulse introduction of the power energy into the material.
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Mechanical tests were conducted on specimens (Fig. 1) from sheet industrial tita-
nium alloys VT22 and VT23 M with a thickness of 3 mm. The strain measurement base
was 16 mm.
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Fig. 1. Test specimen.
The mechanical properties of the alloys in the initial state are given in Table 1.

Table 1. Mechanical properties of titanium alloys VT23 and VT23 M.

Titanium Mechanical properties

alloys o, MPa s, MPa 5, %
VT23 980-1180 | 1080-1280 |15
VT23M 1000-1150 | 1080-1180 |20

To evaluate the percentage ratio of o and f phases in the titanium alloys VT23 and
VT23 M, an X-ray study was used in the initial state. The X-ray study was performed
in monochromatic Cu Ka-radiation on a DRON-UM1 diffractometer. A single crystal
of graphite was installed on a diffracted beam as a monochromator. The diffractograms
were taken by step scanning in the range of angles 20 10-90°. The scan step was 0.05°,
the exposure time at a point was 3 s. The data of the diffractometric experiment were
processed using a program for full spectrum analysis of X-ray spectra from a mixture
of polycrystalline phase components of Powder Cell 2.4. In full-profile analysis of
diffraction patterns, texture patterns were recorded using the March-Dollase model [14,
15]. The correction for intensity of any maximum hkl in this model was performed by
introducing an effective multiplier of repetition Mhkl:

M, = Z (7% - cos’ @, + 77" - sin’ (Pi)_3/2

i=1

: (1)

where 7 is the correction factor of the texture, m is the crystallographic multiplier of
repetition of this family of equivalent planes {/kl}, ¢ is the smallest value of the angle
between the normal to a given plane (kkl); and a given vector of the texture. According
to Eq. (1), in the absence of the texture, 7= 1, at 0 < 7 < 1, the value M,,;; > 1, and the
intensity of maximum hkl increases compared to the non-textured specimen, and at
7> 1, the value M;;; < 1.
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3 Results and Discussion

The results of the diffractometric study have shown (Fig. 2) that the § phase occupies
43% of weight and the a phase — 57% of weight in the titanium alloy VT23. The § phase
occupies 22% of weight and the a phase — 78% of weight in the titanium alloy VT23 M.
It is notable that both phase components in specimens have a texture along the crystal-
lographic direction (002). The latter can result from the rolling of specimens or other
mechanical impact.
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Fig. 2. The results of the diffractometric study on the percentage of o and f phases in the
investigated titanium alloys: (a) alloy VT23 M; (b) alloy VT23.

Attention should be paid to the periods of the lattice of phases in the investigated
specimens of alloys. Thus, in the transition from the specimens of the alloy VT23 M to
the specimens of the VT23 alloy, the volume of the elemental cell of the hexagonal
lattice alpha-Ti decreases from 34.84 A’ to 34.58 A®, while for the elementary cell of
the cubic lattice beta-Ti, the volume decrease from 33.49 A® to 33.08 A®. Such changes
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can be due to the substitution of the titanium atoms by atoms with a smaller atomic
radius, or the formation of a certain number of vacancies in crystalline lattices.

Preliminary experiments on specimens from alloys VT23 and VT23 M have shown
that the loading modes, at which the total stress in specimens under the action of
preliminary static stretching and additional impulse loading does not exceed the yield
strength of the alloy, lead to an insignificant decrease in plastic deformation of the alloys
upon repeated static stretching (up to 10%). The strength of alloys is practically
unchanged in this case.

Therefore, the method of further testing was as follows. The batches of specimens
from alloys VT23 and VT23 M, 17 pieces each, were subsequently loaded with static
stretching to the initial loading of 8.0 kN, and further in 2.0 kN increments. Under these
fixed static loads, specimens were subjected to a given additional force impulse load
Fiyp. =45.0 ... 50.0 kN. Under the pulse introduction of energy into the alloys, slips of
plastic deformation ¢;,,, were recorded, and after the realization of DNP specimens were
completely unloaded. Next, all the tested specimens were stretched statically to fracture,
and the effect of pulse introduction of energy on the increase in plastic deformation of
alloys as compared to the initial state was determined using the parameter &;,,.

Figure 3 shows the obtained experimental curve for the dependence of g;,5,. ON &y,
for alloy VT23, and Fig. 4 shows stress-strain diagrams for some specific tested speci-
mens (here, specimen 19 corresponds to the stress-strain diagram under static stretching
of the VT23 alloy in the initial state). The analysis of the experimental results obtained
showed that for the VT23 alloy the optimum value is &;,, = 3.5 ...4.0%.
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Fig. 3. The curve showing the dependence of plastic deformation of specimens from titanium
alloy VT23 upon repeated static stretching on deformation slips in the process of pulse
introduction of energy into the alloy.
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Fig. 4. Stress-strain diagrams of tested specimens from alloy VT23 (explanations are given in
the text).

In general, there is a positive effect of pulsed introduction of energy at the stage of
plastic deformation of VT23 alloy on the increase in plastic deformation upon repeated
static stretching.

Interesting results were obtained for alloy VT23 M. No loading modes, under which
there is a noticeable increase in plastic deformation after the DNP realization with a
symmetric introduction of the pulse energy, have been recorded for this alloy. Only with
€mp. = 0.2 ... 1.0% it is possible to reach the upper limit of scatter of the mechanical
properties of the alloy under standard static tension, Fig. 5. It should be noted that curves
2y, 5y and 7y practically coincide with curve 1, which corresponds to the upper limit of
scatter of the mechanical properties of the alloy under standard static tension. Figure 5
also shows the stress-strain diagram of alloy VT23 M under impulse loading.
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Fig. 5. Stress-strain curves of tested specimens from alloy VT23: curves 1y and 33y correspond
to static stretching of specimens in the initial state, curves 2y, 5y and 7y correspond to specimens

after impulse loading in the range €;,, = 0.2 ... 1.0%.

Since in addition to longitudinal vibrations, bending vibrations also arise in the case
of impact-oscillatory loading, we pay attention to the relative symmetry of the specimen
bend in one direction or another under the action of additional impulse loading on the
specimen as a result of practically simultaneous fracture of the satellite specimens.
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Specific experiments on the effect of non-simultaneous fracture of satellite speci-
mens, i.e. in the case of asymmetric bending of the specimen in one direction or another
during the pulse introduction of energy, revealed an unexpected result, which directly
depends on the ratio of a and  phases in the titanium alloys in the initial state. Asym-
metric bending of specimens under the pulse introduction of energy practically did not
affect plastic deformation of alloy VT23 with a higher content of a more ductile f phase
and significantly affected plastic deformation of alloy VT23 M with a significantly lower
content of  phase. After the DNP was realized upon repeated static stretching, the plastic
deformation of alloy VT23 M decreased to 8.0 ... 10.0%, Fig. 6.
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Fig. 6. Stress-strain curves of tested specimens from alloy VT23 M: curve 1 corresponds to static
stretching of the alloy in the initial state. Stress-strain diagrams of specimens 34 and 35 correspond
to the experimental data on the repeated static stretching after the realization of DNP.

Thus, when high-strength titanium alloys with a phase content of about 80% are used
in transportation systems, the risk of a significant reduction in the plastic deformation
of alloys under the action of a short-term asymmetric impact-oscillatory loading can be
encountered.

4 Conclusions

It is shown that two-phase high-strength titanium alloys VT23 and VT23 M are very
sensitive to impact-oscillatory loading with a loading frequency of 1 ... 2 kHz, in which
dynamic nonequilibrium processes are realized in alloys with self-organization of the
structure.

It is found that after the action of asymmetric impact-oscillatory loading, two-phase
titanium alloys with a high percentage of o phase of about 80% show a tendency for a
dramatic decrease in plastic deformation upon repeated static stretching. Thus, in partic-
ular, plastic deformation of alloy VT23 M after the realization of dynamic nonequili-
brium processes due to impact-oscillatory loading decreased 2.6 times.

Considering a high probability of realization of impact-oscillatory loading with high
frequencies in the process of operation of transportation systems, there are risks asso-
ciated with using two-phase high-strength titanium alloys with a high percentage of a
phase in transportation systems.
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Abstract. Different models and modelling techniques are used in all four stages
of the classical transport model. Regression models are widely used in two of
them, i.e. in trip generation modelling and transport choice modelling (modal
split). Still probabilistic-statistical models generally accept that parameters
(regression coefficients in our case) of the model remain unchanged throughout
the period of the process of viewing the model. However in practice these param-
eters usually changing randomly.

Markov-Modulated linear regression brings the idea that the regression model
parameters do not remain constant throughout the period of model viewing, but
vary randomly with the external environment, the impact of which is described
by a Markov chain with continuous time and final state set. This assumption seems
quite natural, because the “external environment” is arandom in every day’s sense
of this word.

This study attempts to identify the advantages and disadvantages of using
Markov-modulated linear regression models exactly in transport modelling,
comparing with classical regression models and stochastic Markov-chain based
models as well. The research gives a vision of Markov-modulated linear regres-
sion model’s place in the transportation field, describing new tasks and challenges
when facing to the different circumstances such as missing data or big data.

Keywords: Transport modelling - Regression models
Markov-Chain based models - Markov-Modulated linear regression
External environment

1 Introduction

Transports modelling leading specialists, who have great works in this industry, are Juan
de Dios Orttizar and Willumsen [8], Hensher and Button [4], Jaume Barcelé Bugueda,
Tomer Toledo and others. Juan de Dios Ortuzar [8] describing transport planning process
and its importance particularly emphasizes the use of analytical models in decision-
making process. There is a huge amount of different models used in transport planning
process and the choice of modelling methodology depends on the conceptual model
structure, advances in statistical modelling, the data availability, and the computing
capability.

© Springer International Publishing AG 2018

1. Kabashkin et al. (eds.), Reliability and Statistics in Transportation
and Communication, Lecture Notes in Networks and Systems 36,
https://doi.org/10.1007/978-3-319-74454-4_21



224 N. Spiridovska

Since the object of the investigation is the Markov-modulated linear regression
model (which is a combination of regression model and Markov chain based model) and
its capabilities, it is natural firstly to describe the model itself (Sect. 2), then consider
the scope of regression models and Markov chain based models application within the
4-step classical transport model (Sects. 3 and 4).

2 Markov-Modulated Linear Regression: The Main Idea

The term ‘Markov-Modulated’ means that a random environment in which model oper-
ates is presented as a continuous-time homogeneous irreducible Markov chain J(¢), t >
0, with_finite state set N = {1, 2, ..., k} (Pacheco et al. [15]). The work in the direction
of placing the linear regression into Markov’s environment was performed by the
professor Alexander Andronov [1].

Using probabilistic-statistical models generally is accepted that parameters of the
model remain unchanged throughout the period of the process of viewing the model. In
this case it refers to the regression model parameters, i.e., the regression coefficients.
However in practice these parameters usually changing randomly. Saying about
“random environment” in which investigated object is changing. Thus, this fact it is
necessary to take into account developing models to ensure the adequacy of the model
to more realistic conditions.

In Markov-Modulated linear regression the idea is offered, which is based on the
assumption that the external environment is described by a Markov chain with contin-
uous time. This assumption seems quite natural, because the “external environment” is
arandom in every day’s sense of this word. Let’s briefly describe the main idea of the
model.

2.1 Model Description

The full description of the Markov-modulated linear regression model can be found in
[1]. Let’s see the model in matrix notation.

7, ®x,
Y(T) = (Y,(t)), ..., yn(;n))T _|% ‘?ixz vec p + diag(\/t,, \/ty: ..., \/1,)Z. 1)
7 ®x,

where Y (¢) are scale responses which are time-additive (Y; (0) = 0), # is the number of

observations, the 1 X m vector ¢, = (ti,] e tl-ym), which component 7, ; means a sojourn

time for response Y; in the state j (it is supposed that model operates in the so-called
external environment, which has final state space S = {s;, j = 1, ..., m}, for the fixed

state sjeS, j = 1.., m, (note that t;,=1¢,+...+¢,), the n X m matrix

T ™\ T
T= <t. seens k) > , & is Kronecker product, x; = (x;, Xi-.., X;z) is 1 X k vector, the
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k X m matrix f = ( [/ T ﬂm) = ( b, J) of unknown parameters, vectorization operator
vec(A) of matrix A, the n-dimensional diagonal matrix diag(v) with the vector v on the
main diagonal, Z = (Z;) is the n X 1 vector, where Z() is Brown motion scale disturbance
(Z; are independently, identically normally distributed with mean zero and constant
variance (72).

It is seen that the linear regression model has place here. The expectation and the
covariance matrix of Y(T) are the following:

71 ® x;

72 ® Xy

EY(D) = vec i,

. 2
t, ®x,

Cov(Y(T)) = o*diag(t,,t,, ..., t,).

After that it is possible to use the generalized least square method to estimate param-
eter matrix /3, supposing that the matrix of unknown coefficients by vec $ has full rank mk.
Further it is supposed that the external environment is arandom one and is described
by a continuous-time Markov chain J(¢), ¢ > 0, with the finite state set S = {1, 2, ..., m},

where 4, is the known transition rate from state s; to state s;, and A; = ) 4, .

Further all necessary formulas for a calculation of the conditional ?\;erage sojourn
time that allows to get the needed estimates are provided in previous researches [1, 2].

The obtained model can be used in any applied area; however we narrow our research
to the field of transportation. Let’s see how regression models are used in transport
modelling.

3 Regression Models in Transport Modelling

Regression analysis is a technique that can help to describe the relationship between the
variables using the analytical instruments. After the opinion of Washington [12] and
another authors, the linear regression is one of the most widely studied and used statis-
tical and econometric methods. And there are a number of reasons. Firstly, the linear
regression is suitable for modelling with different relationships between variables. In
addition, linear regression model assumptions are often properly executed in many
practical applications. The results of the regression model are relatively easy to interpret,
regression models estimates are relatively easy, and software for model estimation is
available in many non-specialized packages. For sure there are also many restrictions
on using regression, but we aren’t discussing them in this paper.

3.1 The Structure of the Classical Transport Model

Years of experimentation and development have resulted in the general structure, called
the classical transport model. Model structure is the practical result of 1960’s, and
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Fig. 1. The structure of the classical transport model.

despite significant improvements of modelling techniques, is still more or less effective
from those times. Classical transport model structure is reflected in Fig. 1 [8].

Approach starts with the zone and network system review, and the collection and
coding of planning, calibration and validation. These data are then used to estimate a
model of the total number of trips generated and attracted by each zone of the study area
(trip generation). In other words, determination of transport flow, their destination and
origin, chose reason for the trip. The next step is the allocation of these trips to particular
destinations, in other words their distribution over space, thus producing a trip matrix.
The following stage normally involves modelling the choice of mode and this results in
modal split, i.e. the allocation of trips in the matrix to different modes. Finally, the last
stage in the classic model requires the assignment of the trips by each mode to their
corresponding networks: typically private and public transport.

Different models are used in all four stages of the classical transport model.

Regression models are actively applied in two stages of the classical transport model:
trip generation and modal split.

Regression Models in Trip Generation Modelling. The objective of classical trans-
port model trip generation stage is to predict the total number trips, generated by the
origin of each zone of the studied region (Origin O-i) and connected destination (Desti-
nation Dj). This can be achieved in different ways, not only with regression models.
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There is Zonal-based Multiple Regression and Household-based Regression. In the
first case, an attempt is made to find the ratio between the number of household trips,
created by or connected to the zone, and average socioeconomic characteristics (for
example, such as the level of income, the number of cars, household size and structure)
in each zone. It is important to note that the zonal-based regression is conditioned with
area environment and size (i.e. the spatial aggregation problem). This is clearly shown
by the fact that the inter-zonal variation decreases with the zone size. In the second case,
when the regression is based on households, each house is taken as the entry vector data
with the purpose of including into the model all the observed variation range of house-
holds and their driving behaviour. The calibration process, as well as in the case of zonal-
based models can be performed by matching, testing each independent variable until the
best model is acquired (for a given confidence level in terms of common indicators).

Regression Models in Modal Split Modelling. Modal split is probably the most
important stage in the classical model of transport planning. It is, because of the public
transports’ main role in policy design. Almost without exception, travel by public trans-
port uses the road space more efficiently and causes less accidents and emissions than
private car use.

Modal split models can be aggregated, if they are based on zonal (and inter-zonal)
information. And also may be disaggregated models, which are based on households
and/or individual data.

Work describes disaggregated models that are very widely and successfully used in
the process of modal split. This is the model class called discrete choice models.

At the end of 1970’s, Daniel McFadden, now a professor at the University of
California (Berkeley), created and developed a statistical estimation methods, which
promoted wide spread of the discrete choice models, and for this achievement
Dr. McFadden in association with James Heckman received the Nobel Prize in economy
in year 2000. Around the same time, Moshe Ben-Akiva at Massachusetts Institute of
Technology submitted a doctoral thesis presented related to this topic. Some great names
and their impressive work, which developed this theory in transport sector, are:
Daniel McFadden [7], Moshe Ben-Akiva and Lerman [3], Chandra Bhat, Kenneth Train,
David Hensher, Michael Berlarie, Charles Manski.

In general, discrete choice models postulate that: the probability of individuals
choosing a given option is a function of their socioeconomic characteristics and the
relative attractiveness of the option.

Nowadays the discrete choice models range is very wide: starting with simplest ones
and finally with a very complex models. Let’s look at some model classes.

e Logit models (logistic regression).

Logit models are the most popular discrete choice models. There are different logistic
regression models such as:

Multinomial logit models,
Conditional logit models,
— Nested logit models,
Cross-Nested logit models,
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— Cross-Correlated logit models,
— Paired Combination logit models.

These models belong to the class of Generalized Extreme Value models formulated by
Daniel McFadden in 1978. This class of models is characterized by the fact that residuals
€ are independently and identically distributed as Gumbel distribution (or Weibull, or
extreme value type I).

e Probit models (probit regression):
— Conditionally-heteroskedastic probit models.
e Robust choise models:

— Mixed logit models,
— Semiparametric single index discrete choice models,
— Nonparametric discrete choice models.

e Tobit models (censored regression).

Obviously, the number of models that can be used in transport mode choice modeling
is very large. It is necessary to take into account the appropriate conditions during the
model selection process.

4 Stochastic Markov Chain Based Models in Transport Modelling

Markov chains have been used over the years for statistical analyses of engineering,
medical and environmental data. Markov chains have been used in transportation related
fields including air traffic control, bridge deterioration rates, intersection queuing theory,
pavement crack deterioration and pavement performance [11].

As well Markov chains are employed to model congestion and emissions in a manner
analogous to how Google employs these tools to model congestion in the Internet [5].
According to the authors Crisostomi, Kirkland and Shorten in [13] “Markov chains offer
considerable advantages over conventional road network simulators. They can be built
from real data easily; they are fast and effective simulation tools. Also, Markov chains
can be used to inform the design of control strategies that are suitable for regulating load
in transportation networks; namely the design of load balancing strategies using infra-
structure to shape the probabilities. Furthermore, Markov chain models allow users to
glean structural information that is usually difficult to obtain using other modelling
techniques. These include: identification of sensitive links in the network; identification
how connected the network actually is (graph connectivity, sub-communities); the
design of networks that are in some sense maximally mixing; and the ability to predict
the effects of failure of a link (i.e. due to road works or an unexpected event). Such
information cannot be extracted easily from conventional simulators (most sensitive
road junctions, speed of mixing, identification of subgraphs, and degree of graph
connectivity). As such they are excellent traffic engineering tools and provide a mech-
anism to respond to congestion conditions in near real time in a pre-emptive manner”.
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In this study we are interested in Markov chain application exactly in transport
modelling, more precisely the place of Markov chains in classical transport model. Due
torecent studies [ 10] Markov chains can be successfully implemented to the stage named
distribution of classical transport model to form a trip matrix or OD-matrix (Origin-
Destination). The method is based on the transportation network, which is associated
with the graph of the corresponding Markov chain and on the canonical form of the
graph. Previously, Li [6] considered a method to estimate OD matrices of the public
transport using Markov approach.

Also there is a possibility to use Markov chains at Modal Split Modelling (3rd stage
of classical transport model), as well as regression models are used. There are some
investigations, for example [14], where a Markov chain based choice model is consid-
ered and showed that it provides a simultaneous approximation for all random utility
based discrete choice models including the multinomial logit, the probit, the nested logit
and mixtures of multinomial logit models. [14] showed that the choice probabilities
computed by the Markov chain based model are a good approximation to the true choice
probabilities for any random utility based choice model under mild conditions. Unfortu-
nately, this example does not consider the application of the Markov chain to the trans-
port area.

S Markov-Modulated Linear Regression: Tasks and Challenges

In general we can conclude that regression models and Markov chain based models are

not competitors, they are used at different stages within the frame of transport modelling.

They can rather complement each other as we can see in the proposed Markov-modu-

lated regression model. Let’s briefly summarize advantages of both model types.
Some of the general advantages of regression analysis techniques are:

— Simplicity of computation,

— Software for model estimation is available in many non-specialized packages,
— The regression model results are relatively easy to interpret,

— Future trends can be predicted based on historical data,

— It provides a statistical platform for more advanced modelling,

— It has the ability to deal with multivariate components.

The advantages of Markov chain modelling can be considered asef both types n
randomacan be mentioned as disadvantage of model appliance:

— Allows to develop a prediction model with just two years of data;

— Allows to make calculations even if data for some years is missing (special approach
is needed for regression analysis);

— Allows users to glean structural information;

— Has the ability to treat data with stochastic tools including Bayesian processes.

Markov-Modulated linear regression model is still advanced regression model, so it
can be applied in any subject area as well as the usual regression models where they are
reasonable. And as advanced model Markov-Modulated linear regression model can
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bring new vision of system or can help to obtain new information. For example, the total
number of trips in a zone may depend not only on the average socioeconomic charac-
teristics but also on the weather conditions that can be included in the model not as an
additional independent variable (what complicates the model), but to consider them as
external environmental conditions (sunny or rainy weather, for example), thus obtaining
various regression parameters at different states of the external environment.

Previous researches were executed on artificial data [1]. Simulation modelling
included two stages: a small data sample and a large data set. In the first case, the Markov-
modulated linear regression gave unacceptable estimates of the true parameter f, but
dependent variable values were predicted well. This was explained by the fact that the
available observation number was insufficient with the chosen number of parameters to
be evaluated. A large sample yielded much better results and it was concluded that the
assessments tend to be true parameter values, but rather slow. This can be improved if
the evaluation procedure uses the true variance values for sojourn times. Of course it
can be argued that in actual practice we rarely are in asymptotic situation. But nowadays,
when specialists are confronted directly with big data problems, when data in huge
quantities come from different mobile applications, or are collected by GPS assistance,
the Markov-modulated linear regression can provide a significant contribution to the
different transport problems’ solving. This gives reason to believe that it can be applied
to various challenges in the transport sector and other practical life areas.

6 Conclusions

Markov-Modulated linear regression brings the idea that the regression model param-
eters do not remain constant throughout the period of model viewing, but vary randomly
with the external environment, the impact of which is described by a Markov chain with
continuous time and final state set.

In the framework of the classical transport model regression models are actively
applied in two stages: trip generation and modal split, in their turn Markov chains are
successfully implemented to the distribution stage to form a trip matrix or OD-matrix
and modal split stage as well.

In general regression models and Markov chain based models are not competitors,
they are used at different stages within the frame of transport modelling. They can rather
complement each other as we can see in the proposed Markov-modulated regression
model.

Markov-Modulated linear regression model is still advanced regression model, so it
can be applied in any subject area as well as the usual regression models where they are
reasonable. And as advanced model Markov-Modulated linear regression model can
bring new vision of system or can help to obtain new information. The lack of model
approbation on real data can be mentioned as disadvantage of the application of Markov-
Modulated linear regression model. Also a shortage of software is also a temporary
disadvantage of using this type of model. But both shortcomings are temporary and quite
solvable problems.



Markov-Modulated Linear Regression 231

References

10.

11.

12.

13.

14.

15.

. Andronov, A., Spiridovska, N.: Markov-modulated linear regression. In: Proceedings of the

International Conference on Statistical Models and Methods for Reliability and Survival
Analysis and Their Validation (S2MRSA), Bordeaux, France, pp. 24-28 (2012)

. Andronov, A.M., Spiridovska, N., Santalova, D.: Markov-modulated linear regression for

incomplete observations. In: Abstracts of Communications on 11th Vilnius Conference on
Probability Theory and Mathematical Statistics, Vilnius, p. 72 (2014)

. Ben-Akiva, M.E., Lerman, S.R.: Discrete Choice Analysis. Theory and Application to Travel

Demand. MIT Press, Cambridge (1985)

. Hensher, D.A., Button, K.J.: Handbook of Transport Modelling (Handbooks in Transport),

2nd edn. Emerald Group Publishing Limited, Bingley (2008)

. Langville, A.N., Meyer, C.D.: Google’s PageRank and Beyond — The Science of Search

Engine Rankings. Princeton University Press, Princeton (2006)

. Li, B.: Markov models for Bayesian analysis about transit route origin-destination matrices.

Transp. Res. Part B Methodological 43(3), 301-310 (2009)

. McFadden, D.: Econometric Models of Probabilistic Choice. The MIT Press, Cambridge

(1981)

. Ortuzar, J., Willumsen, L.: Modelling Transport, 4th edn. Wiley (2011)
. Sivakumar, A.: Modelling Transport: A Synthesis of Transport Modelling Methodologies.

Imperial College, London (2007)

Tesselkin, A., Khabarov, V.: Estimation of origin-destination matrices based on Markov
chains. Procedia Eng. 178, 107-116 (2017)

Uchwat, C., MacLeod, D.: Case studies of regression and Markov chain models. In:
Proceedings of the Conference of the Transportation Association of Canada, Fredericton,
New Brunswick (2012)

Washington, S.P., Karlaftis, M.G., Mannering, F.L.: Statistical and Econometric Methods for
Transportation Data Analysis. Chapman and Hall/CRC, Boca Raton (2003)

Crisostomi, E., Kirkland, S., Shorten, R.: A Google-like Model of Road Network Dynamics
and its Application to Regulation and Control (2010). Hamilton Institute’s Homepage. http://
www.hamilton.ie/shravan/SpectralRoad_Report.pdf

Columbia University’s Homepage. http://www.columbia.edu/~vg2277/MC_paper.pdf.
https://doi.org/10.1287/opre.2016.1505

Pacheco, A., Tang, L.C., Prabhu, N.U.: Markov-Modulated Processes and Semiregenerative
Phenomena. World Scientific Publishing Company, Hackensack (2009)


http://www.hamilton.ie/shravan/SpectralRoad_Report.pdf
http://www.hamilton.ie/shravan/SpectralRoad_Report.pdf
http://www.columbia.edu/%7evg2277/MC_paper.pdf
http://dx.doi.org/10.1287/opre.2016.1505

Spatiotemporal Big Data Challenges
for Traffic Flow Analysis
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Abstract. This paper contains a survey of spatiotemporal big data challenges in
the area of urban traffic flow analysis. Existing sources and types of traffic flow
data were reviewed and evidences that traffic flow data can be considered as
spatiotemporal big data were provided. Current trends in spatiotemporal big data
analytics and in urban traffic flow modelling and forecasting were consolidated
and alist of joint emerging challenges was composed. The stated challenges cover
different spatiotemporal aspects of big data and are linked to optimal time and
space data resolution, spatial and temporal relationships in traffic data, computa-
tional complexity of spatiotemporal algorithms, fusion of traffic data from heter-
ogeneous data sources into a single predictive scheme, and development of
responsive streaming algorithms. The raised challenges are supported by an
extensive literature review, and suggestions for future work are offered.

Keywords: Spatiotemporal big data - Urban traffic flows - Modelling
Forecasting

1 Introduction

Nowadays a wide network of distributed sensors and tracking devices provide over-
whelming amount of geospatial traffic data with high velocity. Modern urban traffic data
include high-resolution values from hundreds of traffic sensor loops, installed at different
space points; thousands GPS car routes from navigation software and probe cars;
millions of traffic-related short messages in social networks. As a result, traffic data
volume and dimensions grow rapidly and datasets become heterogeneous, which make
application of conventional methods difficult and inefficient [1]. Recently developed
methods of big data processing also weakly appropriate for spatiotemporal data as most
of them don’t support even basic spatial properties and relationships.

Classical big data is associated with features of volume, velocity, variety, variability,
veracity, visualization, and value. In addition to these 7V’s, spatiotemporal big data
includes a myriad of potential relationships between observations in spatial and temporal
dimensions. Inputs of spatiotemporal big data inputs are more complicated than classical
ones, because they include discrete representations of continuous space and time.
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Spatiotemporal relationships and continuous-to-discrete conversion raise new chal-
lenges for researchers in visualisation, modelling, and forecasting of spatiotemporal big
data.

Due to ahighly interrelated structure, spatiotemporal data processing poses statistical
and computational challenges [2]. Mining information from spatiotemporal datasets and
estimating of statistical model parameters is more difficult than solution of corre-
sponding problems for traditional data due to the complexity of spatiotemporal data
types and relationships [3]. The problem of efficient spatiotemporal big data processing
and utilisation for modelling become even more important in combination with real-
time requirements, peculiar to traffic analysis [4]. Automated traffic lights control, vari-
able speed limits and other methods of active traffic management require results of data
processing in real-time, and weakly developed background of spatiotemporal big data
processing methods creates obvious obstacles for their effective application.

In this paper challenges of spatiotemporal big data processing are reviewed, focusing
on their application to real-world traffic flow datasets. Most important methodological
shortages of spatiotemporal big data analytical methodology were identified and can be
considered as directions for intensive interests of the scientific community. Recently
Vlahogianni et al. [5] published a list of most important challenges in traffic flow model-
ling and short-term forecasting, and Jiang and Shekhar [6] presented their vision for
spatiotemporal big data challenges. In this paper these lists of challenges were proved
to be highly related and thus many modern traffic flow modelling tasks have the spatio-
temporal big data nature.

2 Spatiotemporal Big Data of Traffic Flows

Urban traffic flow data is naturally spatiotemporal big data. Nowadays enormous volume
of traffic data is collected in real-time from various data source, and almost all obser-
vations has spatial and temporal labels. Spatiotemporal data can be classified into three
types: raster, vector and graph data [6]. Raster spatiotemporal data includes temporal
series of raster images (video, geo-images, etc.); vector data includes trajectory polylines
in time (time series) or both in time and space (routes); graph data includes information
about dynamics of network structures.

The problem of new traffic data sources is emerging: Yatskiv et al. [7] presented a
comprehensive review of modern traffic flow data sources; recently a special workshop
on new traffic data sources was organised [8]. An extended list of traffic data sources is
summarised in Table 1 and classified by spatiotemporal data types.

Recently several researchers utilised data source of different types for model esti-
mating and forecasting [9, 10], and fusing data of various types into a single predictive
scheme becomes an important direction for academic studies.

Note that spatiotemporal nature of traffic flow data should lead to a significant
concordance of spatiotemporal methodological developments and traffic flow modelling
and forecasting challenges. In the following section a list of emerging problems of traffic
flow forecasting is composed and their links to spatiotemporal big data challenges are
provided.
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Table 1. Spatiotemporal traffic flow data sources.

Data Spatial Temporal Traffic flow data source

type dimension dimension

Raster | Territory or road | Time series of e Wide area motion imagery (WAMI): geo-
segment raster images images and video records of traffic flows, i.e.

from unmanned aerial vehicle (UAV) cameras
o Traffic cameras

o Car digital video recorders

e Autonomous cars’ light/laser imaging
detection and ranging (LIDAR) sensors

Vector | Spatial point Trajectories e Sensor loops (video, infrared, ultrasonic,
in time microwave, acoustic, piezoelectric,
photoelectric, inductive, magnetic, RFID)
e Human (counters)

Spatial trajectory | Trajectories e GPS-enabled road mapping devices and
in space and time | mobile phones

o Cellular-based mobile phones

e Probe cars

o Bluetooth car trackers

Graph | Road network Dynamics of a e Road network structure data
road network (OpenStreetMaps, etc.)
structure e Volunteered geographic information from

drivers’ software: accidents, traffic jams,
danger conditions, etc.

o Social media data (Twitter twits, Facebook
comments, etc.)

3 Spatiotemporal Big Data Challenges of Traffic Modelling

Traditional big data challenges are typical to traffic flow analysis: many researchers paid
their attention to core V’s of traffic data [11-13]. This paper focused on additional chal-
lenges, related to the spatiotemporal nature of traffic data. Each stated challenge can be
considered as a wide direction for future research.

3.1 Challenge 1: Determining Time and Spatial Data Resolution

A spatiotemporal process of traffic flow is continuous in space and time, but the majority
of big data analytics collection and modelling tools deal with them as discrete. This
continuous-to-discrete conversion can be implemented both at the layer of data collec-
tion (i.e. information from sensor loops could be available in a form of average values)
and at the modelling layer (data could be aggregated to improve model’s forecasting
accuracy). Nowadays raw traffic flow data is available at very high temporal and spatial
resolutions (i.e. 5 s time frames for every crossroad in a road network segment), and
selection of an appropriate time and space resolution of data becomes an important
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researcher’s decision. Both spatial and temporal aggregation of traffic flow data are not
straightforward and related to multiple issues.

A list of recent urban traffic studies, where attention to spatial aggregation is paid is
quite long [14, 15]. Spatial aggregation is frequently referred in literature as the modi-
fiable areal unit problem (MAUP) [16]. MAUP present the fact that different selection
of spatial regions could have a significant impact on the modelling results. Traffic flow
data is very flexible for spatial aggregation: data can be grouped by road lane (for multi-
lane roads), by road segments of different lengths, by crossroads and different directions,
by residential quarters, etc., and there is no straightforward methodology for selection
of an appropriate aggregation levels.

Although temporal aggregation of traffic data is addressed in studies more often [17—
19], a lack of a general approach or methodology also should be noted. General conclu-
sions of existing researches support the hypothesis about a critical role of temporal
aggregation for properties of traffic flow time series like stationarity, homogeneity, and
volatility, and as a result for data predictability. Also most of authors mentioned that
further research is needed to determine the optimum aggregation level with respect to
different traffic modelling techniques.

Finally, to the best of our knowledge, there are no empirical researches, where spatial
and temporal aggregation are analysed simultaneously. A strict methodology, which is
recommended for selection of an appropriate temporal and spatial aggregation level for
a modelling technique, is called.

3.2 Challenge 2: Discovering Spatial and Temporal Relationships

Spatial and temporal links are natural for traffic flows and should be addressed in model-
ling applications. Mostly researchers consider physical properties of the flow for model-
ling, i.e. estimate relationships (lagged in time) between consecutive space points on
freeways. But the problem is more complex: different segment of road network can be
considered as complementary one to each other and traffic flow could be relocated under
specific conditions (congestion, traffic jams, etc.). Thus modelling of spatial relation-
ships between space points within a small road segment (i.e. one freeway) could be
inaccurate and big data of the whole road network should be utilized.

There are two general approaches to identification of spatial links: road-network-
based and correlation-based. Within the network-based approaches a physical structure
of the road network is utilized for identification of potential relationships. Usually this
structure is introduced in a form of spatial contiguity matrix, which is a necessary exog-
enous component of many spatial and space-time models. Popular spatial autoregressive
models (SAR) and space-time autoregressive integrated moving average (STARIMA),
based on fixed spatial contiguity matrixes, have been recently applied for traffic flow
forecasting [20-22]. The formal specification of STARIMA model is [3]:

P A q my
Yi,t = Zk:l Zs:l aksWrYi,t—k + Zk:l ZS:I ykszsi,t—k + Ei,t’ (1)

where p is the autoregressive order, g is the moving average order, 4, is the spatial order
of the kth autoregressive term, m, is the spatial order of the kth moving average term,
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a,, and y,, are parameters to be estimated and W, is the matrix for spatial order s and ¢;
is the random disturbance vector at time ¢.

The assumption about a fixed spatial contiguity matrix W, is rarely satisfied in prac-
tice, so several recent researches applied correlation-based analysis to dynamic identi-
fication of spatial relationships [23-26]. Correlation analysis in conjunction with
regime-switching techniques allows discovering of time-varying spatial relationships
between traffic flows at remote road segments, observed under specific road conditions.
Although correlation-based approaches are more flexible, they have their own draw-
backs. In particular, big data analysis allows identification of correlation links between
remote space points without a reasonable background for causal spatial relationships.
This high correlation across spatial time series at a long distance are referred as tele-
connections [6], but also could be just spurious. Modern least absolute shrinkage and
selection operator (LASSO) techniques, rarely applied for traffic modelling [27-29],
allow limit spatial links with the most significant ones. Unexplained teleconnections in
spatiotemporal data could be useful for predictive techniques, but identification of
“useful” spatial links is still challenging.

Recent trends in big data analysis in general and specifically in traffic flow fore-
casting lay in shifting from correlational relationships to causal ones. Consistent
methods of causal spatiotemporal relationships identifications are an emerging area of
traffic flow analysis [12, 30].

3.3 Challenge 3: Dealing with Computational Complexity

Growing volume, velocity, and variety of spatial datasets exceed the capacity of
commonly used spatial modelling techniques and spatial database technologies to handle
the data with reasonable efforts. Estimation of classical spatial models’ parameters is
usually related to intensive matrix algebra (for example, estimation of all spatial autor-
egressive models requires multiple calculations of the spatial log-determinant
log|l — o, W, |), which becomes challenging for high-dimensional spatial data. Presence
of multiple spatial and temporal relationships, described in Challenge 2, also highly
increases computational complexity of traffic modelling techniques.

There are two main directions of development in this area: algorithmic and compu-
tational. Algorithmic advances are related to computationally effective methods of
matrix algebra (sparse spatial matrix handling, effective matrix decomposition and tri-
diagonalization, etc.) and new parallel and approximate parameter estimation techniques
[31]. To the best of our knowledge, such techniques are not adapted for spatiotemporal
model parameter estimation.

Computational advances are related to extending of big data mining techniques to
take advantages of parallel processing [32—-34]. Currently such intensive calculations
are executed using distributed computing techniques like Hadoop framework. The
new techniques of data warehousing (i.e. Apache Hive), querying (i.e. Pig and
Pigeon) and mining (i.e. Apache Mahout) of distributed file systems are rapidly
developing last years. Mahout on Spatial-Hadoop [35] and several other similar solu-
tions extend the parallel processing to spatial data. Mahout offers several important
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data mining functionalities, but its features are still very limited for real-world urban
traffic spatiotemporal big data analysis.

3.4 Challenge 4: Developing Responsive Streaming Algorithms

Nowadays the challenging task of traffic flow big data analysis is not only to produce
an optimal solution, but to do this in a timely manner. A traditional statistical approach,
which is based on historical data collecting, model parameters’ estimating and further
model-based forecasting, doesn’t match requirements for timely and accurate informa-
tion in a highly dynamic transportation environment. Nowadays there are only a few
cities in the world where streaming traffic data is provided to central servers that can
process the data in real-time, but the rapid growth of hardware and telecommunication
technologies will lead this to an everyday reality soon. New responsive algorithms,
which use spatiotemporal data in a streaming mode and update a predictive scheme, are
highly required. Development of these new algorithms is challenging due to a relatively
weak methodological background of data streams [36] and complexity of modern traffic
flow predictive schemes.

Streaming algorithms of model parameters estimation is still in the emerging state
and there are no such algorithms for multivariate autoregressive models (like
STARIMA), widely utilised for traffic flow forecasting. A list of studies, where spatio-
temporal traffic data is handled in a streaming manner, is very limited [37].

From another side, modern traffic flow predictive schemes are rarely based on a
single statistical model, but includes a set of candidates models and an algorithm that
switch between them or combine different forecasts. The positive effects of combining
forecasts have been discussed in several papers [38, 39], and a methodology for a
responsive model selection on the base of streaming spatiotemporal data may enhance
the decision making process in case of dynamic traffic flow conditions.

3.5 Challenge 5: Fusing Data from Various Data Sources

In Sect. 2 different types of spatiotemporal traffic data, used for modelling purposes,
were presented. Fusing data from different data sources into a single predictive scheme
is often found to be useful for forecasting accuracy and consistency. Multiple data
sources may provide complementary data, and data fusion can produce a better under-
standing of the observed traffic flow process [40]. Nowadays this is not enough to esti-
mate model parameters on the base of a predefined traffic data type, this is also necessary
to raise the question — how the model should be updated, using date from other sources.
For example, STARIMA models, mentioned above, are traditionally estimated on the
base of data from several sensor loops (temporal trajectories at fixed spatial points).
Updating of the model parameters on the base of probe cars’ tracks (trajectories in space
and time) or raster data (the current traffic state, obtained from UAV photo) seems very
promising and is perceived as an answer to growing heterogeneity of traffic flow data.
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4 Conclusions

This paper contributes to emerging usage of spatiotemporal big data for urban traffic
flow analysis. Nowadays traffic data is obtained from various data sources, has hetero-
geneous structure (raster, vector, and graph in spatial and temporal dimensions) and
naturally spatiotemporal and big. Current trends in development of the spatiotemporal
big data analytics and in urban traffic flow analysis were consolidated and a list of joint
emerging challenges is composed:

Determining time and spatial data resolution,
Discovering spatial and temporal relationships,
Dealing with computational complexity,
Developing responsive streaming algorithms,
Fusing data from various data sources.

The stated challenges and current approaches to their resolving are supported by an
expensive literature review and directions for future researches are offered.
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Abstract. Traffic microscopic simulation is a powerful decision supporting tool,
which could be applied for wide range of tasks. In a past microscopic traffic
simulation was used to test local changes in transport infrastructure, but the
growth of computers performance allows now to simulate wide-scale fragments
of the traffic network, but this require usage of more advanced simulation tech-
niques, like dynamic traffic assignment (DTA). There are several benefits of DTA
application, but practical application of DTA make the simulation task more
complex and require additional parametrisation, calibration and validation of the
model. The goal of the current paper is to present the case-study from city of Riga
(capital of Latvia), which demonstrates the application of dynamic assignment
approach in the complex network simulation with use of DTA in PTV VISSIM
simulation software. Additional finding of this paper is the set of the recommen-
dations of the VISSIM dynamic assignment module configuration for solving
above mentioned problem.

Keywords: Simulation - Dynamic assignment - Wide-scale networks - Traffic

1 Introduction

Traffic simulation is a powerful tool to forecast the impact on the traffic flow circulation
in the selected area in case of introduction changes in the transport network. In a past
microscopic traffic simulation was used to test local changes in transport infrastructure,
but the growth of computers performance allows now to simulate wide-scale fragments
of the traffic network and to estimate the impact of new objects into traffic flows and the
surrounding infrastructure. But this leads to the problem of how to simulate such
complex networks. One of the feasible solutions is to apply dynamic traffic assignment
(DTA) approach in the simulation. The DTA is the approach, which is used to define
the paths for the traffic flows throw the network. But use of DTA puts additional tasks
in phase of model development and application: (1) DTA require the use of an origin-
destination matrix (OD matrix), it means, that OD matrix should be estimated before;
(2) the calibration process of the DTA is a complex, time-consuming and intuitive
process, but to get a valid model for further use, this process should be completed.
The first of the above-mentioned tasks for the case-study regarding OD matrix eval-
uation was presented and described in detail in the earlier publication [1]. The problem
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of OD matrix evaluation was solved based on using video recording data with manual
transcription of the license plates numbers and referencing them to the origin and desti-
nation zone in a study area. The origin destination zones defined for this case study are
presented in Fig by the circles. The referencing was done based on following steps: (1)
The recorded video is decoded by means of vehicle type and registration number at
license plate; (2) Next the data were processed by searching exit point for each entering
vehicle (by license plate number); (3) The initial versions of origin-destination matrix
were analysed and validated in manual mode; (4) Next, the calibration of the matrices
was performed by application of TFlowFuzzy method; (5) After performing calibration
of the matrix, the calibration results were validated based on NAIVE approach.

The goal of the current paper is to presents the case-study from the city of Riga
(capital of Latvia), which demonstrates the application of dynamic routing approach in
the complex network simulation and to provide recommendation based on case-study
implementation with use of DTA.

2 Simulation Object of the Case-Study

The object is a fragment of the Riga transport network located in the eastern part of the
city on the right side of the Daugava River. The study object includes a number of
signalised and not signalised crossroads and three-two level flyovers. The territory is a
part of Riga transport system, which connects several residential districts of Riga city:
Purvciems, Kengarags, Centre and the left riverside. Additionally, the study area
includes parts of the following main streets: Krasta, Maskavas Lubanas, Katlakalna,
Krustpils, Darzciema, Piedrujas, Ilukstes and A. Saharova street. Maskavas and Krasta
streets are highly used by the traffic from the city centre to neighbouring cities. The study
object is represented in Fig. 1.

|

~borders of the study arca

@ s o e o
‘ - origin-destination transport zone

- counting point location (origin-

A destination)

- counting point location
(intensity)

Fig. 1. Study object (background from Google Maps).
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2.1 Current State of the Network

The study area is congested in morning (7:30-9:00) and evening peak hours (17:00—
18:30). The Google Maps service provides the following information about the traffic
in the area (see Figs. 2 and 3). Moreover, this area of the transport network is complex
and treated as one of the “black spots” in Riga (high number of traffic accidents). From
the Figs. 2 and 3, it could be seen that congestion level in the evening is much higher
compared to morning peak hours, so it was decided to simulate only the evening peak
hours in this research.

Fig. 2. Congestion during morning peak hour Fig. 3. Congestion during evening peak hour
(data from Google Maps). (data from Google Maps).

2.2 Input Data for Simulation

To complete the simulation of the study object, it is necessary to have the preliminary
data for the model construction. The following data are required for the microscopic
simulation: Geometrical data; Controlling devices and signs data; Demand data; Vali-
dation data; Future demand data; Future geometrical and controlling signs data. As
current paper is targeted only on initial model development, the last two datasets (future
demand data and future geometrical and controlling signs data) are not presented here.

o Geometrical data. To implement the transport network, the images from Google
Maps application were used as background. The quality of the images was recognised
as satisfactory for the study goal.

o Controlling devices and signs data. The data for defining the traffic light operation
were obtained from Riga City Traffic Department. In total, there are 19 signalling
control points in the transport network and up to 38 none-signalized intersections.

¢ Demand data. The demand was obtained in form of the OD matrix, which includes
the travel patterns for 14 zones indicated in the study area. The OD matrix was
obtained based on a license plate survey [1]. The OD matrix represents travel patterns
for 1 h 15 min and includes the information about following types of vehicles (see
Table 1).
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The study area has several routes of public transport. There are 16 public transport
lines with schedules. As the source of information, the data, of the “Rigas Satiksme”
Ltd. were used.

e Validation data. The data for validation were obtained during the traffic counting,
described in [1] and consist of traffic volume data for 5 counting points (see Fig. 1,
black marks).

Table 1. Vehicles types.

Graphical representation Code Description
‘o?o 3 v Passenger vehicles
7= BN Cl1 Light cargo vehicles
Cc2 Midcargo vehicles
C3 Cargo vehicles
C4 Cargo vehicles with trailer
S Buses (without public transport of Riga city)

3 Initial Model Development

To develop a simulation model of the study object, the PTV VISSIM software was
selected as the main simulation tool. The model development methodology in PTV
VISION VISSIM simulation software could be presented as a sequence of the following
steps: Defining background; Description of the vehicles types; Traffic flows composi-
tion; Network modelling; Traffic flow input data modelling; Routing decisions and
routes definition; Public transport definition; None-signalized intersection definition;
Signalized intersection definition; Output data definition; 2D/3D model development.

3.1 Definition of Model Supply Data

Based on the background images the transport network was implemented in VISSIM
simulation software using standard objects: links and connectors. In total, more than 670
objects were used to model the transport network in the software. Figure 4 represents
the coded network. Additionally, 33 public transport stops and 16 public transport lines
were described in the model. In current model 19 signal controllers were described and
129 signal heads were inserted in the model to implement traffic lights infrastructure.
To describe the traffic flows behaviour on un-signalized intersections, the Conflict area
zones object was used. In total 38 objects are applied to define the priorities for traffic
movement on crossroads (signalised and none-signalized intersection).



Wide-Scale Transport Network Microscopic Simulation 245

Fig. 4. Coded network.

3.2 Definition of Model Demand Data

The demand of the model was described in a form of the OD matrix for each type of the
vehicles (presented in Sect. 2.2). Additionally, 28 parking lots were used in the model
to represents transport zones. In total 14 zones were included in the model. Each zone
is described by 2 parking lots (entering and leaving parking lot). The described OD
matrices were defined for 1 h 15 min, to have 15 min as a warm-up period during simu-
lation. A warm-up period was estimated as the doubled time for vehicles to travel through
the network.

4 Dynamic Assignment Application and Results

The dynamic routing was used in this case-study as the network is wide-scale and
includes more than 60 crossroads. Additionally, the final goal of the research is to fore-
cast the re-distribution of the traffic flows after introducing significant changes (new
elements, crossroads reconstruction etc.) in the transport network. The general principles
of the dynamic assignment in VISSIM could be found in [2].

To implement DTA, VISSIM simulation software allows to provide the demand data
in form of OD matrix (FMA files are used) or trip chain files (FZP files are used). In
contrast to OD matrices a trip chain file allows to supply the simulation with more
detailed travel plans for individual vehicles; however, the coding efforts are much higher.
It is possible to mix traffic demand by OD matrices and trip chain files in the same
simulation. In the initial (base) model as the demand data, only OD matrices were used.
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There are a number of parameters in VISSIM dynamic assignment module, which
could be used to control the behaviour of the model and do the calibration. In the same
time, not so much information how to set up parameters for dynamic assignment, to get
a valid model, could be found in literature, most significant sources of information are
the reports and guidelines [3, 4], and software manuals [5]. Further recommendations
of DTA use in VISSIM applied for this case-study are listed and commented.

4.1 DTA Configuration

Default Parameters. It is recommended to use VISSIM defaults parameters for
dynamic assignment initially. The default values should not be changed, if you are not
sure about the influence of the parameters on dynamic assignment procedure. In most
cases, the options described below could give satisfactory results.

Multirun Simulation Options. The random seed increment option should be set to 0,
in the case of applying dynamic assignment. This should speed up the convergence
reaching, but it should not be forgot to provide the seed increment while doing simulation
for data collection.

Dynamic Assignment Volume Increment. If the simulated network is congested
much, it is recommended to apply dynamic assignment with volume increment. It is
recommended to start with 30% of traffic volume and add 5% by each iteration (but this
is highly dependent on how the network is congested). In the current case-study, the
recommendation above led to successful results.

Convergence Criteria. VISSIM provides the following convergence conditions of the
dynamic assignment (see Fig. 5):

| Convergence
Travel Time on Paths: 15| %
Travel Time on Edges: 15| %
16| %
[ OK I [ Cancel ]

Fig. 5. Convergence options in VISSIM.

e Travel Time on Paths computes the change of the travel time on every path compared
to its travel time in the previous run. If this change for all paths is lower than the
user-defined factor, convergence for this criterion is detected;

e Travel Time on Edges the old and new travel times on edges are compared in the
same way as described above;

e Volume on Edges the absolute difference of old and new volume on every edge is
determined and compared with the user-defined number of vehicles.
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VISSIM allows to use all three convergence criteria at the same time, but it is strongly
unrecommended, as it could be a very high possibility, that the model will never reach
the convergence. Travel Time on Paths option is recommended in most cases. It should
be noted, that Volume on Edges is an option which could lead to slow convergence
process, because the absolute values of volumes are compared and usually, if the network
is loaded it is hard to reach. The tolerance values of 15% are recommended (default
value). In current case study as a convergence criteria Travel Time on Paths option was
selected with tolerance values of 15%.

Local Calibration. In case the model reached convergence, but the traffic behaviour
is still unrealistic, for example, the traffic is using one route in a more intensive way,
while others are used in reality, it is necessary to apply the local calibration. This option
could be treated as an alternative way to add factors, which are not considered by
VISSIM’s decision model.

The cost of VISSIM links and connectors can be increased or decreased using
surcharges. Surcharges are added to the total cost once per visit of a link/connector
section (i.e. not per km). There are two types of surcharges (see Fig. 6):

e Surcharge 1 is sensitive to the weight for financial cost in the vehicle type cost co-
efficients;

e Surcharge 2 is simply added to the general cost and is independent of the cost co-
efficients of the vehicle type.

Cost: 0.00| per mi
Surcharge 1: 0.00
Surcharge 2: 0.00

I OK ] [ Cancel ]

Fig. 6. Link costs.

It is recommended to apply Surcharge 2 as it provides more visibility to the calibra-
tion procedure. Surcharge 1 could be recommended, if there are problems with specific
types of the vehicles, which are selecting not realistic paths (at example cargo vehicles).
The cost per km could be another option, but usually, it is used to represent the financial
part of the decision model. The general recommendations, based on case-study, of using
Local calibration are following:

e Re-check the current state of the network for the errors in network coding, the usual
case why traffic selects strange paths are the errors in network coding;

e Try to understand, why traffic is routed by different paths by comparing the cost
values for each path (using VISSIM internal tools).
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Only in case, if there are no errors in network coding and it is possible logically
explain why VISSIM’s decision model provides the obtained results apply some
Surcharge 2 values. The open issue here is a value of Surcharge 2. There are no any
well-defined guideline on the relationship between the surcharge value and the traffic
divergence. In [6] is recommended to start with a surcharge value of 30. In this case-
study the staring value was selected as 25.

The more rigid methods, available in VISSIM, as Edge closure and Route closure,
are not recommended for practical use, especially in the cases when the model will be
used to forecast future distributions of the traffic flows.

Restricting the Number of Routes. The number of routes are not limited by default
in VISSIM. It means, that all routes are used for traffic distribution; it could lead to the
problem, that very expensive routes still be used by vehicles. To avoid this situation the
number of routes restriction possibility could be used in VISSIM. There are 2 options
for restricting the number of routes (see Fig. 7):

| Path Search @

[[] Reject paths with total costs higher by %
than the total cost of the best path.

Limit number of paths to 999
paths per parking lot relation.

[:] Search paths for O-D pairs with zero volume.

Stochastic edge penalization Spread: 050
for alternative paths search. Passes: |5
[ OK ] [ Cancel ]

Fig. 7. Path search option.

e Defining an upper limit for the number of routes;
e Defining a maximum of the cost difference between the best and the worst route.

The use of the Path search options highly depends on the network, which has been
simulated. If there are only a few realistic routes from zone to zone, the definition of the
upper limit of routes could give a positive result. If for some OD pairs exist a significant
number of routes and they are used and at the same time for some OD pairs only a few
routes exist, it is recommended to define a maximum of the cost difference between the
best and the worst route.

Costs Coefficients. Cost coefficients are an effective way to influence the behaviour of
vehicles of different types. If the analysis of the traffic flows circulation shows the
difference in behaviour, it is possible to control with providing coefficients for following
factors: Travel time, Distance, Link Cost. Usually, the default values give satisfactory
results during simulation, if no difference in behaviour could be foreseen (Fig. 8).
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1 Cost Coeffi... [= ||71/[X]

1.000) * Travel Time [s]
+ 0.000| * Distance [ft]

+ 1.000 * Link Cost

I OK ][ Cancel ]

Fig. 8. Cost coefficient.

4.2 Results Analysis

Even in the case, if convergence conditions are true it is always necessary to check
the validity of the model. Based on described above technical issues regarding
dynamic traffic assignment procedure parametrization and turning the final model
was obtained. The validation of the model was completed and validation results
summary are presented in Table 2.

Table 2. Validation results summary.

Observation | Direction Simulated | Counted Difference, | GEH
point values values %
C1 A 2658 2804 5.2 2.71
B 4649 5016 7.3 5.27
C2 A 3003 3222 6.8 3.9
B 1846 1967 6.2 2.77
C3 A 4626 4909 5.8 4.09
B 4960 5267 5.8 4.29
C4 A 1297 1379 59 2.24
B 1136 1223 7.1 2.53
C5 A 1562 1658 5.8 2.39
B 2157 2302 6.3 3.07

Table 2 demonstrates the summary of validation results. Simulated values column
refers to the model data (volume of traffic flow), after applying DTA, counted values
column is the data collected during traffic survey. The GEH (Geoftrey E. Havers) values
could be used to decide about the validity of the transport model. The GEH statistics is

calculated as follows:
2(M — C)*
GEH = 1| 2 =9 (1
M+ C

where: M — is the hourly traffic volume from the model; C — is the real-world hourly
traffic counts.
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According to the GEH application rules, 85% of the volumes in a model should have
GEH less than 5. As could be seen from the data only one value is higher, based on
obtained data of GEH.

Additionally, to GEH calculation, the NAIVE approach was used to compare simu-
lated and counted values by constructing the linear regression model between real data
and the outputs from the model as defined in [7]. To evaluate validation results standard
regression model quality indicators were used: R2, RMSE (root mean square error). The
Fig. 9 represents the comparison of the counted values (real data) and simulated values
(the data from the model) with approximation with regression line. The high value of
R2 (close to 1) confirms that validation procedure was completed successfully.
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R2=0.9997

5000

o peast
-

N
5]
o

Counted values

g
o

&

/

0 1000 2000 3000 4000 5000 6000
Simulated values

g
o

o

Fig. 9. Validation results by NAIVE approach.

Summing up validation results based on GEH test and NAIVE approach application
it could be concluded that developed model with DTA is valid and could be used for
further research.

Not looking to the fact, that application of DTA in this case-study was successful,
there are some limitations of DTA [8], which should be considered by applying DTA
in traffic flow simulation and analysis:

e Higher requirements to the initial data for simulation (OD matrix, data required for
validation etc.);

o DTA models take more time and resources to be developed and calibrated (compare
to static traffic assignment models);

e For long-term planning, the available level of input data required for DTA may not
be available;

e In some cases, the traffic flow models within a DTA model may produce counterin-
tuitive results that are difficult to explain, because they are the consequence of inter-
actions taking place over the entire network and across multiple time periods.
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5 Conclusions

The paper demonstrates the case-study of applying DTA procedure for simulation of
the wide-scale transport network and draws recommendations about DTA use in PTV
VISSIM simulation software. The provided recommendations are the summary of the
analysis of the simulation guidelines, software manuals, scientific papers and the
outcome from the lessons learned, implementing the presented case-study.

The DTA approach allows to build and run microscopic wide-scale traffic simulation
models, but in the same time adds complexity in the stage of model development, cali-
bration and validation. The DTA is beneficial in a decision making, as it provides the
ability to forecast the behaviour of the traffic flow in case of the changes in transport
infrastructure (use of new routes), based on predefined initial model. This gives a possi-
bility to receive more substantiate results of the simulation for further decision making.
Meanwhile, the use of DTA adds additional complexity to the model parametrisation,
calibration and validation.

The presented case-study demonstrates the development of base model of the study
area for different development scenarios evaluation in the future. The validity of the
models was proved by visual inspection, calculation of GEH values and applying
simplified NAIVE validation approach.
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Abstract. The target of research is the investigation of an aspect of public
transport service quality — namely, reliability from passenger’s viewpoint. The
paper presents the reliability assessment methodology with respect to the Riga
Public Transport System (PTS) services by using microscopic traffic flow
modelling and constructing and developing the integral indicator of the model
outputs. The system of indicators analysing the reliability at different levels of
hierarchy — from route and transport mode to the integral public transport system
(or a fragment thereof) — is developed. The proposed approach makes it possible
to model and incorporate some factors affecting the reliability — like weather,
congestions, and the number of passengers — for evaluating the integral relia-
bility indicator on the model.

To test the approach, the authors have used the simulation model of a frag-
ment of the Riga public transport system, developed based on PTV VISION
VISSIM software and data from the Riga traffic survey, which had been carried
out in 2016. The implementation of this type of assessment furnishes the Riga
transport authority with useful information on non-robust PTS fragments in the
context of reliability of PTS service.

Keywords: Public transport - Reliability + Punctuality - Integral indicator
Traffic model

1 Introduction

1.1 Motivation

Public transport is considered to be a sustainable, viable alternative to private car use
[1]. Public transport reliability is an important characteristic of transportation service
quality both from service recipients’ (passengers) and service providers’ (public
transport operators) points of view. Public transport system service quality is charac-
terised by the components as follows: availability, accessibility, information, time,
customer care, comfort, security and environment [2] and each of them is presented by
a set of indicators. Peek and Van Hagen [3] have introduced the ‘pyramid of Maslow
for public transport’ (Fig. 1) for prioritizing the quality factors in public transport. The
lower part of the pyramid shows the elements that must be sufficient without doubt. The
elements safety and reliability form the base of the pyramid. It may be stated that
unreliability of public transport drives away both the existing and the prospective
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passengers. Passengers will be dissatisfied and they are likely to avoid using public
transport; the upper part shows the satisfiers which are additional quality aspects. These
aspects satisfy passengers. At the same time, Konig and Axhausen concluded in [4] that
the research done over the last decade shows that the reliability of the transportation
system is the governing factor in the choice behaviour of people.

Experience

Convenience

Satisfiers

Safety and reliability

Dissatisfiers

Fig. 1. Quality factors for public transport presented in pyramid of Maslow [3].

The goal of this paper is to develop and apply a methodology for assessing the
reliability of the Riga Public Transport System (PTS) services by using integral indi-
cator developed based on the microscopic traffic flow models’ outputs. The proposed
methodology introduces the use of Travel Time, Arrival Time, Probability of non-delay
etc., which are estimated on simulation models for the lower hierarchy level for each
route of public transport. Then, with the calculated weights for routes, the indicators are
grouped into reliability indicator characterizing the specific mode of transport and,
subsequently — into the integral indicator characterizing the whole PTS. The route
weights are estimated based on attributes like passenger volumes, route length, fre-
quency, and the number of stops; the weights of transport modes — on passenger
volumes and number of routes.

The paper is structured as follows: the next section reviews the term reliability and
different indicators in the context of Urban Public Transport System (UPTS). Section 2
presents the methodology used to evaluate UPTS reliability through the integral
indicator scheme. Section 3 details the specification of the model for a fragment of
Riga Transport System that was used for testing the approach. The results are presented
in Sect. 4 and are subsequently discussed along with suggestions for further research in
Sect. 5.

1.2 Urban Public Transport Reliability and Indicators

To target reliability as an objective, it is important to understand various definitions
because it differently depends on the field to which it applies. For a UPTS service, the
reliability is defined as the ability of the service to provide a consistent service over a
period of time [5]. A definition of PT reliability associates with such concepts as
punctuality, cancellations, variability and waiting time variability [6] and it is based on
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the analysis of the different types of time: travel time reliability, waiting time reliability,
and arrival time reliability. In order to achieve reliability, the appropriate indicators
should be identified for measurement, which makes it possible to assess the current
reliability level and to target reliability by setting the corresponding benchmarks. In
Table 1 different variants of PT reliability indicators are presented.

Table 1. Public transport system reliability indicators.

Characteristic of Indicators Source
reliability
Cancellations Missed trips [7]
Distance travelled between mechanical breakdowns | [7]
Punctuality % passengers earlier/later than advertised [2, 8]
% of passengers arriving on time [2]
% of passengers arriving at the destination point | [9]
in the scheduled time
% of connection met [7, 8]
Adherence to schedules [7]
Percentage of travellers who are sent with [9]
delay/advance
On-time performance [7, 10]
Run/time ratio [7]
Punctuality index [7]
Waiting time [14]
Variability Excess journey time [2, 11, 12]
Excess waiting time [2, 13, 14]
Excess access, egress and interchange time [2]
Excess ticket purchase time 2]
Travel time variability [7]
Additional time [9, 11, 15, 16]
Average departure deviation [16]
Percentage regularity deviation mean [16]
Standard deviation of actual transit times [17]
The coefficient of variation of route travel time [17]
Additional Transit-auto travel time [7]
Passenger perceptions of time [7]
Time accessibility indicators [18]

All of these variants of reliability estimation approaches in Table 1 are connected
with the analysis of real travel time, waiting time or arrival time compliance with the
planned (or scheduled) time.

Methods that can be used to measure reliability typically include analytic, simu-
lation, and heuristic approaches. Simulation approach, of course, is very
time-consuming and it usually requires a great amount of data. However, the simulation
modelling used to assess the UPTS reliability indicator supports the modelling of
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various sources of service uncertainty and different volumes of passenger flows, and
their impacts on reliability can be easily assessed. The results showed in [14, 19-21]
demonstrate that the simulation modelling framework will facilitate a more realistic
reproduction of service reliability rather than generating it by embedding independent
statistical processes of individual system components, and will make it possible to
consider different measures of reliability.

2 Methodology

The offered approach to assess the reliability of urban public transport system is a
hierarchical approach where initial reliability indicators for each route are estimated;
subsequently, the reliability indexes are calculated for each transport mode and, finally,
the integral public transport system reliability index for the analysed fragment of
transport network (or for the whole city) is developed (see Fig. 2).

Reliability index for UPTS

I

Reliability indexes for each
mode of transport Transport Mode (1)

Reliability indicator for

Transport Mode (s)

Reliability
indicators

Travel Time
Reliability (TTR)
Arrival Time
Reliability (ATR)
Punctuality (p)
Travel Time
Reliability (TTR)
Punctuality (p)
Travel Time
Reliability (TTR)
Punctuality (p)
Travel Time
Reliability (TTR)
Arrival Time
Reliability (ATR)
Punctuality (p)

Fig. 2. The hierarchy of reliability index calculation.

The integral indicator (index) of the upper hierarchy level is the Reliability index
for UPTS (or the UPTS fragment). The index was calculated on the basis of the
additive function of Reliability indexes for transport mode i and weight of each mode
in the specific UPTS:

RI=Y"" wk' (1)

To calculate weight w;, the attributes that characterized the role of this transport
mode in UPTS were used according to the next formula:

1 ( P Ni ; 1 < TP; N; qi >
=3 (o) =3 (s s ) @
3 ! 3\ TP N Yo d
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where: TP; — total passenger flow for transport mode i (i = 1, s), pass/h; N; — number of
routes for transport mode i; g; — the probability of boarding of a vehicle for transport
mode i.

Reliability index for transport mode i evaluates the reliability of this mode for all
the routes (j = 1, N;) where this transport mode operates, and is calculated as follows:

i Nio
K = Zj:l Vil 3)

where y} — weight of route j for transport mode i and I]’ — reliability indicator of route
j for transport mode i.

Weight of j route is estimated on the basis of M route attributes such as route length
(L;), km; service frequency on route (/;), vech/h; number of stops on route (St;),
passenger flow (P;), and passes/h. Let us consider that the weight of each attribute for
route j and transport mode i is equal and in this case the weight of route j for transport
mode i is calculated according to the formula as follows:

i 1 M m
Vi = MZm:l R, (4)

and weight of route j for attribute m is calculated as follows:

Rlﬂ u/l’:l (5)
YL Wl
where W}, — the value of attribute m for route j and transport mode i.
Initial reliability indicators (I]’) of route j for transport mode were determined
through simulation and included the following [19]:

1. Travel Time Reliability (TTR) is the calculated difference between the modelled
(TT,,,q) and the scheduled (T7;.,.q) travel times:

TTR4y = ATT = |TT 04 — TTpeal, (6)

2. Arrival Time Reliability (ATR), which is measured as the delay time on the last
stop:

ART = DT = |ATyoq — ATscheal- (7)

The next descriptive characteristics for 77,,,, and AT,,,, were used: mean, median,
maximum, and 95% percentile. Also, the standard deviations of the modelled variant of
travel time, as well as arrival time and coefficient of variation CoV, are considered.

3. The non-delay probability as the probability of arrival to the last stop with a delay
not more than v minutes, and estimating it as the ratio between the journey number
of vehicles which arrived to the last stop with the delay of no more than v minutes
(n,), and the total number of vehicle journeys (N):
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n,
-V 8
P=x (8)

The procedure for these indicators estimation based on simulation was offered and
described in [19].

3 Case Study. Riga Public Transport Service Reliability
3.1 Model Description

In this study, the microscopic model of a fragment of the Riga transport system was
used, which was developed in TTI, in the Laboratory of Applied Software. The model
was developed by using software application PT VISION VISSIM (version 7.0).

The total area of the simulated fragment of the transport network is 10 km”. The
general characteristics of the modelled object are as follows: the transport area is
located approximately 5 km from the city center and covers 16 routes of public
transport (bus, trolleybus, tram, and microbus) and 15 stops. Diagram of the simulated
area of the Riga transport system and traffic volumes are presented in Fig. 3.
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Fig. 3. The scheme of the modelled area of the Riga transport system.

The data sources for the model are as follows: the statistics on the existing traffic
flow; the public transport routes and timetable; and traffic light signal cycles.

To simulate the morning rush hour, the time (8:15 am to 9:15 am) was selected
because the morning rush hour is a common problem faced by the city of Riga, and
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because it affects the reliability of the whole public transport. The amount of simulation
runs for each experiment is equal to 100; the dwell time for each stop is defined as the
random value with normal distribution Normal (20, 2) s.

3.2 Data for Reliability Indexes Calculation

The investigated UPTS fragment includes 15 common stops and the next routes:

7 bus routes (No. 12, 13, 15, 18, 31, 49, 50);
3 trolleybus routes (Ne 15, 16, 22);

3 tram routes (Ne 3, 7, 9);

3 routes by minibuses (Ne 204, 209, 216).

The values of route attributes and route weights for each transport mode are cal-
culated based on the formulas (4, 5) in Table 2, and the weight of each transport mode
in the Riga UPTS are calculated based on formula (2) and is presented in Table 3.

Table 2. Attributes of routes and route weights for each public transport mode.

Sy R |L R, (R, P R Weight g

Buses

No. 12 13/0.052| 9.8 |0.071| 3/0.15 210/ 0.105 | 0.095
No. 13 46 /0.184 | 24.06 0.175| 20.1 240 {0.120 | 0.145
No. 15 | 43/0.172| 22.5 |0.164| 3/0.15 390 (0.195|0.170
No. 18 | 34/0.136| 17.9 |0.131| 3/0.15 190 | 0.095 | 0.128
No. 31 4210.168 | 22.03/0.161| 2/0.1 22510.112 | 0.135
No. 49 3810.152| 23.04/0.168| 4|0.2 460 0.229 | 0.187
No. 50 | 34/0.136| 17.8 |0.130| 3/0.15 290 | 0.145 | 0.140
Sum 250 |1 137.13 |1 201 2005 |1 1

No. 15 | 20{0.345| 10.46 0.334|190.594 |22800.646 | 0.480
No. 16 | 23]0.397| 12.65|/0.403 | 4{0.125 | 200 |0.057 | 0.245
No.22 | 15/0.259| 8.25/0.263| 9/0.281 |10500.297 | 0.275
Sum 5811 31.36 |1 32/1 3530 1 1

No. 3 3910402 | 214 0412 1]0.091 230 | 0.086 | 0.248
No. 7 2210227 | 11.6 [0.224| 9|0.818 |22500.836 |0.526
No. 9 36/0.371| 189 [0.364| 1/0.091 210/ 0.078 | 0.226
Sum 971 519 |1 111 2690 | 1 1

Microbuses
No. 204 | 38|0.404| 204 [0.393| 3|0.1875| 60/0.194 | 0.295
No. 209 | 31[0.330| 18.4 [0.355| 3{0.1875| 60|0.194 | 0.266
No. 216 | 25/0.266| 13.080.252 |10 |0.625 190 0.613 | 0.439
Sum 94 |1 51.88 |1 161 310 1 1
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Table 3. Weight for each public transport mode in Riga PTS.

Transport mode | M; | wi, |TP; |whp |q wi | Weight for transport mode, w;
Bus 710.43812005|0.275| 1 0.311{0.341
Trolleybus 310.188 1 2280|0.313 | 0.962 | 0.299 | 0.267
Tram 310.188 12690 | 0.369 | 0.926 | 0.288 | 0.282
Microbus 310.188 | 310/0.043|0.325|0.101|0.110
Total 16 |1 72851 3213|1 1
4 Results

Results in Table 4 show that the most reliable mode of transport within this PTS
fragment under study is the tram; with probability 1, the vehicle approaches the stop
with a delay of no more than 3 min. With regard to microbus and trolleybus, the high
reliability indexes are equal to 0.995 and 0.952, respectively. However, bus reliability
is given below and it is equal to 0.734.

Table 4. Calculation of reliability indicators on routes.

”; \pi Vipi
Bus
No. 12 0.095 |1 0.095
No. 13 0.145 |1 0.145
No. 15 0.170 | 0.48 | 0.082
No. 18 0.128 | 1 0.128
No. 31 0.135]0.49 | 0.066
No. 49 0.187 ] 0.42 | 0.079
No. 50 0.140 | 1 0.140
Reliability Index (bus) 0.734
Trolleybus
No. 15 0.480 | 0.99 | 0.475
No. 16 02451 0.245
No. 22 02751 0.275
Reliability Index (trolleybus) | 0.995
Tram
No. 3 0.248 | 1 0.248
No. 7 0.526 |1 0.526
No. 9 0.226 |1 0.226
Reliability Index (tram) 1
Minibuses
No. 204 02951 0.295
No. 209 0.266 | 1 0.266
No. 216 0.43910.89 | 0.391
Reliability Index (minibus) 0.952
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Based on reliability indicators and weights of each transport mode, and by using
Eq. (1), the integral index of reliability of the public transport system fragment is
calculated and presented in Table 5.

Table 5. Public transport system reliability calculation on analysed fragment of PTS.

Transport mode | w; K wiK?

Bus 0.341|0.734|0.2503
Trolleybus 0.267 | 0.995 | 0.2657
Tram 0.282 | 1.000 | 0.282
Minibuses 0.110 | 0.952 | 0.1047
Integral index of public 0.9027
transport system reliability

Thus, the reliability of the system of public transport in rush hours within the time
interval 8:15 am to 9:15 am under normal conditions is high enough, and amounts to
0.9027 with the probability that a vehicle arrives at the stop with a delay of no more
than 3 min.

5 Conclusion

UPTS reliability is considered as the most important attribute of quality from a pas-
senger’s viewpoint. The UPTS reliability monitoring should be day-to-day practice of
transport authorities to ensure public transport development as a sustainable, viable
alternative to private car use.

The PTS is a complex system with various sources of service uncertainty, and it is
not possible to calculate the impacts of possible changes on PTS reliability level by
applying the analytical approach. The simulation approach for reliability indicator
estimation supports the modelling of various sources of service uncertainty, different
volume of passenger flows etc.

This research offers an estimation of UPTS based on integral index construction,
The approach consists of determining the primary indicators for each route on base
simulation (continuing an example of evaluating a single route reliability in [19]), with
the subsequent construction of the integral index taking in account the weights of
routes based on its attributes and the weights of transport mode in a specific UPTS.

This approach was tested on the Riga TS fragment simulation model. In the further
research, a set of experiments will be conducted to assess the impact of road traffic and
passenger flow volume in PT on travel time and delay time.
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Abstract. The approach to the mathematical analysis of fracture toughness of
the gas mains steel is proposed, which allows obtaining informative features of
the quantitative evaluation of the dynamic pipe fracture kinetics, taking into
account the stochastic and cyclic nature of the process. It creates the possibility
to model the kinetics of crack propagation in the gas mains pipe and analyzing
individual stages of its growth.

Keywords: Model - Cyclic random process - Dynamic pipe fracture
Crack propagation rate

1 Introduction

At present, the methods for evaluating fracture toughness of the metal of oil and gas
mains are actively developing. However, most of them, unfortunately, do not reproduce
the real operating conditions of the gas pipeline, since they are usually comparative or
biased [1, 2]. Modern oil and gas mains are made of high strength steels, and the relevant
methods for evaluating fracture toughness require further development and refinement
[2, 3].

The most informative method is carrying out field tests of pipe sections under the
conditions of a crack start. Such experiments take into account the impact of temperature,
stress-strain state, fracture kinetics, scale factors, and others. A significant limitation of
such tests is their high cost, which requires an in-depth study of the results and processing
of experimental data [4]. Creation of fracture models of natural objects will allow
carrying out theoretical and experimental generalization of the results, as well as
proposing measures for the possible prevention or reduction of the probability of acci-
dental fracture of oil and gas pipelines.

Itis known that the conditions of gas mains fracture, their test methods and the criteria
for evaluating fracture toughness of the pipe steel have certain common features. In
particular, they have a significant energy intensity of the fracture process, which is
determined by the pipe steel properties. It should be noted that when a crack starts with
a high propagation rate, this causes brittle fracture, however, with an increase in the

© Springer International Publishing AG 2018

1. Kabashkin et al. (eds.), Reliability and Statistics in Transportation
and Communication, Lecture Notes in Networks and Systems 36,
https://doi.org/10.1007/978-3-319-74454-4_25



Modelling Kinetics of Dynamic Crack Propagation 263

crack length and a decrease in the gas pressure, the ductile properties of the pipe material
[5] have a significant effect.

As a rule, single tests of pipes do not allow to fully reproduce the test conditions
along the entire trajectory of the crack growth in the conditions of its dynamic propa-
gation. This can be achieved by modelling this process and developing relevant
approaches to describing the growth patterns of a crack. The methods for describing the
crack propagation kinetics must be physically correct and mathematically grounded.
Modern methods of strain gauging allow recording the crack propagation rate during
the field test of the pipe, which is a prerequisite for an in-depth analysis of its kinetics.
However, it remains relevant to create effective computer systems for the automated
processing of received signals with the formation of the previous physical and mechan-
ical conclusion about the regulations in fracture of the object. Thus, the development of
approaches to the modelling of the dynamic crack propagation kinetics in the pipe is the
basis for the creation of new technological approaches to the manufacture of high
strength pipes with the preservation of high ductility of the material [6, 7].

The purpose of this work is to use the mathematical model of a cyclic random process
and develop on its basis scientific approaches to the analysis of the dynamic fracture
process of the gas mains pipe, taking into account the stochastic and cyclic nature of
this process.

2 Description of the Crack Propagation Kinetics as a Combination
of Two Sections

Several stages of fracture of the gas mains pipe were considered:

— the formation of the initial crack and its start — the rapid propagation of the crack
under the influence of internal pressure in the pipe;

— crack growth, at which its length increases and the propagation rate decreases due to
changes in the stress-strain state;

— “stabilization” of the crack propagation rate due to “self-organization” of the fracture
process of the pipe material;

— loss of stability and ultimate fracture of the pipe.

The curve can be conventionally divided into two sections:

The first section. On the first section (I,,;,), the propagation rate changes from a certain
maximum value V., and enters the plateau (gets stable) with the value V. We can
assume that on the first section (/) the propagation rate varies according to the expo-
nential regularity. Best of all this pattern is described by the function

f(l) = Vstab + (Vmax - Vstab)e_l/l’ (1)

where the maximum propagation rate is V,,,, = 400 m/s; the stabilized propagation
rate is V,, = 200 m/s; t = 50 is the parametric coefficient (which adjusts the curvature
of the function).
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Figure 1 shows the approximation of experimental data by an exponential function

f(l) = Vstabeb/]’

where b = 15 + 20 is the parametric coefficient.
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Fig. 1. Experimental dependence of the crack propagation rate on the trajectory of its growth [2,

3] and its approximation: (a) description of the first section only; (b) description of both sections
(Vipax = 433.18; Vo, = 188.46; t = 3.19).

Function (2) describes experimental data quite accurately, however, at 1 — O the
propagation rate goes to infinity. Thus, at 1 &% 0 + 30 formula (2) will yield incorrect

results.

The second section. This section precedes the complete stop of the crack. It can be
described by a linear function that decreases from a point with coordinates (/s;45, Viap)

to zero, Fig. 1b.

This section, which describes regularities in the gas mains fracture, was not analyzed

in this paper.
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3 Approach to the Analysis and Modelling of the Dynamic Crack
Propagation

We considered the kinetics of dynamic crack propagation in the gas mains pipe in the
form of an additive model, which is the sum of the deterministic exponential function
and cyclic random process. This allowed to rationally applying the methods of statistical
analysis of the crack propagation kinetics in a gas mains pipe for the tasks of its analysis,
modelling and possible further prediction.

An additive mathematical model is used to describe the kinetics of the dynamic crack
propagation:

V(w,) =f() + &(w,)),w € Q, l€R 3)

where &(w, [) is the cyclic component of the signal, whose model is a cyclic random
process; f(I) is the deterministic exponential function, which reflects the trend (trend
component) of decreasing the rate of dynamic fracture of the pipe depending on the
trajectory of crack growth, formula (1);

At the first stage of processing the experimental dependence “dynamic crack prop-
agation rate — fracture length”, the experimental data on the gas mains fracture (Oiko-
nomidis et al.) published in [2, 3] were taken as initial data. Of these, trend component
{f(D, I € R}and cyclic component {{(w, [), @ € Q, I € R} were identified. The proce-
dure for identifying the trend consisted in describing the data by exponential dependence
and finding corresponding coefficients.

The cyclic component was determined by subtracting the trend function{f(/), / € R}
from the input process V(w, [), namely:

Ew,)=V(w,)-f),weQ, [€R. “4)

Some results of statistical processing of the data on the gas mains fracture. V_(/) is
the realization of the investigated crack propagation rate process at the input. &, (/) is the
realization of the cyclic component of the investigated crack propagation rate process.

To analyze this component, it is necessary to use the methods of segmentation [8],
define the discrete rhythm function, interpolate it [8, 9] and use the obtained results for
the application of statistical estimation methods [10].

The methods of statistical analysis of cyclic random processes are adapted to the
problems of analysis of the gas mains fracture rate to evaluate such probabilistic char-
acteristics as the initial moment function of the first order (mathematical expectation)
and the central moment function of the second order (dispersion).

The realization of the estimation of mathematical expectation is given in the
following form

M
(1) = % Y &+ Lin), [€W, = [L,,L,), 5)
n=1
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where L, # 0in the general case, M is the number of cycles of the cyclic process (cyclic
component), &, (/) is the realization of the cyclic component of the crack propagation
rate (the realization of the cyclic random process), L(/, n) is the rhythm function of the

a cyclic random process, W, is the area of definition of the first cycle of the process.
The realization of the dispersion estimation was defined as:
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Fig. 2. Cyclic component of crack propagation: (a) statistical evaluation of its mathematical
expectation; (b) and dispersion; (c) in the analysis of crack propagation rate in a gas mains pipe
on the basis of the proposed model.

A decrease in the intensity of deformation processes in local sections of the material
in the vicinity of the crack tip, which propagates under conditions of dynamic fracture
of the gas pipeline, causes a decrease in the rate of fluctuations, leading to changes in
the parameters presented in Fig. 2a. According to the analysis of the obtained data, it
should be noted that the obtained estimates of mathematical expectation and dispersion,
Fig. 2b, are sensitive to fluctuations in the fracture rate of the gas mains, which indicates
the possibility of using these numerical features in automated systems of technical diag-
nostics.

In order to test the mathematical model and the method of analysis used in this work,
a series of simulation experiments was conducted to compare actual and simulated real-
izations of fracture rates of the gas mains, taking into account the obtained statistical
estimates and the trend component.
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4 Simulation of the Dynamic Crack Propagation

The accuracy of computer simulation of the fracture rate of the gas mains by the proposed
method was evaluated. As can be seen from the data in Fig. 3a, b, the proposed methods
of statistical processing of the fracture rate of the gas mains take into account the
changing nature of the main crack propagation rhythm [2, 3].
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200 - 260
A 220
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Fig. 3. Comparison of simulation results (a, b) of the crack propagation rate in a gas mains pipe
with experimental data: V, (1) is the simulated realization of the crack propagation in the gas mains
pipe, taking into account statistical estimates of the cyclic component and the trend component,
V(1) is the realization of the crack propagation rate process at the input.

It is established (Fig. 4) that the relative mean square error of modelling does not
exceed (in experiments carried out) 0.3%, which is satisfactory for engineering evalu-
ation. It should be noted that the comparative analysis into the accuracy of the reproduced
fracture rate of the pipe is individual for each realization of the process of dynamic crack
propagation. Figure 4 shows the results of realization of the crack propagation rate in
the gas mains pipe.

LoV (D), %
0.30f

0.25
0.20}
0.15
0.10}
0.05}

I, m

0 2 4 6 8 10 12 14 16 18 20

Fig. 4. Determining the relative error in percent simulation of the crack propagation rate in the
gas mains pipe and its comparison with experimental data.

In addition, it should be noted that in all the series of statistical experiments
conducted on the processes of dynamic fracture of the [11] gas mains pipe, the fact of
repeatability (approximate to cyclic repeatability) of the statistical estimates of the
probabilistic characteristics of processes and the variability of their rhythm functions is
empirically confirmed, indicating the adequacy of the developed mathematical model
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and method, sufficient substantiation of their use in problems of modelling, analysis and
forecasting of dynamic fracture processes of the gas mains pipe.

5 Conclusions

A new mathematical model of the gas mains fracture is developed in the form of the
sum of the deterministic exponential function and the cyclic random process. The
method of describing the dynamic fracture of the gas mains pipe based on the model of
a cyclic random process for the problems of processing and modelling of crack propa-
gation kinetics is proposed. The algorithm is developed and the software package is
created, which is based on the proposed mathematical model of the analysis of the two-
dimensional crack growth structure along its trajectory.

The methods of statistical analysis of the gas mains fracture process on the basis of
the proposed mathematical models are substantiated, and the accuracy of the modelling
is estimated. Relative modelling error does not exceed 0.3%.

In further research, it is planned to study the application of the polynomial function
as a model of the trend component and compare the obtained results of modelling the
crack propagation rate in the gas mains on the basis of two approaches using the poly-
nomial and exponential trend components.
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Abstract. Modular construction is one of the popular methods used in ship-
building industry. The modular ship construction (MSC) requires better than
normal quality assurance that must be provided with special product testing. Test-
related information is generated throughout the product life cycle for each level in
the system hierarchy. The present paper introduces a multi-level decision-making
approach for design of optimal test architecture for achieving efficient system for
lowering life-cycle cost of modular ship construction. The effectiveness of such
approach is investigated through the optimization of test system architecture for
known reliability and economic dependence during life cycle of MSC.

Keywords: Modular ships - Life cycle - Test system

1 Introduction

There are several current challenges to the competitiveness of the maritime sector. The
short sea shipping industry is facing tougher requirements on the effective performance
of vessel technologies.

Sustainable ship production takes a perspective that extends beyond competitive
manufacturing and operations and includes minimizing the environmental burden associ-
ated with every aspect in the product’s lifecycle, from design, to manufacturing and use.

Construction selection is crucial in many engineering projects as it can determine
the durability, cost, and manufacturability of final products. In today’s integrated design
processes, a systematic selection of the best construction for a given application begins
with identifying multiple technical properties, environmental impact factors, and life
cycle costs of candidate architectures. When multiple criteria from different disciplines
are to be satisfied in a construction selection problem, however, complexities often rise
with regards to criteria conflicts and the importance of each criteria.

The process of building a new sea ship requires thorough research and consideration;
all factors, criteria and risks connected with the project need to be analysed before
designing the ship. As with each project, the available knowledge is quite limited in the
beginning, but it is also the time when the most important decisions are made. At the
end of the project, the available knowledge is considerably higher, but not many major
decisions are left to be made.
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Reducing total ownership cost and shortening acquisition cycle time are central goals
of the maritime industry efforts to revolutionize business affairs. A key systems engi-
neering initiative the stakeholders have launched to address these goals is simulation-
based acquisition, in which product information is reusable and robust enough to support
cross-functional needs as an enabler of integrated product/process development during
life cycle of ships.

The present paper introduces a general approach and application models for holistic
multi-criteria decision and decision support for sustainable life cycle management for
the maritime sector. It describes a model-based methodology, specifically the test
requirements model, which can be shown to facilitate the transfer of test-related product
information between various stages of the life cycle.

The rest of this paper is organized as follows. In Sect. 2 some important works in
the area of multi criteria decision making in life cycle management of multifunctional
ships are reviewed. In Sect. 3 the main definitions and assumptions are presented. In
Sect. 4 a model of multi-level decision-making approach for design of optimal mission
modularity of multifunctional special ships embedded integrated diagnostic architecture
are proposed and optimal solution is designed. In Sect. 5 the conclusions are presented.

2 Related Works

The problems with ship construction optimization were well covered in [1, 2]. Cost
reduction during the construction phase was explained in [3—5]. Sustainable ship produc-
tion takes a perspective that extends beyond competitive manufacturing and operations
and includes minimizing the environmental burden associated with every aspect in the
product’s lifecycle, from design, to manufacturing and use. In the project [6] decision
support for sustainable ship production in global fluctuating markets are studied.
Properly allocating resources to achieve system development objectives has
remained a challenge in systems engineering management. Different optimization
models have been proposed for system development planning. Paper [7] proposes a multi
objective optimization model to simultaneously optimize the maturity of the system’s
selected functions or capabilities and the consumption of development resources. An
evolutionary algorithm is used to obtain a Pareto set of optimal solutions, where each
solution represents a development plan informing which system components should be
advanced to which maturity levels without exceeding a certain amount of resource
consumption with correlation to typical system development lifecycle. In [8] the opti-
mization problem of designing a universal platform is formulated and genetic algorithm
to solve the optimization problem is used. Multi-criteria decision analysis on the base
of Analytic Hierarchy Process has been applied for the Norwegian maritime sector in [9].
One of the trends in ship building today is modularity [10, 11]. The reason why
modular construction process become popular in ship building industry is because there
is no other method available that allows you to start and finish a project in a more-timely
manner than modular. Modular construction process is one of the popular method uses
in shipbuilding industry. Different construction, maintenance, operation benefits and
cost models for modular ship construction are discussed in [12]. Multi-criteria decision
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making for different type of specialization modules for multifunctional special ships is
discussed in [13].

The modular ship construction (MSC) requires better than normal quality assurance
that must be provided with special product testing [12]. Product testing is a function that
is repeated at each phase of the product life cycle and at each level of the system hier-
archy. Test-related information is generated throughout the product life cycle for each
level in the system hierarchy. Such information is often underutilized, if not discarded,
in each subsequent life cycle phase. The result is that engineers are forced to reinvent
the test information, significantly increasing the cost and schedule, while reducing the
confidence of the testing process.

The present paper introduces a general approach for holistic multi-criteria decision
and decision support for sustainable life cycle management for the modular ship
construction and describes a model-based method, which can be shown to facilitate the
transfer of test-related product information between various stages of the life cycle.

3 The Definitions and Assumptions

The following symbols have been used to develop equations for the models:

k=1,1 Levels of structural modularity of system architecture

n Number of modular subsystems

U={m},i=0n Architecture of test system (TS) with m; channels for diagnosis

G, (U) Cost for the development and production of TS with U archi-
tecture

C,(U,t) Cost for the identification of failures in system with U archi-
tecture of TS during time t of system operation

T, Channel for diagnosis of system in general

m,i=1n Channels for diagnosis of subsystems

z,i=0,n Cost of channel development and production for diagnosis of
i-th element

c,i=0n Diagnostic system cost, if it has a channel for the diagnosis of
i-th element

s The average cost of diagnosis of one failure by TS with U ar-
chitecture

u Number of failures in the system during life cycle

A Failure Rate of i element of system

n
A= z A Failure rate of subsystem with i = 1, ...n elements
i=1

In this work, we apply multi-level decision-making to a system with modular hard-
ware and software structure of identical or non-identical deteriorating components. The
system has multilevel structure submitted by several levels of k division reflecting the
correspondent depth of the search of the defects and failures: for example, level k = 0
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— level of system in general; k = 1 — level of subsystems; k = 2 — level of modules for
subsystem; k = 3 — level of submodules, etc.

The efficiency of TS for above mentioned system is assessed by the total cost of life
cycle

CU,1» = C,(U)+C,(U,1). )]

The problem of embedded architecture design for integrated diagnostics we formu-

late as development of TS with optimal architecture U,,, with minimal total cost during
life cycle Ty:

C(U,pprt) = min{ (C(U. D)t =T,)}. 2)

4 Model Formulation and Solution

The system design model as a decision-making system is conceptually defined by two
developing components: the design object and the design process. As external param-
eters of the system design model, target, functional, technical and resource requirements
and constraints are applied to both the design object and the actual design process

(Fig. 1).

Model of system design

Resource
limitations on Target
Design P Design Obj .
the design eslgn Frocess esign Object Requirements
process

l T Resource
Mf)dgls of r'nfjlti- Life Cycle Models | Ilm{tatlons for
criteria decision- life-cycle

making phases

Fig. 1. Model of system design.

In general, the MSC design process can be represented through the evolution of its
states:

H={h}=(T.X,W.S,U}i=1m,

where T is the set of time moments during the life cycle in which the system is observed,
S is the set of solutions (alternatives, system variants), X is the set of functional system
requirements and technical requirements for the system, U is the set of strategies for
managing design decisions.
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The functional requirements of the X system are provided by the conformity of the
designed system to certain technical characteristics of W, which can be determined with
the help of the operator w: W — X.

The operation of the MSC requires certain costs C to provide its functioning, deter-
mined by the evolution of its states, the formation mechanism of which can be specified
by the operator z: H — C.

The purpose function of the MSC can be determined by the correspondence of its
states to the set of variants of the structural realization B that characterize the conditions
for the correspondence of the MSC to the specified functional and technical parameters,
the mechanism of the interconnection of which is described by the operator ¢: H - B
(Fig. 2).

X={xi}, i=1,...n

| ™
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: b,
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Fig. 2. Pattern of requirements and real project solutions.

t5o

Fig. 3. Evolution of the domain of specified requirements and real project solutions in the MSC
life cycle.
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In this case, in accordance with the general requirements for the MSC, the set B can
be represented by a set of favourable conditions from design point of view states b, and
the set of inadmissible states b_ in which the specified requirements are not satisfied. In
thiscase B=b,_ Ub_.

The set of admissible a: 4, — b, and unacceptable f: h_ — b_ states of the system
H = h, U h_ can be associated with the indicated variants of the structural realization
(Fig. 3).

The set of states /; € H forms a space that corresponds to the chosen strategy u; € U
of the project solutions management:

h; = h(tj,xl, sk,ui):V(tj eTl,x,€X,s, € S).

The set of MSC states forms a system of patterns which are changed during the life cycle
at certain time points fy (Fig. 3). They can correspond (time moments fg,, t,,, I, at
Fig. 3) or mismatch (time moment f, at Fig. 3) to the given functional and technical
requirements for the system.

The task of improving the efficiency of MSC design can be formulated in terms of
the task of optimal operation planning, as the search for optimal control strategies for

designing u,, € U that meet the criterion

opt
Uopr = ui:{(hi — min; C) A (hi €h, — b+)}'

The application of this objective function to the solution of the problem requires the
determination of the type of criterion functional z: H — C and functionals of the
constraints @: H — B, as well as the mechanisms of the influence of the optimized
components of the MSC on the evolution of its states.

In this case one of the important tasks for investigation is monitoring of states evolu-
tion to define the moment of transition from set of favourable states b, to set of inad-
missible states b_. For such monitoring the test system (TS) can be used. It carry out the
diagnosis of design object and identify its states /, and /_.

Let us examine the subsystem on the lowest structural level / of the system, which
consist of n elements. The diagnosis of the technical condition of the examined
subsystem and its elements could be performed with TS, which can have
7, € m;,i =0, 1, ... ndiagnostics channels (DC). Diagnostics with 7, DC to determine
the defects arising in any of n elements of the subsystem without indicating certain defect

element, and the diagnostics with the z;,i = 1,_n DC can determine the defect arising
only in i element of the subsystem. The architecture of such TS is shown in Fig. 4. In
this case we can use approach proposed in [14].
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Subsystem
Module 1 Module 2 Module n
DC m, DC m,y DC m, DC &,
Test System

Fig. 4. Architecture of test system.

There are three alternative TS architecture for the examined subsystem:

1. TS with general control and diagnostic system (GCDS), which use only one DC z,
for failures detecting of all #n elements of subsystem. TS architecture is € {”o }

2. TS with separate control and diagnostic system (SCDS), which use individual DC
z; for all i=1,...,n elements of subsystem. The TS architecture is

Ue {ni},i =1,...,n

3. TS with mixed control and diagnostic system (MCDS), which use m + 1 DC, where
m < n individual DC are used for the identification of the technical condition of m
elements, and the DC z, is used for the identification of the technical condition of

the rest n — m elements. The TS architecture isU € {x,},i=0,1,...m,m < n.

For any of above mentioned TS structures we can use common expressions for the

cost of development and production of TS C(U) = }; z; and cost for the identification

of failures in system with U architecture of TS duriﬁfgutime of operation tC (U, t) = us.

Cost s for the diagnostics of one failure of the system depends on TS architecture.
The detection of the failure on the level of element allows avoiding considerably more
cost during the detection of the failure on the level of the subsystem in general. Practical
experience of TS design shows that for modular constructions ¢; = ¢ for all individual
DC z,i=1,...n, and ¢, = bc for DC x, for failures detecting of all n elements of
subsystem. Empiric coefficient b characterizes the increase in the cost of failure diag-
nosis in the implementation of the TS at a higher level of structural hierarchy. In most
cases this coefficientis b ~ 10 [15].

With taking into account the made remarks the expression for the determination of
costs for the diagnostics of one failure in the process of operation of the examined
subsystem could be submitted in the following form:

s=c[r+ (1 =nr)b],



280 I. Kabashkin and A. Zvaigzne

m
where r = ==L is a coefficient of completeness of subsystem diagnostics with the
individual diagnostics channels.

In particular case for the structure of TS with general control and diagnostic system
(r = 0) the value of s = bc, and for the structure of TS with separate control and diag-
nostic system (r = 1) the value of s = c.

For the exponential model of failures # = At. In this case the expression (1) takes a
form

CU.D=azy+ Y, 2+ Atelr+(1 = 1bl, 3)

where a = 1form < nand a = 0 for m = n.

The graphs of C(U, f) form a family of lines with an initial value equal to the cost of
development and production of SKD chosen architecture: C,(U,t) — GCDS,
C,(U,t) — SCDS, C4(U,t) — MCDS. The slope of the lines is determined by specific
operating costs (Fig. 5).

c, b

Fig. 5. Cost of life cycle with TS of different architectures.

If only GCDS and SCDS architectures of TS are used, their respective feasible
application domains are determined by coordinates of the point F at Fig. 5. Point Fis a
crossing point of the straight lines C,(U, ) and C,(U, ). These lines coorespond to the
cost of GSDS and SCDS functioning, respectively. Such coordinates may be determined
solving the equation C, (U, t) = C,(U, t), incerting into this equation expressions (3) for
GCDS (m = 0, r = 0) and for SCDS (m = n, r = 1) structures of TS:

Y%= %

L=

“)
In this case the interval T, < T, corresponds to the more efficient application of

GCDS architecture of TS, whereas the interval T, > T, describes the more efficient
application of SCDS structure.
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In terms of cost-saving, MCDS structure application may become more efficient only
at the condition that the straight line C;(U, f) reflecting the cost of MCDS functioning,
will be passing below the point F; otherwise diapason ¢ will be completely missing the
intervals where MCDS structure would be seen as more efficient compared to GCDS or
SCDS structures.

The use of MCDS could be economically more expedient only in case if the straight
line C5(U, 1), reflecting the cost of MCDS functioning, will be passing below the point
F at Fig. 5. In the opposite case in all range of ¢ the area where MCDS structure would
be more efficient than GCDS or SCDS will be absent.

The pre-condition of MCDS application’s cost-effectiveness can be estimated

solving the inequality C3(U, T,, < C, (U ,T, ), incerting into it formulas (3) and (4):

rz:lzl Z — Z:i[ > 2. (5)

In the particular case of the identical DC with equal reliability of elements and with
equal cost (4; = A,z; = z,i = 1, ... n) the condition (5) will be changed into z, < 0. The
last inequality is impossible for any permitted values of its variables. It leads to the
conclusion that MCDS architecture of TS is not economically feasible, in the case if the
elements are equally reliable and their diagnostic costs are identical.

While condition (5) is observed, the maximum economic feasibility will be demon-
strated by GCDS for T, < T}, MCDS forT|, < T, < T5, and SCDS for T, > T;. The values
of T, and T, for the boundaries of economically feasible MCDS architecture area are be

determined from the equation C, (U, T,) = C;(U,T,)and C,(U, Ty) = C5(U, Ty):

T, = d’! Zi:l i Ty = d_1(2i=m+l = %),

whered =c(b—- 1) A

i=m+1 7i*

Using the expression (3) as an objective function (2), the problem of the synthesis
of the optimal TS architecture U, , on the examined k-level of structural representation

opt
for specified T, of life cycle could be solved by the known methods of integral optimi-
zation for T < T, in the class of GCDS and MCDS architectures, and for 7;, > T, in the
class of SCDS and MCDS architecture.

The optimal structure of TS for other subsystems of (k — 1)-level is performed in
the same manner.

For hierarchical structure of system in general the problem of synthesis of optimal
architecture of TS is led to the stepwise recurrent procedure, on each step of which the
algorithm of TS architecture is realized for each of the hierarchy levels, starting with
the lowest one.

Numerical example. Let us define the optimal TS architecture of the system with four
subsystems, failure rate and costs for the creation of DC of which are submitted in the

Table 1. The term of operation 7, = 10 years, ¢ = 1,b = 10.
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Table 1. The data for the numerical example.

i 0 1 2 3 4
}'i’ l/year 1 0.1 0.2 0.4 0.3
z, conv. unit | 10 20 30 40 20

Using formula (4), we can determine that 7, = 11, 1 years. Since T, > T,,, we should
search for the optimal TS architecture within the GCDS and MCDS structures. For
GCDS structure U = {, }, and in accordance with formula (3), C, (U, T,) = 110 conv.
units. For MCDS architecture (using, for example, brute-force search method of opti-
mization) it is possible to determine the optimal structure of diagnostic channels
U,, = {m. m,}, which supplies the smallest cost of system operation C(U,,,,, T) = 103
conv. unit. Thus, the developed TS should contain DC for the control of the whole system
in general and DC of the control of the forth subsystem that supplies the smallest costs
for the fulfilment it functions during the life cycle.

5 Conclusions

Modular construction is one of the popular method uses in shipbuilding industry. The
modular ship construction requires better than normal quality assurance that must be
provided with special product testing. Test-related information is generated throughout
the product life cycle for each level in the system hierarchy. The present paper introduces
a multi-level decision-making approach for design of optimal diagnostic architecture at
the early stage of development that combines maintenance decisions at the k-levels of
system and integration with test mechanisms for achieving efficient system level main-
tenance and lowering life-cycle cost of system operation. The proposed approach can
be useful for the express analysis of the effectiveness of the decisions on the use of TS.
This approach can be implemented in software or directly in hardware of integrated
circuits. The effectiveness of such approach is investigated through the optimization of
embedded architecture of diagnostics for known reliability and economic dependence
during life cycle of the MSC.
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Abstract. The most expedient way, in our opinion, to generalize the numerous
AHP studies is by the formatting of a morphological table and the corresponding
block diagram. On the basis of the table, it is possible to take into account unob-
vious variants that can be missed with a simple search. Thus, the AHP, despite
its obvious benefits, requires further research so as it can be successfully applied
in the management of supply chains.
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1 Introduction

An improvement of the efficiency of supply chain management requires rationalization
and optimization of all types of logistics functions and operations. One of these logistics
functions is the choice of intermediaries (e.g., carriers, suppliers, freight forwarders,
etc.). It should be noted that other tasks, such as the choice of the infrastructure object
(warehouse), routes, mode of transportation, the location of the distribution center, are
also related to this type of tasks.

Based on the analysis of the works [2, 7-9, 18], two approaches can be distinguished
on the basis of which the logistics intermediary (LI) is selected:

e Analytical, implying the implementation of choice using models that include a
number of parameters, which characterize LI,

e Expert, which is based on the assessments of an expert for the parameters charac-
terizing LI, and describes the procedures for obtaining integrated expert assessments
(ratings).

In turn, the expert approach includes at least three main methods: a ball-rating eval-
uation; the analytic hierarchy process (AHP) and the general mediator selection algo-
rithm.

Let us consider the AHP in more details. It assumes application of the following
hierarchical structure: goal-criteria-alternatives.

Table 1 presents the publications of various authors and their brief characteristics.
Table 2 is formed from scientific works, authored by T. Saaty or co-authored with a
team of researchers.

© Springer International Publishing AG 2018
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Table 1. Systematization of literature employed AHP.

Source | Evaluation of AHP

[4] Successful AHP applications have been reported in marketing, finance, education,
public policy, economics, medicine, and sports. AHP overcomes other decision-
making methods in many ways. It is a method with large penetration both in academic
and professional environment and is implemented by business tools widely tested and
validated

[3] This methodology has been already used in healthcare, with different goals and
objectives, such as user needs elicitation, medical decision-making, budget allocation
and medical device purchasing. It is possible to assess the coherence of respondent
judgments and ask the experts to refine incoherent answers

[1] The elements of the hierarchy can relate to any aspect of the decision problem —
tangible or intangible, carefully measured or roughly estimated, well- or poorly-
understood — anything at all that applies to the decision at hand

[19] This approach appears especially useful when effects cannot be fully monetized, nor
even quantified

[6] AHP was first proposed by the famous American mathematician named “Thomas L-
Satty” who sought to provide an appropriate strategy for the ordinary people to make
decisions about complex issues that several factors were involved in and his findings
was known as the “AHP method”

Table 2. Systematization of scientific works authored or co-authored by T. Saaty.

Source | Considered topic

[17] This paper is concerned with understanding synthesis of electric signals in the neural
system

[14] Choosing a city to live in using ratings

[13] This paper has the potential to dramatically change the process of resource allocation
in economics

[15] We have identified some key shortcomings of traditional majority voting

[12] Criteria used to buy a house for a family

[11] Judgments are needed in medical diagnosis to determine what tests to perform given

certain symptoms

The AHP has been used in various settings to make decisions. The Department of
Defense in the US uses it frequently and extensively to allocate their resources to their
diverse activities. British Airways used it in 1998 to choose the entertainment system
vendor for its entire fleet of airplanes. Xerox Corporation has used the AHP to allocate
close to a billion dollars to its research projects. In 1999, the Ford Motor Company used
the AHP to establish priorities for criteria that improve customer satisfaction. IBM used
the process in 1991 in designing its successful mid-range AS 400 computer [16].

Thus, presented in Tables 1 and 2 systematized results of the analysis of publications
allow us to draw the following conclusions:

e [t is hard to find areas of human activity for which the AHP method would not be
used;
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e The authors, on the whole, positively characterize the possibilities of using this
approach and, moreover, note its superiority over other approaches;

In most of the reviewed works, the authors do not propose discussing the question-
able points related to the application of the AHP. For example, the need to examine the
opinions of experts in the case of exceeding the established reference values.

2 Morphological Features and Basic Operations
of the Method of Analytic Hierarchy Process

The most expedient way, in our opinion, to generalize the numerous AHP studies is by
the formatting of a morphological table and the corresponding block diagram. It is
known that the morphological analysis provides for the division of the problem into
subsystems (characteristic features of P;) and elements (alternatives to the realization of
the features of Ay). On the basis of the table, it is possible to investigate the significant
(conceivable) number of variants, resulting from the construction of the AHP, which
will allow, in turn, to take into account unobvious variants that can be missed with a
simple search.

The total number of possible M variants, which form a morphological set can be
determined by the formula

L
M=]]k=k ky....ks, (1)
i=1

where k; — number of ways to realize the i-th attribute.

Table 3 shows the morphological features of the analytic hierarchy process (frag-
ment). According to the formula (1), the maximum number of variants taking into
account the different features of the AHP formation is 13824.

To realize the advantages of morphological analysis, it is advisable to supplement it
with a block diagram that allows to concentrate the directions of the search for the most
promising combinations of features and alternatives (Fig. 1). According to the block
diagram, the main features were as follows: the choice of the scale (A; = 4); selection
of the processing method (Aj; = 4) with the subsequent definition of the priority vector,
etc.

Despite the optimistic tone of the publications, in which the AHP was highly appre-
ciated, a number of questions remain open.

First, the uniqueness of the restriction of 0.1 is questionable. In particular, [10] indi-
cates that the condition of C.R. < 0.20 is allowed, but not more. At the same time, [5]
states that ‘some circumstances may allow higher values of CR, even up to 0.3’.

Secondly, why is the restriction value 0.1 (or some other), which is calculated and
formalized using a randomly generated matrix, defines the boundary for experts with
intelligence, intuition and experience?



The Analytic Hierarchy Process (AHP) 287

Table 3. Morphological features of the hierarchy analysis method (fragment).

Subsystems (features) | Alternatives for the implementation of the characteristic A; Number of ways
P to realize K;
Scale (P)) A —any 4

A/, — the most popular (1-9)
A3 — alternative accounting (1-7, 1-5)
A4 — the simplest (0-1, yes/no, 0-2)

The object (the A, — tangible (quantitative) — certainty 3
conditions for Ay, — intangible (qualitative) — full uncertainty

constructing the A,;—mixed (quantitative/qualitative) — partial uncertainty (probabilistic
matrix) (Py) description of the object)

Methods of Aj; — rationing by the column 4
information Aj, — rationing by rows

processing (P3) Ag; — double rationing (in columns and in rows)

A4 — the geometric mean of the row

The consistency A, — without consistency 3
criterion (C.R.) (Py) | Ay, — consistency with a limited scale (0.05-0.14)
Ay3 — consistency with the extended scale (up to 0.3)

Verification capability | As; — for physically measured quantities (analytical dependencies) 4
(Ps) As, — indirect verification (by analogy)
As; — there is no possibility of verification
Asy — based on criteria (e.g. statistics)

The random matrix Ag; — based on generation of matrices [10] 2
consistency index Ag, — calculation of the value by the analytical dependence [18]

(R.L) (Pg)

Criteria for A5, — the eigenvalue of the matrix 3
verification (P5) A, — the consistency index (C.I.)

A;3 — consistency ratio (C.R.)

Thus, the AHP, despite its obvious benefits, requires further research so as it can be
successfully applied in the management of supply chains.

—>| Formation of paired matrix criteria and alternatives of size n X n |
v

| Selection of a scale for assessing expert judgment (4 options) |
4

| Selection of the processing method for obtaining the priority vector w; (4 options)
4

| Calculation of the eigenvalue of the matrix .«
A 4

| Calculation of an index C./. and criteria C.R. coherence

Correction (revision) of judg- Decision on ranking criteria
ments of the original matrix (or alternatives)

Fig. 1. Generalized block diagram of the basic operations of AHP.
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3 Conclusions

The analysis of trends in the development of logistics showed that among a large number
of problems in managing supply chains, one of the most important is the issue of deci-
sion-making, in particular, the choice of logistics intermediaries.

The generalization of a number of sources devoted to the AHP allowed the formation
of a morphological table. According to the table, the total number of possible variants
(the so-called ‘morphological set’) is M = 13824.

The developed block diagram of decision-making on the basis of AHP makes it
possible to carry out a purposeful search for the most promising combinations of features
and alternatives that are necessary for improvement and further development of the
AHP.
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Abstract. The article deals with the choice of electronic payment systems in
public transport. In this case, one of the expert methods of multicriteria evaluation
of variants must be used. The Analytical Hierarchy Process method [1] was
selected for evaluating the variants of electronic payment systems. This method
is currently one of the most frequently used multicriteria assessment methods
thanks its completeness, simplicity and wide range of uses. The method AHP uses
the decomposition of a complex unstructured situation into individual criteria,
which are arranged in a hierarchical structure. This method was used to determine
the weights of criteria that were set based on both carrier and passenger require-
ments. Paired comparison method was used at each level of the hierarchical
structure to compare each criterion with the other criteria. The result of the
comparison is the weight of the individual criteria. In the next subchapters of the
article partial evaluation of variants of electronic payment systems was made, the
synthesis of these evaluations was presented and the most suitable variant was
chosen. Finally, the advantages and disadvantages of the AHP method and the
recommendations regarding its use in practice are mentioned.

Keywords: Electronic payment system - Public transport
Multicriteria evaluation of variants - AHP method

1 Introduction

There are several possible ways and the multi criteria decision-making methods. Their
use depends on the type, completeness and on level of detail of available information.
In the transport practice there are often cases when it is necessary to decide on the
variants of fundamental importance the earliest opportunity but the availability, quantity
and quality of information for decision usually does not correspond to their real needs.
For solving such type of the task are usually employed methods based on paired compar-
ison of variants [2]. The common feature of this group of methods of multicriteria eval-
uation is that the basic information to determine of preferential arrangement of variants
makes up results of paired comparisons of these variants with respect to the individual
criteria [3].
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2 Methodology

In this paper is described the possibility of using of the Analytic Hierarchy Process
(AHP) method for preferential arrangement of variants [1]. The AHP serves as a math-
ematical solution method for individual or group decision-making with multiple criteria.
With the AHP the decision-maker design the hierarchy structure. Then the decision-
maker develops priorities for alternatives and criteria used judgments or comparisons
on each pair of elements. Finally, these priorities are expressed as weights. The selection
of the best variant is then based on the synthesis of the weights throughout the hierarchy.

2.1 Analytical Hierarchy Process

In solving decision-making problems, it is necessary to take into account all the elements
that affect the outcome of the analysis and the relationship between them. The decision
problem can be represented as a hierarchical structure. It is a linear structure containing
s-levels, and each of these levels includes several elements. Layout of individual levels
is always from general to specific. For the general role of multicriteria evaluation of
variants, the hierarchy may be as follows (see Fig. 1):

Level 1 — the goal of evaluation, which may be the arrangement of variants,
Level 2 — the experts who are involved in the evaluation,

Level 3 — the criteria of evaluation,

Level 4 — the variants of evaluation.

1. Goal

2. Expert 1 Expert 2 Experth
3. Criterion 1 Criterion 2 Criterion m
4. Variant 1 Variant 2 Variant n

Fig. 1. Hierarchy of multicriteria evaluation of variants.

The links in this hierarchy are evident from the Fig. 1. The figure shows a four-level
hierarchy-one goal, & experts, m criteria, and n variants. On the second level of the
hierarchy there is one matrix of paired comparison with dimensions A*h. On the third
level there are 7 matrices with dimensions m x m and the fourth level there are m matrices
with dimensions n X n. Using calculations (scoring method for calculating criteria
weights) in these matrixes, the variants “divide” the value of the weight of the criterion
(the criteria then “divide” the weight of the relevant expert). The calculated values are
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called preferential indexes of variants for each criterion. If the preferential indexes are
summarized for all criteria, the variants can be evaluated from the point of view of all
the experts and from the point of view of all the criteria.

The Method of multicriteria evaluation of variants by hierarchical depiction was
proposed by prof. Saaty in 1980 [7]. It is called Analytical Hierarchy Process (AHP)
method. The AHP method is based on a hierarchy defined by the m-criterion and the
n-variant.

The fundamental question of the AHP method is how users can determine the inten-
sity of the relationships between the elements of the hierarchy. The AHP method offers
arelatively accessible procedure for the user. The user don’t have to enter absolute values
of weight of experts, weight of criteria, preference indexes of variants. The user only
gives information about the relationship between each criterion and evaluates variants
through these criteria.

In the case that there are the needed information in the detailed structure and the
evaluation are carried out by experts, can be objectified their evaluation. For solving
such type of the task can be employed methods based on the thresholds of sensitivity [1].
From this group of methods have been chosen method of approximation of fuzzy rela-
tions. This method is, due to its nature, suitable for evaluating variants with a set of
qualitative criteria [2].

2.2 Method of Approximation of Fuzzy Relations

For solving the problem was chosen multicriteria discrete decision-making model in
which individual variations of fare collection systems are described explicitly by the list
of variants assessed according to various criteria. The task of multicriteria decision
means the following problem:

Is given set of variants X = {xy, X, ..., x,} which are evaluated according to the set
criteria K = {Kj, K,, ..., K,,}. The task is to select from a given set of variants X the
variant x*, which is the best with respect to criteria from the set K. If the elements of
the criterial matrix Y are designated y;, i = 1,2, ...,n, j=1, 2, ..., m, may be criterial
matrix written in the following form:

Kl oo Km
Xl i Vi
Y=+ ¢+ = M
xn ynl ynm

To determine the optimal variant x*& X, it is sufficient to arrange the variants from
X on the basis of their overall evaluation with respect to the criteria from K. The variation
that occupies the first place in this arrangement is then the optimal variant [2].

Let’s assume that is set the relative importance of the criteria in the form of weight:

m

v:(vl,vz,...,vm),Zvizl,viZO, 2)

i=1



Methodology for Assessment of Electronic Payment Systems 293

where vy, v,, ..., v,, are weights of criteria.

The objective of methods based on the thresholds of sensitivity is creation of matrix

of preference variants V. For every pair of variants x; and x; is grouped the criteria that:

1.
2.
3.

4.

Prefer the variant x; before the variant x;, a set of their indexes is defined Z;

Prefer the variant x, before the variant x;, a set of their indexes is defined /;;;

Have for both variants x; and x, the same values, and in terms of these criteria both
variants are indifferent, a set of their indexes is defined /;;;

Have the variant x; incomparable with the variant x,, a set of their indexes is defined
L.

The degree of preference variant x; before the variant x; is defined:

V= 2 3)

i€l

The degree of preference variant x; before the variant x; is defined:

ij = Z V;. @)

i€l

The degree of indifference variant x; and x; is defined:

V= 2% ®)

i€l

The degree of incomparability variant x; and x; is defined:

Vi = Z Vi- (6)

=T

From the sums of the degree of preference is formed matrix of preferences of variants

V=Vl

J
Method of approximation of fuzzy relations is based on the idea of sorting a decision

variant from the best to the worst according to decreasing row sums of the V" matrix [2].
Practical procedure begins by modifying the matrix of preferences of variants V using
one of the following relations:

. 1

Vie = jk+§(vj~k+vj?k)’ @)
L1

Vi=5+5(Vi=Vy): @®)

Thus calculated matrix of strict preference is symbolized V* = [Vj’;{] This step

ensures strict asymmetry. The row sums §; = D Vj’,"( of the V" matrix are calculated.
k
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According of decreasing values of characteristic S; are gradually rearranged both
rows and columns of the matrix V. Thus calculated matrix is symbolized by T = [T5].
Then it is necessary to determine whether the matrix 7 fulfill the condition of transitivity,

i.e. if for all (j, k, [), where j > k > [ is valid T; max(Tjk, Tk,). If this is not the case,
the matrix 7" must be approximated by matrix W.

1
W= (w'+w?), ©)
where
1 _ 1 1 _ .
wi=lw| o wimma, b, (10)
q<k
Wy =1-W,, (11)
W =05, (12)
W2=[W2] W2=minT,, (j<k)
k| kT i 1P =) (13)
q>k
W =1-Ww,, (14)
W; =0.5. (15)

With the resulting matrix W is also obtained resulting arrangement of variants
according to the preference from best to worst on the basis of decreasing values of
characteristic U;.

3 The Application AHP Method

Decision-making method based on hierarchy structure is applied to select the most suit-
able fare collection systems in public transport. The possibilities of modern technology
in the fare collection systems in public transport are discussed for example in publica-
tions [4-6]. Based on these sources are identified following five variants of fare collec-
tion systems:

e Check in — is based on the principle of login of the passenger through smart cards.

e Check in/Check out — is based on the principle of login and logout of the passenger
through smart cards.

e Be-In/Be-out — is system eliminating any further manipulation of the media when
getting in and out; the presence of a passenger in the vehicle is detected with Be-In/
Be-Out system through a specific personal smart cards or mobile phone with an chip
that is active for connection.
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o SMS ticket — is a specific type of electronic fare collection system that allows elec-
tronic ordering of tickets through SMS sent from a mobile phone.

e NFC (Near Field Communication) — is a new technology that combines smart card
(RFID) and mobile phone.

Aim is to find a variant that achieves the best evaluation of all criteria, eventually
these variants appropriately arrange.
This problem is solved using the AHP method. Hierarchy is presented in Fig. 2.

The arrangement
of variants
Simplicity Operation rucve Demands of
and comfort costs Multipurpose PR applications Spead

Check-In/
Check-Out Be-Out

Fig. 2. Hierarchical structure of the problem.

On the first level of the hierarchy is defined the goal of evaluation — the arrangement
of variants. This objective depends primarily on the evaluation criteria used. Therefore,
the criteria in the hierarchy are immediately on the next, second level. Importance of
each criterion is evaluated through the weights of the criteria. At the last level of the
hierarchy are showed the evaluated variants. Their arrangement depends on their relation
to the evaluation criteria.

The data for the evaluation was obtained by traffic of selected group of evaluators
(experts on traffic issues). Were interviewed 128 evaluators from January to April 2017.
The evaluators were informed about the variants of fare collection systems and based
on their expertise they evaluated variants through criteria.

Table 1 shows the scores of individual variants of fare collection systems according
to selected criteria. Rating scale is in the range from O to 1 b. The higher is the number,
the evaluator better evaluate the variant. Table 1 is the default matrix for solving. There
are average values (benefits) of evaluation criteria assigned to the assessed variants.

The second step is to determine the weight of each evaluation criteria. Weights of
evaluation criteria reflect their importance numerically; the importance from the point
of view of the evaluators. For the determination of weight the Eq. (2) is applied.
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Table 1. Matrix Y.

Variants Criteria

Simplicity Operation | Multi- Safety | Demands of | Speed

and comfort | costs purpose applications
Check-In 0.68 0.67 0.59 048 | 0.63 0.76
Check-In/Check-Out | 0.62 0.65 0.55 043 | 0.61 0.51
Be-In/Be-Out 0.89 0.51 0.41 0.57 | 0.42 0.98
SMS 0.72 0.46 0.43 0.67 | 0.81 0.43
NFC 0.78 0.61 0.92 0.75 | 0.84 0.81

The weights were calculated on the basis of scoring method that evaluators deter-
mined through a questionnaire. Rating scale is in the range from 1 to 10. Due to the
requirements of comparability weights to the criteria established by different methods
these weights should be normalized (the sum of the standardized set of criteria weights
is equal to one). The standardization of criteria weights is done according to:

(16)

where v; is weight of criteria and b, is score of criteria.
In the Table 2 there are the average scores and average values of the weights of
individual criteria calculated from all the evaluators’ values.

Table 2. Weights of criteria.

Calculation Criteria
Simplicity and | Operation | Multi- Safety | Demands of Speed
comfort costs purpose applications
Score 4.8 4.6 7.8 8.6 5.6 3.6
Weight 0.14 0.13 0.22 0.25 0.16 0.10

In step 3 it is possible to create matrix of preference variants V. The procedure is
described in Sect. 2.2. From the sums of the degree of preference Vj and V), is formed
matrix of preferences of variants V = [V,] which is a square with zeros on the main
diagonal (Table 3).

Table 3. Matrix of preferences of variants V.

Variants Check-In Check-In/Check-Out | Be-In/Be-Out SMS NEC
Check-In 0 1 0.51 0.45 0.13
Check-In/ Check-Out 0 0 0.51 0.45 0.13
Be-In/ Be-Out 0.49 0.49 0 0.37 0.24
SMS 0.55 0.55 0.63 0 0
NFC 0.87 0.87 0.76 1 0
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The initial step of the method of approximation of fuzzy relations is the creation of
matrix of strict preference V* from matrix V and calculation values of row sums S;. The
procedure is described in Sect. 2.2 All is indicated in the Table 4.

Table 4. Matrix V*

Variants Check-In Check-In/ | Be-In/Be- SMS NEC S;
Check-Out | Out

Check-In 0.5 1 0.51 0.45 0.13 2.59

Check-In/ Check-Out | 0 0.5 0.51 0.45 0.13 1.59

Be-In/ Be-Out 0.49 0.49 0.5 0.37 0.24 2.09

SMS 0.55 0.55 0.63 0.5 0 2.23

NFC 0.87 0.87 0.76 1 0.5 4

According of decreasing values of row sums S; are gradually rearranged both rows
and columns of the matrix V*. Thus calculated matrix is symbolized T (Table 5).

Table 5. Matrix T.

Variants NFC Check-In | SMS Be-In/Be-Out | Check-In/Check-Out
NFC 0.5 0.87 1 0.76 0.87

Check-In 0.13 0.5 0.45 0.51 1

SMS 0 0.55 0.5 0.63 0.55

Be-In/Be-Out 0.24 0.49 0.37 0.5 0.49
Check-In/Check-Out | 0.13 0 0.45 0.51 0.5

Since the matrix 7 does not fulfil the condition of transitivity. it must be approximated
by the matrix W.

Matrix W was created based on the arithmetic mean of the W’ and W’ matrixes.
created according to the relations in Sect. 2.2. The matrix W is shown in Table 6 below.
including row sums U;.

Table 6. Matrix W.

Variants NFC Check-In SMS Be-In/Be- Check-In/ U;
Out Check-Out

NFC 0.5 0.82 0.88 0.88 0.94 4.01

Check-In 0.19 0.5 0.50 0.57 0.94 2.69

SMS 0.12 0.50 0.5 0.57 0.59 2.28

Be-In/Be-Out 0.12 0.43 0.43 0.5 0.50 1.98

Check-In/Check-Out | 0.07 0.07 0.41 0.50 0.5 1.54

Finally, variants from the best to worst are arranged according to values of row sums.
The results of the preferential arrangement of the variants obtained using the method of
approximation of fuzzy relations is shown in Table 7.
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Table 7. The results of the preferential arrangement of the variants.

Order Approximation of fuzzy relations
1 NFC

2 Check-In

3 SMS

4 Be-In/Be-Out

5 Check-In/Check-Out

From the resulting arrangement of variants is evident that the best variant of the
payment system is evaluated NFC technology. The next in the order is a variant of the
Check-In and third is the variant of SMS tickets.

4 Advantages and Disadvantages of AHP Method

The AHP method has its advantages and disadvantages as well as other multicriteria
decision-making methods.
Advantages of AHP method:

1. Simplicity for decision-makers (users) — compared with other methods of multicri-
teria evaluation. This method is not difficult for decision-makers.

2. Simplicity for solvers (mathematics) — the calculation of partial weights of the
criteria and partial and total evaluation of variants is not complicated; there are also
programs created directly to calculate using the AHP method.

3. Creating hierarchies — due to the division of the decision-making problem into the
hierarchy is the decision-making problem clearer; the hierarchical structure allows
us to get a comprehensive view of the whole issue and so we can tell whether we
have included all the important aspects (criteria) in the model.

4. The method accepts different types of criteria — the AHP method allows to combine
the criteria whose values are given objectively and the criteria whose values are
defined subjectively by decision-maker.

5. Wide application capabilities — this method has a very wide range of applications;
it can be used to select the best variant from a given set. to arrange variants and to
evaluate a set of variants.

Disadvantage of AHP is namely number of pair comparisons. We have to make a
large number of pair comparisons. We need to compare both the criteria and all the
variants in relation to each criterion. A large number of pair comparisons can be time
consuming to calculation. The decision-maker may lose attention and make inconsistent
decision in the calculation.

5 Conclusions

This article deals with the application of the multicriteria decision making methods in
specific decision situation in the public transport. Decision problem with » criteria and
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m variants can be graphically represented as a hierarchical structure. This representation
is equivalent to decision matrix and can be effectively used for the decision-making with
more criteria.

When we create this form of hierarchical structure we can choose the best variant
using AHP method. The main aim of this paper is to use this method on large datasets
and verify the accuracy of the method based on method of approximation of fuzzy rela-
tions. This method compare variants according to the preferences from best to worst
based on the values of characteristics that determines before how many variants is each
variant preferred.

Using this method is evaluated the best variant of fare collection systems in public
transport — NFC system. Check-In and SMS variants of fare collection systems in public
transport are suitable too. The decision-maker could choose one of these variants as an
alternative to the NFC variant. But variants Be-In/Be-Out and Check-In/Check-Out
appear to be less suitable and in making further decisions would no longer be taken into
account.

The AHP needs pair wise comparisons as input information in any form. the decision
tree with quantitative as well as qualitative data on weights. evaluation of variants can
be solved by AHP method.

Advantage of this approach is the possibility of solving of the decision problems:

— with multiple criteria.
— with more decision variants and
— with different type of all kind of input data.
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Abstract. The quality of automobiles efficiency maintaining is largely deter-
mined by the effectiveness of providing system of dealer and service centers
with spare parts. It is necessary to analyze the characteristics of suppliers and
the distribution of flow requests for spare parts, taking into account relia-
bility factor of the supplier by the control center of the firm service system.
The authors proposed a methodology for multi-criteria evaluation of the spare
parts suppliers, which is determined not only by the reliability of compliance
with the terms of supply and the organization of logistics processes, as well
as the reliability and quality of the spare parts themselves. Also, in order to
assess the probability of fulfillment of obligations by the new supplier, a
methodology for forecasting such indicators characterizing the supplier’s reli-
ability, as the delivery time, the spare part quality and the level of shortages,
is described with usage of logistic regression.

Keywords: Supplier - Estimate - Reliability - Super-criterion

1 Introduction

The growth of motorization and intensifying competition in the automotive market force
automotive manufacturers not only to improve the quality of their products, but also to
seek new ways to attract customers. In this sense an important role is played by the car
buyer’s confidence in the possibility of its trouble-free operation throughout the life
cycle. It is especially important to provide quality service during the warranty period.
Any deviation from the warranty can adversely affect the producer reputation and reduce
the brand’s trust in clients — customers and owners. The quality of automobiles efficiency
maintaining is largely determined by the effectiveness of providing system of dealer and
service centers with spare parts. To minimize risks in the logistics system associated
with late or substandard delivery of spare parts it is necessary to analyze the character-
istics of suppliers and the distribution of flow requests for spare parts, taking into account
the received reliability factor of the supplier by the control center of the firm service
system. Therefore, the objective of this study was developing a methodology for
assessing the existing and valid selection of potential suppliers.
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2 Existing Methods for Evaluating and Selecting Suppliers

Vehicles’ reliability is determined by the quality and reliability of its components,
assemblies and systems. Therefore selecting of suppliers, in the context of economic
globalization, with assembly factories emerging in different countries, is by no means
unimportant. One of the ways to implement rational management is usage of decision
support systems for the intellectualization of the best supplier selection by the analysis
of multi-criterial solutions. When evaluating the supplier’s reliability, many of the
authors highlight the factors coming to the forefront when considering alternatives in
decision making. There are different methods proposed for multi-criteria analysis. It
should be noted among the most frequently used multi-criteria approaches to the decision
making, proposed for the selection of suppliers, the TOPSIS method, Dempster-Shafer
evidence theory [1], the analytical hierarchy process (AHP) [2], fuzzy sets theory [3,
4], data envelopment analysis (DEA) [5, 6], goal programming, multi-objective
programming, the liner programming, mixed integer programming [7].

These methods have been improved in later studies. Thus, the review [8] reports on
work using analytical and empirical methods for the selection of strategic suppliers. In
paper [9, 10] the QFD-AHP method is used to evaluate the effectiveness of the strategic
supplier. The disadvantage of this method is the mandatory individual approach for its
implementation in a particular industry.

Despite the diversity of approaches, all these methods are based on expert assess-
ments regarding the choice of priorities. The main drawback of these approaches is the
element of subjectivism, which is due, first of all, to the peculiarities of qualitative
methods and, secondly, to the personal characteristics of the experts themselves. The
reliability of the supplier should be the main factor in its choice, although when evalu-
ating the company’s business operations through multidimensional analysis, this is only
one of the areas that affect the effectiveness of its activities.

Considering alternatives when making decisions to assess supplier reliability, many
authors identify the factors that are considered most significant in each case. In partic-
ular, studies [5, 11] presented a comprehensive approach that takes into account the
factor of negative impact on the environment when choosing a supplier.

In our opinion, further research should be aimed at testing the influence of specific
factors affecting the choice of the spare parts supplier for automotive vehicle, as well as
the development of dynamic assessment methods.

For manufacturers of vehicles, the reliability of suppliers should be determined not
only by the reliability of the supply itself, i.e. compliance with its conditions and the
speed of the organization of logistics processes, but also the reliability and quality of
the spare parts themselves. In connection with the foregoing, in this study, as a priority
criterion, one of the indicators of reliability (namely, failure-free operation, was added
as a priority criterion in the evaluation of suppliers, since it is the most important during
the guarantee period). To identify the likelihood that the supplier will be reliable, a
multiple logistic regression model is used.
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3 Intellectualization of Suppliers Selection Process: Opportunities
and Prospects

3.1 Algorithm for Supplier Selecting by the Criterion of Spare Part Reliability

The effectiveness of technical systems (TS) operation depends to a large extent on the
reliability of both the individual devices in the systems and the elements that ensure
interaction between these devices. Despite considerable efforts in improving the TS
reliability, the level of their reliability remains insufficiently high and does not satisfy
ever increasing demands. Insufficient reliability of devices and their components leads
to significant downtime of systems, as well as increase in operating costs. In addition,
TC failures can lead to emergency situations, the consequences of which can be signif-
icant. The parts and units limiting the reliability of the car aggregates are those that fail
at least 50% of the total number of failures, and the costs for eliminating these failures
(for spare parts and replacement work) are not less than 70% of the total cost [12]. At
the same time, it is necessary to take into account that different units, aggregates and
systems of the car have different life under different conditions and have a different
degree of reliability. The failure statistics are also influenced by the characteristics of
the operating region.

Thus, as aresult of collected in the entities of the service network of PJSC “KAMAZ”
failure statistics studies of various units, mechanisms and aggregates of the KAMAZ
vehicle in countries located in different climatic zones, a significant spread was revealed
(Fig. 1). The structure of failures and therefore the parts reliability depends to a large
extent on the climatic zone of the operating region. Significant differences in failure
statistics can also be observed within a single country, which has significant territories
that differ in nature of the climate. At the same time, the quality of parts produced by
different automotive parts manufacturers can be different, i.e. they can have different
resources within the same operating region.
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Fig. 1. Distribution of relative number of vehicles KAMAZ aggregates failures in countries of
different climatic groups (1-6) according to the Keppen classification [13].
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Since the dealer-service network management center determines the deliveries struc-
ture, it must have full information in order to make an informed decision as to which
supplier or group of suppliers of reliability-limiting parts, it is necessary to send a
preliminary application. If the given vehicle model and modifications have a sufficient
array of failures, the decision is made using multidimensional analysis methods. In the
first stage, those that make up the group of “interchangeable” are selected from the array
of spare parts (Fig. 2). The allocated group of spare parts, in turn, is divided into products
of foreign and domestic production, and the latter — on the products produced by the
manufacturer and the factories-subcontractors. Thus, for each kind of part a number of
different manufacturers can be distinguished. The analysis is carried out separately for
each of these groups.

/SPARE PARTS SAMPLE GROUP, i - SAMPLE SIZE /

DIVISION
[N THE BASIS OF: SPARE PARTS INTERCHANGEABLY

INTERCHANGEABLE

ARRAYS: nEmEm\flgn:u RUSSIA?

NO ELECT ARRAY

NOT INTERCHANGEABLE

YES DivisioN
N ARRAYS: PRIVATE

FRODUCTION?

OREIGN MANLIFACTUIRERS

[ THe avLocamion oF THe array 2 "Namve puawTs” | | THe aLwocamiow oF The arRay 3 "PLants-Auen” |
I T

I
ADJUSTMENT MEASURES FIR WORK
[ PULTI-CRITERIAL ASSESSMENT OF THE SUPLIER WITH SUPPLIERS

Fig. 2. Supplier evaluation algorithm.

3.2 Ciriteria Selection for Evaluation of Supplier

The analysis of works in the field of supply logistics has shown that when assessing the
supplier, the speed of response to an application is chosen as the main criterion. At the
same time, the reliability of the spare part that is important to ensure trouble-free oper-
ation is not taken into account. Such approach may negatively affect the loyalty of the
customer, the direct owner of the automotive equipment, for whom re-contacting the
service center to replace the corresponding part will cause the lost profit due to the car’s
idle time in repair. Replacement during repairs to a more reliable unit will increase the
car reliability and as a result increase customer satisfaction with the service quality.
Therefore, as one of the main criteria that affect the supplier reliability, we chose
“Spare part failure-free operation”. To determine the numerical value of the “Spare part
failure-free operation” characteristic, it is necessary to carry out the processing of the
car units and aggregates failure statistics. Another concept of “Deliveries Reliability”,
which must be taken into account in the analysis, includes minimizing the delivery time
in compliance with all requirements and conditions of supply. The delivery time can
depend either on the quality of management decisions (choice of the optimal route and
traffic schedule, choice of transport mode), and on the characteristics of the logistics
chain (the number of overload nodes and the change of transport mode on the route, the
need to re-arrange the consignment, the risks of cargo loss and its damage on the route,
supplier location settings, etc.). Since the choice of a particular supplier requires
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considering the ratio of characteristics such as cost and time of delivery, as well as the
quality of the spare part, the decision-making process for selecting a new supplier of a
specific spare part is a multi-criterial task. This implies the introduction of a super-
criterion, i.e. a scalar function of a vector argument, also called a linear convolution:

Q%) = 4o (9, (%), 45 (%), q3(x), 44(x)). (1)

where 1/q;(x) — delivery time; q,(x) — spare part failure-free operation; q;(x) — level of
fulfillment of quantitative obligations by this supplier (percentage of delivered spare
parts from the total volume of the application); 1/q,(x) — price.

The delivery cost of a spare part depends on the service center and the supplier itself
location, as well as on the urgency and method (lot or one) of delivery. If the storage
cost exceeds a spare part delivery cost, then storage is preferred on demand. In addition,
there are different models for the formation of spare parts stores “for sale” and for
warranty service, when they assess not only the supplier, but also the organization of
the entire service delivery process. The task of warehouse logistics is complex, so it
should be isolated in a separate study. When the task of selecting a supplier is being
solved, it is logical to take into account the delivery time as a criterion, since this is a
quantitative criterion. In addition, it is necessary to take into account that a vehicle idle
time during the warranty period leads to a loss of profit for its owner, and for the manu-
facturer can lead to penalties and a loss of confidence in the brand.

The ordering of alternatives in magnitude with the help of super-criteria makes it
possible to distinguish the best from them (according to this criterion). The form of the
function is determined by the method of estimating the contribution of each criterion to
the super-criteria. You can use additive or multiplicative functions.

1-qm =L, <1—@> 3)

First, the coefficients S; provide the dimensionless of the quantity g; (x)/S;, since the
partial criteria can have different dimensions and then some arithmetic operations, for
example, addition, will not make sense. Secondly, in the necessary cases, with their help,
the normalization condition is satisfied. To solve the above problems, we can take as S;
the average value of the corresponding criterion, which was done in this paper. The
coefficients oy, B; reflect the relative contribution of the partial criteria to the super-
criterion, i.e. they are weight coefficients. The values of these coefficients for further
calculations have been determined in accordance with corporate regulations of the PJSC
“KAMAZ” branded service network. Since for automotive equipment the indicator
“spare part reliability” is more important, it has the greatest weight.

Separating from the array of spare parts those that constitute the group “interchange-
able”, and having solved the task of optimizing the super-criteria, the dealer-service
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network control center chooses to which supplier or group of suppliers it is necessary
to send a preliminary application.

3.3 Practical Implementation of the Methodology for Evaluating Suppliers
in the Presence of Failure Statistics

To collect the initial information for the evaluation of suppliers, the authors developed
the software module “Report on the needs of counterparties in spare parts” (Fig. 3). This
module contains information on the need for DSN in spare parts planned on the basis
of preliminary applications, the actual supply to the logistics center by the manufacturer,
the average response time of the manufacturer to the logistics center application, the
quality characteristic of the spare parts delivered to it, the size of free spare parts left in
the warehouse of the logistics center, as well as data on the need for spare parts of both
the DSN as a whole and each dealer-service center (DSC) separately.
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Fig. 3. Report on the needs of counterparties in spare parts.

In the report, the DSCs are divided into categories selected according to the quality
of the prepared preliminary applications. In order to minimize risks, including untimely
or inadequate supply or shortage of spare parts, the DCN management center should
analyze the characteristics of suppliers and distribute the flows of requests for spare parts
taking into account the received reliability indicator of the supplier. The availability of
information about suppliers, the dynamics of their supply, and the specific number of
failures by year allows us to evaluate suppliers by the criterion of the supplied spare
parts operational reliability. Statistical analysis of vehicles various systems, units and
aggregates failures has shown that the main causes of complaints are failure of power
units and electrical equipment. We reviewed the failures statistics of starters of three
manufacturers: ELTRA (Samara, Russia), ISKRA (Slovenia), BATE (Borisov,
Belarus). The study covered the warranty period of operation, the mileage was up to 45
thousand km.
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As shown by the analysis of the reliability functions (Fig. 4a), constructed in the
STATISTICA 8 [14], the most reliable (from the point of failure-free operation) starter
is BATE (Borisov).
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Fig. 4. (a) Graphs of the reliability function (probability of failure-free operation) of starters; (b)
Values of criteria, weights and estimates of starter suppliers’ reliability.
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Fig. 5. Implementation of the methodology for developing recommendations for improving
supplied spare parts reliability.

Thus, we evaluated suppliers according to formulas (2) and (3). Figure 4b shows the
calculation of the additive function (2). As a result of calculation and comparison of
super-criteria, it can be concluded that the most reliable supplier is the starter of BATE.
Among the vendor estimates calculated for the multiplicative function (3), the BATE
rating of the supplier has the maximum value, which is consistent with the results of the
additive function application.
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We implemented a software module with which it is possible to assess the impact
of supplier change on the part reliability. This module allows to choose the valuation
method, as well as the period during which the failure statistics are evaluated, after that
the analysis will be performed and its result will be provided (Fig. 5). The failures
statistics accumulate in the form of reclamation acts for different regions of operation,
models of cars, etc. in a single data warehouse.

3.4 Forecasting the Supplier Reliability During Introducing New Vehicles
to the Markets

The method of selecting a supplier described above assumes that enough information
has been accumulated that can serve as a basis for multidimensional analysis and deci-
sion-making on specific situations. That is, the choice is made from those contractors
with whom the work has already been conducted or is being conducted.

However, since in the conditions of competition the expansion and updating of the
vehicle model range is so fast that the volumes of statistical data are often insufficient
for adequate analysis, it is necessary to use slightly different estimation methods.

The following is a description of the developed methodology based on the intellec-
tual analysis of the accumulated data for the search for hidden patterns that allows to
predict such indicators that characterize the supplier’s reliability, as the delivery time,
the quality of the spare part and the level of shortages when choosing a new supplier.
The basis of the analysis is information from the developed software module. The
sequence of stages of obtaining new knowledge for deciding on the selection of a new
supplier for the chosen position of the spare part nomenclature is the following:

1. Data collection in the data warehouse. The collection of data on current and potential
suppliers’ questionnaires, concluded agreements, information on the DSC opera-
tional activities in terms of vehicles failures, service centers’ requests for spare parts
for replacement and the deliveries made for them, histories of unfulfilled obligations
are being collected. After a certain time, when the repository replenishes with new
data, a decision is made about the need to update the model.

2. Selection of factors affecting the target reliability of the supplier. The following set
of input variables was selected: x; — price level; x, — the percentage of defects; x5 —
warranty period; x, — the age of the company; x5 — market share; x¢ — coefficient
“Net debt/ EBITDA”, x, — index of profitability.

3. Construction of the model. To search for hidden patterns, a model is calculated using
the methods of constructing decision trees and logistic regression. Based on the
available data, the search for hidden regularities characterizing the behavior of
suppliers is carried out. To construct the decision tree, the ID3 algorithm and its
modification C4.5 are chosen.

Accumulated data on interaction with suppliers allow performing analysis of the
influence of various factors on the probability that the supplier will prove to be reliable.
To forecast the probability of fulfillment of obligations by the supplier, a logistic regres-
sion is used [15], with the help of which the relationships between several independent
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variables and the dependent variable are analyzed. This is achieved by applying the
regression equation (logit-transformation):

exp(g(x))

" T+exp(e() )

It is easy to see that regardless of the regression coefficients or the magnitude of the
vector X, the predicted values (predicted y) in this model will always lie in the range
from O to 1. In other words, y is the probability that an interesting event will occur, and
in our case the supplier will be reliable.

The values of the variable g for constructing the logistic regression will be calculated
as follows:

. o2 Z) Z3
1(reliable), if = xcl+ = %2+ =%c3>T
Z3

g = o “, A : ©)
O(unreliable), if = s cl+ = %2+ =%c3<T
Z Z, Z3

where 1/z; — the delivery time; z, — spare part failure-free operation; z; — level of
fulfillment of quantitative obligations by the given supplier (percentage of delivered
spare parts from the total volume of the application), T — classification threshold.

¢y, Cy, c3— coefficients determined by the analyst and showing the weight of quantities
71, 75, Z3. The values of these coefficients for further calculations have been determined
in accordance with corporate regulations of the PISC “KAMAZ” branded service
network.

To identify the probability a multiple logistic regression model with a set of input
variables X and output Y defined at the previous step is constructed. The solution will
be the probability of the supplier fulfilling obligations.

3.5 Practical Implementation of the Methodology for Predicting the Reliability
of New Suppliers

We take T = 0.6, ¢, = 0.25, ¢, = 0.5, c3 = 0.25.
Based on the accumulated data on the activities of suppliers, we obtain a logit trans-
formation for the multiple logistic regression model:

g(x) =0.3540.05 * x;—0.45 * x, + 0.78 * x5 + 0.026 * x, + 0.2 * x3—0.082 * x; + 0.014 * x,. 6)

Thus, using the transformation f (x), we can estimate the probability that the supplier
will be “reliable” for given values of the input variables. For example, the reliability of
supply companies with a “higher than average” price level, with a low percentage of
defects, a guarantee period equal to the market average, an average age of the company
(15 years), a market share of 15 to 30%, a net debt to EBITDA ratio less than 2, and the
profitability index is more than 4, will equal f (x) = 0.81. This means that the supplier’s
reliability is about 81%.
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4 Conclusion

Thus, for vehicles models that have long been present in the market and for which a
sufficient amount of failures statistics has been accumulated, the choice of suppliers is
based on the analysis of available statistical data. For the firm service system, they are
strategic or “approved” suppliers. However, when new models or modifications are
introduced to the market, “problematic” parts with a low level of reliability may appear
during the warranty period of operation. Repeated failures and values of reliability
parameters, which do not correspond to the declared by manufacturer, indicate the need
to review the supply chain and choose, if possible, a more reliable supplier.

Usage the above described methods for the evaluation and selection of the supplier
will enable the acquisition of knowledge, based on available information resources,
using methods of data mining and multi-criteria selection, enhancing the effectiveness
of the DSN management system.
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Abstract. The analysis of perspective directions of development of logistical
integration allows to establish the importance of the formation of mechanisms of
management of integrated logistic functions, and also functional complexes. The
complexity of the problem is determined by the variability of the types of inter-
action between levels in the investigated multi-level distributed systems, which
in turn result in the variety of models of inventory management. They can be
divided into three main subgroups: the first is with independent processes, the
second is with coordination and the third — integrated models.
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1 Introduction

Traditionally, the theory of inventory management deals with the case of ‘isolated’
warehouses. In the supply chain, the central company (warehouse) is allocated, which
deals with the processes of replenishment and consumption of reserves, determines the
optimal periodicity of supply, the volumes of supplies and the size of the insurance stock.
In other words, in such calculation models, it is assumed that decisions in the field of
inventory management, taken with respect to the considered or so-called ‘isolated’
warehouse, will not affect the situation with the stocks of other participants in the supply
chain.

For network business structures the following features are typical [2,5,7,9, 11, 12]:

inventories are formed at several hierarchical levels;

between the stocks, there is a relationship and interdependence, conditioned by a
single technology of organization of production and (or) marketing of finished
products.

Thus, the object of inventory management in network structures is no longer ‘isolated
stocks’, but integrated multi-level inventory allocation systems (multi-level inventory
management systems).

A fundamentally new method for accounting for integral relationships between
elements is the model of Axséter [1]. Using the example of a two-level system for placing
stock of a linear configuration, a dependence was obtained to determine the optimal

© Springer International Publishing AG 2018
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order quantity, which was called the ‘echelon EOQ model’. The principle of operation
of the echelon models is the same as for the classical model of the optimal order size [6].
The objective function in the models is the total costs associated with orders and the
content of stocks. Required variables — the volume of orders to replenish the stock, in
which the objective function is minimized. The main difference between the echelon
models is that not one, but several allocations of stocks are considered.

The continuation of Axsiter’s research was reflected in scientific work of [8], where
modified variants were provided. They allow considering the following processes
features: correlation variants of holding costs at the different system levels, various
strategies of inventory warehousing and order multi-nomenclature.

Thus, despite the obvious progress, for works devoted to the problems of integrated
inventory management in logistics systems [3, 4, 10], several drawbacks are typical:

e There are no recommendations for the application of the proposed models and
methods. There are no examples of calculations based on the proposed models;

e Only linear multi-level systems and the case of one-off purchases (static task) are
considered;

e Transportation costs are accounted for as a linear function of the transportation
distance;

e The cost of storage does not depend on the type of warehouse and warehouse
processing;

e Demand in the region is distributed evenly across the territory, etc.

2 Multi-variant Description of Supply Chains

A general scheme of the structure of multi-level location of stocks in the logistics system
is shown in Fig. 1.
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Fig. 1. General scheme of the structure of a multi-level system.
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The integration approach in determining these parameters is as follows:

e The optimal periodicity and volume of orders for the elements of the system are
calculated in a way, which allows to minimize the total costs in the whole system
rather than in individual elements;

e The material flow between the levels of the system is coordinated in the process of
deliveries by time and volume due to the formation of multiple shipments (Fig. 2).
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Fig. 2. Coordination of the material flow by the example of stocks allocation in a three-level
system with a linear configuration: Qy; — the optimal order size for the i-th level; ¢, — optimal
periodicity of supplies for i-th level.

The analysis of perspective directions of development of logistical integration within
the framework of allocated logistics paradigms allows to establish the importance of the
formation of mechanisms of management of integrated logistic functions, and also
functional complexes. The carried out studies show that from the point of view of the
issue of efficiency increase of logistical systems, the particular role plays the following
aspects:
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e choice of methods for managing the triad of logistics functions ‘inventory manage-
ment — warehousing — transportation’, the central place in which is the inventory

management;

e the need to move to the study of multi-level systems within the framework of the
concept of supply chain management.

The complexity of the problem is determined by the variability of the types of inter-
action between levels in the investigated multi-level distributed systems, which in turn
result in the variety of models of inventory management (Table 1). They can be divided
into three main subgroups: the first is with independent processes, the second is with
coordination and the third — integrated models.

Table 1. Models for integrated and coordinated supply chains.

Pe of interaction

Description of the interaction
of the Elements of the
Logistics System (ELS)

Solution options (for a two-
level supply chain)

The first is with independent
processes

Lack of coordination and
integration (ELS operates
independently)

1. Use the EOQ model for each
level of the system

The second is the coordination
of processes at different levels

Optimization of reserves on
one of the levels;
Determination of reserves at
other levels using
proportionality factors k;

2. Computation of the stock
size Q, for the lower (first)
level based on the EOQ model

3. The same (Q,) for the top
level

The third is the integration of
processes at different levels

Optimization of costs for the
supply chain, which includes
all levels in the form Total

Logistics Costs Model (TLC)

4. Calculation of inventory
management indicators (Q;, k,
C,in» €1C.)

5. The same with allowance of
additional corrections (the so-
called adjusted or modified
version)

3 Integrated Two-Level Distribution System

Nowadays, supply chains, which are represented by the distribution system, are wide-
spread in practice. The most common of them are two-level ones with a central supplier
at the second and a certain number of companies at the first level.

The basic options for inventory management in two-level supply chains, taking into
account coordination and integration, are presented in Table 2.
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Table 2. Variants of the description of two-level distribution supply chains.

Variant

Characteristics

1. Independent elements of SC

Each element of the supply chain is
a separate item; Analytical
description is provided within the
framework of EOQ

2. Coordination between the ELS
of different levels

For each element of the level, a link
is established in the form of
coordination with the element of
the second level; Parameters of all
elements of the first level are
calculated on the basis of EOQ

3. Integration between the ELS of
different levels

For each element of the first level,
a link is established with the
element of the second level in the
form of an integrated two-level
system

4. Partial integration of the system

All elements of the first level are
incorporated into the form of one
conventional element; The
nominal element is coordinated
with the element of the second
level

5. Total integration of the system

All elements of the first and second
levels are embedded into the form
of one calculation model

317

Multi-nomenclature Models of Inventory Management
in Multi-level Distribution Systems

The considered models are designed to calculate the optimal stock level and order for
single-item deliveries. However, of practical interest are multilevel systems of the
distribution configuration in which multi-nomenclature stocks are located.

In Table 3 one of the possible variants of the description of the three-level supply
chains, reflecting the relationship between the ELS is presented.
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Table 3. Variants of the description of three-level distribution supply chains.

Variant Characteristics

1. Independent elements of SC Each element of the supply chain is
a separate item; Analytical
description is provided within the

framework of EOQ
2. Coordination between ELS of | For each element of the first level,
different levels a link is established in the form of

coordination with the element of
the second and the third levels;
Parameters of all elements of the
first level are calculated on the

basis of EOQ
3. Integration between ELS of For each element of the first level,
different levels a link is established with the

element of the second and the third
levels in the form of an integrated
three-level system

4. Partial integration for ELS of the | All elements of the first level are
first level incorporated into the form of one
conventional element; The
nominal element is coordinated
with the element of the second and

the third level
5. Partial integration for ELS of the | All elements of the first and second
first and the second levels levels of the whole system are

embedded into the form of one
calculation model and coordinated
with the element of the third level
6. Total integration of SC All elements of the of the system
are integrated into the form of one
calculation model

5 Conclusions

It should be emphasized that, firstly, depending on the degree of integration, parameters
of inventory management for warehouses of different levels (stock sizes, the periodicity
of shipments, costs in the ELS) vary considerably. Secondly, the considered models can
be added by the described modifications.

Further research on the development of the proposed models should be directed to
the following areas:

— Focus on automation of calculations and decision-making;
— Expansion of the number of main models by considering concentration (assembly)
and combined SC.
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Abstract. The situation in the retail trade of the Russian Federation is char-
acterized by a number of negative trends: the lack of logistics infrastructure,
reduced population activity of the population, active development of
multi-format trade. Model development of supply chain management in the
retail trade is a necessary condition for the improvement of this industry. Sys-
tematization of methods, models and concepts of supply chain management is
the result of research of logistics theories and methodologies. The proposed
algorithm for modelling supply chains in retail takes into account modern
methods and concepts of logistics, but also based on the classification of trade
flows by the degree of criticality of resources. The algorithm provides the
possibility to control the suppliers, product lines and inventory. Systematic
model of inventory management in manufacturing based on strategic manage-
ment tasks. It is advisable to evaluate the effectiveness of supply chain mod-
elling in retailing on the basis of indicators OOS and OSA.

Keywords: Supply chain management * Retail -+ Modelling - Algorithm
Methods and concepts of logistics

1 Introduction

The modern stage of functioning of the national retail is characterized by a high level of
logistics costs, the absence of a developed logistics infrastructure; decrease the Con-
sumer activity of the population; degradation of the general economic situation in the
country; active development of multi-format trading. The Logistics costs level in the
Russian economy is high (20% of GDP), and the level of Logistics development
(LPI) is low (90th position in the international rating).

The contribution of retail in the Russian economy is estimated by the complex of
indicators: the Index of the physical volume of the retail market (IPV); Value of
commodity circulation; Average check size.

The study shows that negative trends are observed, contributing to the slowdown in
growth and development retail.

The supply chains in a networked retail, as in other branches of the economy, are
affected by innovation and new technologies. Consider the most significant factors that
define new directions for development supply chain management models.

© Springer International Publishing AG 2018
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1. The omnichannel approach that allows of different sales technologies and
accounting requirements of all supply chain links.

2. Use of innovative trade equipment: self-service, smart carts, virtual hangs, etc.

3. The increase of the share of products “Private trade mark™ in the range of most
retail.

4. New technologies for the implementation of logistics functions in retail: Automa-
tion of transportation, loading and unloading, warehousing operations.

5. Information technology and new forms of trade: Internet shops, online commerce,
“showrooms”, mobile applications for gadgets.

6. The modern digital technologies are promotes “personalization” of product bay
reengineering of business processes and improved standards.

The existing supply chain models do not correspond to current trends in retail.
Thus, the development of supply chain management models in network retail, ensuring
the achievement of competitive advantages and strengthening of market positions is the
goal of this study. The study consists of an introduction with justification of relevance,
formulation of goal and objectives; theoretical analysis of supply chains management
models and concepts and the result presented in the form of supply chains modelling
algorithm in retail.

2 Theoretical Analysis

The study and synthesis of theoretical studies in supply chain management made it
possible to identify and articulate the following tasks for managing supply chains in the
retail:

Selection of logistics intermediaries;

Forecasting (indicators, flows, etc.);

“Make or buy” (decision models);

Identification of the nomenclature groups (ABC analysis and others);

Additive Provisional models (“just-in-time”);

Choice of modes of transport (transport tasks, network methods, etc.);
Multi-objective optimization in the face of risk and uncertainty;

Models for the synthesis (design) of logistics systems with “minimizing total costs”
or “economic compromises” and others.

In practice, the Supply Chains Management is requires the simultaneous use of
different concepts, methods and modelling tools [1]. In Table 1 models, methods and
concepts of SCM with the specifics of the flow processes in retail were systematized as
a result of a Methodological Logistics Base and Supply Chain Management study.

The organization and management of supply chains is based on an integral
approach to the rational movement of all flows, the creation of a unique consumer
value, full transparency, the distribution of the risks and benefits of the participants,
mutual cooperation, a high degree of sharing of information while generally seeking to
minimize the total cost of the entire chain [2].
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Table 1. Systematization of retail supply

chain management models, methods and concepts.

Model, method, concept

Characteristic

Efficient Consumer Response (ECR)

Vendor Managed Inventory (VMI)
Continuous Replenishment Planning
(CRP)

Collaborative Planning Forecasting and
Replenishment (CPFR)

Forecasting methods

Select Vendors

Game Theory

Make or Buy model

Models of mass service systems, Markov
random processes, simulation models

Just-in-time (JIT)

Strategy to increase the level of services to
consumers through cooperation among retailers,
wholesalers, and manufacturers

Method in which a material supplier holds and
manages materials and parts of their customers
The modified RP concept helps to improve the
response to changing consumer demand
Business strategy that combines the intelligence of
multiple trading partners in the planning and
fulfillment of customer demand

Forecasting for time series using different models:
trends, least squares, interval forecast

Select the optimal vendor based on certain
criteria: reliability, delivery time, price, quality,
and risks

A modelling tool for consumer behaviour and
response in uncertain demand conditions
Solution of the feasibility problem to transfer
operations of a third-party organization with costs
optimization

Establishing a dependency between a trade format
and flow parameters; estimate the intensity of the
flow of customers; determination of the optimal
number of service channels; system state
probabilities

Providing products “just in time” provided that
the costs are optimized

ABC method

CRM Concept
Situation Analysis

Compromise theory (method of resolving
conflict situations)

QR-concept

The concept of TQM (Total Quality
Management)

SCOR Models

Value management; Ranking of resource types by
level of importance

Building of customer information base

Situation analysis and assessment of possible flow
options

Decision-making on a set of issues of
harmonizing the economic interests of participants
in the supply chain

Quick response to changes in delivery conditions
through monitoring, e-commerce and workflow
technologies

Comprehensive focused and coordinated
application of quality management systems and
methods with rational use of technical capabilities
at all levels

Integration of reengineering, benchmarking and
improvement of business processes




The Development of Models of Supply Chain Management in Retailing 323

It must be taken into account that retail supply chains are representing a complex
network structure with a large area of production, storage and transport capacity,
including a large number of vendors and retail sales points. The integration and man-
agement of business processes in the supply chain is provided by the focus company.

The specific of integrated flows and management business-processes in retail
through the complexity of parameters (multinomenclature, time-limited implementa-
tion, seasonality, etc.) requires the development of analytical tools for supply chain
modelling [3].

A number of concepts (ECR, VMI, CRP, CPFR) are used to coordinate supply chains
consisting of suppliers, wholesalers and retailers to serve the needs of end-users. All of
them are based on the technology of information coordination. The value of this tech-
nology is in the use of a system approach to managing complex elements of supply
chains in retail. This approach is implemented through electronic data interchange (EDI).
The introduction of modern methods for forecasting demand can improve the efficiency
of supply planning and provide a competitive advantage to a retail enterprise [4].

The consequence of violations in supply chains in retail is the lack of certain goods
on shelves in stores. “Lost sale and customers” reduce the loyalty of both the supplier
and retailers. The indicator of temporary absence of goods is used to estimate its deficit
in the store (Out of Shelf — OOS). Causes of food shortage are the low level of service
provider, the lack of inventory in the distribution channels, incorrect ordering, low
quality merchandising. The average world index of environmental protection in retail is
8.3%. The increase in this indicator indicates the inefficiency of supply chains. The
reverse indicator is — On-Shelf Availability (OSA). An increase of 3% leads to an
increase in supply volumes by 1% [5].

The main approaches to the assessment of indicators are physical audit, residue
testing and sales analysis. These methods involve regular assurance of the assortment,
accounting for stock balances and forecasting of supplies [6].

3 Results

In an environment of high external and demand structure, the Supply Chains Man-
agement in retail requires a change in the configuration (reengineering) of the network
structure based on the use of combined modelling techniques.

The synthesis and analysis of the various approaches to supply chain modelling has
clarified the algorithm for modelling supply chains in retail (see Fig. 1).

In order to improve the Supply Chains Management in retail, the modelling should
start with an analysis of the product flows. At this stage, it is advisable to define criteria
for classifying product groups, to develop a demand forecast based on product life
cycle analysis, to assess customer sensitivity to product scarcity, to analyse the product
portfolio and quality standards.

The essence of the second stage is the classification of commodity groups.

The authors developed a classification of resources with a wide range of nomen-
clature, limited shelf life, seasonality, which should be linked to methods and models of
supply chain management in retail trade. The classification of product flows is based on
taking into account specific conditions for the delivery, storage and sale of products:
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Modelling Algorithm Methodical support
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Q >
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e  Situation Anal-
ysis
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5. The Development Supply e Efficient Consumer Response (ECR)
Strategy —> Vendor Managed Inventory (VMI)
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