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Introduction

It is now common parlance to refer to the Earth as a physical-chemical-biological system; but this is a
relatively recent innovation. Until about 1950, geologists generally used the word ‘system’ to define
geologic periods, or the several crystal classes, or the physical chemistry of multicomponent mixtures.
Long before then, the word ‘system’ in its current usage had been a part of the vocabulary of a number of
fields, including communication and control engineering. In fact, the first significant paper on feedback
mechanisms in control systems was written by Clerk Maxwell in 1868. Its subject was governors
(mechanical, not political). In the 1930s and 1940s, Norbert Wiener of the Massachusetts Institute of
Technology and Arturo Rosenblueth of the Harvard Medical School applied communication engineering
design to physiology, converted the field into a branch of statistical mechanics, and christened it
Cybernetics. Wiener’s book ‘Cybernetics, or Control and Communication in the Animal and the
Machine’ (1948) introduced the subject to a wide audience, which, happily, included geochemists.

Independently, Barth (1952) took a step toward the use of systems analysis in geochemistry by using
the river flux of the elements to the oceans to calculate their ‘period of passage’ through the oceans. In
1958 his results were largely confirmed by Goldberg and Arrhenius. In 1961 Goldberg raised important
questions about the operation of the ocean as a geochemical system. These were answered in part by
Broecker et al’s chapter in the same volume as Goldberg’s. In their 1975 book, ‘Chemical Cycles and the
Global Environment: Assessing Human Influences,” Garrels, Mackenzie, and Hunt introduced the
concept of residence times, then the notion of fluxes and reservoirs, and finally, a description of the
Earth system. In 1978, I chose to begin my book ‘The Chemistry of the Atmosphere and Oceans’ with a
chapter on the Earth as a chemical system. By then the new nomenclature had clearly arrived. Its adoption
signaled more than a change in vocabulary. There was a greatly expanded application of systems analysis
to the Earth Sciences. Extensive studies of reaction rates and reaction mechanisms were added to analyses
of the thermodynamics of Earth materials. The consequences of positive and negative feedbacks,
singularities, tipping points, chaos theory, and the linking of geochemical cycles were explored. All
this led to considerable progress in our ability to understand the workings of near-surface systems, where
temperatures are generally low and many reactions are slow, even on geologic time scales. The need to
understand and to predict the consequences of mankind’s perturbations of the Earth’s surface and near-
surface environments has lent a strong sense of urgency and greatly increased funding for studies of
nonsteady state systems.

The Earth’s near-surface systems have always been subjected to inputs of mass and energy. The
intensity and the frequency of these inputs have varied widely. Many inputs have been cyclic, some have
been singular, and several have evolved more or less unidirectionally during the course of Earth history.
Volcanoes (Chapter 1) and oceanic hydrothermal vents (Chapter 2) have been the major sources of
volatiles for near-surface systems, although these inputs are now dwarfed by the effects of fossil fuel
burning and other human activities (Chapters 3 and 4). Volcanic rocks have been the most important
terrestrial and marine resurfacing agents, and magmatic intrusions have continually underplated the
Earth’s surface. Sporadically, meteorites and possibly comets have been quantitatively important sources
of mass and devastation, particularly during the earliest parts of Earth history.

Sunlight has been by far the largest source of energy for the Earth’s near-surface environments,
although these have been shaped to a surprisingly large extent by the small supply of energy from the




vi Introduction

Earth’s interior. The internal energy is responsible for the large supply of volatiles that are now and
always have been added to the Earth’s near-surface systems. Most of these volatiles have been ‘digested’
and removed to more permanent quarters on geologically short time scales. The heavier rare gases are an
exception. Helium escapes into interplanetary space on a time scale of about 10° years, but most of the
Ne, Ar, Kr, and Xe that has escaped from the Earth’s interior has accumulated in the atmosphere (Chapter 5).

Water, the most abundant of the volcanic volatiles, rapidly becomes a participant in the hydrologic
cycle and enters the oceans, where it has accumulated to form the largest of the Earth’s near-surface
systems. It is a critical actor in weathering (Chapter 6), in the formation of soils (Chapter 7), and in
the release of the dissolved constituents of rivers that become the major solute inputs to the oceans
(Chapters 8 and 9). Together with carbon and nitrogen, water cycles rapidly through the biosphere.
Without these elements the Earth would not be a habitable planet. Next to water, CO, is the most
abundant of the degassed volatiles. It is an important greenhouse gas, the most important of the
weathering acids (Chapter 6), and an essential participant in photosynthesis (Chapter 3). In the oceans
it is the basis of marine photosynthesis, and hence the source of much of the organic matter in the oceans
(Chapter 11). Organic matter and marine CaCOj3 are cycled through the oceans by the marine biological
pump (Chapters 12 and 13) and via the marine CaCOj; cycle (Chapter 14). Small residues become parts of
marine sediments. Photosynthesis via photosystem II generates O,, the only major atmospheric constitu-
ent that is not a devolatilized gas (Chapter 15). Its history is linked both to the evolution of volcanic gases,
particularly their H,, CO,, and SO, content (Holland, 2009), and to the evolution of the biosphere.

Of all the biologically important gases emitted by volcanoes, N, is the only constituent whose near-
surface chemistry is similar to that of the rare gases. It has accumulated in the atmosphere largely because
all of the common compounds of NO3 , NO5 , and NH are highly soluble (Chapter 16). By contrast, the
removal of carbon from the near-surface reservoirs is and has been speeded considerably by
the precipitation of CaCO3; and CaMg(COs),. Similarly the removal of sulfur has been speeded by the
precipitation of FeS, and CaSO,. These minerals and residual organic matter, together with the terrestrial
detritus delivered to the oceans and the marine volcanic inputs, have combined to form most of the large
variety of marine sediments and their diagenetic products, the sedimentary rocks (Chapter 17). The
metamorphism and the melting of sedimentary rocks in subduction zones have closed the geochemical
cycle. They have been accompanied by the release of volatiles. These, together with the primordial
volatiles, have been the major volatile volcanic and hydrothermal inputs to the Earth surface systems
(Chapter 18). The members of the biosphere have both responded to and molded their environment. The
molding has become particularly intense since the arrival of mankind.

H.D. Holland
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NOMENCLATURE from local to global (Oppenheimer et al., 2003a).

ffecti 1 rad; Even more fundamental are the relationships

;;ff 3, fgctl.ve aerofsff) Ta 1u§ . Latile i between the history of planetary outgassing, dif-

! luswn coeflicient of given volatile n ferentiation of the Earth’s interior, chemistry of

I mel:t radi . level i the atmosphere and hydrosphere, and the origin

solar 11‘;121 1ance at given level 1n and evolution of life (e.g., Kelley et al., 2002).

/ atrlnos.p e(;e ‘i N This chapter focuses on the origins, composi-

[g solar Irradiance atltOP of the gtmo;p ere tion and flux, and the environmental impacts of

NR constant m ve131%1.11'anty eqqatlorll( ) volcanic volatile emissions. This introductory sec-

» constant in solubility equation (1) tion sets the scene by considering the general

p Ereslsure b context and significance of volcanic degassing.

Re becbbelt nur; cr Several chapters in this volume interface with

ubble ra 1usl bl o (1 this one on volcanic degassing, and in particular

§ constant in solubility equation (D the reader is referred to the chapters on hydrother-
Vy/Vi ratio between the volumes of gas and mal systems and ore formation

melt at given pressure

Xu,0  water solubility in melt
Xp,0  residual melt water content at given
pressure

X% o  initial melt water content at saturation
i pressure

n melt dynamic viscosity

T aerosol optical depth

T4 timescale of volatile diffusion

T timescale of viscous relaxation

AP oversaturation pressure

0 solar zenith angle

Nature only reveals her secrets if we ask the right
questions and listen, and listening in geochemistry
means sampling, analyzing, plotting. (Werner
Giggenbach, 1992b)

1.1 INTRODUCTION

Humans have long marveled at the odorous and
colorful manifestations of volcanic emissions,
and, in some cases, have harnessed them for their
economic value (Figure 1). Moreover, the degas-
sing of magma that is responsible for them is one
of the key processes influencing the timing and
nature of volcanic eruptions, and the emissions of
these volatiles to the atmosphere can have pro-
found effects on the atmospheric and terrestrial
environment, and climate, at timescales ranging
from a few years to >1 Myr, and spatial scales

1.1.1 Earth Outgassing, Atmospheric
Evolution and Global Climate

Volcanic emissions have occurred throughout
Earth history, and have provided the inventory
of volatile elements that take part in the major
geochemical cycles involving the lithosphere,
hydrosphere, atmosphere, and biosphere (Sections
1.2 and 1.5; Holland, 1984; Arthur, 2000; see
Chapter 5). The mantle is an important reservoir
for volatiles, and its concentration of carbon, sul-
fur, hydrogen, oxygen, and halogens has changed
through Earth history as a result of differentiation.
Anhydrous minerals such as olivine, pyroxene,
and garnet can hold structurally bound OH™,
while molecular water is present in amphibole,
phologopite, and apatite. Carbon is present in
carbonate minerals or in elemental form (e.g.,
diamond and graphite), and sulfur in sulfide
minerals. Volatiles probably also exist in the man-
tle in intergranular films. Since the volatile spe-
cies are incompatible, they partition into the melt
phase during partial melting of the mantle. In this
way, magmagenesis plays a key role in transfer-
ring volatiles between the mantle and the
crust. Magma evolution then partitions volatiles
between the crust and the atmosphere/hydrosphere
via degassing and eruption (with important feed-
backs on magma differentiation), and plate recy-
cling ensures a return flux of a proportion of the
volatiles back to the mantle.
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Figure 1

“The burning valley called Vulcan’s Cave near Naples” or Solfatara (Campi Flegrei), from Bankes’s New

System of Geography (~1800).

Major changes have occurred in atmospheric
composition and in greenhouse gas forcing over
Earth history, in part coupled to the evolution of
life, and interacting with changes in solar flux and
planetary albedo to control global climate. Over
timescales exceeding 1 Myr, the carbon cycle
operates as a climate thermostat on the Earth.
The Archean atmosphere was anoxic, even after
the onset of oxygenic photosynthesis ~2.7 Gyr
ago. This has been attributed to an excess of
reductants (e.g., CH4 and H,) able to scavenge
out O, accumulating in the atmosphere (Holland,
2002; Catling and Kasting, 2003). Bacterial con-
sumption of hydrogen also contributed methane,
such that the Archean atmosphere may have
contained as much as hundreds or thousands of
ppm of CH, (Catling et al., 2001). The greenhouse
forcing associated with these high concentrations
of atmospheric methane may account for the
absence of prolonged freezing of the Earth that
should otherwise have arisen from the reduced
solar luminosity (30% lower than today) early in
the Earths history (the “early faint Sun paradox”;
Sagan and Chyba (1997)).

Hydrogen escape from the Earth’s atmosphere
has been proposed as a mechanism for inexorable
oxidation of the mantle, tilting the redox balance
of volcanic emissions today in favor of oxidized
gases (Kasting et al., 1993; Catling and Kasting,
2003). If correct, this shifting redox balance could

have led to the rise of O, ~ 2.3 Gyr ago (Catling
et al., 2001). However, the mechanisms for
oxygenation resulting from methane-induced
hydrogen escape remain controversial (e.g.,
Towe, 2002). Furthermore, geochemical evidence
argues strongly against any substantial increase in
the oxidation state of the mantle over the past
3.5 Gyr—the Archean mantle was already oxi-
dized (Delano, 2001; Canil, 2002).

Major changes in atmospheric composition
have, in turn, been held responsible for so-called
“snowball Earth” events, characterized by low-
latitude glaciation and effective shutdown of the
hydrological cycle, ~2.3 Gyr (coinciding with the
rise of oxygen), and 750 Myr and 600 Myr ago
(e.g., Kirschvink, 1992; Hoffman et al., 1998;
Kirschvink et al., 2000; Hoffman and Schrag,
2002). Loss of CH; accompanying the rise of
oxygen could explain the onset of the glacial con-
ditions that characterize these events, with the
“snowball” being ultimately thawed by the action
of the carbonate—silicate inorganic cycle: under the
glacial conditions, weathering rates would fall and
CO, from volcanism would accumulate in the
atmosphere, providing a long-term climatic recov-
ery via greenhouse feedbacks. Between the Paleo-
proterozoic and Neoproterozoic “snowball” events,
climate was warm and very stable, possibly due to
methane emissions from biogenic sources (e.g.,
Catling et al., 2001; Catling and Kasting, 2003).
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On short timescales, years to decades, possibly
centuries, individual volcanic eruptions, or con-
ceivably a burst of eruptions from several volca-
noes, are capable of perturbing global climate by
the release of sulfur gases into the upper atmo-
sphere. These oxidize to form a veil of minute
sulfuric acid particles that can girdle the globe
at heights of 20 km or more, scattering back
into space some of the sunlight that would ordina-
rily penetrate the tropopause, and heat the lower
atmosphere and Earth’s surface. The complex
spatial and temporal patterns of radiative forcing
that result are reflected in regional climate change,
and globally averaged surface temperature
decreases. The 1991 eruption of Mt. Pinatubo
in the Philippines has, as of early 2000s, provided
the clearest evidence of these interactions, and
an outstanding opportunity for climatologists to
test both radiative and dynamical aspects of gen-
eral circulation models (Sections 1.6.1 and 1.6.2).
Such work has contributed significantly to the
development of our understanding of the impor-
tance of aerosols in climate change, and has
helped to unravel the natural variability from
anthropogenic forcing.

1.1.2 Magma Evolution and Dynamics, and
Volcanic Eruptions

The partition of magmatic volatiles from the
melt to the gas phase, and their subsequent separa-
tion—collectively referred to as degassing—exert
fundamental controls on magma overpressure, vis-
cosity and density, and thereby on the chemical
evolution, storage, and transport (notably ascent
rate) of magmas, and the style, magnitude, and
duration of eruptions (Section 1.3; Huppert and
Woods, 2002). Viscosity is a critical factor and is
strongly dependent on temperature, melt composi-
tion (especially silica content (Figure 2(a)) and dis-
solved volatile content (Figure 2(b)), which
control polymerization of the melt), applied stress,
bubble fraction, and crystal content. It is also
weakly dependent on pressure, with a general
trend of decreasing viscosity at higher pressure.
Kinetic factors, including cooling rate and diffu-
sion, are also important.

The expansion of bubbles of gas accompanying
decompression of magmas plays a key role in
over-pressuring of magmatic systems, and hence
in eruption triggering. It also provides the energy
capable of propelling pyroclasts several kilo-
meters into the atmosphere. For example, from
the ideal gas law, 5 wt.% of dissolved water in
1 m® of melt would occupy ~700 m? in the vapor
phase at atmospheric pressure. Such a volatile rich
magma may experience explosive fragmentation
on eruption if the exsolving gas cannot escape fast
enough. Alternatively, if the gas is able to segre-
gate with relative ease from the melt prior to, or

during, eruption, as is generally the case with
lower viscosity magmas, then lava lakes or flows
are more likely to form, accompanied perhaps by
strombolian or hawaiian style activity. Degassing
can result in orders of magnitude changes in
magma viscosity (Figure 2(b)), because: (i) the
presence of bubbles has a strong effect on rheol-
ogy (that is difficult to model because of steep
viscosity gradients in the melt close to bubble
walls, and changing bubble size distributions);
(i1) it may induce crystallization; and (iii) dis-
solved water helps to polymerize silicate melts
(Lange, 1994). Degassing, therefore, strongly
influences rheological behavior, and can initiate
feedbacks between magma dynamics and eruptive
style that have been documented at several volca-
noes (e.g., Voight et al., 1999).

Vesiculation also has a profound effect on the
permeability of magmas, and can reach the point
where bubbles are sufficiently interconnected
to permit gas loss from deeper to shallower levels
in a conduit, or through the conduit walls. In
this way, even highly viscous silicic and interme-
diate magmas can degas non-explosively, as
seen in the case of lava dome eruptions such as
that of Soufriere Hills Volcano (Montserrat).
Understanding the rheological consequences of
bubble growth, crystallization, magma ascent,
and gas loss is clearly critical to understanding
volcanic behavior.

1.1.3 Volcanic Hazards and Volcano
Monitoring

Volcanic gases have been described as “tele-
grams from the Earth’s interior” (Matsuo, 1975)—
if the messages can be intercepted and interpreted,
they can be used to aid in forecasting and predic-
tion of volcanic activity. To this end, many inves-
tigators have developed and applied methods
to measure the gas mixtures and emission rates
from volcanoes, and to understand what controls
these parameters (Section 1.4). While volcano sur-
veillance efforts still largely concentrate on seis-
mological and geodetic approaches, gas
geochemistry is widely recognized as an important
and highly desirable component of multidisciplin-
ary monitoring, and increasingly sophisticated
remote sensing techniques are becoming available
to measure volcanic volatile emissions. These
include a range of spectroscopic instruments that
can be deployed from the ground, aircraft, and
satellites. Improved forecasting of volcano behav-
ior offers immediate benefits in mitigating the
risks of eruptions to society.

In addition to offering a means for assessing
eruption hazards, volcanic gas and aerosol emis-
sions can pose a direct hazard (Sections 1.6.3—
1.6.5). At local and regional scales, several gas
species and aerosols (including sulfate and fine
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Figure 2 Viscosities at 1 bar pressure for natural melts as a function of: (a) temperature and (b) dissolved water
content based on model of Shaw (1972) (see Spera (2000) for a review).

ash) can affect the health of humans and animals.
In 1984 and 1986, catastrophic releases of CO,
from two volcanic crater lakes in Cameroon
claimed several thousand lives in nearby villages
(Le Guern and Tazieff, 1989). Acid gas species
and their aerosol products can be transported over
ranges of hundreds or thousands of kilometers,
and can have various impacts on respiratory and

cardiovascular health. Fluorine deposited to the
ground on ash has been responsible for large
losses of grazing animals during a number of
eruptions (e.g., Cronin et al., 2003). Emissions of
radioactive species, principally radon, have also
given rise to speculation over potential health
risks. Several components of volcanic emissions,
including heavy metals as well as the acid species,
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can damage vegetation, though in some cases,
leachable components of ashfalls can provide
beneficial nutrients to terrestrial and aquatic
ecosystems.

1.2 ORIGIN, SPECIATION, AND
ABUNDANCE OF VOLATILES

“Next to nothing is known about the sources of
the volatile components of magmas or how they
are distributed and transported between the mantle
and shallow levels of the crust.” This is how
Williams and McBirney (1979) open the chapter
on volcanic gases in their influential textbook
Volcanology. Though there is much still to learn,
thanks to recent investigations spanning experi-
mental phase petrology, analysis of glass inclu-
sions, isotope geochemistry, thermodynamical
and fluid dynamical modeling, and satellite and
ground-based remote sensing, this pessimistic
view can be replaced today by a much more
encouraging outlook of our understanding of the
origins, emissions, and impacts of volcanic gases
(see Carroll and Holloway, 1994). The benefits of
this are significant, not least because of the funda-
mental relationships between volcanic degassing,
crystallization, magma dynamics, eruption style,
mineral deposition, and atmospheric and climate
change. This section reviews the sources and dis-
tribution of volatiles in magmas. The means by
which they escape to the atmosphere are then
explored in Section 1.3.

1.2.1 Sources and Abundances of Volatiles
in Magmas

The origin of magmatic volatiles lies in the
Earth’s interior but, as a result of global tectonics,
various species can be recycled through the litho-
sphere—hydrosphere—atmosphere  system, and
sourced more recently from the mantle, subducted
slab, crust or hydrosphere. Interactions between
magma bodies and hydrothermal fluids (with
meteoric and/or seawater contributions) can also
contribute to the complement of volatiles in mag-
mas. The relative contributions from these differ-
ent sources for a given volatile species are difficult
to ascertain, for an individual volcano, for an arc,
or for the whole Earth, but general trends exist
between magmatic volatile content and tectonic
environment (Table 1). These reflect magmatic
differentiation in the crust, and concentration of
incompatible volatiles in the melt, as well as the
contributions of slab, depleted vs. undepleted
mantle, and crustal assimilation (e.g., decarbon-
ation and dehydration of crustal rocks).

The principal volatile species in magma
is water, usually followed in abundance by
carbon dioxide, hydrogen sulfide, sulfur dioxide,

hydrogen chloride, and hydrogen (Section 1.4.2).
Many other trace species have been identified in
high-temperature volcanic gas discharges, includ-
ing heavy metals. Analyses of trace elements and
isotopic composition of volcanic rocks and fluids
have provided some of the clearest indications of
the source of volatiles in magmas. In particular,
the emissions of arc volcanoes are thought to
derive the larger part of their volatile budgets
from the subducted slab, either through dehydra-
tion reactions occurring in the altered oceanic
crust, release of pore water contained in sedi-
ments, or dehydration of pelagic clay minerals.
The abundance of slab-derived components is
partly revealed by straightforward comparisons of
N,/He and CO,/He ratios. For nonarc basalts,
these are typically in the range 0-200 and
(2-6) x 104, respectively, whereas andesites
are characterized by ranges of 1000-10,000 and
(6.5-9) x 10 respectively (Giggenbach, 1992a,
b). Of the magmatic component in andesitic
fluids, more than 95% is estimated to be sourced
from the slab. Evidence for this is provided by
oxygen-isotopic composition. Giggenbach (1992a)
has promoted the idea of a common “andesitic
water” feeding arc volcanoes because of character-
istic "0 (around +10%o) values. The consistency
in isotopic composition strongly suggests that this
fluid is ultimately derived from seawater, and Gig-
genbach identified water released from pelagic
sediments as the likely dominant source, though
others believe that altered oceanic crust provides
more water. According to his view, “arc magmatism
is effectively driven by the inability of the mantle
to accommodate the subducted water. Andesitic
magmas represent simply the most suitable vehicle
for the ‘unwelcome’ water to travel through the
crust back to the surface, andesitic volcanoes ‘vent
holes’ for excess subducted volatiles” (Giggenbach,
1992a). In other words, he suggested that most
of the water dissolved in andesitic magmas derived
from recycled seawater, along with high pro-
portions of carbon, nitrogen, and chlorine (see
Giggenbach, 1992a, figure 4). It is worth qualifying,
though, that most andesites are thought to be the
products of differentiation in the crust of basalts
generated by partial melting of the mantle wedge.
Further work to characterize volatile sources
has been carried out by Fischer et al. (1998).
They analyzed carbon-, helium-, and nitrogen-
isotopic ratios in emissions from Kudriavy, a
basaltic andesite volcano in the Kurile arc
(Table 2). Combined with measurements of sulfur
dioxide flux from the volcano (see Section 1.4.3.2
for details on how this can be done), they esti-
mated that 84% of the 2,700 mol yr7l flux of
helium was mantle derived (the remainder being
radiogenic, and derived from the crust), and only
12% of the CO,, and almost none of the N,, was
sourced from the mantle. For CO,, they estimated
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Table 1 Summary of typical pre-eruptive volatile abundances of magmas in different tectonic settings. Note that

volatiles can be contained in solution, in crystallized phases, and in a separate vapor phase. The values reported in the

table are generally for the melt phase (dissolved) though true bulk volatile abundances for a magma would sum all

these potential reservoirs. In particular, some magmas show abundant evidence for a substantial fluid phase

co-existing with the melt prior to eruption, which is often not represented in melt inclusion-based estimates of
pre-eruptive volatiles.”

MORB (e.g., Mid Atlantic Ridge, East Pacific Rise)
H,0 <0.4-0.5 wt.%, typically 0.1-0.2 wt.%; enriched mid-ocean-ridge basalt (E-MORB) up to 1.5 wt.%
CO, 50-400 ppm; typically saturated at eruption (gas phase almost pure CO,) leading to vesiculation

S 800-1,500 ppm; immiscible Fe—S—O liquids indicate saturation at eruption
Cl 20-50 ppm in most primitive MORB, occasionally much higher due to assimilation of hydrothermally altered
rocks

F 100-600 ppm

Ocean island basalts (OIB) (e.g., Kilauea, Galapagos, Reéunion)
H,O 0.2-1 wt.%; e.g., Hawai‘i 0.4-0.9 wt.% (Dixon et al., 1991)
CO, 2,000-6,500 ppm for Hawai‘i

S up to 3,000 ppm; 200-1,900 ppm for Hawai‘i

Cl comparable to MORB; Kilauea estimate around 90 ppm

F comparable to MORB; Kilauea estimate around 35 ppm

Arc basalt (island arc basalts and continental margin basalts, e.g., Cerro Negro, Marianas)
H,O upto4-6 wt.% (e.g., see Roggensack et al. (1997), on Cerro Negro), largely sourced from subducted slab;
crustal assimilation another potential source, especially for arcs built on continental crust

Back arc basin basalt (BABB) (e.g., Lau Basin)
H,O  1-3 wt.%; generally speaking, intermediate between MORB and island arc basalts

Andesites (e.g., Soufriere Hills Volcano)

Note that it is particularly difficult to quantify pre-eruptive volatile contents of andesites because most are erupted
subaerially (i.e., at atmospheric pressure) after significant degassing has taken place, and contain abundant
phenocrysts (e.g., >30 wt.%) such that liquid compositions are more silicic (often rhyolitic) than bulk rock. Also,
good host minerals for melt inclusions (e.g., olivine and quartz) are rare, and mineral disequilibria hamper
experimental work.

H2O >3 wt.%

CO, 10-1,200 ppm

S <1,000 ppm; typically 200-400 ppm

Cl can be high, e.g., 1,500 ppm not unusual; (5,000 ppm or more in phonolites)

F <500 ppm

Dacites and rhyolites (e.g., Mount St. Helens 1980, Pinatubo, 1991, Bishop Tuff)

H,O typically 3-7 wt.%; e.g., 4.6 wt.% dissolved for Mount St. Helens 1980, 67 wt.% for Pinatubo 1991; there is
strong evidence for vertical gradients in both dissolved and exsolved H,O and CO, in pre-eruptive magmas
(e.g., Wallace et al., 1995; Wallace, 2001)

CO, often below detection limits

S typically <200 ppm (75 ppm for Pinatubo, 1991) but melt often saturated with sulfide (pyrrhotite) or sulfate
(anhydrite) crystalline phases

Cl 600-2,700 ppm in metaluminous dacites and rhyolites; 6,700 ppm in trachytes; 9,000 ppm in peralkaline
rhyolites (pantellerites); 1,100 ppm for Pinatubo 1991

F 200-1,500 ppm in metaluminous dacites and rhyolites; up to 1.5 wt.% in peralkaline rhyolites (pantellerites)

# Assimilated from the detailed reviews of Johnson ez al. (1993) and Wallace and Anderson (2000). See also Signorelli and Carroll (2000, 2002) for C1
solubility data.

Table 2 Percentage (molar) contribution to estimated fluxes of volatiles to the atmosphere from the high tempera-
ture (up to 920 °C) fumaroles of Kudriavy volcano, Kuril islands.

Mantle Slab inorganic Slab organic Crust Flux (mol yr™ 1
CO, 12% 67% 21% 0 432x108
He 100% 0 0 0 2.5x1072
“He 84% 0 0 16% 2.7%x10°
N, 2% 0 98% 0 5.1x10°
SO, 3.47x108
HCI 1.06x108

Source: Fischer et al. (1998).
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that most (67%) was derived from inorganic car-
bonate sediments and hydrothermal veins in
altered oceanic crust in the slab. Subducted
organic nitrogen can account for all the observed
nitrogen flux. More recently, Fischer et al. (2002)
have examined the fate of nitrogen subducted
along different segments of the Central American
volcanic arc. They demonstrated efficient transfer
of shallow marine sedimentary nitrogen carried in
subduction zones back to the atmosphere via arc
volcanism, thereby limiting recycling of nitrogen
to the deep mantle.

1.2.2  Solubility and Speciation of Volatiles

Fundamental controls on the solubility of vola-
tiles in melt include pressure and temperature, and
the presence of nonvolatile phases (in the case of
sulfur, these could be sulfates or sulfides; in the
case of chlorine, metal chlorides). As a first
approximation, the solubility of water in silicate
melt, Xy,0, is roughly proportional to the square
root of pressure, P (Burnham, 1979):

XH20 = IZPS (1)

where n and s for water have values of around 0.34
and 0.54, respectively.

Analytical work on natural and synthetic melts
has helped to establish an understanding of the
speciation of volatiles in both the melt and vapor
phase (e.g., Stolper, 1982, 1989; Silver et al.,

1990; Thinger et al., 1999). Dissolved water exists
in the melt in the form of OH™ groups or as H,O
molecules that are structurally bound to the alu-
minosilicate network of the melt (McMilan,
1994). Likewise, CO, dissolves as molecular
CO, and CO%’ (Fine and Stolper, 1985; Blank
and Brooker, 1994). Speciation is a function of
structure of the silicate melt and oxidation state of
the magma (availability of cations). In experi-
ments, OH ™ reacts strongly with the silicate melt,
lowering viscosity. Molecular water is less reactive
and does not disrupt the polymerization of a melt as
much. Water speciation thereby has an impor-
tant effect on melt viscosity. The interactions of
multiple phases (e.g., CO, and H,0O) are not well
understood but are important (Papale, 1999, Papale
and Polacci, 1999; Moretti et al., 2003). Newman
and Lowenstern (2002) have developed a simple-
to-use code to model H,O—CO,-melt equilibrium
for rhyolite and basalt systems (Figure 3).

Sulfur solubility is complicated due to multiple
valancies including S,, H,S, SO,, SO; (in the gas
phase), and nonvolatile solid phases (e.g., pyrrho-
tite and anhydrite) or liquid phases. Redox equili-
bria, therefore, play a major role in determining
speciation of sulfur. Predominant phases, though,
are thought to be H,S and SO, in the gas phase,
and S*~ and SO?~ in the melt (Carroll and Web-
ster, 1994). Métrich et al. (2002) have shown that
sulfite (SO%’) is also an important species in arc
basalt melts.

1,000 1

T
2,000 bar 20 mol.% H,0

900 1
800
700 A
600 A

500 +

CO, (ppm)

400 1,000 bar

300 A

/
50 mol.% H,0

80 mol.% H,0

200 1500 bar
100 4
Basalt at 1,200 °C
0 T T T T T
0.00 1.00 2.00 3.00 4.00 5.00 6.00
H,0 (Wt.%)

Figure 3 Isobars representing locus of values for dissolved H,O and CO, in basaltic melt in equilibrium with H,O—

CO, vapor at 1,200 °C and selected pressures. Similarly, isopleths represent locus of basaltic melt compositions in

equilibrium with given vapor compositions (20 mol.%, 50 mol.%, and 80 mol.% H,0) at 1,200 °C (source Newman
and Lowenstern, 2002). See also: http://wrgis.wr.usgs.gov/docs/geologic/jlwnstrn/other/software_jbl.html.
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Fluorine and chlorine speciation and solubility
in magmas are complex and interdependent to a
degree, though some general processes are recog-
nized, including an inverse relationship between
chlorine solubility and pressure in water-saturated
systems, direct proportionality of phosphorus and
chlorine solubility in water-poor, brine saturated
systems, and a typically strong dependence of
chlorine solubility on melt structure and composi-
tion (Carroll and Webster, 1994; Signorelli and
Carroll, 2000, 2002; Webster et al., 1999, 2001).
Further experimental studies on speciation are
required in order to develop predictive models of
halogen solubility as a function of melt composi-
tion and physical parameters. These could prove
highly fruitful in the interpretation of observed
halogen content through time in volcanic gas
emissions, with applications in volcano monitor-
ing and hazard assessment (Villemant et al.,
2003).

1.3 DEGASSING

Volcanic degassing begins with the expulsion
or exsolution of volatiles from the melt and for-
mation of gas bubbles. This is the first stage in
vesiculation; the subsequent stages of bubble evo-
lution are described in Sections 1.3.3—1.3.6. Vesi-
culated magma has very different physical
properties to bubble-free melt, and exsolution
can provide the trigger for magma intrusion and
eruption. The term “degassing” refers to vesicula-
tion, followed by separation of the gas phase from
the melt. This section examines, in essence, how
volatiles segregate from magma and ultimately
reach the atmosphere. This field is of tremendous
importance in linking eruptive behavior to magma
dynamics (e.g., Eichelberger et al., 1986; Eichel-
berger, 1995; Jaupart and Allégre, 1991; Sparks,
1997), and throws up many puzzles, such as the
“excess sulfur” conundrum (Section 1.3.7).

1.3.1 Saturation

Because the pressure, temperature, and compo-
sition (redox state) of the magma change through
time, volatiles in solution may reach and exceed
their saturation points and enter the vapor phase.
In the broadest terms, H,O and CO, exsolution are
effectively controlled by the phase diagram, and
trace elements by partition coefficients. Because
of its low solubility (roughly two orders of magni-
tude less than H,O), CO, plays an important role
in vapor saturation at crustal pressures (Anderson,
1975; Newman and Lowenstern, 2002). Forma-
tion of a CO,- and H,O-rich vapor phase in a
magma body can result in strong partitioning of
other species, including sulfur and halogens, into
it. For example, Keppler (1999) showed from
experimentally determined fluid—melt partition

coefficients for sulfur that development and accu-
mulation of a hydrous vapor phase could effi-
ciently extract most of the dissolved sulfur in the
melt. He went on to suggest that this could explain
the high sulfur yield of the 1991 eruption of Mt.
Pinatubo (though his experimental work was on a
calcium- and iron-free haplogranite melt rather
than actual Pinatubo dacite; Scaillet ef al. (1998)
and (Scaillet and Pichavant, 2003).

Pressure exerts a first-order control on the sol-
ubility of volatile species (Equation (1)) because
of the great increase in molar volume going from
the melt to vapor phase. Therefore, decompres-
sion, which can accompany magma ascent, or
failure of confining rock, is a key process leading
to saturation of volatiles and exsolution. Decom-
pression also promotes undercooling, driving
crystallization, and exsolution.

Magmatic systems have sufficiently long life-
times that magma mixing occurs between more
and less evolved batches of melt. Assimilation of
the country rocks that confine magma reservoirs
may also provide a source of volatiles. Juxtaposi-
tion, mingling, or mixing of different magmas can
induce degassing by supplying fresh volatiles,
e.g., from a mafic intrusion into an intermediate
or silicic magma reservoir. When a dense, mafic
magma is injected into an intermediate or silicic
reservoir, the induced cooling and crystallization
of the mafic melt causes volatile exsolution, which
lowers its bulk density (due to the presence of
bubbles), potentially leading to overturn of the
mafic and silicic magmas. Alternatively, the bub-
bles may rise and form a foam at the interface
between the two magmas. What actually happens
will depend on the viscosity of the mafic magma
with respect to the ascent rate of the bubbles
forming within it (Hammer and Rutherford,
2002).

Magma mixing may also promote degassing by
affecting the stability of volatile species in both
the melt and solid phase. For example, Kress
(1997) invoked mixing of comparatively reduced,
sulfide-bearing basalt with oxidized, anhydrite-
bearing dacitic magma as responsible for sulfur
degassing prior to the 1991 Pinatubo eruption.
Sulfur solubility reaches a minimum at the precise
oxidation state that he calculated to result from
mixing these two end-members, promoting exso-
lution. In addition, he showed that anhydrite and
pyrrhotite stability would decrease, also liberating
sulfur into the vapor phase. This could have
induced magma ascent, decompression, and fur-
ther degassing, leading to eruption. His argument
provides a mechanism for exsolving the sulfur-
rich vapor phase that Westrich and Gerlach
(1992) and Wallace and Gerlach (1994), among
others, suggested had formed prior to the eruption.

Crystallization (of anhydrous or water-poor
phases) due to decompression or substantial
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cooling increases the fraction of volatiles dis-
solved in melts. This can also lead to oversatura-
tion and exsolution, a process termed “second
boiling.” In the case of closed-system, isobaric
crystallization of a volatile-saturated silicic
magma, because CO, is less soluble than H,O, it
will preferentially exsolve. Residual melts formed
during progressive crystallization, therefore, con-
tain decreasing amounts of dissolved CO, and
increasing amounts of H,O. Degassing and crys-
tallization are, therefore, very closely linked—the
one can induce the other—and both have profound
effects on the viscosity of magma. As the crystal
fraction increases to ~40 vol.%, bulk viscosity
also increases dramatically. In the case of erupting
intermediate and silicic magmas, extensive micro-
lite crystallization within the eruption conduit
(e.g., Cashman, 1992; Hammer et al., 1999;
Blundy and Cashman, 2001) is thought to play
an important role in magma dynamics by dramati-
cally increasing bulk viscosity (Lejeune and
Richet, 1995; Sparks, 1997), thereby strongly
influencing rheology and transport.

1.3.2 Supersaturation and Nucleation

When the melt becomes saturated or oversatu-
rated in a given volatile phase in solution, the
subsequent fate of the phase in question depends
on the kinetics of bubble nucleation, and the
growth of bubbles. Because there is an energy
cost in creating a bubble—melt interface, a degree
of supersaturation in the melt is typically required
to overcome it. The energy gained by moving the
volatile into the new gas bubble is proportional to
the volume of the bubble nucleus. This means that
there is a critical size of nucleus for which the
energy terms balance. Above this size, bubble
nucleation is spontaneous. Since water is the prin-
cipal volatile species, considerable work has gone
into understanding its diffusion in silicate melts
(see Watson, 1994).

Much of the theoretical work on bubble forma-
tion has considered homogeneous nucleation but,
in real magmas, the presence of crystalline phases
can be important in providing nucleation sites for
bubbles, with both the sizes and compositions of
those phases playing a role in the exsolution
(Navon and Lyakhovsky, 1998). Because the sur-
face energy associated with a gas—crystal interface
can be lower than a gas—melt interface, the degree
of oversaturation required for heterogeneous
nucleation can be much lower than for homoge-
neous nucleation. Pre-existing bubbles and other
inhomogeneities in the fluid may also play a role
in promoting heterogeneous nucleation. For arc
magmas, which appear to be mostly fluid
saturated prior to eruption, the importance of het-
erogeneous versus homogeneous nucleation for
eruption regimes is probably limited.

1.3.3 Bubble Growth and Magma Ascent

The growth of bubbles is controlled by the rates
at which volatiles in the melt can diffuse towards
the bubbles, and the opposing viscous forces. Near
a bubble, volatiles are depleted such that melt
viscosity increases dramatically, and diffusivities
drop, making it harder for volatiles to diffuse
through and grow the bubble. These opposing
factors are described by the nondimensional
Peclet number (Pe), which is the ratio of the
characteristic timescales of volatile diffusion
(ta = r?/D, where r is the bubble radius and
D the diffusion coefficient of the volatile in the
melt) and of viscous relaxation (t,, = /AP where
7 is the melt dynamic viscosity and AP the over-
saturation pressure, ie., Pe =14/17,; Dingwell
(1998) and Navon and Lyakhovsky (1998)). For
Pe > 1 (i.e., mafic melts) bubble growth is con-
trolled by volatile diffusion, and for Pe < 1 (i.e.,
viscous intermediate and silicic melts), viscous
resistance dominates, resulting in bubble over-
pressure. The higher viscosity of the immediate
shell of magma surrounding bubbles can impart a
significant control on 7, and should be taken into
account when modeling conduit flow dynamics.
The coupling between viscosity and diffusivity in
melts has also been explored in detail by Lensky
etal. (2001, 2002) and Blower et al. (2001). When
magma is rising, growth models for bubbles also
have to consider the falling pressure, adding a
decompression timescale to bubble nucleation
(Lensky et al., 2003).

1.3.4 Bubble Coalescence

When bubbles have formed in magma, their
subsequent evolution and role depend on their
buoyancy, and the magma transport and rheology.
If bubbles nucleate through decompression and
diffusion, their size may be insufficient for them
to move relative to the magma. If the magma
ascends, the bubbles grow; as the vesicularity of
the magma increases, bubbles can interact and
coalesce. At high gas volume fractions, foams
may develop.

Foams are typically unstable and reduce gravi-
tational and surface energy by collapse. The fail-
ure of bubble walls is promoted by thinning as
capillary and gravitational forces drain melt from
the films between adjacent bubbles. Capillary
forces dominate over gravity when the vesicular-
ity exceeds 74% (Mader, 1998). Once bubbles
have coalesced the new, larger bubbles tend to
relax and gain a spherical shape. A fundamental
control on gas separation, once a bubble forms, is
the melt viscosity. Other factors being equal, hot
mafic magmas permit more efficient separation of
gas from melt than cooler intermediate and silicic
magmas. However, the fate of bubbles will also
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depend on several other factors, including the
motion of the magma itself (e.g., ascent or descent
in a conduit, or convection in the chamber), the
degree of coalescence between bubbles, the flow
regime (and extent of loss of gas through conduit
walls).

Bubbly magma has very different rheological
and physical properties from those of dense, non-
vesiculated or slightly vesiculated magma. Thus,
as degassing affects magma rheology and over-
pressure, these, in turn, influence degassing,
resulting in strong feedbacks that ultimately
impact eruption style (Sparks, 2003).

1.3.5 Gas Separation

A very strong control on degassing is the
degree to which gas—melt separation proceeds
to the point that the gas leaves its host magma.
Two end-member states can be envisaged—
closed-system degassing in which the exsolved
vapor does not leave the melt, and open-system
degassing in which the separated gas phase pro-
duced at each stage in the magma body is expelled
into country rock (possibly through a hydrother-
mal system) or directly, via the magmatic plumb-
ing system, to the atmosphere (in the case of a
lava—air interface such as characterizes a number
of persistently active volcanoes like Stromboli and
Mount Etna, where bubbles can rise much faster
than the melt—Section 1.4.1.2). These states exert
a strong influence on partitioning of volatiles into
the vapor phase, and result in differing isotopic
shifts (e.g., between 150 and 18O) between melt
and vapor. Magma ascent rate will also determine
the extent to which degassing is incomplete (high
ascent rates) or is in equilibrium (low ascent
rates).

Two equations roughly describe the evolution
of the gas phase in ascending magmas for a closed
system. Water solubility and exsolution are
described by (1), and vesiculation by the ideal
gas law:

Ve/Vi = Kg (X?ho - x;'{zo) /P )

where the term on the left of the equation is the
volumetric ratio of gas to melt (vesicularity) at
pressure P, X%ZO is the initial melt water content
at saturation pressure, Xy o the residual melt
water content at pressure P, and Ky is a constant.
In the case of open-system degassing, the evolu-
tion of the water content is still controlled by
water solubility (1), but the vesicles are no longer
maintained by the internal pressure of bubbles,
and they collapse. In this case, the bulk evolution
of the system is closer to a distillation process than
an equilibrium process—each small quantity of
fluid that is produced is expelled from the melt.
Models for open-system degassing, therefore,

incorporate the Rayleigh distillation law, but com-
plications arise because of degassing-induced
crystallization, particularly in intermediate and
silicic systems, and where there is a competition
between extraction of the vapor phase and mineral
phases during vapor exsolution (Villemant and
Boudon, 1998, 1999; Villemant et al., 2003).
Extensive microlite formation (of anhydrous
minerals like plagioclase) acts to increase the
volatile fraction in the residual melt, promoting
further exsolution (Sparks, 1997). When crystalli-
zation is advanced, it impedes the expansion of
bubbles, enhancing gas pressures during decom-
pression. In intermediate and silicic systems, the
highest overpressures are generally reached in
the uppermost part of the conduit (Melnik and
Sparks, 1999).

Theoretical models and experiments (e.g.,
Eichelberger et al., 1986; Klug and Cashman,
1996) have indicated that magmas become perme-
able when the gas volume fraction reaches
between 30% and 60%. In reality, deformation of
bubbles may be necessary to achieve permeability
at low vesicularities. In this case, elongation of
bubbles would be flow parallel, and hence conduit
parallel, promoting vertical permeability but not
the horizontal permeability needed for degassing
to take place through conduit walls. However,
Jaupart (1998) suggests that fracturing in over-
pressured magma in the conduit may be a more
likely mechanism for exporting gas into the coun-
try rock, or possibly nonlaminar flow in the con-
duit, and sufficient turbulence to bring significant
quantities of melt into contact with the conduit
walls on ascent. Studies of a fossil eruption con-
duit at Mule Creek, New Mexico, revealed a frac-
tured conduit wall, and low vesicularity of the lava
close to the conduit walls, indicating efficient gas
loss (Jaupart, 1998). Massol and Jaupart (1999)
found from models of conduit flow that significant
horizontal pressure gradients can develop due to
larger bubble overpressures developing in faster
rising magma at the center of a conduit, exporting
gas to the conduit walls given sufficient intercon-
nection of bubbles. Permeable magma filling a
conduit can permit gas contained in a deeper res-
ervoir to flow to the surface, as has been suggested
to account for high SO, fluxes from Soufriere
Hills Volcano, Montserrat, during a hiatus in its
ongoing eruption (Edmonds et al., 2001; Oppen-
heimer et al., 2002a). Crystallization can strongly
promote high degrees of permeability in conduit
magma because the bubbles that form are effec-
tively squeezed along and between crystal bound-
aries, helping to establish an interconnected
framework that promotes gas loss (Melnik and
Sparks, 1999).

One of the best-understood low-viscosity
magmatic plumbing systems is that of Kilauea.
Gerlach and Graeber (1985) have shown how
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0.0787
0.0197

75.6
24.4

Tanzania, 1999
600

Oldoinyo Lengai,
(continental
intraplate)

Carbonatite

77.24
1.39
11.26
0.44
8.34
0.68
0.21
0.42

1,130

Erta’Ale,
Ethiopia, 1974
Transitional MORB
(incipient plate

boundary)

0.9025
3.15
0.0592

14.9
0.309

Kiluaea,
USA, 1983
OIB rift
(Type II gas)
1,010
79.8
0.622
0.1
0.19
0.0013

Kiluaea, USA,
1918
(Type T gas)

1,170
37.09
0.49
48.90
1.51
11.84
0.04
0.02
0.08

OIB summit

97.11
0.7
1.44
0.0096
0.50
0.23
0.0003
2.89
0.259

Momotombo,
Nicaragua, 1980
820

Basalt (continental
margin)

97.23
0.381
1.90
0.0035
0.006
0.057
0.365
0.056

USA, 1979
648

Mt. St. Augustine,
(island arc)

Andesite

91.58
0.8542
6.924
0.06
0.2089
0.3553
0.0039
0.0008

Table 3 Representative compositional analyses obtained by direct sampling of hot gas vents at different volcanoes.
802

USA, 1980

Mt. St. Helens,
margin subduction)

Dacite (continental

tectonic association

“Data all for thermodynamically calculated equilibrium compositions from Symonds et al. (1994) except for Oldoinyo Lengai (from Oppenheimer et al., 2002b).

Temperature (°C)
H>0 (mol.%)

Magma type and
H, (mol.%)

CO, (mol.%)
CO (mol.%)
SO, (mol.%)
H>S (mol.%)
S, (mol.%)
HCI (mol.%)
HF (mol.%)
OCS (mol.%)

Volcano

observed gas emissions (analyses for Kilauea in
Table 3) indicate the differentiation of volatiles
between the summit magma chamber and the sites
of flank eruptions fed by intrusions from the main
reservoir. Volatile-rich, mantle-derived magma
arrives in the shallow summit chamber, and is
saturated in CO,. The exsolved CO,-rich, H,O-
poor fluid degasses through summit lava lakes
(when present) or through the hydrothermal sys-
tem (type I gas). The magma, now equilibrated in
the summit chamber, passes laterally via dikes that
may feed subaerial or submarine eruption sites
along the rift systems. These emit a distinct type
II gas, with reversed H,O and CO, contents com-
pared with type I gas, reflecting the second degas-
sing stage of the now CO,-depleted magma.
Degassing-driven fractionation of sulfur and halo-
gens has been recently documented at Mount
Etna, and has been related to open-system degas-
sing and geometries and branching of the mag-
matic conduits (Aiuppa et al., 2002; Burton et al.,
2003).

1.3.6 Fragmentation

When the product of viscosity and strain rate
exceeds some critical value, and the strength of
the magma is exceeded, fragmentation of magma
occurs, driving an explosive eruption. In the case,
at least, of rhyolitic systems, this occurs at the
“glass transition” (Dingwell, 1998). Fragmenta-
tion can occur as the bubbly flow in a volcanic
conduit accelerates and disintegrates, or due to
sudden decompression of already vesiculated con-
duit magma, for instance resulting from a lava
dome collapse and propagation of a rarefraction
wave down the conduit (Cashman et al., 2000;
Melnik and Sparks, 2002a). Variations in, and
pressurization feedback between, magma ascent
rate, crystallization, and open- versus closed-
system degassing may account for the rapid tran-
sitions between explosive and effusive eruption
style that seem to characterize a number of inter-
mediate and silicic eruptions (e.g., Melnik and
Sparks, 1999, 2002b; Slezin, 1995, 2003; Barmin
et al., 2002; Sparks, 2003). Although volcanic
systems are unlikely ever to be strictly determin-
istic, such nonlinearities have important implica-
tions for predicting volcanic behavior during
periods when certain modes and timescales of
behavior are dominant. Also, explosive eruptions
are obviously capable of releasing very large
quantities of volatiles almost instantaneously
(Sections 1.4.1.2 and 1.6).

1.3.7 Excess Degassing

Numerous studies in the 1980s and 1990s iden-
tified the conundrum of “excess sulfur” or more
generally “excess degassing” in which measured
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gas yields could not be provided by syneruptive
degassing of observed quantities of erupted melt
(Francis et al., 1993). However, one way that
excess degassing has been identified is really just
an artifact of the measurement technique. For
example, eruptions like Pinatubo 1991 and El
Chichén 1985 produced far more sulfur than
could be accounted for by petrological estimates
of the volatile yields of the eruption (Section
1.4.3.4). However, in these cases, the excess sulfur
was observed because the petrological method was
inappropriate. Estimates of pre-eruptive volatile
contents based on analyses of melt inclusions were
invalid, because large amounts of volatiles had
already exsolved prior to entrapment of
the inclusions. Several investigations have yielded
strong evidence for the existence of pre-eruptive
vapor phases, e.g., for Pinatubo 1991 (e.g., Wallace
and Gerlach, 1994).

Another way of resolving the excess degassing
issue is to realize that when the sum of the partial
pressures of dissolved volatiles equals the local
confining pressure, then a separate multicompo-
nent gas phase will exist in equilibrium with the
melt. This gas can decouple from melt at many
levels in the crust and potentially leak to the sur-
face. A large body of unerupted melt can then be
the source of volatiles released into the atmo-
sphere. The degassing only seems excessive,
because the mass of unerupted magma that sup-
plied the volatiles is not being taken into account.
Whether the unerupted melt exsolves gas and
delivers it to the erupting magma syneruptively,
or whether it has supplied vapor to the shallow
parts of the pre-eruptive magma reservoir over
periods of decades, centuries, or more, is uncer-
tain, but several arguments favor the latter expla-
nation (Wallace, 2001).

Extreme examples of excess degassing can be
seen in the emissions from volcanoes such as Mt.
Etna and Stromboli (Francis er al., 1993; Allard
et al., 1994). Allard (1997) proposed that during
the period 1975-1995, the sulfur observed to be
degassing from Mt. Etna derived from 3.5 km® to
5.9 km® of magma, but only 10-20% of this was
actually erupted. The remainder probably accretes
as part of the plutonic complex within the sedi-
mentary basement beneath the volcano. Allard
et al. (1994) estimated an even more extreme
ratio of eruptive-to-intrusive magma for Strom-
boli. They estimated that the observed SO, flux
from 1980 to 1993 implied degassing of 0.01-0.02
km’ yr ' of magma, exceeding by a factor of
100-200 the volume of material actually erupted.
It should be borne in mind, however, that the
extent to which degassing appears excessive will
depend on the time period to which observations
pertain. Volcanoes can substantially catch up on
erupted mass with major events outside the obser-
vation period.

Several interesting models have been proposed
to account for excess degassing, some of which
show how shallow degassing drives the convection
in the volcanic conduit, permitting the emptying
of large fractions of chamber volatiles without
major eruption. Kazahaya er al. (1994) and
Stevenson and Blake (1998) developed similar
models based on poiseuille flow, and applied
them to explain the behavior of quite diverse
volcanoes, including Izu-Oshima (Japan) and
Stromboli (Italy) (both basaltic), Sakurajima
(Japan) (andesitic), and Mount St. Helens (USA)
(dacitic). Stevenson and Blake (1998) suggested
that conduit convection involves concentric flow
of upwelling and downwelling magma. They
showed that where convective overturn controls
the gas supply, the gas flux is a function of the
density difference between gas-rich and degassed
magma, the conduit radius, and the magma viscos-
ity (which is itself a function of gas mass fraction).
Thus, efficient degassing induces a negative feed-
back by increasing viscosity of the downwelling
magma, and thereby slowing the supply of gas-rich
magma from the reservoir. Evidence for signifi-
cant mixing of magma degassed at shallow depths
with “fresh” volatile-rich magma is provided for
Kilauea from analyses of volatile concentrations in
samples dredged from the submarine Puna ridge at
depths of as much as 5.5 km. Dixon et al. (1991)
found ranges of CO,, H,O, and S contents in the
tholeiitic glasses that could only be explained by
deep recycling of magma that had already lost its
gas at shallow depths, possibly even subaerially
in a lava lake.

1.4 EMISSIONS

Volcanic emissions of gases and aerosol to the
atmosphere take many different forms—from geo-
thermal/hydrothermal manifestations, to massive
syn-eruptive releases, such as that of Mount Pina-
tubo in 1991. This section illustrates this spectrum,
highlighting the importance of understanding the
fluxes and composition of gases, and their time—
space distribution, for assessing and predicting the
atmospheric, environmental, and climatic impacts
of volcanic degassing. It describes also the techni-
ques available to analyze volatile emissions, and to
interpret them in the context of volcano surveil-
lance efforts.

1.4.1 Styles of Surface Emissions

The manifestations of volatile release from vol-
canoes vary tremendously—from the diffuse leaks
of CO, on both active and dormant volcanoes to
the highly concentrated, sporadic injections of
water and acid gases into the upper atmosphere
by major explosive eruptions (Figure 4).
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1.4.1.1 Noneruptive emissions

Noneruptive volcanic emissions are most
apparent when they are exhaled from discrete
vents, either in gas, liquid, or gas/liquid state.
However, significant fluxes of gases can be dis-
charged over wide areas in a much more
distributed fashion. Broadly speaking, these are
the manifestations of magmatic—hydrothermal
systems, whose constituents are derived, in vary-
ing proportions, from magma, the crust, and
groundwaters of assorted provenance.

In the case of Kot springs, the steam and gas flux
is subordinate to the liquid water flux. Geysers are
spectacular examples of hot springs (Figure 4(a)).
When gaseous emissions predominate, the term
fumarole is usually applied. Emission tempera-
tures of fumaroles, therefore, typically exceed the
local boiling point. Long-lived fumarole fields
are sometimes termed solfataras or soufrieres
(Figure 4(b)), their longevity giving rise to sub-
stantial alteration of host rock and deposition of
sublimates. Solfatara in the Campi Flegrei north of
Napoli is the classic example (Figure 1). Fumarole

Figure 4 (Continued).



Emissions 15

(2 (1

Figure 4 Illustrations of emission styles from volcanoes: (a) Old Faithful geyser in Yellowstone National Park,
USA; (b) fumaroles at Kawah Ijen (Indonesia)—the pipes visible between the steam are used to condense sulfur, which
is collected by miners working in the crater; (c) diffuse degassing of CO, produced this tree-kill zone at Mammoth
Mountain, USA; (d) Kawah Ijen’s crater lake—such lakes are typically enriched in acid species and have elevated
temperatures; (e) open-vent degassing from Masaya (Nicaragua)—this volcano emits high fluxes of sulfur and
halogens directly to the atmosphere from the surface of a magma-filled conduit or “open vent” opening on to the
floor of the crater; (f) when low viscosity lava fills a crater, a lava lake forms, such as this long-lived example at Erta
‘Ale (Ethiopia; Oppenheimer and Yirgu, 2002)—these can efficiently degas large volumes of subsurface magma by
convective circulation; (g) slugs of gas bursting through an open vent generate strombolian eruptions, as demonstrated
here at Stromboli volcano (Italy); (h) the lava dome of Soufriere Hills Volcano (Montserrat), which has sustained a
considerable gas flux since its emergence in 1995 (Edmonds ez al., 2001, 2003a,b,c); (i) dome collapses (as seen here at
Soufriere Hills Volcano) can degas lava as it fragments, fuelling eruption plumes—this is at the low-scale end of a
spectrum of explosive degassing behavior that spans up to releases of well in excess of 107 kg s~' of volatiles.

emissions are very often composed of magmatic CO,-rich emissions at temperatures below the
gases and hydrothermal gases (which result from  boiling point of water are sometimes referred to as
complex interactions between magmatic fluids, mofettes when they are localized. More diffuse

meteoric water, seawater, and rock). emissions of CO, (and radon) can also occur
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over wide areas, reflecting the exsolution of these
gases from magma bodies at depth (Figure 4(c)).
Such emissions can present a hazard close to the
ground and in depressions, especially in calm
atmospheric conditions, as CO, concentrations
can exceed several percent (Section 1.6.5.3).
Numerous volcanoes discharge acid gases that
are condensed in crater lakes (Figure 4(d)). The
lake water derives, therefore, both from volcanic
and meteoric inputs. Such lakes provide valuable
opportunities to evaluate the heat and mass bud-
gets of the host volcanoes, but also represent par-
ticular hazards since even small eruptions can
displace large quantities of water over crater
rims, triggering catastrophic lahars (Varekamp
and Rowe, 2000). The black smokers associated
with active oceanic ridges are another well-known
manifestation of subaqueous volatile discharge.

1.4.1.2 Eruptive emissions

When magma reaches the surface, it can
release gases directly into the atmosphere.
Magma-filled conduits (often referred to as open
vents; Figure 4(e)), lava lakes (Figure 4(f)), and
lava domes (Figure 4(g)) can all discharge large
amounts of gas. If they do this nonexplosively, the
efficient segregation of gas typically reflects low-
viscosity magmas in which coalescence of bub-
bles permits them to rise faster than the magma, or
the development of significant permeability by
vesiculation in more viscous intermediate or
silicic magmas. Gas fluxes from open vents can
be very high (Section 1.5). Various circumstances
can lead to explosive fragmentation of magma,
witnessed in a wide spectrum of eruptive behavior
(Figures 4(h) and (i)) including discrete strombo-
lian explosions, lava fountains, and sustained
eruption columns typified by the plinian eruptions
of Mt. St. Helens (1980) or Mt. Pinatubo (1991).
In the intermediate and silicic cases, as bubbly
magma ascends in the conduit, progressive vesic-
ulation and inhibited gas loss can culminate in
fragmentation of the accelerating mixture into a
gas—particle mixture. The eruption of this mixture
increases the pressure drop between the vent and
chamber, typically raising the eruption intensity
(mass discharge rate of magma at the vent) fur-
ther. In this way, significant fractions of magma
reservoirs may be erupted in a matter of hours.

1.4.2 Chemical Composition of Volcanic
Gases

The major and trace element composition of
volcanic gases varies widely (Table 3). In general
terms, the composition of volcanic gas represents
the complex sources, histories, and processes of
magma generation, mixing and ascent (e.g., vari-
able contributions from the mantle wedge or slab

in the case of arc magmas; time-dependent vapor—
melt separation as a function of evolving magma
composition and physical conditions), and the
interactions of the gas phase after it separates
from the host magma, for example, with rocks
and fluids in the crust (Giggenbach, 1996). Degas-
sing is a continuous process, and the distribution
of volatiles between vapor and melt phases varies
strongly as a function of depth and time. Magma
bodies and their plumbing systems have ample
time to evolve and can have significant vertical
extents. The latter point implies that deep degas-
sing, shallow degassing, and anything in between,
can contribute to the mixture of magmatic fluids
observed at the surface. Superimposed on these
magmatic complexities are the effects of shallow
re-equilibration of fluids due to cooling and dilu-
tion by groundwater (e.g., meteoric water, seawa-
ter, or hydrothermal fluids). Isotopic ratios of
various fluid species can be used to model mag-
matic and hydrothermal processes. In general
terms, isotopes of carbon, hydrogen, and nitrogen
are good tracers of magmatic processes, while
oxygen isotopes are useful for tracing the source
(see Valley and Cole, 2001, for reviews).

1.4.3 Measurement of Volatiles

The conventional way to measure volcanic
emissions is by direct sampling, either by in situ
collection of samples from fumarole vents and
active lava bodies using “Giggenbach bottles,”
filter packs and condensing systems, or within
atmospheric plumes (sometimes from aircraft)
using various kinds of sampling apparatus and
on-board analyzers. A range of spectroscopic,
gravimetric, isotopic, and chromatographic tech-
niques is available to determine chemical concen-
trations in real time or subsequently in the
laboratory (Symonds et al., 1994). While such
direct sampling can deliver very detailed and pre-
cise analyses, it is difficult to sustain routine sur-
veillance in this way, and to compete with
seismological and geodetic monitoring techniques
in terms of sampling rate. However, an expanding
array of remote sensing methods is available to
provide the data streams needed to characterize
the composition and fluxes of volatiles from vol-
canoes. In particular, both field-based and satellite
spectroscopic methods are increasingly in use to
measure gas composition remotely.

This section briefly reviews the principal mea-
surement techniques (Figure 5), including direct
sampling, ground-based, or airborne ultraviolet
spectroscopy (correlation spectrometer and suc-
cessors), ground-based infrared spectroscopy
(Fourier transform spectroscopy and other infra-
red spectroscopic analysers), and spaceborne
methods, including the important role of the total
ozone mapping spectrometer (TOMS), and similar
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instruments, for measuring the SO, emissions
from major eruptions. It also covers petrological
approaches to characterizing volatile abundances
and emissions.

1.4.3.1 In situ sampling and analysis

Conventional analyses of volcanic gases have
been made by collection of samples directly from
fumarole vents using evacuated bottles and caustic

solutions, and subsequent laboratory analysis.
The classic “Giggenbach” bottle consists of an
evacuated glass vessel partially filled with NaOH
(Figure 5(a); Giggenbach, 1975; Giggenbach and
Matsuo, 1991). On the volcano, the gas stream is
allowed to bubble through the solution via tubing
inserted into the volcanic vent. Acid species con-
dense according to reactions such as

CO, +20H,,, = CO3, +H,0  (3)

Pinatubo
JUN 17, 1991

300
- 244

— 188

wo uwneu

- 132

— 76

20

Iterative SO2
NIMBUS-7 TOMS
NASA / GSFC

Figure 5 (Continued).
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Figure 5 Techniques for measuring volcanic volatiles: (a) direct sampling of fumarole vent at Ol Doinyo Lengai
Volcano (Tanzania) using Giggenbach bottle; (b) ground-based remote sensing techniques—shown here in the flanks
of Mount Etna are the ultraviolet sensing COSPEC instrument (for SO, measurements) and a Fourier transform
infrared spectrometer (for SO,, HCl, and HF measurements); (c) satellite-based TOMS observations of the Mt.
Pinatubo stratospheric SO, emission (courtesy of Simon Carn, TOMS Volcanic Emissions Group); (d) glassy melt
inclusion in quartz and its associated shrinkage bubble, from the ignimbrite unit of the 1912 eruption at the Valley of
Ten Thousand Smokes, Alaska—such inclusions can provide valuable information on volatile contents (micrograph
and caption courtesy of Jake Lowenstern (Volcano Hazards Team, US Geological Survey); and (e) ice core chemical
stratigraphy has been used to estimate sulfur yields from major eruptions (for review see Zielinski, 2000)—this
section of the North GRIP core from Greenland shows the 10.14 kyr BP (ice stratigraphic age) Icelandic
Saksunarvatn ash layer (thin horizon in the center of the core shown) (courtesy of Sune Olander Rasmussen, Trine
Ebbensgaard and Sigfus Johnsen, Glaciology Group, University of Copenhagen; Dahl-Jensen et al., 2002).

4S80, + 70H,, = 3805, + HSy,)
+ 3H,0

and are analyzed by ion chromatography. The
remaining species collect in the headspace and
are usually analyzed by gas chromatography.
Base-treated filters can also be used to trap acid
species, and can be deployed around crater rims
and in the vicinity of gas sources. Such filter-
based methods have been extended to characteri-
zation of aerosol size distribution and chemistry
(e.g., Vié le Sage, 1983; Allen et al., 2000, 2002).
The volatiles scavenged out of eruption clouds
by ash particles, which then sediment to the
ground, can also be studied analytically by leach-
ing samples with distilled water (e.g., Edmonds
et al., 2003a).

Although such approaches offer very high sen-
sitivity, measurements can be difficult and often
dangerous to obtain, and there can be problems of
postcollection reactions. Also, the inevitable
delays in obtaining results limit their value in
volcanic crises. Remote sensing methods can
overcome these difficulties, and, importantly, sev-
eral are able to constrain gas fluxes, which are
hard to derive by point sampling.

“4)

1.4.3.2 Portable remote sensing systems

Since the early 1970s, ground-based, optical
remote-sensing techniques have been increasingly
used for volcanic gas and aerosol monitoring
(Figure 5(b)). In particular, the correlation spec-
trometer (COSPEC), which operates in the ultra-
violet region of the spectrum, using scattered

skylight as a source, has been used routinely by
volcano observatories worldwide to measure SO,
fluxes (Stoiber et al., 1983). COSPEC has seen
active service in numerous volcanic crises, cru-
cially helping to ascertain whether or not new
magma pathways are opening up to shallow levels
beneath a volcano. More recently, a much smaller
ultraviolet spectrometer (the size of a pack of
cards) has been applied to measurements of
SO, flux (Galle et al., 2003; McGonigle and
Oppenheimer, 2003; McGonigle et al., 2002,
2003). The device is set to revolutionize ground-
based sensing of volcanic gas emissions because
of its extreme portability, ease of operation, and
suitability for automated scanning measurements
at high temporal resolution (Edmonds et al.,
2003b; McGonigle et al., 2002, 2003).

The reasons for focusing measurements on SO,
are that: (i) the background levels of this gas are
very low in the atmosphere (typical volume mix-
ing ratios are <1 ppb) while mixing ratios in
volcanic plumes can easily exceed 1 ppm, and
(ii) several strong absorption bands for SO, are
found in the ultraviolet and infrared regions of the
spectrum. In other words, the spectroscopic obser-
vation of this species is straightforward, despite its
comparatively low abundance in volcanic emis-
sions. In contrast, H,O or CO,, which are the
principal components of volcanic gases, are diffi-
cult to measure accurately because of the high,
and in the case of H,0, rapidly varying, atmo-
spheric background concentrations. However, it
remains highly desirable, for the purposes of vol-
cano surveillance, to be able to measure other
components of the gas emission, and to be able



Emissions 19

to follow these through time. To this end, broad-
band infrared measurements have been carried out
using Fourier transform spectrometers. These are
capable of simultaneously sensing several gas
molecules of interest, including HCl, HF, CO,,
CO, OCS, SiF,, and H,0, as well as SO, (Oppen-
heimer et al., 1998a; Burton et al., 2000; Horrocks
et al., 2001). Measurements can even be made
from moving vehicles in order to build up cross-
sections of plume burdens of SO, and halogens
that can then be integrated and multiplied by
plume speed to yield estimates of the fluxes of
these species (Duffell et al., 2001).

Aerosol concentrations and size distributions
can be investigated remotely using sun-photometry.
Characterization of volcanic aerosol is important
in studies of plume chemistry, atmospheric radia-
tion, and the environmental and health impacts
of particle emissions. Watson and Oppenheimer
(2000, 2001) used a portable sun-photometer to
observe tropospheric aerosol emitted by Mt. Etna.
They found distinct aerosol optical signatures for
the several plumes emitted from Etna’s different
summit craters, and apparent coagulation of parti-
cles as the plume aged. More recently, Porter et al.
(2002) have obtained sun-photometer and pulsed
lidar data for the plume from Pu’u O’o vent on
Kilauea, Hawaii, from a moving vehicle in order
to build profiles of sulfate concentration.

1.4.3.3 Satellite remote sensing

The larger releases of volcanic volatiles to the
atmosphere defy synoptic measurements from
the ground. Major advances in our understanding
of explosive volcanism and its impact on the
atmosphere and climate have been achieved
thanks to satellite observations. Again, sulfur
dioxide is the most readily measured species,
and a number of spaceborne sensors operating in
the ultraviolet (electronic lines), infrared (roto-
vibrational lines), and microwave (rotational
lines) have been utilized for measurements of
this gas. TOMS operating in the ultraviolet region
has provided the most comprehensive database
on the release of SO, to the upper atmosphere
(Section 1.5.1; Figure 5(c); Krueger et al., 1995).
It has detected many of the larger silicic and
intermediate composition explosive eruptions
that have taken place since 1979, and some
mafic eruptions, prominently including those
from Nyiragongo and Nyamuragira in the Great
Lakes region of central Africa (Carn et al., 2003).
TOMS provided early estimates of the initial
sulfur yield to the stratosphere of the 1991 Mt.
Pinatubo eruption (~20 Tg of SO,), but other
instruments, including NASA’s Microwave Limb
Sounder (MLS), were able to track the SO, clouds
as they were depleted over the following weeks
(Read et al., 1993).

Recently, Prata et al. (2002) have pointed
out the suitability of an infrared system—the
high-resolution infrared radiation sounder
(HIRS)—carried by NOAA satellites, for measur-
ing volcanic SO, above altitudes of ~5 km. This
could prove valuable in filling in gaps in the
existing TOMS record of volcanic emissions due
to instrument problems (Carn et al., 2003). Hith-
erto, satellites have only really been capable of
measuring the larger releases of SO, during erup-
tions. However, two newer infrared instruments
with higher spatial resolution—the moderate res-
olution imaging spectrometer (MODIS) and
advanced spaceborne thermal emission and reflec-
tion radiometer (ASTER)—both carried on-board
NASA'’s Terra satellite (launched in late 1999)—
show considerable promise for monitoring smaller
yields of SO, to the troposphere. Researchers at
Michigan Technological University have used
imagery from both sensors to estimate sulfur diox-
ide fluxes from volcanoes in Guatemala, suggest-
ing that these and future similar sensors could
be used for routine volcano monitoring purposes
(W. I. Rose, personal communication).

1.4.3.4 Petrological methods

There are various “petrological” approaches to
determining volatile concentrations in magma
(melt, vapor phase, and crystals) or volatile yields
to the atmosphere. Most of the data on pre-
eruptive volatile abundances reported in Table 1,
for example, have been obtained by analyses of
quenched glasses. These include the chilled glassy
rinds of lavas or pyroclasts, and melt inclusions
trapped inside phenocrysts (Figure 5(d)). In some
cases, differencing melt inclusion and matrix glass
concentrations for specific volatile species per-
mits estimates of degassing yield, if it can be
assumed that the former represents pre-eruptive
concentrations, and the latter degassed melt.
Other approaches to characterizing volatile abun-
dance in magmas include the application of exper-
imentally determined phase equilibria (for both
natural and synthetic melts), and thermodynamic
calculations based on mineral compositions (see
Johnson et al. (1993) and Wallace and Anderson
(2000) for overviews of these methods).

Petrological estimates of eruption yields of sul-
fur and, to a lesser extent, halogens have received
much attention, partly because they offer a means
to assess the volatile yield for historic and ancient
eruptions. The search for suitable host phenocrysts
requires careful microscopic examination of thin
sections and even more careful analysis of the
inclusions themselves, which can measure only a
few microns across. While the method appears to
work well for some systems (e.g., Thordarson
et al., 2003), it is not universally applicable.
For example, the crystals may not always be
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leak-proof containers for their high-pressure melt
samples, and inclusions can interact with their
host minerals. Most problematic, however, is the
possibility of volatile exsolution into a fluid phase
prior to crystal growth and entrapment of the melt,
leading to the inclusion recording a lower volatile
content than that which the melt started with. This
very likely explains why the petrological tech-
nique singularly fails to explain the sulfur release
during Mount Pinatubo’s eruption in 1991 (Sec-
tion 1.3.7). The sulfur contents in glass and inclu-
sions are more or less the same, which would
suggest a sulfur-free eruption plume. Instead, the
eruption is known to have released some 20 Tg of
sulfur dioxide.

Wallace et al. (1995) and Wallace (2001) have
explored this issue in detail, and Scaillet et al.
(1998, 2003) and Scaillet and Pichavant (2003)
have advanced petrological modeling approaches
to circumvent the problem by estimating the vola-
tile contents contained in the vapor phase prior to
eruption. Another problem with petrological esti-
mates of volatile yields is that they scale linearly
with the eruption magnitude, which is often only
poorly constrained from the rock record. This is
especially true in cases where tephra dispersal is
very widespread, perhaps largely at sea, and where

substantial burial, erosion or redeposition limit
efforts to identify original thicknesses of sediment
in the field.

1.4.3.5 Ice cores

The cryosphere provides an important reposi-
tory of volcanic volatiles from past eruptions in
the form of sulfate layers deposited within a few
years of eruption (Hammer et al., 1980; Zielinski
et al., 1994; Zielinski, 2000). Ice core stratigraphy
is used to date the eruption year, and in some
cases, tephra particles can be fingerprinted chemi-
cally to the products of known eruptions. The most
productive cores for identifying volcanic markers
have come from Greenland and Antarctica,
including the Greenland Ice Sheet Project
2 (GISP2) and Greenland Icecore Project (GRIP
and NorthGRIP) efforts (Figure 5(e)).

Zielinski et al. (1996a) have published a
110 kyr record of volcanism as recorded by the
GISP2 core, providing one of the most intriguing
records of palaeovolcanism during the Late Qua-
ternary (Figure 6). By determining the flux of
sulfate that formed the layer (in kg m?), it is
possible to estimate the total atmospheric mass
of sulfur by calibrating against fallout from
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Figure 6 GISP2 volcanic sulfate markers for the past 2,000yr based on statistical analysis (Zielinski et al., 1994).

Several large anomalies have not been traced to the responsible volcanoes, including the prominent AD 640 and 1259

peaks. Data provided by the National Snow and Ice Data Center, University of Colorado at Boulder, and the WDC-A
for Paleoclimatology, NGDC, Boulder, CO, USA.
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sources of known magnitude (Hammer et al.,
1980; Zielinski, 1995). The most widely used
calibration is based on B-activity measurements
of the layers of radioactive fallout in the ice
cores that resulted from nuclear weapons tests in
the atmosphere conducted in the 1950s and 1960s.
Regressions can be obtained between the flux of
fallout, say for the Greenland ice core, and the
known yield of the explosions, and then applied
to the volcanic markers. This, of course, assumes
that the volcanic sulfate was transported by com-
parable atmospheric dynamics, from similar lati-
tude, and so on, which is difficult to gauge for
ancient eruptions (usually, the responsible vol-
cano is unidentified). Very low deposition rates,
and post-depositional effects, such as densifica-
tion, diffusion, and aeolian deflation or redeposi-
tion, and other potential sources of sulfur
(including marine sources), also pose difficulties
in interpreting sulfate layers in the ice cores. Nev-
ertheless, multiple estimates of sulfur yields of
eruptions such as Tambora 1815, whose sulfate
marker is found in both Arctic and Antarctic
cores, are reasonably consistent with each other,
and with estimates obtained by other methods
(e.g., based on astronomical observations of atmo-
spheric optical thickness), lending some confi-
dence in the approach.

1.4.3.6 Application of geochemical
surveillance to volcano monitoring

Time-series chemical and isotopic measure-
ments, and flux observations can be interpreted
with respect to volcano behavior, and the inter-
relationships between degassing, eruptive char-
acter, and other geophysical and geodetic
parameters. Gas geochemistry, therefore, plays

Fluid-rock reactions;
sealing; water-soluble
gases scavenged in
hydrothermal system

More soluble volatiles
exsolve

Gas escape if magma
and/or conduit walls
permeable

Less soluble volatiles
exsolve and form
separate vapor phase

an important role in volcanic hazard assessment.
Temporal changes in gas chemistry and flux,
in particular, are widely regarded as potential
indicators of future volcanic activity, and many
volcano observatories worldwide carry out some
kind of geochemical surveillance as part of their
overall monitoring efforts. The basic tasks are to
identify volatile sources, magmatic-hydrothermal
system interactions, the dynamics of degassing,
and changes in these through time. Unfortunately,
interpretation of the observations is far from
straightforward because of the multiple intensive
parameters that control magmatic volatile content
(mantle melting, slab contributions, wall-rock
assimilation, etc.), exsolution and gas separation
of different volatile species from magma, and the
subsequent chemical and physical interactions of
the exsolved fluids, for example, with crustal
rocks and hydrothermal fluids, as they ascend to
the surface (Figure 7). Some general observations
on the interpretation of the principal volcanic gas
species are made in Table 4.

In the broadest terms, Matuso (1960) recog-
nized that the composition of volcanic gas reflects
the balance of contributions from magmatic
degassing and from the crust. An oft-quoted
sequence of volatile release with decreasing pres-
sure, based largely on experimental observations
of solubility in the melt, is

C=S=Cl=H,0=F

However, this greatly oversimplifies the exsolu-
tion behavior of real magmas (which, of course,
vary enormously in chemical composition, viscos-
ity, etc.) and their degassing histories, and is of
limited use in trying to interpret measurements of,
for example, increasing Cl/S ratio or decreasing
SO, flux of fumarolic emissions. Also, in general

Diffuse (soil)
degassing

crystallization

O\ Hydrofracturing
Fresh input

Figure 7 Potential physical and chemical processes occurring in a magmatic—hydrothermal system, including the

influence of magma dynamics in the chamber-conduit plumbing system, and interactions between magmatic fluids

and the crust. These can strongly modulate the speciation and flux of various magmatic components emitted into the
atmosphere, complicating the interpretation of geochemical measurements of surface emissions.
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Table 4 General observations on the information content of principal volcanic gas species.

H,0O  Several origins in volcanic discharges—principally magmatic, hydrothermal, meteoric, seawater (volcanic
islands)—hence difficult to interpret water contents without measurements of isotopic composition.

CO, Predominantly magmatic origin, and comparatively inert in hydrothermal systems and the atmosphere.
Fluxes can be measured by some spectrometric techniques.

SO,  Common in high temperature volcanic gases and a good indicator of magmatic degassing. Fluxes readily

measured by remote sensing methods.

H,S  Typical of lower temperature volcanic vents and indicative of hydrothermal contributions.
HCl  Typically magmatic but potentially sourced by hydrolysis/volatilisation of chloride compounds or
dissociation of brines. Readily scavenged by hydrothermal systems so changes in HCI emission can reflect

both magmatic and hydrothermal processes.

He Total He content and *He/*He ratios are good tracers of mantle contribution and mixing with atmospheric He.
Unaffected by secondary processes.

Ar A good tracer of atmospheric and air-saturated meteoric water mixing in volcanic gas samples.

H, Hydrogen content increases with increasing temperature and provides the basis for gas geothermometers.

N, Either of atmospheric origin or from subducted slab (in which case, N,/Ar usually > 83, the value for air).

CH, Nonmagmatic component generally formed in hydrothermal environment and therefore a good indicator of
hydrothermal system. Also favored magmatic species according to control of calcite-anhydrite buffer
(CaCO3 + H,S 4+ CHy4 + 5H,O = CaSO4 + 2CO, + 8H,) or the H,S/SO, and rock buffers:
2F€304 + 38102 + COZ + Zst = 3FeZSiO4 + CH4 + 2802

CO Controlled by temperature and redox potential and a useful indicator of these parameters.

Source: Giggenbach et al. (2001).

terms, the relative proportions of magmatic car-
bon, sulfur, and halogen compounds are dictated
by the pressure- and redox-controlled partition
coefficients between vapor and melt, the mixing
or mingling of different magma sources, and the
dynamics of degassing. For example, important
redox equilibria affecting volcanic gas composi-
tion include

SO, + 3H, = H,S 4+ 2H,0 ®))
CO, + H, = CO + H,0 (6)
CO; + 4H, = CH4 + 2H,0 7

Reaction (5) is most likely to represent the major
gas redox buffer because of the comparable abun-
dances of the two sulfur-bearing gas species. The
other effective geochemical buffer is the FeO-
Fe,03 “rock buffer,” which can affect the redox
equilibria above in magma, and as gas and wall—
rock interact.

Although thermodynamical codes have been
developed to restore observed analyses of gas
composition to equilibrium compositions (e.g.,
Gerlach, 1993; Symonds et al., 1994), unravelling
these complex and highly nonlinear processes
from a patchy record of surface observations,
and identifying precise magmatic and hydrother-
mal processes, remain real challenges. Indeed, a
casual perusal of the literature on gas geochemical
monitoring will reveal conflicting interpretations
of ostensibly similar observations—for instance,
decreasing SO, fluxes could be ascribed to:
(i) depletion of volatiles in a magma body, or (ii)
a decrease in the permeability of the plumbing
system. Process (i) might be taken to indicate
diminished eruption likelihood, while (ii), perhaps

induced by sealing of bubble networks by hydro-
thermal precipitation, which would increase over-
pressure (e.g., Edmonds et al., 2003c), could
increase the chance of an eruption. Thus, the
same observation can be interpreted in different
ways with contradictory hazard implications.
Nevertheless, high SO, fluxes remain a reliable
indicator of the presence of magma during new
episodes of unrest at volcanoes (e.g., seismicity,
changes in fumarole emissions), and help to
discriminate between magmatic, and tectonic
or hydrothermal causes of unrest. In particular,
COSPEC measurements are generally recognized
as having contributed significantly to hazard
assessment prior to the 1991 eruption of Mt.
Pinatubo (Daag et al., 1996; Hoff, 1992). Immedi-
ately prior to the eruption the measured SO, flux
increased by an order of magnitude over two
weeks, mirroring seismic unrest. These observa-
tions were interpreted as evidence of shallow
intrusion of magma, increasing the estimates of
the probability of an impending eruption. More
recently, COSPEC observations have supported
conclusions of magmatic unrest prior to eruptions
of Soufrieére Hills Volcano (Montserrat), Popoca-
tepetl (Mexico), and Tungurahua (Ecuador) (Dan
Miller, USGS, personal communication, 2002).
For ongoing eruptions, combining observations
of gas emissions with melt inclusion constraints
on melt volatile contents can offer valuable
insights into the sources of gases and mechanisms
of degassing. For example, Edmonds ef al. (2001)
used both kinds of information to conclude that, at
Soufriére Hills Volcano, the HCI content of the
summit plume has been largely supported by shal-
low, crystallization-induced degassing of the
andesite approaching and forming the lava dome,
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while SO, fluxes have been sustained, even
through noneruptive periods, by degassing of a
deep, possibly mafic, source.

Decreasing SO, fluxes accompanying diminish-
ing posteruptive activity have also been observed at
many volcanoes, including Mt. St. Helens from
1980 to 1988 (McGee, 1992), where a decline
in CO, flux and increase in H,O flux were also
observed following the 1980 eruption. This
decrease in the CO, and SO, emissions sug-
gested that the magma reservoir was not being
replenished, consistent with the decreased erup-
tion rates (see also Stevenson, 1993; Stevenson
and Blake, 1998). The increase in water vapor
emission was interpreted as the result of ground-
water permeating the conduit system (Gerlach
and Casadevall, 1986).

Because of its deep exsolution, and com-
parative chemical inertness in the crust and
hydrothermal systems, and atmosphere, CO, flux
measurements are seen as a particularly valuable
indicator of magmatic degassing and unrest. Infra-
red analyzers have been used to determine CO,
fluxes from the ground and in atmospheric plumes
(e.g., Gerlach et al., 1997; McGee and Gerlach,
1998) but the available methods are time con-
suming (ground surveys) and expensive (where
aircraft deployments are required), with the possi-
ble exception of open-path Fourier transform
infrared spectroscopy combined with a method
for determining SO, fluxes (Burton et al., 2000).

Villemant et al. (2003) have examined in detail
the implications of closed-system versus open-
system degassing (Section 1.3.5) on the composi-
tional evolution of the gas phase, focusing on
halogens, since their behavior is not particularly
affected by the oxidation state of the magma (e.g.,
Symonds and Reed, 1993), and their concentra-
tions are relatively easy to measure in lava and
tephra samples. Open-system degassing is more
efficient at extracting halogens from the melt than
closed-system degassing. HCl is less bound to the
silicate chains in melts than HF, and is therefore
more efficiently extracted by a water-vapor phase.
HCI/HF ratios in an open system are therefore
predicted to fall with increased degassing of
water. In other words, gas—rock interaction, cool-
ing, and decompression should not affect halogen
ratios strongly. However, kinetic effects can also
be significant in halogen partitioning during shal-
low degassing (e.g., Signorelli and Carroll, 2001),
and scrubbing in hydrothermal systems (Oppen-
heimer, 1996) can dissolve acid species from the
gas phase, stripping fumarole gases of their halo-
gen content (e.g., Symonds et al., 2001). Duffell
et al. (2003) observed an increase in SO,/HCI
ratios prior to a minor phreatic eruption of Masaya
volcano, Nicaragua, which they suggested could
have reflected hydrothermal scavenging of HCI.
Increased magma—water interaction may have

played a role in triggering the eruption, indicating
the potential predictive value of routine monitor-
ing of sulfur and halogen ratios. Second boiling
was thought to explain a decrease in S/Cl ratios in
gases emitted from the Showa-Shinzan lava
dome, several years after its emplacement, as the
slow crystallization of the thick lava body delayed
the eventual exsolution of chlorine from the melt
(Symonds et al., 1996).

Isotopic signatures can be of great value in
identifying magmatic components of volcanic
fluids. In particular, the ratio of 3He/*He is useful
in distinguishing the contribution from primordial
(mantle) *He from that of radiogenic (crustal)
“He (e.g., Sorey et al., 1993, 1998; Tedesco,
1995). Nitrogen-isotopic composition is a useful
tracer of sedimentary input into arc volcanic gases
(Section 1.2.1; Fischer et al., 2002). §'%0 and 6D
compositions of water are important indicators of
mixing of magmatic, hydrothermal, marine, and
meteoric sources (Section 1.2.1). Stable isotopes
of carbon and sulfur can also be used to identify
contributions of magmatic volatiles, assuming that
isotopic compositions of surface reservoirs are
constrained. For example, (313Cco2 and 5348302
measurements of gas samples collected from the
lava lake of Erta ‘Ale volcano (Ethiopia) indicated
the mantle origin of emitted carbon and sulfur
(0C ~ —4%o and &**S ~ 0%0), whereas hot
fumaroles on arc volcanoes display more variable
8"7C —12%o to +2.5%o0) and 5°*S (0%o to +10%)
indicative of contamination by slab and crustal
sources (summarized by Delmelle and Stix
(2000)). Very little work has been carried out on
chlorine-isotopic distribution in volcanic gases,
and indeed, the mantle 5°’Cl value is arguably
still not well constrained, but improved analytical
techniques could open up considerable potential to
study chlorine distribution and cycling. Eggen-
kamp (1994) reported variations in 5°'Cl between
about —2.5%o for sublimates and +10%o for gases
from Lewotolo volcano (Indonesia), which were
thought to indicate surficial and deep processes,
respectively, demonstrating significant chlorine-
isotopic fractionation in volcanic systems.

1.5 FLUXES OF VOLCANIC VOLATILES
TO THE ATMOSPHERE

Inventories of the spatial and temporal distribu-
tion of volcanic emissions to the atmosphere are
important for studies of tropospheric and strato-
spheric chemistry, and the Earth’s radiation budget.
This section summarizes estimates of global fluxes
and distribution of several key species. As pointed
out in the IPCC Report (2001), referring in this case
to the volcanic sulfur budget, “...estimates are
highly uncertain because only very few of the
potential sources have ever been measured and the
variability between sources and between different
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stages of activity of the sources is considerable.”
Crucial parameters for climate studies include the
quantity and height of entrainment of sulfur and
other species into the atmosphere (large explosive
eruptions, e.g., Pinatubo are uniquely capable of
more or less instantaneous injections of sulfur into
the upper atmosphere), and zonal and seasonal con-
trols on atmospheric circulation (Section 1.6).

The more soluble volatile components of vol-
canic plumes (e.g., halogens) can be removed
from eruption clouds rapidly by adsorption on to
tephra, or deposition in hydrometeors. The esti-
mates of atmospheric burdens of volcanic vola-
tiles in eruption clouds, therefore, depend on the
time after eruption that the measurements were
made, and can, in general, be lower than the total
volatile release. Surprisingly, little work has been
undertaken to quantify the total volatile budgets
of eruptions (see De Hoog et al., 2001, for an
exception).

This section focuses on subaerial emissions.
Submarine fluxes of volatiles are also important
in understanding global geochemical cycles but
are rather poorly constrained. They will only be
referred to briefly.

1.5.1 Sulfur

There is considerable interest in volcanic emis-
sions of sulfur compounds because of the role of
atmospheric sulfur chemistry in atmospheric radi-
ation and climate, the hydrological cycle, acid
precipitation, and air quality (see Chapter 4).
Early theories on the climatic effects of eruptions
considered that ash particles were responsible for
raising the planetary albedo, but it is now clear
that even fine tephra sediment rapidly from the

Table 5 The top ten SO, emitters among “continu-
ously erupting” volcanoes (Andres and Kasgnoc, 1998).
Note that several of these volcanoes have very rarely
had their SO, emissions measured (including those in
Melanesia—four volcanoes in the top ten; and Lascar),
and SO, fluxes from an individual volcano can and do
vary on timescales of months or years (e.g., Mount
Etna’s SO, emission fell to around 0.3-0.4 Tg for the
12 months after July 2001).

Volcano SO, flux
(Tgyr ")
Etna, Italy 1.5
Bagana, PNG 1.2
Lascar, Chile 0.88
Ruiz, Colombia 0.69
Sakurajima, Japan 0.69
Manam. PNG 0.34
Yasur, Vanuatu 0.33
Kilauea East Rift, Hawaii 0.29
Masaya, Nicaragua 0.29
Stromboli, Italy 0.27

atmosphere, and that the main protagonist in vol-
canic forcing of climate is the sulfate aerosol
formed by oxidation of sulfur gases released to
the upper atmosphere.

Most estimates of the volcanic source strength
of sulfur to the atmosphere are based on compila-
tions of COSPEC and related observations of
lesser emissions from individual volcanoes
(many exhibiting long-term degassing; Tables 5
and 6), and TOMS measurements of the larger,
near instantaneous, and mostly explosive releases
of SO, to the upper troposphere and stratosphere
(Table 7). These data sources are patchy and go
back to the 1970s only, and the statistical distribu-
tion of emissions is not well constrained, though
some volcanoes appear responsible for substantial
fractions of the total volcanic source strength.
These include Mt. Etna, which is exceptional not
just within Europe but globally as one of the most

Table 6 Measured annual emissions from two con-
tinuously degassing volcanoes: Mt. Etna (Italy) and
Merapi (Indonesia).

Species (units) Mt. Etna Merapi
H,O (Tgyr™ ") 55 7.7
CO, (Tgyr ") 13 0.88
SO, (Tgyr 1 1.5 0.15
H,S (Gg yr ') 100 73
HCI (Gg yr ") 110 33
HF (Ggyr 1) 55 1.1
Pb (Mg yr ") 130 2.6
Hg Mg yr™h 27 0.6
Cd Mg yr ™) 10 0.07
Ag Mgyr™h 33 0.32
Au (kg yr ) 700 0.6

Courtesy of Patrick Allard.

Table 7 Top 10 recent stratospheric releases of SO,,

based on TOMS data. Typical errors on TOMS esti-

mates are 30%. See Bluth et al. (1993, 1997) and Krue-
ger et al. (1995) for details of methods.

Volcano Eruption date(s) TOMS SO,
(Tg)
Pinatubo June 12-15, 1991 20.2%
El Chichén March 28—-April 4, 1982 8.1*
Sierra Negra ~ November 13, 1979 4.5
Cerro August 8-15, 1991 4.0*
Hudson
Nyamuragira  December 25, 1981 33
Mauna Loa March 25, 1984 2.0
Galunggung April 5-September 19, 1.73%
1982
Alaid April 27, 1981 1.1
Nyamuragira ~ October 17, 1998 1.1
Wolf August 28, 1982 1.1

Courtesy of Simon Carn (TOMS group, NASA).
* Cumulative totals of several eruptive episodes. The largest single
release was that of Pinatubo on June 15, 1991 (20 Tg of SO,).
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prodigious sources of volcanic gases to the tropo-
sphere (Tables 5 and 6). Its average SO, emission
rate (~4,000-5,000 Mg dfl) is similar to the total
industrial sulfur flux from France (Allard et al.,
1991) and must result in substantial elevations in
tropospheric sulfate in southern Italy (Graf et al.,
1998). It has been suggested that these emissions
have caused pollution events in mainland Italy,
and even that they have been responsible for dete-
rioration of Roman monuments (Camuffo and
Enzi, 1995). Etna also pumps an astonishing esti-
mated 700 kg of gold into the atmosphere every
year (Table 6).

There is a reasonable consensus regarding the
magnitude of annual volcanic source strengths of
sulfur, though difficulties arise in time-averaging
the sporadic but large magnitude releases to the
stratosphere from explosive eruptions, and in

Table 8 Estimated volcanic emissions of sulfur spe-
cies to the atmosphere between the early 1970s and

1997.
Emission SO, SO, SO,
Mgd™h)  (Tgyr') (Tgyr H)
Sustained SO, 26,200 9.6 8
Sporadic SO, 200 0.07 0.04
TOMS SO, 10,100 3.7 1.9
Total SO, 36,500 13.4 6.7
Other S 3.7
species”
Total volcanic 104
S

Source: Andres and Kasgnoc (1998).

#Includes OCS, H,S, H,SOy, etc., partitioned between sustained,
sporadic and TOMS in the same proportions indicated in the first three
TOWS.

extrapolating field data for a comparatively small
number of observed tropospheric volcanic plumes
to the global volcano population. The most widely
used global data set is that compiled for the global
emissions inventory activity (GEIA) by Andres
and Kasgnoc (1998). This arrives at a global
annual flux of sulfur from all sources that exceeds
10.4 Tg (Table 8). More recently, Halmer et al.
(2002) have estimated the global volcanic SO,
emission to the atmosphere as 15-21 Tg yr ™' for
the period 1972-2000. Their figures for all sulfur
species add considerable uncertainty to the total
volcanic sulfur flux (9—46 Tg of sulfur) mainly
because of a very large uncertainty in the H,S
emission (1.4-35 Tg of sulfur). For comparison,
the IPCC (2001) estimates of annual emissions of
other sources of sulfur include anthropogenic
(76 Tg), biomass burning (2.2 Tg), and dimethyl
sulfide (DMS, 25 Tg, mainly from the oceans).
Most of the volcanic source strength is from the
continuous degassing of many volcanoes world-
wide (Table 8; Sections 1.4.1.1-1.4.1.2). Using
the TOMS data set, Pyle e al. (1996) estimated
the medium-term (~10? yr) annual flux of volca-
nic sulfur to the stratosphere to be ~1 Tg (range of
0.3-3 Tg). This does not take into account the
larger releases of sulfur that are indicated by his-
toric and prehistoric eruptions such as that of Toba
74 kyr BP, and Tambora 1815 AD (Table 9).

The sulfur gases released by volcanoes are
either deposited at the Earth’s surface or are oxi-
dized to form sulfate aerosol. An important point
that has emerged from recent work is the dispro-
portionate contribution of volcanic sulfur emis-
sions to the global atmospheric sulfate budget
compared with other sources of sulfur including
anthropogenic and oceanic emissions. Episodic,

Table 9 Estimates of sulfur yield from selected major historic and prehistoric eruptions (magnitude >10"* kg).

Eruption year and volcano Magnitude Sulfur yield Northern hemisphere
(kg)* (Tg of S)° summer cooling (K)°

~74 kyr BP 7x10% 35-3,300 >1

~AD 181 Taupo 7.7x10" 6.5 0.4

~AD 1028 Baitoushan 5.8x10" >2 0.5

~1257 Unknown 10'%-10"9 >100 ?

~1452 Kuwae >8x10" 240 0.5

1600 Huaynaputina 2.1x10" 23-55¢ 0.8

1815 Tambora 1.4x10™ 28 0.5

1883 Krakatau 3.0x10" 15 0.3

1902 Santa Maria 2.2x10" 11°¢ Not detected

1912 Katmai 2.5%10"3 10 0.4

1991 Pinatubo 1.3-1.8x10" 10.1 <0.5

# Total eruption magnitude for multiple phases of eruption and combining plinian and phoenix cloud ashfall and associated pyroclastic flow deposits
where applicable, data mainly from Carey and Sigurdsson (1989), Chesner and Rose (1991), Monzier et al. (1994), Holasek et al. (1996), Pyle (2000),
Horn and Schmincke (2000), Adams et al. (2001), and Oppenheimer (2003b).

b Stratospheric sulfur yield from Table 6, and from Zielinski (1995), de Silva and Zielinski (1998).

¢ Estimated northern hemisphere summertime temperature anomaly derived from tree-ring chronologies reported by Briffa et al. (1998) for eruptions
before Mt. St. Helens (note that other records do indicate a~0.2 K northern hemisphere summer cooling in 1903).

9 Costa et al. (2003).

¢ Since this estimate is based on ice core sulfate deposition, it may reflect the cumulative aerosol fallout of other notable 1902 eruptions, i.e., Mont
Pelée (Martinique) and Soufriére (St. Vincent) as well as the Santa Maria event.
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large magnitude eruptions are the principal pertur-
bation to stratospheric aerosol levels (e.g., the
30 Mt of sulfate injected by the 1991 Pinatubo
eruption). In the troposphere, the picture is less
clear, but modeling suggests that up to 40% of the
global tropospheric sulfate burden may be volca-
nogenic (Graf er al., 1997), though Stevenson
et al. (2003a) and Chin and Jacob (1996) obtained
lower figures (14% and 18%, respectively), in part
due to use of a lower volcanic sulfur source
strength. In any case, these figures all exceed the
fraction of the sulfur source to the atmosphere that
is volcanogenic (around 10%) because of the gen-
erally higher altitudes of entrainment of volcanic
sulfur compared with biogenic (DMS) or anthro-
pogenic sources, and hence the longer residence
time of volcanic SO, compared with other
sources. This is largely because of lower deposi-
tion rates, and results in more conversion of SO,
to sulfate, and a longer residence time of the
higher altitude aerosol. Sulfate aerosol plays a
significant role in the Earth’s radiation budget,
because it may both backscatter incoming short-
wave solar radiation and absorb outgoing long-
wave radiation, the competition of these processes
depending strongly on particle size. In addition,
sulfate aerosol can have a secondary, and possibly
more profound, radiative effect by promoting
cloud condensation or modification of the micro-
physical properties and longevity of existing
clouds (Graf et al., 1997). Changes in this “back-
ground” emission in time and space could repre-
sent an important forcing that has yet to be
characterized.

1.5.2 Carbon and Water

As mentioned in Section 1.4.3.2, SO, is the
most readily measured volcanic volatile in the
atmosphere. Thus, most flux estimates of other
components have been based on measuring
their ratios to SO, (often obtained by in situ sam-
pling methods), and multiplying them by the SO,
flux measured using COSPEC. Other approaches
include scaling estimates of *He flux against
measured C/°He ratios, and extrapolation of the
few available direct observations of CO, flux.
Arthur (2000) provides a review of current esti-
mates of global subaerial volcanic CO, flux, which
range from 15Tgyr ' to 130 Tgyr '. This is
swamped by the anthropogenic source of carbon
to the atmosphere and is not considered globally
significant on short timescales, though CO, emis-
sions are important as a local hazard (Section
1.6.5). At Kilauea, a “hot spot” volcano, the
exhaled CO, is derived directly from the mantle
(Gerlach and Taylor, 1990), but carbon-isotope
studies show that at arc volcanoes most of the
CO, is recycled from subducted organic and car-
bonate sediments (Section 1.2.1; Fischer et al.,

1998). Estimates of the CO, outgassing to the
oceans by mid-ocean ridge basalt (MORB) volca-
nism are mostly in the range 90-350 Tg yr .

While a few estimates of water budgets have
been attempted for individual volcanoes and erup-
tions (e.g., 3 Tg yr~' for White Island, New Zeal-
and (Rose et al., 1986); 13 Tg yr_1 for Masaya,
Nicragua (Burton et al., 2000)), meaningful esti-
mates of the global volcanic flux of water to the
atmosphere are unavailable as of early 2000s.
Interpretation of water emission rates from volca-
noes is complicated by the likelihood, in many
cases, that a substantial fraction of the emitted
water has been derived from groundwaters (e.g.,
Taran et al., 1995).

1.5.3 Halogens

In contrast to carbon, volcanic emissions of
halogens are thought to be substantial compared
with other sources. However, the fluxes remain
very poorly constrained. They are important as
they play a critical role in atmospheric chemis-
try—in boundary layer ozone depletion, tropo-
spheric hydrocarbon oxidation, the oxidizing
capacity of the troposphere, and stratospheric
ozone depletion (Section 1.6.1.2). Realistic esti-
mates of the anthropogenic and natural emissions
of halogen species are essential in order to model
and assess such processes accurately. Very little
work exists to improve upon the emission inven-
tory for volcanic sources elaborated by Cadle
(1975, 1980). The more recent work indicates
greater than one to two orders of magnitude of
uncertainty in halogen fluxes (Table 10).

Measurements of gas samples collected at
Augustine Volcano, Alaska, indicate typical
orders of magnitude concentrations of different
halogen species in volcanic emissions (Table 11).
With peak SO, emission rates of nearly 280 kg s '
during minor eruptive episodes at Augustine, even
the HBr emission corresponds to ~0.5 kg s~ .
These emissions are significant because they are,
at many volcanoes, released directly into the free
troposphere, where they can initiate and catalyze a
large range of processes. Again, Mt. Etna is a

Table 10 Estimated annual mean global emissions of
HCI, HF, and HBr from volcanoes.

Volcanic source HCI HF HBr
(Tg) (Tg) (Gg)
Cadle (1980) 7.8 04 78
Symonds et al. 0.4-11 0.06-6
(1988)
Halmer et al. 1.2-170  0.7-8.6 2.6-43.2
(2002)*

# For period 1972-2000.
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prodigious source of halogens, continuously emit-
ting ~2 kg s~ ' of HF, and >8 kg s~ ' of HCI
(Francis et al., 1998).

Bureau et al. (2000) considered the input of
bromine to the atmosphere from explosive erup-
tions, based on experimental data for synthetic
(albite) melts (Table 12). Their results suggested
even stronger partitioning of both bromine and
iodine into the fluid phase compared with chlo-
rine. Assuming a Cl/Br mass ratio of ~300 based
on measurements of a range of volcanic rocks, and
scaling against estimated chlorine emissions for
various explosive eruptions, they suggested that
volcanoes could be a significant source for strato-
spheric bromine. They pointed out, however, that

Table 11 Volcanic halogens at Mt. Augustine, all
figures as mole fractions.

HClI 6.0x1072
HF 5.4x107*
SiF, 8.0x107°
NaCl 14x107°
KCl 8.7x107°
HBr 6.8x107°
SiOF, 2.1x107°
FeCl, 1.6x107°

Source: Andres and Rose (1995).

Table 12 Estimated chlorine and bromine yields of

eruptions.

Eruption Clyield (Tg) Bryield (Gg)
Toba 74 kyr BP 400-4,000 1,460-33,700
Tambora 1815 216 790-1,820
Krakatau 1883 3.75 14-31

Mt. St. Helens 1980 0.67 24-5.6

El Chichén 1982 0.04 0.15-0.4
Mt. Pinatubo 1991 >3 >11-25

Source: Bureau et al. (2000).

the behavior of bromine in eruption columns is not
known at present, so it is not clear what fraction of
bromine degassed would actually cross the tropo-
pause and remain in the stratosphere.

1.5.4 Trace Metals

Volcanoes are an important source of trace
metals to the atmosphere—for some species
(e.g., arsenic, cadmium, copper, lead, and sele-
nium) they may be the principal natural source
(e.g., Nriagu, 1998). Measurements of fluxes are
complicated because of rapid condensation of the
vapor phases carrying the trace metals, but esti-
mates have been attempted, based on scaling of
metal/sulfur ratios by known sulfur fluxes or by
using the flux of a radioactive volatile metal
(*'Po) as the normalizing factor (e.g., Lambert
et al., 1988). These methods have provided metal
flux estimates for individual volcanoes (e.g.,
Erebus (Zreda-Gostynska et al., 1997), Stromboli
(Allard et al., 2000), Etna (Gauthier and Le
Cloarec, 1998), Vulcano (Cheynet et al., 2000)),
and estimates of global source strengths (e.g.,
Nriagu, 1989; Hinkley et al., 1999; Table 13).

1.6 IMPACTS

The atmospheric, climatic, environmental,
and health effects of volcanic volatile emissions
depend on several factors but importantly on
fluxes of sulfur and halogens. As discussed in
Section 1.5.1, intermittent explosive eruptions
can pump >10'° kg of sulfur into the stratosphere,
against a background of continuous fumarolic and
“open-vent” emission into the troposphere. The
episodic, large explosive eruptions are the princi-
pal perturbation to stratospheric aerosol levels
(e.g., 30 Mt of sulfate due to the 1991 eruption
of Pinatubo), and can result in global climate

Table 13 Comparison of volcanic, total natural and anthropogenic fluxes to the atmosphere of selected species.

Element Volcanic (Gg yr ") Total natural (Gg yr ") Anthropogenic (Gg yr™ ")
Al 13,280° 48,900° 7,200°

Co 0.96° 6.1° 4.4°

Cu 1.04, 4.7¢, 15°, 22° 28¢ 35°

Zn 4.8° 724 8.5 45°¢ 132°

Pb 0.9¢ 1.75, 2.5, 4.1" 12¢ 332¢

As 1.9¢ 12¢ 19°

Se 0.3%,0.5¢ 9.3¢ 6.3¢

Mo 0.2° 3.0° 3.3¢

cd 0.4¢ 1.3 7.6°

Source: Mather et al. (2003a).

# Symonds et al. (1988).

b Lantzy and Mackenzie (1979).
¢ Nriagu (1989).

9 Hinkley er al. (1999).

¢ Lambert et al. 1988.

Le Cloarec and Marty (1991).
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forcing and stratospheric ozone depletion (Sec-
tions 1.6.1 and 1.6.2). Large lava eruptions, such
as that of Laki in Iceland in 1783-1784, which
released ~120 Tg of SO,, 7.0 Tg of HCI, and
15 Tg of HF into the upper troposphere—lower
stratosphere region, have resulted in major pollu-
tion episodes responsible for regional-scale
extreme weather, damage to farming and agricul-
ture, and elevated human morbidity and mortality
(Thordarson et al., 1996; Thordarson and Self,
2002). Individual continuously degassing vol-
canoes such as Mt. Etna and Masaya volcano
(Nicaragua) can also represent major polluters.
The adverse environmental and health impacts
observed downwind of many degassing volcanoes
are widely recognized if poorly investigated
(e.g., Baxter et al., 1982; Delmelle et al., 2001,
2002; Delmelle, 2003). Tropospheric volcanic
emissions and their impacts are discussed in Sec-
tions 1.6.3-1.6.5.

1.6.1 Stratospheric Chemistry and Radiative
Impacts of Volcanic Plumes

On April 2, 1991, steam explosions were
observed on a little known volcano called Mount
Pinatubo on the island of Luzon, the Philippines.
Within 11 weeks, on the afternoon of June 15, and
following a crescendo in activity, the volcano
erupted (1.3-1.8) x 10"* kg (8.4-10.4 km® bulk
volume) of pumice. It devastated a 400 km? area
and mantled much of Southeast Asia with ash.
This was the second largest magnitude eruption
of the twentieth century after that of Katmai in
Alaska in 1912. The tropopause was at ~17 km
altitude at the time of the eruption and was punc-
tured both by the central eruption column fed
directly by the vent and by co-ignimbrite or
“phoenix” clouds that lofted above immense pyro-
clastic currents moving down the west and south
flanks of the volcano. The eruption intensity
peaked between around 13:40 h and 16:40h
local time on June 15, based on infrasonic records

from Japan, with vent exit velocities of ~280m s~ 1,

and discharge rates estimated at 1.6 x 10° kg s~ .
A wide variety of observations, especially from
satellite instruments, have quantified the eruption’s
emissions and their impacts on the atmosphere
and climate. The eruption serves as a benchmark
in our understanding of the impacts of major erup-
tions on the Earth system, and is therefore discussed
in detail below.

1.6.1.1 Formation of stratospheric sulfate
aerosol veil

The stratospheric umbrella cloud formed dur-
ing the Pinatubo eruption attained a vertical thick-
ness of 10-15 km, extending from the tropopause
up to ~35 km above sea level. Weather satellites

tracked the cloud for two days, after which other
spaceborne instruments, including TOMS, were
able to continue monitoring dispersal of the
plume. It took 22 days for the cloud to circumnav-
igate the globe. Its estimated initial SO, yield,
~17-20 Tg, remains the largest measured (Bluth
etal., 1992; Read et al., 1993). The amount of SO,
decreased daily through oxidation by -OH radicals
(Coffey, 1996):

SO, + -OH — HOSO, (8)

Various chemical pathways then promoted the
formation of sulfuric acid (H,SO,):

HOSO; + O, — SO3 + HO, ©))
SO; + H,O — H,SO4 (10)

This scheme conserves HO, and results in a pre-
dicted e-folding lifetime of SO, in the stratosphere
of 38 days (i.e., the time taken for the abundance
of SO, to drop by 1/e of its starting amount), only
slightly longer than the observed time of 33-35
days (Figure 8; Read et al., 1993). The aerosol
consisted of around 25% water and 75% sulfuric
acid by weight.

The aerosol cloud was tracked and measured
by several instruments, including the Strato-
spheric Aerosol and Gas Experiment (SAGE) sat-
ellite (McCormick et al., 1995). Independent
estimates of the total mass of aerosol generated
(~30 Tg) are slightly higher than the amount
expected from the initial SO, load (Baran et al.,
1993; Baran and Foot, 1994). The cloud was so
thick at its peak that no sunlight was transmitted
and there are missing data from the record. Grad-
ually, the aerosol sedimented back to the surface,
and, by the end of 1993, only ~5 Tg of aerosol
remained airborne. The observed e-folding time
was ~12 months, comparable to that measured
after the previous major stratospheric aerosol per-
turbation due to the 1982 eruption of El Chichén
in Mexico.

1.6.1.2 Impacts on ozone chemistry

Following the Pinatubo eruption, global strato-
spheric ozone levels began to show a strong down-
turn (McCormick et al., 1995). Ozone levels
decreased 6-8% in the tropics in the first months
after the eruption. These figures for the total verti-
cal column of ozone hide local depletions of up to
20% at altitudes of 24-25 km. By mid-1992, total
column ozone was lower than at any time in the
preceding 12 yr, reaching a low point in April
1993 when the global deficit was ~6% compared
with the average. Losses were greatest in the
northern hemisphere. For example, total ozone
above the USA dropped 10% below average with
the strongest depletion observed between 13 km
and 33 km altitude. These decreases have been
attributed to complex chemical reactions
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Figure 8 Oxidation of SO, to SO, in the Pinatubo stratospheric cloud. The “total SO, mass” curve indicates the loss

of SO, by oxidation to sulfate aerosol according to an initial loading of 17 Tg of SO, (after Read et al. (1993), and

3 Tg lower than the TOMS-only estimate of Bluth e al. (1992)) and a 33 d e-folding time. The circles indicate

satellite measurements of stratospheric SO, burden from Read er al. (1993). The “total aerosol mass” curve is

obtained by modeling the aerosol mass generated by sulfate oxidation and an e-folding time for aerosol loss of 1 yr.

The squares show estimates of the stratospheric aerosol mass from Baran et al. (1993). Daily rates of SO, conversion
and aerosol production are shown by the two other curves (labeled).

exploiting the presence of the aerosol surface.
These result in a shift of stratospheric chlorine
from stable compounds (HCI and CIONO,) into
more reactive ones (e.g., HOCI) that can destroy
ozone (Coffey, 1996). First, the aerosol surface
promotes reactions that remove gaseous NO, com-
pounds. For example, N,Os is removed as follows:

N,Os + H,O — 2HNO; (11)
N,Os + HCI — CIONO + HNO; (12)

In the months following the eruption, increases
in HNO; were detected (e.g., Koike et al., 1994)
providing compelling evidence for the transfer of
nitrogen from comparatively reactive (NO,) to
more inert species (HNOj3). Depletion of N,Os,
in turn, reduces NO, levels. Airborne measure-
ments obtained above the USA and Mexico after
the eruptions show strong depletions in NO; levels
(Coffey and Mankin, 1993). Remarkably, by Jan-
uary 1992, seven months after the eruption, NO,
concentrations had halved. This is important
because NO, ordinarily captures reactive chlorine
monoxide, forming the inert species CIONO,:

ClO + NO, — CIONO, (13)

In other words, if stratospheric NO, levels are
lowered, chlorine monoxide levels increase,
increasing rates of ozone destruction.

Although enhanced stratospheric HCI levels
were reported after the El Chichon eruption

(with up to 40% increases over background levels
observed within the cloud), it is generally con-
sidered that most volcanic HCI is “scrubbed” out
of eruption columns as they ascend through the
troposphere, due to its high solubility. Pinatubo
emitted an estimated 3 Tg of chlorine, but mea-
surements indicate that it was rapidly removed,
perhaps assisted by the estimated 250-300 Tg
of steam erupted, and the comparable amount of
tropospheric moisture entrained into the eruption
column. From analyses of the sulfate marker in the
Greenland ice core for the 1815 Tambora erup-
tion, Delmas et al. (1992) found no evidence for
changes in atmospheric chlorine associated with
this much larger event, suggesting that the mas-
sive amount of chlorine thought to have been
released by the eruption (Table 12) was rapidly
and efficiently scavenged by the troposphere as
the eruption clouds ascended.

Although simple eruption-column physical and
chemical models have indicated that halogens are
readily scavenged in eruption clouds by hydrome-
teors (Tabazadeh and Turco, 1993), more recent,
and more sophisticated, models have suggested
that limited scavenging by hydrometeors in a dry
troposphere could permit substantial quantities of
HCI and HBr to reach the stratosphere (Textor
et al., 2003). The observation of chlorine-rich
fallout layers in the GISP2 Greenland ice core
linked to another great eruption, that of Mt.
Mazama (USA) in ~5677 BC (Zdanowicz et al.,
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1999), lends weight to the idea that there are some
atmospheric environmental conditions that permit
transport of substantial quantities of halogens
across the tropopause.

1.6.1.3 Optical and radiative effects

The widespread dispersal of Pinatubo aerosol
led to many spectacular optical effects in the
atmosphere, including vividly colored sunsets
and sunrises, crepuscular rays and a hazy, whitish
appearance to the Sun. These phenomena
occurred as the aerosol veil absorbed and scattered
sunlight. An objective measure of the fraction of
solar energy removed as it travels down through
an aerosol layer is the optical depth, 7, defined by
the relationship between the initial irradiance, I,
at the top of the layer, and the radiation received at
the bottom of the layer, /:

[ = Iy exp(—1/cos ) (14)

where 0 is the solar zenith angle (measured
between the vertical and the Sun). 7 depends on
the concentration and thickness (path length) of
the aerosol as well as its absorbing or scattering
properties. In the months following the Pinatubo
eruption, optical depths in the stratosphere were
the highest ever recorded by modern techniques,
peaking at ~0.5 in the visible region in August—
September 1991.

The appearance of these optical effects of Pina-
tubo’s aerosol veil necessarily implies that it was
interrupting the transmission of visible solar radi-
ation to the Earth’s surface. In detail, the radiative
effects of stratospheric aerosol veils are highly
complex, because they can consist of variable
proportions of minute glassy ash fragments and
sulfuric acid droplets of different compositions,
sizes, and shapes (and hence optical properties).
The various components also accumulate and sed-
iment out at different rates according to their
masses and aerodynamic properties, so that any
effects on the Earth’s radiation budget can be
expected to change through time. As a result, the
effective radius of the aerosol veil should decrease
in the months after an eruption. Measurements
following the El Chichon and Pinatubo eruptions
agree with this picture (McCormick et al., 1995).
The particles scatter incoming solar ultraviolet
and visible radiation, directing some back into
space but also sideways and forwards. The aerosol
can also absorb radiation—short wavelength from
the Sun or long wavelength from the Earth—and
warm up. The net effect on the Earth’s radiation
budget is not straightforward to determine.

Observations by the Earth Radiation Budget
Experiment (ERBE) satellite sensor revealed sig-
nificant increases in the reflectivity of the Earth
(Minnis et al., 1993). By August 1991, the back-
scattering of solar radiation by the aerosol had

increased the global albedo to ~0.25, some 5
SDs above the 5 yr mean of 0.236. Corresponding
reductions of the direct solar beam were
~25-30%. ERBE was also able to show that the
albedo increase was not uniform across the Earth
but was most pronounced in normally low-albedo,
cloud-free regions, including the Australian
deserts and the Sahara, and in typically high-
albedo regions associated with convective cloud
systems in the tropics such as the Congo Basin and
around New Guinea. The latter observation is
initially puzzling, because over regions that have
a naturally high albedo, the percentage increase
due to volcanic aerosol in the stratosphere is
small. It appears that transport of Pinatubo aerosol
across the tropopause seeded clouds, or modified
the optical properties of existing upper tro-
pospheric cirrus clouds. Satellite observations
support this interpretation since they indicate a
correlation between Pinatubo aerosol and
increased cirrus clouds, persisting for more than
3 yr after the eruptions. The enhancement was
especially noticeable in mid-latitudes ~6 months
after Pinatubo’s eruption, consistent with the
likely time lag before accumulation and initial
sedimentation into the troposphere of the sulfate
aerosol. The mid-latitudes are dominant sites for
transfer between stratosphere and troposphere
across tropospheric folds associated with the jet
stream and cyclonic systems.

The albedo changes corresponded to radiative
forcing, as observed by ERBE (Minnis et al.,
1993). In July 1991, the short-wave flux increased
dramatically over the tropics. The corresponding
net flux decreased by 8 W m 2 in August 1991,
twice the magnitude of any other monthly anom-
aly. A similar but weaker trend was observed
between 40°S and 40°N, with the net forcing for
August 1991 amounting to —4.3 W m 2, nearly 3
SDs from the 5 yr mean. Unfortunately, ERBE
was not operating pole-ward of 40° latitude but
even if there were no aerosol forcing at higher
latitudes, then the globally averaged volcanic
forcing still amounts to —2.7 W m™“. This should
represent the minimum global forcing, because
enhanced stratospheric aerosols were observed at
higher latitudes by mid-August 1991. The net
radiation flux anomalies seen by ERBE remain
the largest that have been observed by satellites.
These results represented the first unambiguous,
direct observations of eruption-induced radiative
forcing (Stenchikov et al., 1998).

Stratospheric aerosols can also have a “green-
house” effect on the Earth if they are effective in
absorbing upwelling long-wave radiation. For this
warming effect to outbalance the cooling due to
increased albedo, the aerosol’s effective radius,
ree (its mean radius weighted by surface area),
should exceed 2 um. Prior to Pinatubo, the r.s of
stratospheric aerosol was ~(.2 pum. Pinatubo’s
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aerosol pushed the stratospheric r.¢ up to more
than 0.5 pm compatible with the observed nega-
tive forcing.

1.6.2 Climatic Impacts of Major Volcanic
Eruptions

The impacts of volcanism on climate are com-
plex in both space and time (Robock, 2000). They
can also depend on complex feedback mechan-
isms; for example, the lower global mean surface
temperatures following the 1991 Pinatubo erup-
tion resulted in less evaporation, and so less atmo-
spheric heating due to water vapor (Soden et al.,
2002). Best understood now are the short-term
climatic perturbations following high sulfur-yield
explosive eruptions like Pinatubo. Scaling up to
the largest known explosive eruptions (e.g.,
the Younger Toba Tuff, 74 kyr BP) poses con-
siderable difficulties, not least because of uncer-
tainties in the microphysics and chemistry of
very large releases of sulfur to the atmosphere.
No large mafic eruption has occurred in modern
times, but there is ample documentary evidence to
implicate the Laki 1783-1784 eruption in strong
climatic effects, at least at regional scale. On time-
scales up to 10°yr, large igneous provinces (see
Chapter 18) may be responsible for climate change,
though even less is understood about the volatile
yields or dynamics of such eruptions. At timescales
>10°-107 yr, variations in the rate of oceanic crust
growth are associated with major global climate
change via their control on eustatic sea level and
atmospheric concentrations of CO,, and hence the
carbonate-silicate cycle (Section 1.1.1). This sec-
tion focuses on the volcanic forcing of climate on
the shorter timescales (1—103 yr).

1.6.2.1 Intermediate to silicic eruptions

Pinatubo’s negative radiative forcing exceeded
for two years the positive forcings due to anthro-
pogenic greenhouse gases (carbon dioxide, meth-
ane, CFCs and N,O; McCormick et al. (1995)).
The net drop in global mean tropospheric temper-
ature in 1992 was ~0.2 K compared with the
baseline from 1958 to 1991. This may not sound
much, but it is a globally averaged figure that
hides much larger regional and temporal varia-
tions, with pockets of abnormally strong surface
heating as well as cooling. For example, the Siber-
ian winter was 5 K warmer, and the North Atlantic
was 5 K cooler than average. Furthermore, the
actual global troposphere temperature decrease
due to Pinatubo is closer to 0.4 K if a correction
is made for the tropospheric warming associated
with the 1992 El Nifio-Southern Oscillation event.

The satellite-borne Microwave Sounding Unit
(MSU) records lower stratospheric temperatures.

Global mean increases of up to 1.4 K were appar-
ent following both the Pinatubo and El Chichdn
eruptions due to the local heating of the volcanic
aerosol (Parker et al., 1996). Interestingly, for the
Pinatubo case, the temperature anomaly decreased
as aerosol sedimented back into the troposphere,
and, by early 1993, below average, lower strato-
spheric temperatures were observed. This could be
due to cooling coincident with the destruction of
stratospheric ozone (Section 1.6.2.2).

Kelly et al. (1996) examined surface tempera-
ture anomalies following the Pinatubo eruption
from worldwide observatory records of surface
air temperature and nighttime marine air tem-
perature obtained from ships and buoys. The
observed global cooling was initially rapid but
punctuated by a warming trend, predominantly
over land, between January and March 1992.
Cooling resumed, and by 1 yr after the eruption
amounted to ~0.5 K. In 1992, the USA experi-
enced its third coldest and wettest summers in 77
years. The Mississippi flooded its banks spectacu-
larly while drought desiccated the Sahel. There
were further relative warmings in early 1993 and
1995, and the mid-year cooling reduced each year.
Globally averaged sea-surface temperatures indi-
cated a slightly lower maximum cooling ~0.4 K,
which can be accounted for by the high thermal
inertia of the oceans. These trends are more or less
mirrored by mean lower tropospheric tempera-
tures determined by the MSU and have been fitted
quite successfully by climate models (e.g., Hansen
et al., 1997). Indeed, the Pinatubo case has
provided an important test of the capabilities of
climate models for the simulation of atmospheric
radiation and dynamics.

The winter warmth after the Pinatubo eruption
was concentrated over Scandinavia and Siberia
and central North America. These temperature
anomalies were associated with marked depar-
tures in sea-level pressure patterns in the first
northern winter. There was a pole-ward shift and
strengthening of North Atlantic westerlies at
~60° N, associated with corresponding shifts in
the positions and strengths of the Iceland Low and
Azores High. These effects have been modeled as
a result of changes to the atmospheric circulation
around the Arctic (the Arctic Oscillation; Thomp-
son and Wallace (1998)) arising from the differ-
ential heating effects of the volcanic aerosol in the
upper atmosphere (Graf et al., 1993; Kirchner
et al., 1999; Stenchikov et al., 2002). Strong
stratospheric heating in the tropics due to the
presence of volcanic aerosol establishes a steeper
meridional thermal gradient at the tropopause,
enhancing geostrophic winds, and the polar vor-
tex. At the same time, surface cooling in the sub-
tropics leads to weaker planetary waves, and
surface warming of mid-high latitudes, reducing
tropospheric temperature gradients. This also
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helps to strengthen the polar vortex, and the com-
bined effects amplify the Arctic Oscillation, lead-
ing to winter warming. The stronger northern
hemisphere response, compared with the southern
hemisphere, reflects the greater landmass area.
One apparent impact of the volcanic forcing
induced by the Pinatubo eruption was a reduction
in the melt area of the Greenland Ice Sheet
observed by passive microwave satellite imagery
(Abdalati and Steffen, 1997). Melting and freez-
ing are of great significance in ice sheet thermal
dynamics, because they represent strong positive
feedback mechanisms. When snow melts its
albedo drops from about 0.9 to 0.7. Thus, it
absorbs even more incident radiation, warms up
more, and melts more. The reverse situation
occurs as wet snow freezes. The combination of
Greenland’s high albedo and size (its ice sheet
covers 1.75 x 10°km?) accounts for a strong
cooling contribution to Arctic climate. Superim-
posed on a (poorly understood) 3 yr cycle in melt
extent was a longer-term increasing trend in melt
area of over 4% per year up to 1991. However,
then, in 1992, there was a drop of almost
1.5 x 10° km? in the melt extent. This pattern is
apparent also in coastal temperature records for
Greenland, which indicate around a 2 K cooling
between 1991 and 1992. The calculated decrease
of melting extent in 1992 amounts to a decrease
in absorption of solar radiation by the ice sheet of
~10"* W. If Pinatubo were responsible for this
cooling of Greenland, then it has important impli-
cations for the amplification of volcanic aerosol
forcing by ice-albedo feedbacks, and the potential
enhancement of regional and global cooling fol-
lowing large eruptions. Meanwhile, cooling of the
Red Sea is thought to have enhanced mixing in the
water column, bringing nutrients to the surface
and stimulating algal blooms (Genin et al.,
1995). These, in turn, resulted in coral mortality.
The largest known historic eruption, that of
Tambora in 1815, yielded an estimated 60 Tg
of sulfur to the stratosphere (based mostly on
ice core sulfate deposition records; reviewed
by Oppenheimer (2003a)). This is ~6 times the
release of Pinatubo. Considerable efforts have
been expended to quantify the climatic effects of
this eruption, and have spanned investigations
of surface temperature measurements and proxy
climate indicators such as tree rings (Harington,
1992). Anomalously cold weather hit the northeast-
ern USA, maritime provinces of Canada, and
Europe in the boreal summer of 1816, which came
to be known as the “year without a summer” in these
regions. Widespread crop failures occurred in
Europe and North America in 1816, and the erup-
tion has been implicated in accelerated emigration
from New England, widespread outbreaks of epi-
demic typhus, and what Post (1977) termed “the last
great subsistence crisis in the western world.”

Briffa and Jones (1992) reconstructed 1816
weather across Europe from contemporary meteo-
rological observations and tree-ring data. They
showed that the summer temperatures across
much of Europe were 1-2 K cooler than the aver-
age for the period 1810-1819, and up to 3 K cooler
than the mean for 1951-1970. Rainfall was also
high across much of Europe in the summer of
1816. More recent dendrochronological studies
have confirmed the distribution of these cool sum-
mers on both sides of the North Atlantic (Briffa
et al., 1998). These reconstructions of northern
hemisphere summer temperatures indicate 1816
as one of the very coldest of the past six centuries,
second only to 1601 (the year after the eruption
of Huaynaputina in Peru). The estimated mean
northern hemisphere (land and marine) surface
temperature anomalies in the summers of 1816,
1817,and 1818 are —0.51 K, —0.44 K, and —0.29 K,
respectively. Despite Tambora’s substantially
greater sulfur yield to the atmosphere, it does
not appear to have had a correspondingly larger
effect on global surface temperatures, highlighting
the nonlinear scaling between volatile yield and
climatic impact.

Assessing the impacts of the largest known
Quaternary “super-eruption,” that of the Younger
Toba Tuff (YTT), Sumatra, at 74 kyr BP, is highly
challenging given uncertainties in the key para-
meters for the eruption (intensity, height, and
magnitude), and amounts of gaseous sulfur spe-
cies released (Oppenheimer, 2002). At the high
end of impact claims, Rampino and Self (1992)
have argued that Toba caused a “volcanic win-
ter”—a global mean surface temperature drop of
3-5 K (Table 12). However, there are considerable
challenges in modeling the climatic impacts of
such large eruptions, in particular arising from
uncertainties in cloud microphysics. Pinto et al.
(1989) argued that the chemical and physical pro-
cesses occurring in very large volcanic clouds
may act in a “self-limiting” way. They applied
simplified aerosol photochemical and microphys-
ical models to show that, for a 100 Tg injection
of SO,, condensation and coagulation produce
larger aerosol particles, which are less effective
at scattering incoming sunlight, and also sediment
more rapidly. Combined, these effects lessen
the expected magnitude and duration of climate
forcing expected from super-eruptions, certainly
compared with linear extrapolations of observed
climate response following eruptions like
Pinatubo 1991.

Zielinski et al. (1996b) reported finding the
Toba sulfate marker in the GISP2 core. Their
high temporal resolution measurements showed
that while the Toba anomaly coincides with a
1 kyr cool period between interstadials 19 and
20, it is separated by the 2 kyr long, and dramatic
warming event of interstadial 19, from the
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prolonged (9 kyr) major glacial which began
~67.5 kyr BP. This undermines earlier sugges-
tions that the YTT eruption played a role in initi-
ating the last glaciation, though leaves open the
possibility that it is implicated in the ~1 kyr cold
period prior to interstadial 19.

Efforts to model the climatic impacts of super-
eruptions were reported at a Chapman Confer-
ence on Santorini in 2002. Jones and Stott (2002)
showed that simulations of a 2,000 Tg injection of
SO, in the tropical stratosphere (100 x Pinatubo)
resulted in a 5-7 yr forcing with a peak of
—60 W m 2 (global annual mean at the tropopause),
corresponding to a peak global mean monthly tem-
perature anomaly near the surface of —10 K, remain-
ing about —2 K for 5-7 yr, and remaining around
—0.5 K for up to 50 yr due to the thermal inertia of
the oceans. Fifteen months after the eruption, the
maximum cooling in parts of Africa and North
America exceeded 20 K in the model, resulting in
a large increase in land and sea ice, and reduced
evaporation and precipitation. Interestingly, the
snow and ice cover were neither extensive enough
nor persistent enough in the model to cause an ice-
albedo effect and an ice age transition.

1.6.2.2 Mafic eruptions

At first consideration, it might seem that mafic
eruptions, typically more effusive in character,
would not have much impact on hemispheric- to
global-scale climate because of their lower-
altitude sulfur emission. There are some compen-
sating factors, however. First, mafic magma tends
to contain high sulfur contents, and high-intensity
lava eruptions can propel fire fountains to heights
in excess of 1 km altitude, and can persist for
days, weeks, months, and even years, compared
with the several hour bursts of an eruption like
Pinatubo’s. Also, there are some rare instances
of basaltic plinian eruptions, e.g., Masaya, >20
and ~6.5 kyr BP (Williams, 1983), Mt. Etna, 122
BC (Coltelli et al., 1998), and Tarawera, 1886 AD
(Walker et al., 1984), that may have combined
high eruption intensities and plume heights with
high sulfur yields.

Interest in the potential global impacts of effu-
sive volcanism has been fuelled by the coincidence
of some of the greatest mass extinctions that punc-
tuate the fossil record with the massive outpour-
ings of lava during flood basalt episodes (Rampino
and Stothers, 1988). Estimated sulfur yields
of such provinces are certainly very high (e.g.,
Thordarson and Self, 1996), and Ar—Ar dates
have now demonstrated that the immense volumes
of lava (of order 10° km?) are erupted in compara-
tively short time periods (~1 Myr, e.g., the 30 Myr
old Ethiopian Plateau basalts; Hofmann et al.
(1997)), suggesting sustained high annual fluxes
of sulfur and other volatiles to the atmosphere.

On a vastly smaller scale, the Laki fissure erup-
tion on Iceland in 1783-1784 (which emitted ~15
km® of magma) yielded an estimated 122 Tg of
SO,, distributed between the troposphere and
stratosphere (Thordarson and Self, 2002). Fire
fountains reached an estimated 1,400 m in height
and are believed to have fed convective col-
umns to up to 10-13 km in height (the upper
troposphere—lower stratosphere region). Recent
chemistry-transport models for a Laki-like erup-
tion have indicated that a surprisingly high frac-
tion (60—70%) of the SO, in such a release may be
deposited at the surface before it is oxidized to
sulfate aerosol in the atmosphere (Stevenson
et al., 2003b). This suggests that assumptions of
complete conversion of SO, to aerosol might
result in overestimation of the radiative effects of
the volcanic clouds. However, such results have
important implications for SO, air quality over
distances of up to thousands of kilometers from
the source.

Various meteorological and proxy records do
indicate regional climate anomalies in 1783—-1784
(e.g., Briffa er al., 1998), but the patterns are not
yet well understood or modeled. More generally,
it is not clear how readily volcanic plumes gener-
ated by fissure and flood basalt eruptions can
reach, and entrain sulfur into, the stratosphere,
and considerable work is still required to under-
stand the circumstances by which effusive activity
can compete in the climate stakes with explosive
eruptions.

1.6.3 Tropospheric Chemistry of Volcanic
Plumes

Thanks largely to the work following Pinatubo,
there is now a good understanding of the strato-
spheric chemistry of volcanic eruption clouds, at
least for emissions on this scale (Section 1.6.1).
In contrast, the tropospheric chemistry of volca-
nic plumes is rather poorly known. This partly
stems from a wide spectrum of emissions and
emission styles (e.g., continuous degassing,
minor eruptions), rapid transport of some compo-
nents to the Earth’s surface, and the greater
concentration and variability of H,O in the tropo-
sphere. Reactive sulfur, chlorine, and fluorine
compounds may be present in both the gas and
particle phase in volcanic plumes, and are typi-
cally co-emitted with many other volatile species,
including water vapor, and with silicate ash
particles (Figure 9).

Once in the troposphere, physical and chemical
processes convert gaseous SO, to sulfate, while
gaseous HF and HCI establish equilibria with
aqueous phase H', F, and CI". SO, reacts with
-OH radicals during daylight, giving an SO, life-
time of around a week in the troposphere (substan-
tially shorter than in the stratosphere). In volcanic
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Figure 9 Volcanic clouds are typically composed of
gases and particles and diluted by the background
atmosphere. Various chemical and physical processes
and transformations acting during plume transport
further modify plume composition. The chemical and
physical form of plume components, their spatial and
temporal distribution, and their deposition are therefore
strongly controlled by atmospheric chemistry and
transport of the plume.

plumes, aqueous phase oxidation of SO, by H,0,
is likely to be limited by low H,O, availability.
Ozone is another potential oxidant, but its effec-
tiveness decreases rapidly as the aerosol acidifies
due to dissociation of the acid gases. Observations
indicate a wide variation in the lifetime of volca-
nic SO, in the troposphere (e.g., Oppenheimer
et al., 1998b).

Increasing interest in the impacts of tropo-
spheric volcanic emissions on terrestrial and
aquatic ecology and on human and animal health
is driving more research into the tropospheric
chemistry and transport of volcanic plumes. This
will be of particular importance in understanding
the long-range pollution impacts of volcanic
clouds (that might be expected from future erup-
tions like that of Laki 1783-1784).

1.6.4 Impacts of Volcanic Volatiles on
Vegetation and Soils

Volcanic volatiles emitted into the atmosphere
are ultimately wet or dry deposited at the Earth’s
surface. As discussed in Section 1.6.3, the chemi-
cal and physical form in which they are deposited,
and the spatial and temporal distribution of
deposition are strongly controlled by atmo-
spheric chemistry and transport of the volcanic
plume. Various components of volcanic emissions
(including acid species and heavy metals) can be
taken up by plants, and can have both harmful and
beneficial effects. The detrimental effects are gen-
erally either mediated through acidification of
soils (by dry or wet deposition) or by direct fumi-
gation of foliage (e.g., respiration of acid gases

through stomata). Rarely, the diffuse emissions of
CO, described in Section 1.4.1.1 can damage
plant communities. The gas crisis at Mammoth
Mountain, California resulted in an extensive
tree kill zone (Figure 4(c); Farrar et al., 1995).

Chemical burning of leaves and flowers of
vegetation downwind of the crater is a common
observation during degassing crises of Masaya
volcano (Figure 4(e)), with substantial economic
impact from the loss of coffee crops (Delmelle
et al.,2001; Delmelle, 2003). SO, can cause direct
damage to plants once it is taken up by the foliage
(Smith, 1990). The response, however, can be
very variable, depending on dosage, atmospheric
conditions, and leaf type (e.g., Linzon et al., 1979;
Winner and Mooney, 1980; Smith, 1990). In gen-
eral, chronic exposures to SO, concentrations of a
few tens or hundreds ppb are sufficient to affect
plant ecosystems, decrease agricultural productiv-
ity, and cause visible foliar chlorosis and necrosis
(Winner and Mooney, 1980).

However, other gas species (e.g., HF and HCI)
can be important, as well as the extent of soil
acidification due to wet and dry deposition. The
impacts of sulfate deposition on soils have been
investigated widely in the context of anthropo-
genic pollution, indicating that the SO?[ retention
capacity of soils varies widely and can be
expected to dictate the ecosystem disturbance of
volcanogenic sulfur deposition. Anion sorption in
soils is directly related to the soil mineralogy and
hence to the soil parent material. Delmelle et al.
(2001) estimated that the amount of SO, and HCI
dry-deposited within 44 km of Masaya volcano
generates an equivalent H" flux ranging from
<lmgm 2d 'to30mgm >d". Sustained acid
loading at these rates can severely impact soil chem-
istry, reflected downwind of Masaya in low pH
and depressed base-saturation contents of soils
(Parnell, 1986).

Several studies have indicated benefits of fresh
ashfall in supplying nutrients. For example, ana-
lyses of leachates of fresh ashfall from the modest
2000 eruption of Hekla in Iceland suggest that ash
fallout can actually fertilize the oceans by supply-
ing macronutrients and “bioactive” trace metals
(Frogner et al., 2001). Cronin et al. (1998) also
documented beneficial additions of soluble sulfur
and selenium to agricultural soils during the
1995-1996 eruption of Ruapehu, New Zealand.

In the case of explosive eruptions such as
Pinatubo, 1991, there is some evidence that
despite the increase in planetary albedo and result-
ing global surface cooling, photosynthesis could
be encouraged in some regions by reduction of the
direct solar irradiance at the surface (which, when
very intense, results in some varieties turning or
closing their leaves to avoid damage) and increase
of the diffuse flux (which can penetrate more of
the canopy than direct light). Following Pinatubo,
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measurements at the Mauna Loa Observatory,
Hawaii, indicate a decrease in the direct flux
from about 520 W m~2 to 400 W m™2, but an
increase in the diffuse flux from 40 Wm™2 to
140 W m 2. Increased photosynthesis helps to
explain a slowing of the rate of CO, increase in
the atmosphere in the 2yr following the eruption
(Gu et al., 2002).

1.6.5 Impacts of Volcanic Pollution on
Animal and Human Health

Several volcanic volatile species are harmful
on contact with the skin, if taken into the lungs, or
ingested (Williams-Jones and Rymer, 2000). In
particular, sulfur species (in both gaseous and
aerosol form) can affect respiratory and cardiovas-
cular health in humans, fluorine can contaminate
pasture, leading to poisoning of grazing animals,
and catastrophic releases of volcanic CO, have
resulted in several disasters in recent times.

1.6.5.1 Gaseous and particulate sulfur and air
quality

Sulfur dioxide has well-known effects on
humans—sometimes called “tear gas,” its utility
in dispersing rioters is regularly witnessed on tele-
vision news bulletins. Downwind of Masaya
Volcano, SO, levels exceed background levels at
the surface across an area of 1,250 kmz, and an
estimated 50,000 people are exposed to concentra-
tions of SO, exceeding WHO air quality standards
(Baxter et al., 1982; Baxter, 2000; Delmelle et al.,
2001, 2002). Symptoms of respiratory illness are
commonly reported anecdotally, though formal
epidemiological studies have yet to be undertaken.
Measurements in Mexico City have indicated the
direct influence of Popocatépetl Volcano’s emis-
sions on urban air quality: Raga et al. (1999)
found SO, quadrupled, and sulfate concentrations
doubled in the city when affected by the volcanic
plume. This hints at the potential impacts of future
eruptions like Laki, 1783-1784, with long-range
transport of SO, and aerosol reaching European
cities, where air quality standards are already
surpassed at certain times of the year. Air quality
in Hawaii is reportedly affected by “vog” (volca-
nic fog) associated with SO, and sulfate aerosol
from Kilauea’s plume, and “laze” (lava haze), com-
posed of HCl-rich droplets formed when active
lavas enter the sea (Sutton and Elias, 1993; Mannino
etal., 1996).

More recent attention has focused on the abun-
dance of very fine (submicron) and very acidic
(pH~1) aerosol emitted from volcanoes (Allen
et al.,2002; Mather et al., 2003b). The few reports
available of the human health effects of fine sul-
furic acid aerosol are confined to industrial inci-
dents, e.g., the case of a community exposed to

emissions from a titanium dioxide plant in Japan
in the 1960s, in which some 600 individuals living
within 5 km of the plant reported asthmatic symp-
toms (Kitagawa, 1984).

1.6.5.2 Fluorine

Several recent eruptions have been remarkable
for the quantities of fluorine distributed on tephra.
HF appears to be readily adsorbed on to ash
surfaces, and is efficiently scavenged out of the
gas-particle plume as it erupts and dilutes in the
atmosphere. The sedimentation of tephra thereby
carries significant quantities of volatiles to the
Earth’s surface. Grazing animals not only con-
sume contaminated foliage, they can also directly
ingest large quantities of tephra (an average cow
on an average pasture ingests over a kg of soil per
day). Much of the fluorine is contained in bio-
available compounds such as NaF and CaF, and
can lead rapidly to skeletal deformity, bone
lesions, and deformation of teeth. When bones
become saturated in fluorine, soft tissues become
flooded with fluorine, leading to death. Many
animals were lost during the eruptions of Hekla
(1970; Oskarsson, 1980), Lonquimay (Chile,
1989-1990; Araya et al., 1990, 1993), and
Ruapehu (New Zealand, 1995-1996; Cronin
et al., 2003). During the 1783-1784 eruption of
Laki, 50% of the livestock on Iceland perished,
many probably as a result of fluorine poisoning
(Thorarinsson, 1979). It is possible that chronic
fluorosis may even have affected parts of the
human population through contamination of
drinking water.

1.6.5.3 Carbon dioxide

Due to its low solubility in magma, CO, is able
to exsolve from magma even at high pressures.
Diffuse carbon dioxide emissions can be danger-
ous, particularly when there is limited air circula-
tion (e.g., in basements and excavations). Deaths
from CO,; asphyxia are not uncommon—two peo-
ple died on the flanks of Cosiguina Volcano
(Nicaragua) in 1999 while descending a water
well in order to carry out repairs. More cata-
strophic releases have occurred in recent times,
twice in Cameroun (at Lakes Monoun and Nyos
in 1984 and 1986, respectively; Le Guern and
Tazieff (1989) and Sigurdsson et al. (1987)), and
on the Dieng Plateau (Java; Le Guern et al., 1982).
The Nyos disaster claimed ~1,800 lives, and is
generally thought to have resulted from sudden
overturn of CO,-rich waters near the base of the
lake, possibly triggered by a landslide into the
lake. As the CO,-rich water ascended and decom-
pressed, it released CO, into the gas phase.
A controlled degassing project has been initiated
at Nyos to pump the deep waters to the surface
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continuously, allowing them to lose their CO,, and
preventing the buildup that could lead to a future
catastrophic overturn.

1.7 CONCLUSIONS AND FUTURE
DIRECTIONS

Volcanic volatile emissions play vital roles in
the major geochemical cycles of the Earth system,
and have done so throughout Earth history. Their
short-term (months/years) impacts on the atmo-
sphere, climate, and environment are strongly
controlled by fluxes and emission altitudes of
sulfur gases (principally SO, or H,S depending
on oxidation state of the magma, and hydrother-
mal influences), which form sulfate aerosol. Hal-
ogen emissions may also be important. Episodic
explosive eruptions are the principal perturbation
to stratospheric aerosol. In the troposphere, the
picture is less clear but recent analyses suggest
that up to 40% of the global tropospheric sulfate
burden may be volcanogenic. Sulfate aerosol influ-
ences the Earth’s radiation budget by scattering and
absorption of short-wave and long-wave radiation,
and by seeding or modifying clouds. When they are
brought to the boundary layer and Earth’s surface,
volcanic sulfur and halogens can result in profound
environmental and health impacts.

The global impacts of only one large erup-
tion (magnitude >10"°kg) have been studied
with any instrumental detail—the 1991 eruption
of Mt. Pinatubo. More than a decade after the
eruption, new findings are still being published
on the climatic, environmental, and ecological
consequences of the volatile emissions from this
eruption. Despite the tremendous insights afforded
by this event, it represents a very small sample of
the range of volcanic eruption styles, geographic
locations, atmospheric conditions, etc., that could
combine to produce significant perturbations to
atmospheric radiation and dynamics. This begs
the question: how ready is the scientific com-
munity to record the next major climate-forcing
eruption, and what measures can be taken now
to ensure optimal observations of such an event?
More generally, substantial further work is
required to constrain the temporal and spatial
distribution of gas and particle emissions (includ-
ing sulfur, halogens, and trace metal species) to
the atmosphere from all erupting and dormant
volcanoes.

In recent years, immense progress has also
been made in understanding the physics of volca-
nic plumes (e.g., Sparks et al., 1997). This has
been extremely influential for many reasons, not
least since it provides a link between observable
phenomena (e.g., height of an eruption column)
and critical processes (e.g., the switch between
lava effusions and explosive eruption), and hence

a quantitative basis for volcanic hazard assess-
ment and mitigation. The time is ripe for compa-
rable investigations of the chemistry of volcanic
plumes, which would substantially improve our
understanding of the environmental, atmospheric,
climatic, and health impacts of volcanism. Apart
from studies of Pinatubo’s stratospheric cloud,
such work barely exists. In addition to improved
observational data on the spatial and temporal
distributions of volcanic volatiles to the atmo-
sphere, further studies are required to characterize
the physical and chemical interactions of gases
and particles in the atmosphere. This will be
essential for the realistic application of numerical
models describing the transport and chemical evo-
lution of plumes, and will contribute to a better
understanding of volcanogenic pollution and
improvements in options for risk mitigation.
Surveillance of gas composition and flux are
essential for interpretation of volcanic activity,
since the nature of degassing exerts a strong con-
trol on eruption style, and is closely associated
with volcano seismicity and ground deformation.
New optical remote sensing techniques are
emerging for the monitoring of volcanic emissions
such as the miniaturized ultraviolet spectrometers
described by Galle er al. (2003). Proliferation of
such technologies will also help in efforts to
improve the global database of volcanic volatile
source distribution. Unfortunately, the modeling
frameworks for interpretation of geochemical data
remain poorly developed, limiting the application
of such data in hazard assessment. Advances in this
area will benefit from development and validation
of comprehensive physico-chemical models for
volcanic degassing based on the integration of
results from experiments on the controls on distri-
bution of volatiles in synthetic and natural melts,
analysis of dissolved volatiles preserved in melt
inclusions, and observed volcanic gas geochemis-
try. Ultimately, such models can be applied to
integrated geophysical, geodetic, and geochemical
monitoring data to support eruption forecasting.
Research on volcanic degassing is a rich and
diverse field affording many opportunities for
interdisciplinary and multidisciplinary efforts at
many scales. Broadly, the investigator of volcanic
volatiles may follow the path from which the
emissions came, to probe the chemistry, dynam-
ics, and evolution of the source regions, storage
zones, and volcanic plumbing systems; or con-
sider the interactions of the emissions with the
atmosphere, environment, and climate.
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2.1 INTRODUCTION
2.1.1 What is Hydrothermal Circulation?

Hydrothermal circulation occurs when seawa-
ter percolates downward through fractured ocean
crust along the volcanic mid-ocean ridge (MOR)
system. The seawater is first heated and then
undergoes chemical modification through reaction
with the host rock as it continues downward,
reaching maximum temperatures that can exceed
400 °C. At these temperatures the fluids become
extremely buoyant and rise rapidly back to the
seafloor where they are expelled into the overly-
ing water column. Seafloor hydrothermal circula-
tion plays a significant role in the cycling of
energy and mass between the solid earth and the
oceans; the first identification of submarine
hydrothermal venting and their accompanying
chemosynthetically based communities in the
late 1970s remains one of the most exciting dis-
coveries in modern science. The existence of some
form of hydrothermal circulation had been pre-
dicted almost as soon as the significance of ridges
themselves was first recognized, with the emer-
gence of plate tectonic theory. Magma wells up
from the Earth’s interior along “spreading cen-
ters” or “MORs” to produce fresh ocean crust at
a rate of ~20 km> ! forming new seafloor at a
rate of ~3.3 km y1r71 (Parsons, 1981; White
et al., 1992). The young oceanic lithosphere
formed in this way cools as it moves away from
the ridge crest. Although much of this cooling
occurs by upward conduction of heat through the
lithosphere, early heat-flow studies quickly estab-
lished that a significant proportion of the total heat
flux must also occur via some additional convec-
tive process (Figure 1), i.e., through circulation of
cold seawater within the upper ocean crust
(Anderson and Silbeck, 1981).

The first geochemical evidence for the exis-
tence of hydrothermal vents on the ocean floor
came in the mid-1960s when investigations in
the Red Sea revealed deep basins filled with hot,
salty water (40-60 °C) and underlain by thick
layers of metal-rich sediment (Degens and Ross,
1969). Because the Red Sea represents a young,
rifting, ocean basin it was speculated that the
phenomena observed there might also prevail
along other young MOR spreading centers. An
analysis of core-top sediments from throughout

the world’s oceans (Figure 2) revealed that such
metalliferous sediments did, indeed, appear to be
concentrated along the newly recognized global
ridge crest (Bostrom et al., 1969). Another early
indication of hydrothermal activity came from the
detection of plumes of excess *He in the Pacific
Ocean Basin (Clarke et al., 1969)—notably the
> 2,000 km wide section in the South Pacific
(Lupton and Craig, 1981)—because *He present
in the deep ocean could only be sourced through
some form of active degassing of the Earth’s inte-
rior, at the seafloor.

One area where early heat-flow studies sug-
gested hydrothermal activity was likely to occur
was along the Galapagos Spreading Center in the
eastern equatorial Pacific Ocean (Anderson and
Hobart, 1976). In 1977, scientists diving at this
location found hydrothermal fluids discharging
chemically altered seawater from young volcanic
seafloor at elevated temperatures up to 17 °C
(Edmond et al., 1979). Two years later, the first
high-temperature (380 = 30 °C) vent fluids were
found at 21° N on the East Pacific Rise (EPR)
(Spiess et al., 1980)—with fluid compositions
remarkably close to those predicted from the
lower-temperature Galapagos findings (Edmond
et al., 1979). Since that time, hydrothermal activ-
ity has been found at more than 40 locations
throughout the Pacific, North Atlantic, and Indian
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Figure 1 Oceanic heat flow versus age of ocean crust.
Data from the Pacific, Atlantic, and Indian oceans,
averaged over 2 Ma intervals (circles) depart from the
theoretical cooling curve (solid line) indicating
convective cooling of young ocean crust by circulating
seawater (after C. A. Stein and S. Stein, 1994).
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Oceans (e.g., Van Dover et al., 2002) with further ocean basins (Figure 3), from the polar seas of
evidence—from characteristic chemical anoma- the Southern Ocean (German et al., 2000; Klin-
lies in the ocean water column—of its occurrence khammer et al., 2001) to the extremes of the ice-
in even the most remote and slowly spreading covered Arctic (Edmonds et al., 2003).
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Figure 2 Global map of the (Al+Fe+Mn):Al ratio for surficial marine sediments. Highest ratios mimic the trend of
the global MOR axis (after Bostrom et al., 1969).
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chemical signals in the overlying water column (orange circles). Full details of all known hydrothermally active sites
and plume signals are maintained at the InterRidge web-site: http://triton.ori.u-tokyo.ac.jp/~intridge/wg-gdha.htm
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The most spectacular manifestation of seafloor
hydrothermal circulation is, without doubt, the
high-temperature (>400 °C) “black smokers” that
expel fluids from the seafloor along all parts of the
global ocean ridge crest. In addition to being visu-
ally compelling, vent fluids also exhibit important
enrichments and depletions when compared to
ambient seawater. Many of the dissolved chemicals
released from the Earth’s interior during venting
precipitate upon mixing with the cold, overlying
seawater, generating thick columns of black metal-
sulfide and oxide mineral-rich smoke—hence the
colloquial name for these vents: “black smokers”
(Figure 4). In spite of their common appearance,
high-temperature hydrothermal vent fluids actually
exhibit a wide range of temperatures and chemical
compositions, which are determined by subsurface
reaction conditions. Despite their spectacular
appearance, however, high-temperature vents may
only represent a small fraction—perhaps as little as
10%—of the total hydrothermal heat flux close to
ridge axes. A range of studies—most notably along
the Juan de Fuca Ridge (JAFR) in the NE Pacific
Ocean (Rona and Trivett, 1992; Schultz et al., 1992,
Ginster et al., 1994) have suggested that, instead,
axial hydrothermal circulation may be dominated
by much lower-temperature diffuse flow exiting the
seafloor at temperatures comparable to those first
observed at the Galapagos vent sites in 1977. The
relative importance of high- and low-temperature
hydrothermal circulation to overall ocean chemistry
remains a topic of active debate.

While most studies of seafloor hydrothermal
systems have focused on the currently active plate
boundary (~0-1 Ma crust), pooled heat-flow data
from throughout the world’s ocean basins (Figure 1)
indicate that convective heat loss from the oceanic
lithosphere actually continues in crust from 0-65
Ma in age (Stein et al., 1995). Indeed, most recent
estimates would indicate that hydrothermal circula-
tion through this older (1-65 Ma) section, termed
“flank fluxes,” may be responsible for some 70% or
more of the total hydrothermal heat loss associated
with spreading-plate boundaries—either in the form
of warm (20-65 °C) altered seawater, or as cooler
water, which is only much more subtly chemically
altered (Mottl, 2003).

When considering the impact of hydrothermal
circulation upon the chemical composition of the
oceans and their underlying sediments, however,
attention returns—for many elements—to the
high-temperature “black smoker” systems. Only
here do many species escape from the seafloor in
high abundance. When they do, the buoyancy of
the high-temperature fluids carries them hundreds
of meters up into the overlying water column as
they mix and eventually form nonbuoyant plumes
containing a wide variety of both dissolved che-
micals and freshly precipitated mineral phases.
The processes active within these dispersing
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Figure 4 (a) Photograph of a “black smoker”
hydrothermal vent emitting hot (>400 °C) fluid at a
depth of 2,834 m into the base of the oceanic water
column at the Brandon vent site, southern EPR. The
vent is instrumented with a recording temperature probe.
(b) Diffuse flow hydrothermal fluids have temperatures
that are generally <35 °C and, therefore, may host animal
communities. This diffuse flow site at a depth of 2,500 m
on the EPR at 9°50' N is populated by Riftia tubeworms,
mussels, crabs, and other organisms.

hydrothermal plumes play a major role in deter-
mining the net impact of hydrothermal circulation
upon the oceans and marine geochemistry.

2.1.2 Where Does Hydrothermal Circulation
Occur?

Hydrothermal circulation occurs predominantly
along the global MOR crest, a near-continuous
volcanic chain that extends over ~6 x 10*km
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(Figure 3). Starting in the Arctic basin this ridge
system extends south through the Norwegian-
Greenland Sea as far as Iceland and then continues
southward as the Mid-Atlantic Ridge (MAR),
passing through the Azores and onward into the
far South Atlantic, where it reaches the Bouvet
Triple Junction, near 50° S. To the west, a major
transform fault connects this triple junction to the
Sandwich and Scotia plates that are separated by
the East Scotia Ridge (an isolated back-arc
spreading center). These plates are also bound to
north and south by two major transform faults that
extend further west between South America and
the Antarctic Peninsula before connecting to the
South Chile Trench. To the east of the Bouvet
Triple Junction lies the SW Indian Ridge, which
runs east and north as far as the Rodrigues Triple
Junction (~25° S, 70° E), where the ridge crest
splits in two. One branch, the Central Indian
Ridge, extends north through the western Indian
Ocean and Gulf of Aden ending as the incipient
ocean basin that is the Red Sea (Section 2.1.1).
The other branch of the global ridge crest branches
south east from the Rodrigues Triple Junction to
form the SE Indian and Pacific-Antarctic Ridges
which extend across the entire southern Indian
Ocean past Australasia and on across the southern
Pacific Ocean as far as ~120° W, where the ridge
again strikes north. The ridge here, the EPR,
extends from ~55° S to ~30° N but is intersected
near 30° S by the Chile Rise, which connects to
the South Chile Trench. Further north, near the
equator, the Galapagos Spreading Center meets
the EPR at another triple junction. The EPR
(and, hence, the truly continuous portion of the
global ridge crest, extending back through the
Indian and Atlantic Oceans) finally ends where it
runs “on-land” at the northern end of the Gulf of
California. There, the ridge crest is offset to the
NW by a transform zone, more commonly known
as the San Andreas Fault, which continues off-
shore once more, off northern California at
~40° N, to form the Gorda, Juan de Fuca, and
Explorer Ridges—all of which hug the NE
Pacific/N. American margin up to ~55° N. Sub-
marine hydrothermal activity is also known to be
associated with the back-arc spreading centers
formed behind ocean—ocean subduction zones
which occur predominantly around the northern
and western margins of the Pacific Ocean, from
the Aleutians via the Japanese archipelago and
Indonesia all the way south to New Zealand.
In addition to ridge-crest hydrothermal venting,
similar circulation also occurs associated with
hot-spot related intraplate volcanism—most pro-
minently in the central and western Pacific Ocean
(e.g., Hawaii, Samoa, Society Islands), but these
sites are much less extensive, laterally, than ridge
crests and back-arc spreading centers, combined.
A continuously updated map of reported

hydrothermal vent sites is maintained by the Inter-
Ridge community as a Vents Database (http://
triton.ori.u-tokyo.ac.jp/~intridge/wg-gdha.htm).
As described earlier, the first sites of hydro-
thermal venting to be discovered were located
along the intermediate to fast spreading Galapagos
Spreading Center (6 cm yr~') and northern EPR
(6-15 cm yr~'). A hypothesis, not an unreason-
able one, influenced heavily by these early obser-
vations but only formalized nearly 20 years later
(Baker et al., 1996) proposed that the incidence
of hydrothermal venting along any unit length
of ridge crest should correlate positively with
spreading-rate because the latter is intrinsically
linked to the magmatic heat flux at that location.
Thus, the faster the spreading rate the more abun-
dant the hydrothermal activity, with the most
abundant venting expected (and found: Charlou
et al., 1996; Feely et al., 1996; Ishibashi et al.,
1997) along the superfast spreading southern EPR
(17-19° S), where ridge-spreading rate is among
the fastest known (>14 cm yr '). Evidence for
reasonably widespread venting has also been
found most recently along some of the slowest-
spreading sections of the global ridge crest, both
in the SW Indian Ocean (German et al., 1998a;
Bach et al., 2002) and in the Greenland/Arctic
Basins (Connelly et al., 2002; Edmonds et al.,
2003). Most explorations so far, however, have
focused upon ridge crests closest to nations with
major oceanographic research fleets and in the
low- to mid-latitudes, where weather conditions
are most favorable toward use of key research
tools such as submersibles and deep-tow vehicles.
Consequently, numerous active vent sites are
known along the NE Pacific ridge crests, in the
western Pacific back-arc basins and along the
northern MAR (Figure 3), while other parts of
the global MOR system remain largely unex-
plored (e.g., southern MAR, Central Indian
Ridge, SE Indian Ridge, Pacific — Antarctic Ridge).
Reinforcing how little of the seafloor is well
explored, as recently as December 2000 an
entirely new form of seafloor hydrothermal activ-
ity, in a previously unexplored geologic setting
was discovered (Kelley et al., 2001). Geologists
diving at the Atlantis fracture zone, which offsets
part of the MAR near 30° N, found moderate-
temperature fluids (40-75 °C) exiting from tall
(up to 20 m) chimneys, formed predominantly
from calcite [CaCOs;], aragonite [CaCOj;], and
brucite [Mg(OH),]. These compositions are quite
unlike previously documented hydrothermal vent
fluids (Section 2.2), yet their geologic setting is
one that may recur frequently along slow and very
slow spreading ridges (e.g., Gracia et al., 1999,
2000, Parson et al., 2000; Sauter et al., 2002). The
Lost City vent site may, therefore, represent a new
and important form of hydrothermal vent input to
the oceans, which has hitherto been overlooked.
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2.1.3 Why Should Hydrothermal Fluxes Be
Considered Important?

Since hydrothermal systems were first discov-
ered on the seafloor, determining the magnitude of
their flux to the ocean and, hence, their impor-
tance in controlling ocean chemistry has been the
overriding question that numerous authors have
tried to assess (Edmond et al., 1979, 1982; Stau-
digel and Hart, 1983; Von Damm et al., 1985a;
C. A. Stein and S. Stein, 1994; Elderfield and
Schultz, 1996; Schultz and Elderfield, 1997;
Mottl, 2003). Of the total heat flux from the inte-
rior of the Earth (~43 TW) ~32 TW is associated
with cooling through oceanic crust and, of this,
some 34% is estimated to occur in the form of
hydrothermal circulation through ocean crust up
to 65 Ma in age (C. A. Stein and S. Stein, 1994).
The heat supply that drives this circulation is of
two parts: magmatic heat, which is actively
emplaced close to the ridge axis during crustal
formation, and heat that is conducted into the
crust from cooling lithospheric mantle, which
extends out beneath the ridge flanks.

At the ridge axis, the magmatic heat available
from crustal formation can be summarized as (i)
heat released from the crystallization of basaltic
magma at emplacement temperatures (latent
heat), and (ii) heat mined from the solidified
crust during cooling from emplacement tempera-
tures to hydrothermal temperatures, assumed by
Mottl (2003) to be 1175 £ 25°C and 350 £ 25°C,
respectively. For an average crustal thickness of
~6 km (White et al., 1992) the mass of magma
emplaced per annum is estimated at 6 x 10'® g yr~!
and the maximum heat available from crystallization
of this basaltic magma and cooling to hydrothermal
temperatures is 2.8 £ 0.3 TW (Elderfield and
Schultz, 1996; Mottl, 2003). If all this heat were
transported as high-temperature hydrothermal fluids
expelled from the seafloor at 350 °C and 350 bar,
this heat flux would equate to a volume flux of
5-7 x 10" g yr~'. Tt should be noted, however,
that the heat capacity (c,,) of a 3.2% NaCl solution
becomes extremely sensitive to increasing temper-
ature under hydrothermal conditions of tempera-
ture and pressure, as the critical point is
approached. Thus, for example, at 350 bar, a mod-
erate increase in temperature near 400 °C could
cause an increase in ¢, approaching an order of
magnitude resulting in a concomitant drop in the
water flux required to transport this much heat
(Bischoff and Rosenbauer, 1985; Elderfield and
Schultz, 1996).

Of course, high-temperature hydrothermal
fluids may not be entirely responsible for the trans-
port of all the axial hydrothermal heat flux. Elder-
field and Schultz (1996) considered a uniform
distribution, on the global scale, in which only
10% of the total axial hydrothermal flux occurred

as “focused” flow (heat flux =0.2-0.4TW;
volume flux = 0.3-0.6 x 10"° gyr™"). In those
calculations, the remainder of the axial heat
flux was assumed to be transported by a much
larger volume flux of lower-temperature fluid
(280-560 x 10'® g yr " at ~5 °C). But how might
such diffuse flow manifest itself? Should diffuse
fluid be considered as diluted high-temperature
vent fluid, conductively heated seawater, or some
combination of the above? Where might such
diffuse fluxes occur? Even if the axial hydrother-
mal heat flux were only restricted to 0-0.1 Ma
crust, the associated fluid flow might still extend
over the range of kilometers from the axis
on medium-fast ridges—i.e., out onto young
ridge flanks. For slow and ultraslow spreading
ridges (e.g., the MAR) by contrast, all 0-0.1 Ma
and, indeed 0—1 Ma crustal circulation would
occur within the confines of the axial rift valley
(order 10 km wide). The partitioning of “axial”
and “near-axial” hydrothermal flow, on fast
and slow ridges and between “focused” and “dif-
fuse” flow, remains very poorly constrained in
the majority of MOR settings and is an area of
active debate.

On older oceanic crust (1-65 Ma) hydrother-
mal circulation is driven by upward conduction of
heat from cooling of the underlying lithospheric
mantle. Heat fluxes associated with this process
are estimated at 7 =2 TW (Mottl, 2003). These
values are significantly greater than the total heat
fluxes associated with axial and near-axis circula-
tion combined, and represent as much as
75 —80% of Earth’s total hydrothermal heat
flux, >20% of the total oceanic heat flux and
>15% of the Earth’s entire heat flux. Mottl
and Wheat (1994) chose to subdivide the fluid
circulation associated with this heat into two com-
ponents, warm (>20 °C) and cool (<20 °C) fluids,
which exhibit large and small changes in the
composition of the circulating seawater, respec-
tively. Constraints from the magnesium mass bal-
ance of the oceans suggest that the cool (less
altered) fluids carry some 88% of the total flank
heat flux, representing a cool-fluid water flux (for
5-20 °C fluid temperatures) of 1-4 x 10" g yr™!
(Mottl, 2003).

To put these volume fluxes in context, the max-
imum flux of cool (<20 °C) hydrothermal fluids,
calculated above is almost identical to the global
riverine flux estimate of 3.7—4.2 x 10" gyr™!
(Palmer and Edmond, 1989). The flux of high-
temperature fluids close to the ridge axis, by con-
trast, is ~1,000-fold lower. Nevertheless, for an
ocean volume of ~1.4 x 10** g, this still yields
a (geologically short) oceanic residence time,
with respect to high-temperature circulation, of
~20-30 Ma—and the hydrothermal fluxes will
be important for those elements which exhibit



Vent-fluid Geochemistry 51

high-temperature fluid concentrations more than
1,000-fold greater than river waters. Furthermore,
high-temperature fluids emitted from “black
smoker” hydrothermal systems typically entrain
large volumes of ambient seawater during the for-
mation of buoyant and neutrally buoyant plumes
(Section 2.5) with typical dilution ratios of ~10*:1
(e.g., Helfrich and Speer, 1995). If 50% of the
fluids circulating at high temperature through
young ocean crust are entrained into hydrothermal
plumes then the total water flux through hydrother-
mal plumes would be approximately one order of
magnitude greater than all other hydrothermal
fluxes and the global riverine flux to the oceans
(Table 1). The associated residence time of the
global ocean, with respect to cycling through hydro-
thermal plume entrainment, would be just 4-8 kyr,
i.e., directly comparable to the mixing time of
the global deep-ocean conveyor (~1.5kyr;
Broecker and Peng, 1982). From that perspective,
therefore, we can anticipate that hydrothermal cir-
culation should play an important role in the marine
geochemistry of any tracer which exhibits a resi-
dence time greater than ~1-10kyr in the open
ocean.

The rest of the chapter is organized as follows.
In Section 2.2 we discuss the chemical composi-
tion of hydrothermal fluids, why they are impor-
tant, what factors control their compositions, and
how these compositions vary, both in space, from
one location to another, and in time. Next (Section
2.3) we identify that the fluxes established thus far
represent gross fluxes into and out of the ocean
crust associated with high-temperature venting.
We then examine the other source and sink terms
associated with hydrothermal circulation, includ-
ing alteration of the oceanic crust, formation of
hydrothermal mineral deposits, interactions/
uptake within hydrothermal plumes and settling
into deep-sea sediments. Each of these “fates” for
hydrothermal material is then considered in more
detail. Section 2.4 provides a detailed discussion
of near-vent deposits, including the formation of

polymetallic sulfides and other minerals, as well
as near-vent sediments. In Section 2.5 we present
a detailed description of the processes associated
with hydrothermal plumes, including a brief
explanation of basic plume dynamics, a discussion
of how plume processes modify the gross flux
from high-temperature venting and further discus-
sions of how plume chemistry can be both deter-
mined by, and influence, physical oceanographic,
and biological interactions. Section 2.6 discusses
the fate of hydrothermal products and concen-
trates on ridge-flank metalliferous sediments,
including their potential for paleoceanographic
investigations and role in “boundary scavenging”
processes. We conclude (Section 2.7) by identify-
ing some of the unresolved questions associated
with hydrothermal circulation that are most in
need of further investigation.

2.2 VENT-FLUID GEOCHEMISTRY

2.2.1 Why are Vent-fluid Compositions of

Interest?

The compositions of vent fluids found on the
global MOR system are of interest for several
reasons; how and why those compositions vary
has important implications. The overarching ques-
tion, as mentioned in Section 2.1.3, is to determine
how the fluids emitted from these systems influ-
ence and control ocean chemistry, on both short
and long timescales. This question is very difficult
to address in a quantitative manner because, in
addition to all the heat flux and related water
flux uncertainties discussed in Section 2.1, it also
requires an understanding of the range of chemical
variation in these systems and an understanding of
the mechanisms and variables that control vent-
fluid chemistries and temperatures. Essentially
every hydrothermal vent that is discovered has a
different composition (e.g., Von Damm, 1995)
and we now know that these compositions often
vary profoundly on short (minutes to years)

Table 1 Overview of hydrothermal fluxes: heat and water volume: data from Elderfield and Schultz (1996)
and Mottl (2003).

(I) Summary of global heat fluxes

Heat flux from the Earth’s interior 43 TW
Heat flux associated with ocean crust 32TW
Seafloor hydrothermal heat flux 11TW

(11) Global hydrothermal fluxes: heat and water

Heat flux (TW)

Axial flow (0 —1 Ma)

Water flux (106 g yr™ 1

All flow at 350 °C 28+£03 5.6 £0.6

10% @350 °C/90% @5 °C 28+£03 420 £ 140

Hydrothermal plumes (50%) 28,000 + 3,000
Off-axis flow (1 — 65 Ma) 7+2 1,000 — 4,000

Global riverine flux

3,700 — 4,200
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timescales. Hence, the flux question remains a
difficult one to answer. Vent fluid compositions
also act as sensitive and unique indicators of pro-
cesses occurring within young oceanic crust and at
present, this same information cannot be obtained
from any other source. The “window” that vent
fluids provide into subsurface crustal processes is
especially important because we can not yet drill
young oceanic crust, due to its unconsolidated
nature, unless it is sediment covered. The chemi-
cal compositions of the fluids exiting at the sea-
floor provide an integrated record of the reactions
and the pressure and temperature (P—T) condi-
tions these fluids have experienced during their
transit through the crust. Vent fluids can provide
information on the depth of fluid circulation
(hence, information on the depth to the heat
source), as well as information on the residence
time of fluids within the oceanic crust at certain
temperatures. Because the dissolved chemicals in
hydrothermal fluids provide energy sources for
microbial communities living within the oceanic
crust, vent-fluid chemistries can also provide
information on whether such communities are
active at a given location. Vent fluids may also
lead to the formation of metal-rich sulfide and
sulfate deposits at the seafloor. Although the min-
eral deposits found are not economic themselves,
they have provided important insights into how
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metals and sulfide can be transported in the same
fluids and, thus, how economically viable mineral
deposits are formed. Seafloor deposits also have
the potential to provide an integrated history of
hydrothermal activity at sites where actively vent-
ing fluids have ceased to flow.

2.2.2 Processes Affecting Vent-fluid
Compositions

In all known cases the starting fluid for a sub-
marine hydrothermal system is predominantly, if
not entirely, seawater, which is then modified by
processes occurring within the oceanic crust. Four
factors have been identified: the two most impor-
tant are (i) phase separation and (ii) water—-rock
interaction; the importance of (iii) biological pro-
cesses and (iv) magmatic degassing has yet to be
established.

Water-rock interaction and phase separation
are processes that are inextricably linked. As
water passes through the hydrothermal system it
will react with the rock and/or sediment substrate
that is present (Figure 5). These reactions begin in
the downflow zone, and continue throughout.
When vent fluids exit at the seafloor, what we
observe represents the net result of all the reac-
tions that have occurred along the entire hydro-
thermal flow path. Because the kinetics of most
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Figure 5 (a) Schematic illustration of the three key stages of submarine hydrothermal circulation through young
ocean crust (after Alt, 1995). Seawater enters the crust in widespread “recharge” zones and reacts under increasing
conditions of temperature and pressure as it penetrates downward. Maximum temperatures and pressures are
experienced in the “reaction zone,” close to the (magmatic or hot-rock) “heat source” before buoyant plumes rise
rapidly back toward the seafloor—the “discharge” zone. (b) Schematic of processes controlling the composition of
hydrothermal vent fluid, as it is modified from starting seawater (after Von Damm, 1995). During recharge, fluids are
heated progressively. Above ~130 °C anhydrite (CaSO,) precipitates and, as a result of water-rock reaction,
additional calcium (Ca?") is leached from the rock in order to precipitate most of the sulfate (SO%‘) derived from
seawater. Magnesium (Mg? ") is also lost to the rock and protons (H") are added. As the fluid continues downward
and up the temperature gradient, water—rock interactions continue and phase separation may occur. At at least two
sites on the global MOR system, direct degassing of the magma must be occurring, because very high levels of gas
(especially CO,, and helium) are observed in the hydrothermal fluids. The buoyant fluids then rise to the seafloor. In
most cases the fluids have undergone phase separation, and in at least some cases storage of the liquid or brine phase
has occurred which has been observed to vent in later years from the same sulfide structure (Von Damm et al., 1997).
See Figure 6 for additional discussion of phase separation.
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reactions are faster at higher temperatures, it is
assumed that much of the reaction occurs in the
“reaction zone.” Phase separation may also occur
at more than one location during the fluid’s pas-
sage through the crust, and may continue as the
P-T conditions acting on the fluid change as it
rises through the oceanic crust, back toward
the seafloor. However, without a direct view into
any of the active seafloor hydrothermal systems,
for simplicity of discussion, and because we lack
better constraints, we often view the system as one
of: (i) water—rock reaction on the downflow leg;
(i1) phase separation and water—rock reaction in
the “reaction zone”; (iii) additional water—rock reac-
tion after the phase separation “event” (Figure 5).
Unless confronted with clear inconsistencies in the
(chemical) data that invalidate this approach, we
usually employ this simple “flow-through” as our
working conceptual model. Even though we are
unable to rigorously constrain the complexities
for any given system, it is always important to
remember that the true system is likely far more
complex than any model we employ.

In water—rock reactions, chemical species are
both gained and lost from the fluids. In terms of
differences from the major-element chemistry of
seawater, magnesium and SO, are lost, and the pH
is lowered so substantially that all the alkalinity is
titrated. The large quantities of silicon, iron, and
manganese that are frequently gained may be suf-
ficient for these to become “major elements” in
hydrothermal fluids. For example, silicon and iron
can exceed the concentrations of calcium and
potassium, two major elements in seawater.
Much of the dissolved SO, in seawater is lost on
the downflow leg of the hydrothermal system as
CaSOQ, (anhydrite) precipitates at temperatures of
~130 °C—just by heating seawater. Because
there is more dissolved SO, than calcium in sea-
water, on a molar basis, additional calcium would
have to be leached from the host rock if more than
~33% of all the available seawater sulfate were to
be precipitated in this way. In fact, it is now
recognized that at least some dissolved SO, must
persist down into the reaction zone, based on the
inferred redox state at depth (see later discussion).
Some seawater SOy is also reduced to H,S, sub-
stantial quantities of which may be found in
hydrothermal fluids at any temperature, based on
information from sulfur isotopes (Shanks, 2001).
The magnesium is lost by the formation of Mg—OH
silicates. This results in the generation of H", which
accounts for the low pH and titration of the alkalin-
ity. Sodium can also be lost from the fluids due to
Na—Ca replacement reactions in plagioclase feld-
spars, known as albitization. Potassium (and the
other alkalis) are also involved in similar types of
reaction that can also generate acidity. Large quan-
tities of iron, manganese, and silicon are also lea-
ched out of the rocks and into the fluids.

An element that is relatively conservative
through water—rock reaction is chlorine in the
form of the anion chloride. Chloride is key in
hydrothermal fluids, because with the precipita-
tion and/or reduction of SO, and the titration of
HCO3; / CO%’, chloride becomes the overwhelm-
ing and almost only anion (Br is usually present in
the seawater proportion to chloride). Chloride
becomes a key component, therefore, because
almost all of the cations in hydrothermal fluids are
present as chloro-complexes; thus, the levels of
chloride in a fluid effectively determine the total
concentration of cationic species that can be pres-
ent. A fundamental aspect of seawater is that the
major ions are present in relatively constant ratios—
this forms the basis of the definition of salinity (see
Volume Editor’s Introduction). Because these con-
stant proportions are not maintained in vent fluids
and because chloride is the predominant anion, dis-
cussions of vent fluids are best discussed in terms of
their chlorinity, not their salinity.

Although small variations in chloride may be
caused by rock hydration/dehydration, there are
almost no mineralogic sinks for chloride in these
systems. Therefore, the main process that effects
changes in the chloride concentrations in the vent
fluids is phase separation (Figure 6). Phase sepa-
ration is a ubiquitous process in seafloor hydro-
thermal systems. Essentially no hydrothermal
fluids are found with chlorinities equal to the
local ambient seawater value. To phase separate
seawater at typical intermediate-to-fast spreading
MOR depths of ~2,500 m requires temperatures
= 389 °C (Bischoff, 1991). This sets a minimum
temperature that fluids must have reached, there-
fore, during their transit through the oceanic crust.
The greater the depth, the higher the temperature
required for phase separation to occur. Known
vent systems occur at depths of 800-3,600 m,
requiring maximum temperatures in the range
297-433 °C to phase separate seawater. Seawater,
being a two-component system, H,O+NaCl (to a
first approximation) exhibits different phase sepa-
ration behavior from pure water. The critical point
for seawater is 407 °C and 298 bar (Bischoff and
Rosenbauer, 1985) compared to 374 °C and 220
bar for pure water. For the salt solution, the two-
phase curve does not stop at the critical point but,
instead, continues beyond it. As a solution crosses
the two-phase curve, it will separate into two
phases, one with chlorinities greater than starting
seawater, and the other with chlorinities less than
starting seawater. If the fluid reaches the two-
phase curve at temperature and pressure condi-
tions less than the critical point, subcritical phase
separation (also called boiling) will occur, with
the generation of a low chlorinity “vapor” phase.
This phase contains salt, the amount of which will
vary depending on where the two-phase curve was
intersected (Bischoff and Rosenbauer, 1987).
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What is conceptually more difficult to grasp, is
that when a fluid intersects the two-phase curve at
P-T conditions greater than the critical point, the
process is called supercritical phase separation
(or condensation). In this case a small amount of
a relatively high chlorinity liquid phase is
condensed out of the fluid. Both sub- and super-
critical phase separation occur in seafloor hydro-
thermal systems. To complete the phase relations
in this system, halite may also precipitate (Figure 6).
There is evidence that halite forms, and subse-
quently redissolves, in some seafloor hydrothermal
systems (Oosting and Von Damm, 1996; Berndt
and Seyfried, 1997; Butterfield et al., 1997; Von
Damm, 2000). The P-T conditions at which the
fluid intersects the two-phase curve, will determine
the relative compositions of the two phases, as well
as their relative amounts. Throughout this discus-
sion, we have assumed the starting fluid under-
going phase separation is seawater (or, rather, an

Pressure (bar)

(a)

Figure 6

NaCl equivalent, because the initial magnesium
and SO, will already be lost by this stage). If the
NaCl content is different, the phase relations in this
system change, forming a family of curves or sur-
faces that are a function of the NaCl content, as
well as pressure and temperature. The critical point
is also a function of the salt content, and hence is
really a critical curve in P-T—x (x referring to
composition) space.

As phase separation occurs, substantially
changing the chloride content of vent fluids
(values from <6% to ~200% of the seawater
concentration have been observed), other chemi-
cal species will change in concert. It has been
shown, both experimentally as well as in the
field, that most of the cations (and usually bro-
mide) maintain their element-to-Cl ratios during
the phase separation process (Berndt and Seyfried,
1990; Von Damm, 2000; Von Damm et al., 2003),
i.e., most elements are conservative with respect

(Continued).
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Figure 6 Phase relations in the NaCl-H,O system. (a) The amount of salt (NaCl) in the NaCl-H,O system varies as
both a function of temperature and pressure. Bischoff and Pitzer (1989) constructed this figure of the three
dimensional relationships between pressure (P), temperature (7)), and composition (x) in the system based on
previous literature data and new experiments, in order to better determine the phase relationships for seafloor
hydrothermal systems. The P—T—x relationships define a 3D space, but more commonly various projections are
shown. (b) The P-T properties for seawater including the two phase curve (solid-line) separating the liquid stability
field from the liquid + vapor field, and indicating the location of the critical point (CP) at 407 °C and 298 bar. Halite
can also be stable in this system and the region where halite + vapor is stable is shown, separated from the
liquid + vapor stability field by the dotted line. This figure is essentially a “slice” from (a) and is a commonly
used figure to show the phase relations for seawater (after Von Damm e al., 1995). (c) A “slice” of (a) can also be
made to better demonstrate the relationships in the system in 7—x space. Here isobars show the composition of the
conjugate vapor and brine (liquid) phases formed by the phase separation of seawater. This figure can be used to not
only determine salt contents of the conjugate phases, but also their relative amounts. On this figure the compositions
of the vapor and liquid phases sampled from “F” vent in 1991 and 1994, respectively, are shown (after Von Damm
etal., 1997).
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to chloride. Exceptions do occur, however—
primarily for those chemical species not present
as chlorocomplexes. Dissolved gases (e.g., CO,,
CH,, He, H,, H,S) are preferentially retained in
the low chlorinity or vapor phase, and boron,
which is present as a hydroxyl complex, is rela-
tively unaffected by phase separation (Bray and
Von Damm, 2003a). Bromide, as viewed through
the Br/Cl ratio, is sometimes seen to be fractio-
nated from chloride; this occurs whenever halite is
formed or dissolves because bromide is preferen-
tially excluded from the halite structure (Oosting
and Von Damm, 1996; Von Damm, 2000). Fluids
that have deposited halite, therefore, will have a
high Br/Cl ratio, while fluids that have dissolved
halite will have a low Br/Cl ratio, relative to
seawater. It is because of the ubiquity of phase
separation that vent-fluid compositions are often
now viewed or expressed as ratios with respect to
chloride, rather than as absolute concentrations.
This normalization to chloride must be used
when trying to evaluate net gains and losses of
chemical species as seawater traverses the hydro-
thermal circulation cell, to correct for the fraction-
ation caused by phase separation.

Aside from early eruptive fluids (discussed
later), the chemical composition of most high-
temperature fluids (Figure 7) appears to be con-
trolled by equilibrium or steady state with the
rock assemblage. (Equilibrium requires the assem-
blage to be at its lowest energy state, but the actual
phases present may be metastable, in which case
they are not at true thermodynamic equilibrium
but, rather, have achieved a steady-state con-
dition.) When vent-fluid data are modeled with
geochemical modeling codes using modern ther-
modynamic databases, the results suggest equilib-
rium, or at least steady state, has been achieved.
The models cannot be rigorously applied to many
of the data, however, because the fluids are often
close to the critical point and in that region the
thermodynamic data are not as well constrained.
Based on results from both geochemical modeling
codes and elemental ratios, current data indicate
that not only the major elements, but also many
minor elements (e.g., rubidium, caesium, lithium,
and strontium) are controlled by equilibrium, or
steady-state, conditions between the fluids and
their host-rocks (Bray and Von Damm, 2003b).
The rare earth elements (REE) in vent fluids
present one such example. REE distributions in
hydrothermal fluids are light-REE enriched and
exhibit strong positive europium anomalies, appar-
ently quite unrelated to host-rock MORB com-
positions (Figure 8). However, Klinkhammer
et al. (1994) have shown that when these same
REE concentrations are plotted versus their ionic
radii, the fluid trends not only become linear
but also show the same fractionation trend exhib-
ited by plagioclase during magma segregation,

indicating that vent-fluid REE concentrations
may be intrinsically linked to the high-tempera-
ture alteration of this particular mineral.

Two other processes are known to influence the
chemistry of seafloor vent fluids: biological pro-
cesses and magmatic degassing. Evidence for
“magmatic degassing” has been identified at two
sites along the global MOR system—at 9°50' N
and at 32° S on the EPR (M. D. Lilley, personal
communication; Lupton et al., 1999a). These sites
have very high levels of CO,, and very high He/
heat ratios. The interpretation is that we are seeing
areas with recent magma resupply within the crust
and degassing of the lavas, resulting in very high
gas levels in the hydrothermal fluids found at
these sites. We do not know the spatial-temporal
variation of this process, hence, we cannot yet
evaluate its overall importance. Presumably,
every site on the global MOR system undergoes
similar processes episodically. What is not known,
however, is the frequency of recurrence at any one
site. Consequently, the importance of fluxes due
to this degassing process, versus more ‘“‘steady-
state” venting, cannot currently be assessed. At
9°50/ N, high gas contents have now been
observed for almost a decade; no signature of
volatile-metal enrichment has been observed in
conjunction with these high gas contents (Von
Damm, 2003).

The fourth process influencing vent-fluid com-
positions is biological change, which can take the
form of either consumption or production of vari-
ous chemical species. As the current known limit
to life on Earth is ~120 °C (e.g., Holland and
Baross, 2003) this process can only affect fluids
at temperatures lower than this threshold. This
implies that high-temperature vents should not be
subject to these effects whereas they may occur in
both lower-temperature axial diffuse flow and
beneath ridge flanks. From observations at the
times of seafloor eruptions and/or diking events,
it is known that there are microbial communities
living within the oceanic crust (e.g., Haymon et al.,
1993). Their signatures can be seen clearly in at
least some low-temperature fluids, as noted in
particular by changes in the H,, CH,4, and H,S
contents of those fluids (Von Damm and Lilley,
2003). Hence, biological influences have been
observed; how widespread this is, which elements
are affected, and what the overall impact on chem-
ical fluxes may be all remain to be resolved.

2.2.3 Compositions of Hydrothermal Vent
Fluids

2.2.3.1 Major-element chemistry

The known compositional ranges of vent fluids
are summarized in Figure 9 and Table 2. Because
no two vents yet discovered have exactly the same
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composition, these ranges often change with each
new site. As discussed in Section 2.2.2, vent fluids
are modified seawater characterized by the loss of
magnesium, SO,4, and alkalinity and the gain of
many metals, especially on a chloride normalized
basis.

Vent fluids are acidic, but not as acid as may
first appear from pH values measured at 25 °C and
1 atm (i.e., in shipboard laboratories). The cation
H" in vent fluids is also present as a chloro-
complex with the extent of complexation increas-
ing as P and T increase. At the higher in situ
conditions of P and T experienced at the seafloor,
therefore, much of the H" is incorporated into the
HCl-aqueous complex; hence, the activity of H
is reduced and the in situ pH is substantially
higher than what is measured at laboratory tem-
peratures. The K, for water also changes as a
function of P and T such that neutral pH is not
necessarily 7 at other P-T conditions. For most
vent fluids, the in situ pH is 1-2 pH units more
acid than neutral, not the ~4 units of acidity that
the measured (25 °C, 1 atm) data appear to imply.
Most high-temperature vent fluids have (25 °C
measured) pH values of 3.3 + 0.5 but a few are
more acidic whilst several are less acid. If fluids
are more acid than pH 3.3 £ 0.5, it is often an
indicator that metal sulfides have precipitated
below the seafloor because such reactions produce
protons. Two mechanisms are known that can cause
fluids to be less acidic than the norm: (i) cases

where the rock substrate appears to be more highly
altered—the rock cannot buffer the solutions to as
low a pH; (ii) when organic matter is present,
ammonium is often present and the NHz/NH,"
couple serves to buffer the pH to a higher level.
Vent fluids are very reducing, as evidenced by
the presence of H,S rather than SOy, as well as H,,
CH, and copious amounts of Fe*" and Mn>". In
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Figure 8 End-member REE concentrations in vent
fluids from four different “black smokers” at the 21° N
vent site, EPR, normalized to chondrite (REE data from
Klinkhammer et al., 1994). NGS=National Geographic
Smoker; HG=Hanging Gardens; OBS=O0cean Bottom

Seismometer; SW=South West vent.

Figure7 Compositional data for vent fluids. (a) Time series data from “A” vent for chloride and H,S concentrations
and measured temperature (7). When time-series data are available, this type of figure, demonstrating the change in
fluid composition in a single vent over time, is becoming more common. The data plotted are referred to as the “end-
member” data (data from Von Damm ez al., 1995 and unpublished). Points on the y-axis are values for ambient
seawater. Note the low chlorinity (vapor phase) fluids venting initially from A vent; over time the chloride content has
increased and the fluids sampled more recently, in 2002, are the liquid (brine) phase. As is expected, the concentration
of H,S, a gas that will be partitioned preferentially into the vapor phase, is anticorrelated with the chloride
concentration. The vertical axis has 10 divisions with the following ranges: T' (°C) 200405 (ambient seawater is
2 °C); Cl (mmol kg™') 0-800 (ambient is 540 mmol kg™ '); H,S (mmol kg ') 0—120 (ambient is 0 mmol kg~ "). (b)
Whenever vent fluids are sampled, varying amounts of ambient seawater are entrained into the sampling devices.
Vent fluids contain 0 mmol kg, while ambient seawater contains 52.2 mmol kg~ '. Therefore, if actual sample data
are plotted as properties versus magnesium, least squares linear regression fits can be made to the data. The calculated
“end-member” concentration for a given species, which represents the “pure” hydrothermal fluid is then taken as the
point where that line intercepts the y-axis (i.e., the calculated value at Mg=0 mmol kg™"). These plots versus
magnesium are therefore mostly sampling artifacts and are referred to as “mixing” diagrams. While these types of
plots were originally used to illustrate vent-fluid data, they have been largely superceded by figures such as (a) or (c).
This figure (b) shows the data used to construct the time series represented in (a). Note the different lines for the
different years. In some years samples were collected on more than one date. All samples for a given year are shown
by the same shape, the different colors within a year grouping indicate different sample dates. In some years the
chemical composition varied from day-to-day, but for simplicity a single line is shown for each year in which samples
were collected (Von Damm et al., 1995 and unpublished data). (c) As the chloride content of a vent fluid is a major
control on the overall composition of the vent composition, most of the cations vary as a function of the chloride-
content. Variations in the chloride content are a result of phase separation. This shows the relationship between the
potassium (K) and chloride content in vent fluids in the global database, as of 2000. The line is the ratio of K/CI in
ambient seawater. Closed circles are from 9—10° N EPR following the 1991 eruption, open circles are other 9-10° N
data not affected by the eruptive events; triangles are from sites where vents occur on enriched oceanic crust,
diamonds are from bare-basalt (MORB) hosted sites, filled diamonds are other sites impacted by volcanic eruptions.
Data sources and additional discussion in Von Damm (2000).
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Figure 9 Periodic table of the elements showing the elements that are enriched in hydrothermal vent fluids relative
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different hydrothermal fluids (yellow) relative to seawater. All data are normalized to the chloride content of seawater
in order to evaluate true gains and losses relative to the starting seawater concentrations.

rare cases, there can be more H,S and/or H, than
chloride on a molar basis and it is the prevail-
ing high acidity that dictates that H,S rather than
HS- or S*~ is the predominant form in high-
temperature vent fluids. Free H, is derived as a
result of water—rock reaction and there is substan-
tially more H, than O, in these fluids. Therefore,
although redox calculations are typically given in
terms of the log foz, the redox state is best calcu-
lated based on the H,/H,O couple for seafloor vent
fluids. This can then be expressed in terms of the
log fo,. The K for the reaction:

1
H2 +§Oz = Hzo

also changes as a function of temperature and
pressure. Another way to determine how reducing
vent fluids are is by comparing them to various
mineralogic buffers such as pyrite—pyrrhotite—
magnetite (PPM) or hematite-magnetite—pyrite
(HMP). Most vent fluids lie between these two
extremes, but there is some systematic variation
(Seyfried and Ding, 1995). The observation that
vent fluids are more oxic than would be expected
based on the PPM buffer, provides one line of
evidence that the reaction zone is not as reducing
as initially predicted, consistent with at least some
dissolved seawater SO, penetrating into the dee-
per parts of the system rather than being quantita-
tively removed by anhydrite precipitation within
shallower levels of the downflow limb.
Lower-temperature (<100 °C) vent fluids found
right at the axis are in most known cases a dilu-
tion of some amount of high-temperature fluids
with seawater, or a low-temperature fluid with a
composition close to seawater. There is some evi-
dence for an “intermediate” fluid, perhaps most
analogous to a crustal “ground water,” with tem-
peratures of ~150 °C within the oceanic crust.

Evidence for the latter is found in some Ocean
Drilling Program data (Magenheim et al., 1992),
some high-temperature vent fluids from 9°50' N
on the EPR (Ravizza et al., 2001), and some very
unusual ~90 °C fluids from the southern EPR
(O’Grady, 2001). To conclude, the major-element
composition of high-temperature vent fluids can
be described as acidic, reducing, metal-rich NaCl
solutions whilst lower-temperature fluids are
typically a dilution of this same material with
seawater. The few exceptions to this will be dis-
cussed below.

2.2.3.2 Trace-metal chemistry

Compared to the number of vent fluids sampled
and analyzed for their major-element data, rela-
tively little trace-metal data exist. This is because
when hot, acidic vent fluids mix with seawater, or
even just cool within submersible- or ROV-
deployed sampling bottles, they become supersat-
urated with respect to many solid phases and, thus,
precipitate. Once this occurs, everything in the
sampling apparatus must be treated as one sample:
a budget can only be constructed by integrating
these different fractions back together. In the dif-
ficult sampling environment found at high-tem-
perature vent sites, pieces of chimney structure
are also sometimes entrained into the sampling
apparatus. It is necessary, therefore, to be able to
discriminate between particles that have precipi-
tated from solution in the sampling bottle and
“contaminating” particles that are extraneous to
the sample. In addition, water samples are often
subdivided into different fractions, aboard ship,
making accurate budget reconstructions difficult
if not impossible to complete. It is because of
these difficulties that there are few robust ana-
lyses of many trace metals, especially those that



Table 2 Ranges in chemical composition for all known vent fluids.

Chemical Units Seawater Overall Slow" Intermediate® Fast" Ultrafast* Sediment Ultramafic Arc,

species range (0-2.5 cm >2.5-6 >6-12 >]2 covered® hosted" back-arc®
)

T °C 2 >2-405 40-369 13-382 8403 16405 100-315 40-364 278-334

pH 25°C, 1 atm 7.8 2.0-9.8 2.5-4.85 2.84.5 2.45->6.63 2.96-5.53 5.1-5.9 2.7-9.8 2.0-5.0

Alkalinity meq kg™ 24 —3.75-10.6 —3.4-0.31 —3.75-0.66 —2.69-<2.27 —1.36-0.915 1.45-10.6 —0.20-3.51

Cl mmol kg™ 540 30.5-1,245 357-675 176-1,245 30.5-902 113-1,090 412-668 515-756 255-790

SO4 mmol kg™ 28 <0-<28 —-3.5-1.9 —25-0.763 >—8.76 —0.502-9.53 0 <129 0

H,S mmol kg™ 0 0-110 0.5-5.9 0-19.5 0-110 0-35 1.10-5.98 0.064-1.0 2.0-13.1

Si mmol kg~'  0.03-0.18 <24 7.7-22 11-24 2.73-22.0 8.69-21.3 5.60-13.8 6.4-8.2 10.8-14.5

Li umol kg™ 26 4.04-5,800 238-1,035 160-2,350 4.04-1,620 248-1,200 370-1,290 245-345 200-5,800

Na mmol kg ™! 464 10.6-983 312-584 148-924 10.6-983 109-886 315-560 479-553 210-590

K mmol kg~ 10.1 —1.17-79.0 17-28.8 6.98-58.7 —1.17-51 2.2-44.38 13.5-49.2 20.2-22 10.5-79.0

Rb umol kg ™! 1.3 0.156-360 9.4-40.4 22.9-59 0.156-31.1 0.39-6.8 22.5-105 28-37.1 8.8-360

Cs nmol kg™ 2 2.3-7,700 100-285 168-364 2.3-264 1,000-7,700 331-385

Be nmol kg™’ 0 10-91 10-37 12-91

Mg mmol kg~ 522 0 0 0 0 0 0 <19 0

Ca mmol kg™ 10.2 —1.31-109 9.9-43 9.75-109 —1.31-106 4.02-65.5 26.6-81.0 21.0-67 6.5-89.0

Sr umol kg™’ 87 —29-387 42.9-133 0.0-348 —29-387 10.7-190 160-257 138-203 20-300

Ba umol kg™! 0.14 1.64-100 <52.2 >8->46 1.64-18.6 >12 >45-79 5.9-100

Mn umol kg ™! <0.001 10-7,100 59-1,000 140-4,480 62.7-3,300 20.6-2,750 10-236 330-2,350 12-7,100

Fe mmol kg™ <0.001 0.007-25.0  0.0241-5.590 0.009-18.7 0.007-12.1 0.038-14.7 0-0.18 2.5-25.0 13-2,500

Cu umol kg™ 0.007 0-162 0-150 0.1-142 0.18-97.3 2.6-150 <0.02-1.1 27-162 0.003-34

Zn umol kg™ 0.012 0-3,000 0-400 2.2-600 13-411 1.9-740 0.1-40.0 29-185 7.6-3,000

Co umol kg ™! 0.00003  <0.005-14.1 0.130-0.422 0.022-0.227 <0.005 11.8-14.1

Ni umol kg ™! 0.012 2.2-3.6

Ag nmol kg ™! 0.02 <1-230 <1-38 <1-230 11-47

Cd nmol kg™’ 1.0 0-180 75-146 0-180 <1046 63-178

Pb nmol kg ™! 0.01 <20-3,900 221-376 183-360 <20-652 86-169 36-3,900

B umol kg™ 415 356-3,410 356-480 465-1,874 430-617 400499 <2,160 470-3,410

Al umol kg™’ 0.02 0.1-18.7 1.03-13.9 4.0-5.2 0.1-18 9.3-18.7 0.9-7.9 1.94 4.9-17.0

Br umol kg™’ 840 29.0-1,910 666-1,066 250-1789 29.0-1370 216-1910 770-1,180 306-1,045

F umol kg ™! 68 <38.8 16.1-38.8 “0”

CO, mmol kg™ 3.56-39.9 <5.7 <200 8.4-22 14.4-200

CH,4 umol kg™ 0.0003 150-2,150 <52 7-133 130-2,200

NH,4 mmol kg ™! 0 <15.6 <0.06 <0.65 5.6-15.6

H, umol kg™’ 0.0003 <38,000 1.1-727 <0.45 <38,000 40-1300 250-13,000

# These omit sedimented covered and um hosted.
® Includes: Guaymas, Escanaba, Middle Valley.

¢ Includes Rainbow, Lost City, kvd unpublished data for Logatchev.
d Compilation from Ishibashi and Urabe (1995).
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precipitate as, or co-precipitate with, metal sulfide
phases. Some general statements can, however,
be made. In high-temperature vent fluids, most
metals are enriched relative to seawater, some-
times by 7-8 orders of magnitude (as is sometimes
true for iron). At least some data exist demonstrat-
ing the enrichment of all of vanadium, cobalt,
nickel, copper, zinc, arsenic, selenium, aluminum,
silver, cadmium, antimony, caesium, barium,
tungsten, gold, thallium, lead, and REE relative
to seawater. Data also exist showing that molyb-
denum and uranium are often lower than their
seawater concentrations. These trace-metal data
have been shown to vary with substrate and the
relative enrichments of many of these trace metals
varies significantly between MOR hydrothermal
systems, those located in back arcs, and those with
a significant sedimentary component. Even fewer
trace-metal data exist for low-temperature “dif-
fuse” fluids. The original work on the <20 °C
GSC fluids (Edmond et al., 1979) showed these
fluids to be a mix of high-temperature fluids with
seawater, with many of the transition metals pres-
ent at less than their seawater concentrations due
to precipitation and removal below the seafloor.
Essentially the same results were obtained by
James and Elderfield (1996) using the MEDUSA
system to sample diffuse-flow fluids at TAG
(26° N, MAR).

2.2.3.3 Gas chemistry of hydrothermal fluids

In general, concentrations of dissolved gases
are highest in the lowest-chlorinity fluids, which
represent the vapor phase. However, there are
exceptions to this rule, and gas concentrations
vary significantly between vents, even at a single
location. In the lowest chlorinity and hottest
fluids, H,S may well be the dominant gas. How-
ever, because H,S levels are controlled by metal-
sulfide mineral solubility, this H,S is often lost
via precipitation. While the first vent sites discov-
ered contained less than twice the CO, present in
seawater (Welhan and Craig, 1983), more vents
have higher levels of CO, than is commonly rea-
lized. Few MOR vent fluids have CO, levels less
than or equal to the total CO, levels present in
seawater (~2.5 mmol kg !). Instead, many fluids
have concentrations approaching an order of mag-
nitude more CO, than seawater; the highest
approach two orders of magnitude more CO,
than seawater, but these highest levels are uncom-
mon (M. D. Lilley, personal communication).
Back-arc systems more commonly have higher
levels of CO; in their vent fluids, but concentra-
tions two orders of magnitude greater than seawa-
ter are, again, close to the upper maximum of what
has been sampled so far (Ishibashi and Urabe,
1995). CH4 is much less abundant than CO, in
most systems. Vent-fluid CH, concentrations are

typically higher in sedimented systems and in
systems hosted in ultramafic rocks, when com-
pared to bare basaltic vent sites. CH, is also
enriched in low-temperature vent fluids when
compared to concentrations predicted from simple
seawater/vent-fluid mixing (Von Damm and Lilley,
2003). Longer-chain organic molecules have also
been reported from some sites, usually at even
lower abundances than CO, and/or CH, (Evans
et al., 1988). The concentrations of H, gas in vent
fluids vary substantially, over two orders of mag-
nitude (M. D. Lilley, personal communication).
Again the highest levels are usually observed in
vapor phase fluids, especially those sampled
immediately after volcanic eruptions or diking
events. Relatively high values (several mmol kg~ ")
have also been reported from sites hosted by ultra-
mafic rocks. Of the noble gases, helium, especially
3He, is most enriched in vent fluids. *He can be used
as a conservative tracer in vent fluids, because its
entire source in vent fluids is primordial, from within
the Earth (see Section 2.5). Radon, a product of
radioactive decay in the uranium series, is also
greatly enriched in vent fluids (e.g., Kadko and
Moore, 1988; Rudnicki and Elderfield, 1992). Less
data are available for the other noble gases, at least
some of which appear to be relatively conservative
compared to their concentration in starting seawater
(Kennedy, 1988).

2.2.3.4 Nutrient chemistry

The concentrations of nutrients available in
seawater control biological productivity. Conse-
quently, the dissolved nutrient concentrations in
natural waters are always of great interest. Com-
pared to deep-ocean seawater, the PO,4 contents of
vent fluids are significantly lower, but are not
zero. Much work remains to be done on the distri-
bution of nitrogen species, and the nitrogen cycle
in general, in vent fluids. Generally, in basalt-
hosted systems, the nitrate + nitrite content is
also lower than local deepwaters but, again, is
not zero. Ammonium in these systems typically
measures less than 10 pmol kg~ ' but, in some
systems in which no sediment cover is present,
values of 10s to even 100s of pumolkg ' are
sometimes observed (cf. Von Damm, 1995). In
Guaymas Basin, in contrast, ammonium concen-
trations as high as 15 mmol kg~' have been
measured (Von Damm et al., 1985b). N, is also
present. Silica concentrations are extremely high,
due to interaction with host rocks at high temper-
ature, at depth. Of course, in these systems, it
could be debated what actually constitutes a
“nutrient.” For example, both dissolved H, and
H,S (as well as numerous other reduced species),
represent important primary energy sources for
the chemosynthetic communities invariably found
at hydrothermal vent sites.
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2.2.3.5 Organic geochemistry of hydrothermal
vent fluids

Studies of the organic chemistry of vent fluids
are truly in their infancy and little field data exist
(Holm and Charlou, 2001). There are predictions
of what should be present based on experimental
work (e.g., Berndt et al., 1996; Cruse and See-
wald, 2001) and thermodynamic modeling (e.g.,
McCollom and Shock, 1997, 1998). These results
await confirmation “in the field.” Significant data
on the organic geochemistry are uniquely avail-
able for the Guaymas Basin hydrothermal system
(e.g., Simoneit, 1991), which underlies a very
highly productive area of the ocean, and is hosted
in an organic-rich sediment-filled basin.

2.2.4 Geographic Variations in Vent-fluid
Compositions

2.2.4.1 The role of the substrate

There are systematic reasons for some of the
variations observed in vent-fluid compositions.
One of the most profound is the involvement of
sedimentary material in the hydrothermal cir-
culation cell, as seen at sediment-covered ridges
(Von Damm et al., 1985b; Campbell et al., 1994;
Butterfield et al., 1994). The exact differences
this imposes depend upon the nature of the sedi-
mentary material involved: the source/nature of
the aluminosilicate material, the proportions and
type of organic matter it contains and the propor-
tion and type of animal tests present, calcareous
and/or siliceous. In the known sediment-hosted
systems (Guaymas Basin, EPR; Escanaba Trough,
Gorda Ridge; Middle Valley, JAFR; and perhaps
the Red Sea) basalts are intercalated with the
sediments or else underlie them. Hence, in these
systems, reactions with basalt are overprinted by
those with the sediments. In most cases, depend-
ing on the exact nature as well as thickness of the
sedimentary cover, this causes a rise in the pH,
which results in the precipitation of metal sulfides
before the fluids reach the seafloor. The presence
of carbonate and/or organic matter also buffers the
pH to significantly higher levels (at least pH 5 at
25 °C and 1 atm).

The chemical composition of most seafloor
vent fluids can be explained by reaction of unal-
tered basalt with seawater. However, in some
cases the best explanation for the fluid chemistry
is that the fluids have reacted with basalt that has
already been highly altered (Von Damm et al.,
1998). Two indicators for this are higher pH
values (pH~4 versus pH~3.3 at 25 °C), as well
as lower K/Na molar ratios and lower concentra-
tions of the REEs. In the last several years, several
vent sites have been sampled that cannot be
explained by these mechanisms. At some loca-
tions, vent fluids must be generated by reaction

of seawater with ultramafic rocks (Douville et al.,
2002). These fluids can also have major variations
from each other, depending on the temperature
regime. In high-temperature fluids that have
reacted with an ultramafic substrate, silicon con-
tents are generally lower than in basalt-hosted
fluids; Hj, calcium, and iron contents are generally
higher, but these fluids remain acidic (Douville
et al., 2002). Not much is yet known about the
seafloor fluids that are generated from lower-
temperature ultramafic hydrothermal circulation.
In the one example studied thus far (Lost City) the
measured pH is greater than that in seawater, and
fluid compositions are clearly controlled by a quite
distinct set of serpentinization-related reactions
(Kelley et al., 2001). An illustration of this funda-
mental difference is given by magnesium which is
quantitatively stripped from “black smoker” hydro-
thermal fluids but exhibits ~20-40% of seawater
concentrations (9-19 mM) in the Lost City vents,
leading to the unusual magnesium-rich mineraliza-
tion observed at this site (see later). The seafloor
fluids from Lost City are remarkably similar to
those found in continental hydrothermal systems
hosted in ultramafic environments (Barnes et al.,
1972). In back-arc spreading centers such as those
found in the western Pacific, andesitic rock types
are common and profound differences in vent-fluid
compositions arise (Fouquet et al., 1991; Ishibashi
and Urabe, 1995, Gamo et al., 1997). These fluids
can be both more acidic and more oxidizing than is
typical and the relative enrichments of transition
metals and volatile species in these fluids are quite
distinct from what is observed in basalt-hosted
systems.

Major differences in substrate are, therefore,
reflected in the compositions of vent fluids. Insuf-
ficient trace-metal data for vent fluids exist,
however, to discern more subtle substrate differ-
ences, e.g., between EMORB and NMORB on
non-hotspot influenced ridges. Where the ridge
axis is influenced by hot-spot volcanism, some
differences may be seen in the fluid composi-
tions, as, for example, the high barium in the
Lucky Strike vent fluids, but in this case most of
the fluid characteristics (e.g., potassium concen-
trations) do not show evidence for an enriched
substrate (Langmuir et al., 1997; Von Damm
et al., 1998).

2.2.4.2 The role of temperature and pressure

Temperature, of course, plays a major role in
determining vent-fluid compositions. Pressure is
often thought of as less important than tempera-
ture, but the relative importance of the two
depends on the exact P-T conditions of the fluids.
Because of the controls that pressure and temper-
ature conditions exert on the thermodynamics as
well as the physical properties of the fluids, the
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two effects cannot be discussed completely inde-
pendently from each other. Not only do P-T con-
ditions govern phase separation, as discussed
above, they control transport in the fluids and
mineral dissolution and precipitation reactions.
Temperature, especially, plays a role in the quan-
tities of elements that are leached from the host
rocks. When temperature decreases, as it often
does due to conductive cooling as fluids rise
through the oceanic crust, most minerals become
less soluble. Due to these decreasing mineral solu-
bilities, transition metals and sulfide, in particular,
may be lost from the ascending fluids. P-T condi-
tions in the fluids also control the strength of the
aqueous complexes. In general, as P and T rise,
aqueous species become more associated.
Because of the properties of water at the critical
point (the dielectric constant goes to zero), all the
species must become associated, as there can be
no charged species in solution at the critical point.
Therefore, transport of species can increase mark-
edly as the critical point is approached because
there will be smaller amounts of the (charged)
species present in solution which are needed if
mineral solubility products are to be exceeded
(Von Damm et al., 2003). It is in this critical
point region that small changes in pressure can
be particularly significant—for example, as a
fluid is rising in the upflow (“discharge”) limb of
a hydrothermal cell (Figure 5). Because most
vent-fluid compositions are controlled by equilib-
rium or steady state, and because the equilibrium
constants for these reactions change as a function
of pressure and temperature, P-T conditions will
ultimately control all vent-fluid compositions.
One problem associated with modeling vent fluids
and trying to understand the controls on their
compositions is that we really do not know the
temperature in the “reaction zone.” Basaltic lavas
are emplaced at temperatures of 1,100-1,200 °C,
but rocks must be brittle to retain fractures that
allow fluid flow, and this brittle—ductile transition
lies in the range 500-600 °C. A commonplace
statement is that the reaction zone temperature is
~450 °C, but we do not really know this value
with any accuracy, nor how variable it may be
from one location to another. At the seafloor, we
have sampled fluids with exit temperatures as high
as ~405 °C. Hence, in addition to the constraints
provided by the recognition that at least subcritical
phase separation is pervasive (see above) we can
further determine that (i) reaction zone tem-
peratures must exceed 405 °C, at least in some
cases, and (ii) that in cases where evidence for
supercritical phase separation has been deter-
mined (e.g., Butterfield ef al., 1994; Von Damm
et al., 1998) temperatures must exceed 407 °C
within the oceanic crust.

The pressure conditions at any hydrothermal
field are largely controlled by the depth of the

overlying water column. Pressure is most critical
in terms of phase separation and vent fluids are
particularly sensitive to small changes in pressure
when close to the critical point. It is in this region,
close to the critical point, when fluids are very
expanded (i.e., at very low density) that small
changes in pressure can cause significant changes
in vent-fluid composition.

2.2.4.3 The role of spreading rate

When one considers tables of vent-fluid chem-
ical data, one cannot separate vents from ultrafast-
versus slow-spreading ridges (Table 2); the range
of chemical compositions from each of these two
end-member types of spreading regime overlap.
There has been much debate in the marine geo-
logical literature whether rates of magma supply,
rather than spreading rate, should more correctly
be applied when defining ridge types (e.g.,
“magma-starved” versus “magma-rich” sections of
ridge crest). While any one individual segment
of ridge crest undoubtedly passes through differ-
ent stages of a volcanic—tectonic cycle, regardless
of spreading rate (e.g., Parson et al., 1993;
Haymon, 1996), it is generally the case that
slow-spreading ridges are relatively magma-
starved whilst fast spreading ridges are more typi-
cally magma-rich. Consequently, we continue to
rely upon (readily quantified) spreading rate (De
Mets et al., 1994) as a proxy for magma supply.
To a first approximation, ridge systems in the
Atlantic Ocean are slow-spreading, while fast-
spreading ridges are only found in the Pacific.
The Pacific contains ridges that spread at rates
from ~15 cm yr~' full opening rate to a minimum
of ~2.4 cm yr~' on parts of the Gorda Ridge
(comparable to the northern MAR). In the Indian
Ocean, ridge spreading varies between intermedi-
ate (~6 cm yr ', CIR and SEIR) and very slow
rates (<2.0 cm yrfl, SWIR). In the Arctic Ocean
the spreading rate is the slowest known, decreas-
ing to <1.0 cm yr ' from west to east as the
Siberian shelf is approached. Discussion of vent-
fluid compositions from different oceans, there-
fore, often approximates closely to variations in
vent-fluid chemistries at different spreading rates.
Although tables of the ranges of vent-fluid che-
mistries do not show distinct differences between
ocean basins, some important differences do
become apparent when those data are modeled.
(NB: Although there is now firm evidence for
hydrothermal activity in the Arctic, those systems
have not yet been sampled for vent fluids; simi-
larly, in the Indian Ocean, only two sites have
recently been discovered). Consequently, mean-
ingful comparisons can only readily be made, at
present, between Atlantic and Pacific vent-fluid
compositions. In systems on the slow spreading
MAR, the calculated fo, of hydrothermal fluids is
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higher, suggesting that these systems are more
oxidizing. Also, for example, both TAG and
Lucky Strike vent fluids contain relatively little
potassium compared to sodium (Edmond et al.,
1995; Von Damm et al., 1998). Boron is also low
in some of the Atlantic sites, especially at TAG
and Logatchev (You et al., 1994; Bray and Von
Damm, 2003a). The explanation for these obser-
vations is that on the slow-spreading MAR, hydro-
thermal activity is active for a much longer period
of time at any given site (also reflected in the
relative sizes of the hydrothermal deposits
formed: Humphris et al., 1995; Fouquet et al.,
submitted). Consequently, MAR vent fluids
become more oxic because more dissolved seawa-
ter SO, has penetrated as deep as the reaction
zone; the rocks within the hydrothermal flow cell
have been more completely leached and altered.
Because of the more pronounced tectonic (rather
than volcanic) activity that is associated with slow
spreading ridges, rock types that are normally
found at greater depths within the oceanic crust
can be exposed at or near the surface. Thus, hydro-
thermal sites have been located along the MARs
that are hosted in ultramafic rocks: the Rainbow,
Logatchev, and Lost City sites. No ultramafic-
hosted systems are expected to occur, by contrast,
along the fast-spreading ridges of the EPR.

2.2.4.4 The role of the plumbing system

Another fundamental difference observed in
the nature of hydrothermal systems at fast- and
slow-spreading ridges concerns intra-field differ-
ences in vent-fluid compositions. (Note that the
terms “vent field” and “vent area” are often used
interchangeably, have no specific size classifica-
tions, and may be used differently by different
authors. In our usage, “vent area” is smaller, refer-
ring to a cluster of vents within 100 m or so, while
a “vent field” may stretch for a kilometer or more
along the ridge axis—but this is by no means a
standard definition.) On a slow spreading ridge,
such as the MAR, all of the fluids venting, for
example, at the TAG site, can be shown to have
a common source fluid that may have undergone
some change in composition due to near surface
processes such as mixing and/or conductive cool-
ing. Many of the fluids can also be related to each
other at the Lucky Strike site. In contrast, on fast
spreading ridges, vents that may be within a few
tens of meters of each other, clearly have different
source fluids. A plausible explanation for these
differences would be that vents on slow spreading
ridges are fed from greater depths than those on
fast-spreading ridges, with emitted fluids chan-
neled upward from the subsurface along fault
planes or other major tectonic fractures. Hence,
in at least some cases, hydrothermal activity found
on slow spreading ridges may be located wherever

fluids have been preferentially channeled. Active
vent sites on slow spreading ridges also appear to
achieve greater longevity, based on the size of the
sulfide structures and mounds they have produced.
Fluids on fast spreading ridges, by contrast, are fed
by much shallower heat sources and the conduits for
these fluids appear to be much more localized,
resulting in the very pronounced chemical differ-
ences often observed between immediately adjacent
vent structures. Clearly, the plumbing systems at
fast and slow spreading ridges must be character-
ized by significant, fundamental differences.

2.2.5 Temporal Variability in Vent-fluid
Compositions

The MOR is, in effect, one extremely long,
continuous submarine volcano. While volcanoes
are commonly held to be very dynamic features,
however, little temporal variability was observed
for more than the first decade of work on hydro-
thermal systems. Indeed, a tendency arose not to
view the MOR as an active volcano, at least on the
timescales that were being worked on. This per-
spective was changed dramatically in the early
1990s. Together with evidence for recent volcanic
eruptions at several sites, profound temporal
variability in vent-fluid chemistries, temperatures,
and styles of venting were also observed (Figure 7).
In one case, the changes observed at a single vent
almost span the full range of known compositions
reported from throughout the globe. These tempo-
ral variations in hydrothermal venting reflect
changes in the nature of the underlying heat
source. The intrusion of a basaltic dike into the
upper ocean crust, which may or may not be
accompanied by volcanic extrusion at the sea-
floor, has been colloquially termed “the quantum
unit of ocean accretion.” These dikes are of the
order 1 m wide, 10 km long, and can extend
hundreds of meters upward through the upper
crust toward the ocean floor. These shallow-
emplaced and relatively small, transient, heat
sources provide most, if not all of the heat that
supports venting immediately following mag-
matic emplacement. Over timescales of as little
as a year, however, an individual dike will have
largely cooled and the heat source driving any
continuing vent activity deepens. An immediate
result is a decrease in measured exit temperatures
for the vent fluids, because more heat is now
lost, conductively, as the fluids rise from deeper
within the oceanic crust. Vent-fluid compositions
change, too, because the conditions of phase sepa-
ration change; so, too, do the subsurface path
length and residence time, such that the likelihood
that circulating fluids reach equilibrium or steady
state with the ocean crust also vary. Detailed time-
series studies at sites perturbed by magmatic
emplacements have shown that it is the vapor
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phase which vents first, in the earliest stages after a
magmatic/volcanic event, while the high-chlorinity
liquid phase is expelled somewhat later. In the best
documented case study available, “brine” fluids
were actively venting at a location some three years
after the vapor phase had been expelled from the
same individual hydrothermal chimney; at other
event-affected vent sites, similar evolutions in
vent-fluid composition have been observed over
somewhat longer timescales.

The temporal variability that has now been
observed has revolutionized our ideas about the
functioning of hydrothermal systems and the time-
scales over which processes occur on the deep
ocean floor. It is no exaggeration to state that
processes we thought would take 100-1,000 yr,
have been seen to occur in <10 yr. The majority of
magmatic intrusions/eruptions that have been
detected have been along the JAFR (Cleft Seg-
ment, Co-axial Segment, and Axial Volcano)
where acoustic monitoring of the T-phase signal
that accompanies magma migration in the upper
crust has provided real-time data for events in
progress and allowed “rapid response” cruises to
be organized at these sites, within days to weeks.
We also have good evidence for two volcanic
events on the ultrafast spreading southern EPR,
but the best-studied eruption site, to date, has been
at 9°45-52’ N on the EPR. Serendipitously, sub-
mersible studies began at 9-10° N EPR less than
one month after volcanic eruption at this site
(Haymon et al., 1993; Rubin et al., 1994). Pro-
found chemical changes (more than a factor of two
in some cases) were noted at some of these vents
during a period of less than a month (Von Damm
et al., 1995; Von Damm, 2000). Subsequently, it
has become clear that very rapid changes occur
within an initial one-year period which are related
to changes in the conditions of phase separation
and water rock reaction. These, in turn, are pre-
sumed to reflect responses to the mining of heat
from the dike-intrusion, including lengthening of
the reaction path and increases in the residence
time of the fluids within the crust. At none of the
other eruptive sites has it been possible to com-
plete comparable direct sampling of vent fluids
within this earliest “post-event” time period. It is
now clear that the first fluid to be expelled is the
vapor phase (whether formed as a result of sub- or
supercritical phase separation), probably because
of its lower density. What happens next, however,
is less clear. In several cases, the “brine” (liquid)
phase has been emitted next. In some vents this
has occurred as a gradual progression to higher-
chlorinity fluids; in other vents, the transition
appears to occur more as a step function—although
those observations may be aliased by the episodic
nature of the sampling programs involved. What is
most certainly the case at 9° N EPR, however, is
that following initial vapor-phase expulsion, some

vents have progressed to venting fluids with chlori-
nities greater than seawater much faster (<3 yr),
than others (~10 yr), and several have never made
the transition. Further, in some parts of the erup-
tive area, vapor phase fluids are still the predomi-
nant type of fluid being emitted more than a
decade after the eruption event. Fluids exiting
from several of the vents have begun to decrease
in chlorinity again, without ever having reached
seawater concentrations. Conversely, other sys-
tems (most notably those from the Cleft segment)
have been emitting vent fluids with chlorinities
approximately twice that of seawater for more
than a decade. If one wanted to sustain an argu-
ment that hydrothermal systems followed a vapor-
to-brine phase evolution as a system ages (e.g.,
Butterfield er al., 1997), it would be difficult to
reconcile the observation that systems that are
presumed to be relatively “older” (e.g., those on
the northern Gorda Ridge) vent vapor-phase
fluids, only (Von Damm et al., 2001). Finally,
one vent on the southern EPR, in an area with no
evidence for a recent magmatic event, is emitting
fluids which are phase separating “real time,” with
vapor exiting from the top of the structure, and
brine from the bottom, simultaneously (Von
Damm et al., 2003). Fundamentally, there is a
chloride-mass balance problem at many known
hydrothermal sites. For example, at 21° N EPR,
where high-temperature venting was first discov-
ered and an active system is now known to have
persisted for at least 23 years (based on sampling
expeditions from 1979 and 2002) only low-chlo-
rinity fluids are now being emitted (Von Damm
et al., 2002). Clearly there must be some addi-
tional storage and/or transport of higher-chlorinity
fluids within the underlying crust. Our under-
standing of such systems is, at best, poor. What
is clear is that pronounced temporal variability
occurs at many vent sites, most notably at those
that have been affected by magmatic events.
There is also evidence for changes accompanying
seismic events that are not related to magma-
migration, but most likely related to cracking
within the upper ocean crust (Sohn et al., 1998;
Von Damm and Lilley, 2003).

In marked contrast to those sites where volca-
nic eruptions and/or intrusions (diking events)
have been detected, there are several other sites
that have been sampled repeatedly over timescales
of about two decades where no magmatic activity
is known to have occurred. At some of these sites,
chemical variations observed over the entire sam-
pling period fall within the analytical error of our
measurement techniques. The longest such time-
series is for hydrothermal venting at 21° N on the
EPR, where black smokers were first discovered
in 1979, and where there has been remarkably
little change in the composition of at least some
of the vent fluids. Similarly, the Guaymas Basin
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vent site was first sampled in January 1982 (Von
Damm et al., 1985b), South Cleft on the JdF ridge
in 1984 (Von Damm and Bischoff, 1987), and
TAG on the MAR in 1986 (Campbell er al.,
1988). All these sites have exhibited very stable
vent-fluid chemistries, although only TAG would
be considered as a “slow spreading” vent site. Nev-
ertheless, it is the TAG vent site that has shown
perhaps the most remarkable stability in its vent-
fluid compositions; these have remained invariant
for more than a decade, even after perturbation
from the drilling of a series of 5 ODP holes direct
into the top of the active sulfide mound (Humphris
et al., 1995; Edmonds et al., 1996).

Accounting for temporal variability (or lack
thereof) when calculating hydrothermal fluxes is,
clearly, problematic. It is very difficult to calcu-
late the volume of fluid exiting from a hydrother-
mal system accurately. Many of the differences
from seawater are most pronounced in the early
eruptive period (~1 yr), which is also the time
when fluid temperatures are hottest (Von Damm,
2000). Visual observations suggest that this is a
time of voluminous fluid flow, which is not unex-
pected given that an enhanced heat source will
have recently been emplaced directly at the sea-
floor in the case of an eruption, or, in the case of a
dike intrusion, at shallow depths beneath. The
upper oceanic crust exhibits high porosity, filled
with ambient seawater. At eruption/intrusion, this
seawater will be heated rapidly, its density will
decrease, the resultant fluid will quickly rise, and
large volumes of unreacted, cooler seawater will
be drawn in and quickly expelled. It is not unrea-
sonable to assume, therefore, that the water flux
through a hydrothermal system may be at its larg-
est during this initial period, just when chemical
compositions are most extreme (Von Damm et al.,
1995; Von Damm, 2000). The key to the problem,
therefore, probably lies in determining how much
time a hydrothermal system spends in its “wax-
ing” (immediate post-eruptive) stage when com-
pared to the time spent at “steady state” (e.g., as
observed at 21° N EPR) and in a “waning” period,
together with an evaluation of the relative heat,
water, and chemical fluxes associated with each
of these different stages. If fluid fluxes and chem-
ical anomalies are greatest in the immediate post-
eruptive period, for example, the initial 12 months
of any vent-field eruption may be geochemically
more significant than a further 20 years of
“steady-state” emission. At fast-spreading ridges,
new eruptions might even occur faster than such a
vent “lifecycle” can be completed. Alternately,
the converse may hold true: early-stage eruptions
may prove relatively insignificant over the full
lifecycle of a prolonged, unperturbed hydrother-
mal site.

To advance our understanding of the chemical
variability of vent fluids, it will be important to

continue to find new sites that may be at evolu-
tionary stages not previously observed. Equally, it
will be important to continue studies of temporal
variability at known sites: both those that have
varied in the past and those that have appeared to
be stable over the time intervals at which they
have been sampled. Understanding the mechan-
isms and physical processes that control these
vent-fluid compositions are key to calculating
hydrothermal fluxes.

2.3 THE NET IMPACT OF
HYDROTHERMAL ACTIVITY

It is important to remember that the gross
chemical flux associated with expelled vent fluids
(Section 2.2) is not identical to the net flux from
hydrothermal systems. Subsurface hydrothermal
circulation can have a net negative flux for some
chemicals, the most obvious being magnesium
which is almost quantitatively removed from the
starting seawater and is added instead to the oce-
anic crust. Another example of such removal is
uranium, which is also completely removed from
seawater during hydrothermal circulation and then
recycled into the upper mantle through subduction
of altered oceanic crust. Even where, compared to
starting seawater, there is no concentration gain or
loss, an element may nevertheless undergo almost
complete isotopic exchange within the oceanic
crust indicating that none of the substance origi-
nally present in the starting seawater has passed
conservatively through the hydrothermal sys-
tem—the most obvious example being that of
strontium. We present a brief summary of ocean
crust mineralization in Section 2.4.1, but a more
detailed treatment of ocean crust alteration is
given elsewhere.

For the remainder of this chapter we concen-
trate, instead, upon the fate of hydrothermal dis-
charge once it reaches the seafloor. Much of this
material, transported in dissolved or gaseous form
in warm or hot fluids, does not remain in solution
but forms solid phases as fluids cool and/or mix
with colder, more alkaline seawater. These pro-
ducts, whose formation may be mediated as well
as modified by a range of biogeochemical pro-
cesses, occur from the ridge axis out into the
deep ocean basins. Massive sulfide as well as
silicate, oxide, and sometimes carbonate deposits
formed from high-temperature fluids are progres-
sively altered by high-temperature metasomatism,
as well as low-temperature oxidation and mass
wasting—much of which may be biologically
mediated. Various low-temperature deposits may
also be formed, again often catalyzed by
biological activity. In addition to these near-vent
hydrothermal products, abundant fine-grained
particles are formed in hydrothermal plumes,
which subsequently settle to the seafloor to form
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metalliferous sediments, both close to vent sites
and across ridge flanks into adjacent ocean basins.
The post-depositional fates for these near- and far-
field deposits remain poorly understood. Sulfide
deposits, for example, may undergo extensive dia-
genesis and dissolution, leading to further release
of dissolved chemicals into the deep ocean. Con-
versely, oxidized hydrothermal products may
remain well-preserved in the sedimentary record
and only be recycled via subduction back into the
Earth’s interior. On ridges where volcanic erup-
tions are frequent, both relatively fresh and more
oxidized deposits may be covered over by
subsequent lava flows (on the timescale of a
decade) and, thus, become assimilated into the
oceanic crust, isolated from the overlying water-
and sediment-columns. In the following sections
we discuss the fates of various hydrothermal “pro-
ducts” in order of their distance from the vent-
source: near-vent deposits (Section 2.4); hydro-
thermal plumes (Section 2.5); and hydrothermal
sediments (Section 2.6).

2.4 NEAR-VENT DEPOSITS

2.4.1 Alteration and Mineralization of the
Upper Ocean Crust

Hydrothermal circulation causes extensive
alteration of the upper ocean crust, reflected both
in mineralization of the crust and in changes to
physical properties of the basement (Alt, 1995).
The direction and extent of chemical and isotopic
exchange between seawater and oceanic crust
depends on variations in temperature and fluid
penetration and, thus, vary strongly as a function
of depth. Extensive mineralization of the upper
ocean crust can occur where metals leached from
large volumes of altered crust become concen-
trated at, or close beneath, the sediment—water
interface (Hannington et al., 1995, Herzig and
Hannington, 2000). As we have seen (Section 2.2),
hydrothermal circulation within the ocean crust can
be subdivided into three major components—the
recharge, reaction, and discharge zones (Figure 5).

Recharge zones, which are broad and diffuse,
represent areas where seawater is heated and
undergoes reactions with the crust as it penetrates,
generally downwards. (It is important to remem-
ber, however, that except where hydrothermal
systems are sediment covered, the location of the
recharge zone has never been established; debate
continues, for example, whether recharge occurs
along or across axis.) Important reactions in the
recharge zone, at progressively increasing tem-
peratures, include: low-temperature oxidation,
whereby iron oxyhydroxides replace olivines and
primary sulfides; fixation of alkalis (potassium,
rubidium, and caesium) in celadonite and nontro-
nite (ferric mica and smectite, respectively) and

fixation of magnesium, as smectite (<200 °C) and
chlorite (>200 °C). At temperatures exceeding
~130-150 °C, two other key reactions occur: for-
mation of anhydrite (CaSO,4) and mobilization of
the alkalis (potassium, rubidium, lithium) (Alt,
1995). Upon subduction, the altered mineralogy
and composition of the ocean crust can lead to the
development of chemical and isotopic heterogene-
ities, both in the mantle and in the composition of
island arc volcanic rocks. This subject is discussed
in greater detail by Staudigel.

The reaction zone represents the highest pres-
sure and temperature (likely >400 °C) conditions
reached by hydrothermal fluids during their sub-
surface circulation; it is here that hydrothermal
vent fluids are believed to acquire much of their
chemical signatures (Section 2.2). As they become
buoyant, these fluids then rise rapidly back to the
seafloor through discharge zones. The deep roots
of hydrothermal discharge zones have only ever
been observed at the base of ophiolite sequences
(e.g., Nehlig et al., 1994). Here, fluid inclusions
and losses of metals and sulfur from the rocks
indicate alteration temperatures of 350440 °C
(Alt and Bach, 2003) in reasonable agreement
with vent-fluid observations (Section 2.2). Sub-
mersible investigations and towed camera surveys
of the modern seafloor have allowed surficial
hydrothermal deposits to be observed in some
detail (see next section). By contrast, the alteration
pipes and “stockwork” zones that are believed
to form the “roots” underlying all seafloor hydro-
thermal deposits (Figure 10) and which are con-
sidered to be quantitatively important in global

ca. 350 °C

ca. 250 °C

Figure 10 Schematic illustration of an idealized
hydrothermal sulfide mound including: branching
stockwork zone beneath the mound; emission of both
high-temperature (350 °C) and lower-temperature
(100-250 °C) fluids from the top of the mound
together with more ephemeral diffuse flow; and
deposition by mass-wasting of an apron of sulfidic
sediments around the edges of the mound.
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geochemical cycles (e.g., Peucker-Ehrenbrink
et al., 1994) remain relatively inaccessible. Direct
sampling of the stockwork beneath active seafloor
hydrothermal systems has only been achieved on
very rare occasions, e.g., through direct sampling
from ODP drilling (Humphris et al., 1995) or
through fault-face exposure at the seabed (e.g.,
Fouquet et al., 2003). Because of their relative
inaccessibility, even compared to all other aspects
of deep-sea hydrothermal circulation, study of sub-
seafloor crustal mineralization remains best stud-
ied in ancient sulfide deposits preserved in the
geologic record on-land (Hannington et al., 1995).

2.4.2 Near-vent Hydrothermal Deposits

The first discoveries of hydrothermal vent
fields (e.g., Galapagos; EPR, 21° N) revealed
three distinctive types of mineralization: (i) mas-
sive sulfide mounds deposited from focused
high-temperature fluid flow, (ii) accumulations
of Fe—Mn oxyhydroxides and silicates from low-
temperature diffuse discharge, and (iii) fine-
grained particles precipitated from hydrothermal
plumes. Subsequently, a wide range of mineral
deposits have been identified that are the result
of hydrothermal discharge, both along the global
ridge crest and in other tectonic settings (Koski
et al.,2003). Of course, massive sulfides only con-
tain a fraction of the total dissolved load released
from the seafloor. Much of this flux is delivered to
ridge flanks via dispersion in buoyant and non-
buoyant hydrothermal plumes (Section 2.5). In
addition, discoveries such as the carbonate-rich
“Lost City” deposits (Kelley et al., 2001), silica-
rich deposits formed in the Blanco Fracture Zone
(Hein et al., 1999), and metal-bearing fluids on the
flanks of the JAFR (Mottl et al., 1998) remind us
that there is still much to learn about the formation
of hydrothermal mineral deposits.

Haymon (1983) proposed the first model for
how a black smoker chimney forms (Figure 11).
The first step is the formation of an anhydrite
(CaS0O,) framework due to the heating of seawa-
ter, and mixing of vent fluids with that seawater.
The anhydrite walls then protect subsequent
hydrothermal fluids from being mixed so exten-
sively with seawater, as well as providing a tem-
plate onto which sulfide minerals can precipitate
as those fluids cool within the anhydrite structure.
As the temperature and chemical compositions
within the chimney walls evolve, a zonation
of metal sulfide minerals develops, with more
copper-rich phases being formed towards the inte-
rior, zinc-rich phases towards the exterior, and
iron-rich phases ubiquitous. This model is directly
analogous to the concept of an “intensifying
hydrothermal system” developed by Eldridge
et al. (1983), in which initial deposition of a
fine-grained mineral carapace restricts mixing
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Figure 11 Schematic diagram showing mineral

zonation in cross-section and in plan view for a typical

black smoker chimney. Arrows indicate direction of
inferred fluid flow (after Haymon, 1983).

of hydrothermal fluid and seawater at the site
of discharge. Subsequently, less-dilute, higher-
temperature (copper-rich) fluids interact with
the sulfides within this carapace to precipitate
chalcopyrite and mobilize more soluble, lower-
temperature metals such as lead and zinc toward
the outer, cooler parts of the deposit. Thus, it is the
steep temperature and chemical gradients, caused
by both mixing and diffusion, which account for
the variations in wall mineralogy and Cu—Zn
zonation observed in both chimneys and larger
deposits. These processes, initially proposed as
part of a conceptual model, have subsequently
been demonstrated more rigorously by quantita-
tive geochemical modeling of hydrothermal fluids
and deposits (Tivey, 1995).

Drilling during Ocean Drilling Program Leg
158 revealed that similar internal variations can
also occur on much larger scales—e.g., across
the entire TAG mound (Humpbhris et al., 1995;
Petersen et al., 2000). That work revealed the core
of the mound to be dominated by chalcopyrite-
bearing massive pyrite, pyrite—anhydrite and pyrite—
silica breccias whilst the mound top and margins
contained little or no chalcopyrite but more sphaler-
ite and higher concentrations of metals soluble at
lower temperatures (e.g., zinc, gold). The geochem-
ical modeling results of Tivey (1995) point to a
mechanism of entrainment of seawater into the
focused upflow zone within the mound which
would, almost simultaneously: (i) induce the precip-
itation of anhydrite, chalcopyrite, pyrite, and quartz;
(ii) decrease the pH of the fluid; and (iii) mobilize
zinc and other metals. When combined, the pro-
cesses outlined above—zone refining and the
entrainment of seawater into active sulfide depos-
its—appear to credibly explain mineralogical and
chemical features observed both in modemn
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hydrothermal systems (e.g., the TAG mound) and in
“Cyprus-type” deposits found in many ophiolites of
orogenic belts (Hannington et al., 1998).

A quite different form of hydrothermal deposit
has also been located, on the slow-spreading
MAR. The Lost City vent site (Kelley et al.,
2001) occurs near 30° N on the MAR away from
the more recently erupted volcanic ridge axis.
Instead, it is situated high up on a tectonic massif
where faulting has exposed variably altered peri-
dotite and gabbro (Blackman et al., 1998). The
Lost City field hosts at least 30 active and inactive
spires, extending up to 60 m in height, on a terrace
that is underlain by diverse mafic and ultramafic
lithologies. Cliffs adjacent to this terrace also host
abundant white hydrothermal alteration both as
flanges and peridotite mineralization, which is
directly akin to deposits reported from Alpine
ophiolites (Frith-Green et al., 1990). The Lost City
chimneys emit fluids up to 75 °C which have a very
high pH (9.0-9.8) and compositions which are rich
in H,S, CH,4, and Hy—consistent with serpentiniza-
tion reactions (Section 2.2)—but low in dissolved
silica and metal contents (Kelley et al., 2001). Con-
sistent with this, the chimneys of the Lost City field
are composed predominantly of magnesium and
calcium-rich carbonate and hydroxide minerals,
notably calcite, brucite, and aragonite.

In addition to the sulfide- and carbonate-
dominated deposits described above, mounds and
chimneys composed of Fe- and Mn-oxyhydroxides
and silicate minerals also occur at tectonically
diverse rift zones, from MORs such as the Gala-
pagos Spreading Center to back-arc systems such
as the Woodlark Basin (Corliss et al., 1978; Binns
et al., 1993). Unlike polymetallic sulfides, Fe—Mn
oxide-rich, low-temperature deposits should
be chemically stable on the ocean floor. Certainly,
metalliferous sediments in ophiolites—often ref-
erred to as “umbers”—have long been identified
as submarine hydrothermal deposits formed in
ancient ocean ridge settings. These types of ophio-
lite deposit may be intimately linked to the
Fe—Mn-Si oxide “mound” deposits formed on
pelagic ooze near the Galapagos Spreading Center
(Maris and Bender, 1982). It has proven difficult,
however, to determine the precise temporal and
genetic relationship of umbers to massive sulfides,
not least because no gradation of Fe-Mn-Si oxide
to sulfide mineralization has yet been reported
from ophiolitic terranes. The genetic relationship
between sulfide and oxide facies deposits formed
at modern hydrothermal sites also remains enig-
matic. Fe—-Mn-Si oxide deposits may simply rep-
resent “failed” massive sulfides. Alternately, it
may well be that there are important aspects of,
for example, axial versus off-axis plumbing sys-
tems (e.g., porosity, permeability, chemical varia-
tions caused by phase separation) or controls on
the sulfur budget of hydrothermal systems that

remain inadequately understood. What seems cer-
tain is that the three-dimensional problem of
hydrothermal deposit formation (indeed, 4D if
one includes temporal evolution) cannot be solved
from seafloor observations alone. Instead, what is
required is a continuing program of seafloor dril-
ling coupled with analogue studies of hydrother-
mal deposits preserved on land.

2.5 HYDROTHERMAL PLUME
PROCESSES

2.5.1 Dynamics of Hydrothermal Plumes

Hydrothermal plumes form wherever buoyant
hydrothermal fluids enter the ocean. They repre-
sent an important dispersal mechanism for the
thermal and chemical fluxes delivered to the
oceans while the processes active within these
plumes serve to modify the gross fluxes from
venting, significantly. Plumes are of further inter-
est to geochemists because they can be exploited
in the detection and location of new hydrothermal
fields and for the calculation of total integrated
fluxes from any particular vent field. To biolo-
gists, hydrothermal plumes represent an effective
transport mechanism for dispersing vent fauna,
aiding gene-flow between adjacent vent sites
along the global ridge crest (e.g., Mullineaux and
France, 1995). In certain circumstances the heat
and energy released into hydrothermal plumes
could act as a driving force for mid-depth oceanic
circulation (Helfrich and Speer, 1995).

Present day understanding of the dynamics of
hydrothermal plumes is heavily influenced by the
theoretical work of Morton et al. (1956) and
Turner (1973). When high-temperature vent fluids
are expelled into the base of the much colder,
stratified, oceanic water column they are buoyant
and begin to rise. Shear flow between the rising
fluid and the ambient water column produces tur-
bulence and vortices or eddies are formed which
are readily visible in both still and video-imaging
of active hydrothermal vents. These eddies or
vortices act to entrain material from the ambient
water column, resulting in a continuous dilution of
the original vent fluid as the plume rises. Because
the oceans exhibit stable density-stratification,
this mixing causes progressive dilution of the
buoyant plume with water which is denser than
both the initial vent fluid and the overlying water
column into which the plume is rising. Thus, the
plume becomes progressively less buoyant as it
rises and it eventually reaches some finite maxi-
mum height above the seafloor, beyond which it
cannot rise (Figure 12). The first, rising stage of
hydrothermal plume evolution is termed the buoy-
ant plume. The later stage, where plume rise has
ceased and hydrothermal effluent begins to be
dispersed laterally, is termed the nonbuoyant
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Figure 12 Sketch of the hydrothermal plume rising
above an active hydrothermal vent, illustrating
entrainment of ambient seawater into the buoyant
hydrothermal plume, establishment of a nonbuoyant
plume at height z,,,,« (deeper than the maximum height
of rise actually attained due to momentum overshoot)
and particle settling from beneath the dispersing
nonbuoyant plume (after Helfrich and Speer, 1995).

plume also referred to in earlier literature as the
neutrally buoyant plume.

The exact height reached by any hydrothermal
plume is a complex function involving key prop-
erties of both the source vent fluids and the water
column into which they are injected—notably the
initial buoyancy of the former and the degree of
stratification of the latter. A theoretical approach
to calculating the maximum height-of-rise that
can be attained by any hydrothermal plume is
given by Turner (1973) with the equation:

Zmax — 376F(1)/4N73/4 (1)

where F and N represent parameters termed the
buoyancy flux and the Brunt—Viisild frequency,
respectively. The concept of the buoyancy flux, F
(units cm? 573) can best be understood from an
explanation that the product Fyp, represents the
total weight deficiency produced at the vent
source per unit time (units g cm s~°). The Brunt—
Viisild frequency, also termed the buoyancy fre-
quency, N (units s~ ') is defined as:

N? = —(g/po)dp/dz 2

where g is the acceleration due to gravity, py is the
background density at the seafloor and dp/dz is
the ambient vertical density gradient. In practice,
buoyant hydrothermal plumes always exceed this
theoretical maximum because, as they reach the
level z;,.x the plume retains some finite positive
vertical velocity. This leads to “momentum over-
shoot” (Turner, 1973) and “doming” directly
above the plume source before this (now nega-
tively buoyant) dome collapses back to the level
of zero buoyancy (Figure 12).

Note also the very weak dependence of
emplacement height (z,,x) upon the buoyancy
flux or heat flux of any given vent source. A
doubling of z,,, for any plume, for example,

could only be achieved by a 16-fold increase in
the heat flux provided by its vent source. By
contrast, the ambient water column with which
the buoyant plume becomes progressively more
diluted exerts a significant influence because the
volumes entrained are nontrivial. For a typical
plume with F():lO_2 m* 5_3, N=10"3s"" the
entrainment flux is of the order 10> m®s™' (e.g.,
Helfrich and Speer, 1995) resulting in very ra})id
dilution of the primary vent fluid (102—10 1)
within the first 5-10 m of plume rise and even
greater dilution (~10*1) by the time of emplace-
ment within the nonbuoyant, spreading hydrother-
mal plume (Feely et al., 1994). Similarly, the time
of rise for a buoyant hydrothermal plume, is
entirely dependent on the background buoyancy
frequency, N (Middleton, 1979):

7=naN"" 3)

which, for a typical value of N=10"> s, yields a
plume rise-time of <1 h.

2.5.2 Modification of Gross Geochemical
Fluxes

Hydrothermal plumes represent a significant
dispersal mechanism for chemicals released from
seafloor venting to the oceans. Consequently, it is
important to understand the physical processes that
control this dispersion (Section 2.5.1). It is also
important to recognize that hydrothermal plumes
represent non-steady-state fluids whose chemical
compositions evolve with age (Figure 13). Pro-
cesses active in hydrothermal plumes can lead to
significant modification of gross hydrothermal
fluxes (cf. Edmond et al., 1979; German et al.,
1991b) and, in the extreme, can even reverse the
sign of net flux to/from the ocean (e.g., German
etal., 1990, 1991a).

2.5.2.1 Dissolved noble gases

For one group of tracers, however, inert marine
geochemical behavior dictates that they do
undergo conservative dilution and dispersion
within hydrothermal plumes. Perhaps the simplest
example of such behavior is primordial dissolved
*He, which is trapped in the Earth’s interior and
only released to the deep ocean through processes
linked to volcanic activity—notably, submarine
hydrothermal vents. As we have seen, previously,
end-member vent fluids typically undergo
~10,000-fold dilution prior to emplacement in a
nonbuoyant hydrothermal plume. Nevertheless,
because of the large enrichments of dissolved
3He in hydrothermal fluids when compared to
the low background levels in seawater, pro-
nounced enrichments of dissolved *He relative to
“He can be traced over great distances in the deep
ocean. Perhaps the most famous example of such
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Figure 13 Schematic representation of an MOR hydrothermal system and its effects on the overlying water column.
Circulation of seawater occurs within the oceanic crust, and so far three types of fluids have been identified and are
illustrated here: high-temperature vent fluids that have likely reacted at >400 °C; high- temperature fluids that have
then mixed with seawater close to the seafloor; fluids that have reacted at “intermediate” temperatures, perhaps
~150 °C. When the fluids exit the seafloor, either as diffuse flow (where animal communities may live) or as “black
smokers,” the water they emit rises and the hydrothermal plume then spreads out at its appropriate density level.
Within the plume, sorption of aqueous oxyanions may occur onto the vent-derived particles (e.g., phosphate,
vanadium, arsenic) making the plumes a sink for these elements; biogeochemical transformations also occur.
These particles eventually rain-out, forming metalliferous sediments on the seafloor. While hydrothermal
circulation is known to occur far out onto the flanks of the ridges, little is known about the depth to which it
extends or its overall chemical composition because few sites of active ridge-flank venting have yet been identified
and sampled (Von Damm, unpublished).

behavior is the pronounced *He plume identified
by Lupton and Craig (1981) dispersing over
~2,000 km across the southern Pacific Ocean,
west of the southern EPR (Figure 14). A more
recent example of the same phenomenon, how-
ever, is the large-scale *He anomaly reported
by Riith er al. (2000) providing the first firm
evidence for high-temperature hydrothermal vent-
ing anywhere along the southern MAR. Rn-222,
a radioactive isotope of the noble element radon,
is also enriched in hydrothermal fluids; while it
shares the advantages of being a conservative
tracer with 3He, it also provides the additional
advantage of acting as a “clock” for hydrothermal
plume processes because it decays with a half-life
of 3.83 d. Kadko et al. (1990) used the fraction-
ation of **?Rn/°He ratios in a dispersing non-
buoyant hydrothermal plume above the JdFR to

estimate rates of dispersion or “ages” at different
locations “down-plume” and, thus, deduce rates of
uptake and/or removal of various nonconservative
plume components (e.g., H,, CH4, manganese,
particles). A complication to that approach arises,
however, with the recognition that—in at least
some localities—maximum plume-height
222Rn/*He ratios exceed pristine high-temperature
vent-fluid values; clearly, entrainment from near-
vent diffuse flow can act as an important addi-
tional source of dissolved **’Rn entering ascend-
ing hydrothermal plumes (Rudnicki and
Elderfield, 1992).

2.5.2.2 Dissolved reduced gases (H,S, H,, CH )

The next group of tracers that are important in
hydrothermal plumes are the reduced dissolved
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Figure 14 Distribution of §°He across the Pacific Ocean at 15° S. This plume corresponds to the lobe of
metalliferous sediment observed at the same latitude extending westward from the crest of the EPR (Figure 2)
(after Lupton and Craig, 1981).

gases, H,S, H,, and CH,. As we have already
seen, dissolved H,S is commonly the most abun-
dant dissolved reduced gas in high-temperature
vent fluids (Section 2.2). Typically, however,
any dissolved H,S released to the oceans under-
goes rapid reaction, either through precipitation of
polymetallic sulfide phases close to the seafloor
and in buoyant plumes, or through oxidation in the
water column. As of the early 2000s, there has
only been one report of measurable dissolved H,S
at nonbuoyant plume height anywhere in the deep
ocean (Radford-Knoery et al., 2001). That study
revealed maximum dissolved H,S concentrations
of <2 nM, representing a 5 x 10°-fold decrease
from vent-fluid concentrations (Douville et al.,
2002) with complete oxidative removal occurring
in just 4-5 h, within ~1-10 km of the vent site.
Dissolved H,, although not commonly abundant
in such high concentrations in vent fluids (Section
2.2), exhibits similarly short-lived behavior within
hydrothermal plumes. Kadko et al. (1990) and
German et al. (1994) have reported maximum
plume-height dissolved H, concentrations of
12nM and 32 nM above the Main Endeavour
vent site, JAFR and above the Steinahdll vent
site, Reykjanes Ridge. From use of the
222Rn/*He “clock,” Kadko et al. (1990) estimated
an apparent “oxidative-removal” half-life for dis-
solved H, of ~10 h.

The most abundant and widely reported dis-
solved reduced gas in hydrothermal plumes is

methane which is released into the oceans from
both high- and low-temperature venting and
the serpentinization of ultramafic rocks (e.g.,
Charlou et al., 1998). Vent-fluid concentrations
are significantly enriched over seawater values
(10-2,000 pmol kg~ ' versus <5 nmol kg™') but
the behavior of dissolved methane, once released,
appears variable from one location to another:
e.g., rapid removal of dissolved CH,4 was observed
in the Main Endeavour plume (half-life=10 d;
Kadko et al., 1990) yet near-conservative behav-
ior for the same tracer has been reported for the
Rainbow hydrothermal plume, MAR, over dis-
tances up to 50 km from the vent site (Charlou
et al., 1998; German et al., 1998b). Possible rea-
sons for these significant variations are discussed
later (Section 2.5.4).

2.5.2.3 Iron and manganese geochemistry in
hydrothermal plumes

The two metals most enriched in hydrothermal
vent fluids are iron and manganese. These ele-
ments are present in a reduced dissolved form
(Fe”, Mn”) in end-member vent fluids yet are
most stable as oxidized Fe(Ill) and Mn(IV) pre-
cipitates in the open ocean. Consequently, the
dissolved concentrations of iron and manganese
in vent fluids are enriched ~10%1 over open-
ocean values (e.g., Landing and Bruland, 1987;
Von Damm, 1995; Statham et al., 1998). When



Hydrothermal Plume Processes 73

these metal-laden fluids first enter the ocean, two
important processes occur. First, the fluids are
instantaneously cooled from >350 °C to <30 °C.
This quenching of a hot saturated solution leads to
precipitation of a range of metal sulfide phases
that are rich in iron but not manganese because the
latter does not readily form sulfide minerals. In
addition, turbulent mixing between the sulfide-
bearing vent fluid and the entrained, oxidizing,
water column leads to a range of redox reactions
resulting in the rapid precipitation of high concen-
trations of suspended iron oxyhydroxide particu-
late material. The dissolved manganese within the
hydrothermal plume, by contrast, typically exhi-
bits much more sluggish oxidation kinetics and
remains predominantly in dissolved form at the
time of emplacement in the nonbuoyant plume.
Because iron and manganese are so enriched in
primary vent fluids, nonbuoyant plumes typically
exhibit total (dissolved and particulate) iron and
manganese concentrations, which are ~100-fold
higher than ambient water column values imme-
diately following nonbuoyant plume emplace-
ment. Consequently, iron and manganese, together
with CH, and *He (above), act as extremely power-
ful tracers with which to identify the presence of
hydrothermal activity from water-column investiga-
tions. The fate of iron in hydrothermal plumes is of
particular interest because it is the geochemical
cycling of this element, more than any other, which
controls the fate of much of the hydrothermal flux
from seafloor venting to the oceans (e.g., Lilley
etal., 1995).

Because of their turbulent nature, buoyant
hydrothermal plumes have continued to elude
detailed geochemical investigations. One approach
has been to conduct direct sampling using manned
submersibles or ROVs (e.g., Rudnicki and
Elderfield, 1993; Feely et al., 1994). An alternate,
and indirect, method is to investigate the geo-
chemistry of precipitates collected both rising
in, and sinking from, buoyant hydrothermal plumes
using near-vent sediment traps (e.g., Cowen et al.,
2001; German et al., 2002). From direct observa-
tions it is apparent that up to 50% of the total
dissolved iron emitted from hydrothermal vents
is precipitated rapidly from buoyant hydro-
thermal plumes (e.g., Mottl and McConachy,
1990; Rudnicki and Elderfield, 1993) forming
polymetallic sulfide phases which dominate
(>90%) the iron flux to the near-vent seabed
(Cowen et al., 2001; German et al., 2002). The
remaining dissolved iron within the buoyant and
nonbuoyant hydrothermal plume undergoes oxi-
dative precipitation. In the well-ventilated N.
Atlantic Ocean, very rapid Fe(II) oxidation is
observed with a half-life for oxidative removal
from solution of just 2-3 min (Rudnicki and
Elderfield, 1993). In the NE Pacific, by contrast,
corresponding half-times of up to 32 h have been

reported from JAFR hydrothermal plumes (Chin
et al., 1994; Massoth et al., 1994). Field and
Sherrell (2000) have predicted that the oxidation
rate for dissolved Fe*" in hydrothermal plumes
should decrease along the path of the thermo-
haline circulation, reflecting the progressively
decreasing pH and dissolved oxygen content of
the deep ocean (Millero et al., 1987):

—d[Fe(ID)]/dr = KOH JP[05] [Fe(II)] ~ (4)

The first Fe(Il) incubation experiments con-
ducted within the Kairei hydrothermal plume,
Central Indian Ridge, are consistent with that pre-
diction, yielding an Fe(Il) oxidation half-time of
~?2 h (Statham et al., 2003, submitted).

2.5.2.4 Co-precipitation and uptake with
iron in buoyant and nonbuoyant
plumes

There is significant co-precipitation of other
metals enriched in hydrothermal fluids, along with
iron, to form buoyant plume polymetallic sulfides.
Notable among these are copper, zinc, and lead.
Common accompanying phases, which also sink
rapidly from buoyant plumes, are barite and anhy-
drite (barium and calcium sulfates) and amorphous
silica (e.g., Lilley et al., 1995). In nonbuoyant
hydrothermal plumes, where Fe- and (to a lesser
extent) Mn-oxyhydroxides predominate, even
closer relationships are observed between particu-
late iron concentrations and numerous other tracers.
To a first approximation, three differing iron-related
behaviors have been identified (German et al.,
1991b; Rudnicki and Elderfield, 1993): (i) co-
precipitation; (ii) fixed molar ratios to iron; and
(iii) oxyhydroxide scavenging (Figure 15). The
first is that already alluded to above and loosely
termed “chalcophile” behavior—namely prefer-
ential co-precipitation with iron as sulfide phases
followed by preferential settling from the nonbuoy-
ant plume. Such elements exhibit a generally posi-
tive correlation with iron for plume particle
concentrations but with highest X : Fe ratios closest
to the vent site (X=Cu, Zn, Pb) and much lower
values farther afield.

The second group are particularly interesting.
These are elements that establish fixed X : Fe
ratios in nonbuoyant hydrothermal plumes which
do not vary with dilution or dispersal distance
“down-plume” (Figure 15). Elements that have
been shown to exhibit such “linear” behavior
include potassium, vanadium, arsenic, chromium,
and uranium (e.g., Trocine and Trefry, 1988;
Feely et al., 1990, 1991; German et al., 1991a,b).
Hydrothermal vent fluids are not particularly
enriched in any of these elements, which typi-
cally occur as rather stable “oxyanion” dissolved
species in seawater. Consequently, this uptake
must represent a significant removal flux, for at
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Figure 15 Plots of particulate copper, vanadium, and
neodymium concentrations versus particulate iron for
suspended particulate material filtered in sifu from the
TAG hydrothermal mound, MAR, 26° N (data from
German et al., 1990, 1991b). Note generally positive
correlations with particulate Fe concentration for all
three tracers but with additional negative (Cu) or positive
(Nd) departure for sulfide-forming and scavenged
elements, respectively.

least some of these elements, from the deep
ocean. The P:Fe ratios observed throughout all
Pacific hydrothermal plumes are rather similar
(P:Fe=0.17-0.21; Feely et al., 1998) and distinctly
higher than the value observed in Atlantic hydro-
thermal plumes (P:Fe=0.06-0.12). This has led
to speculation that plume P:Fe ratios may reflect
the ambient dissolved PO}~ concentration of the
host water column and, thus, may offer potential
as a long-term tracer of past ocean circulation, if
preserved faithfully in metalliferous marine sedi-
ments (Feely et al., 1998).

2.5.2.5 Hydrothermal scavenging by
Fe-oxyhydroxides

A final group of elements identified from
hydrothermal plume particle investigations are of
particular importance: “particle-reactive” tracers.
Perhaps the best examples are the REE although
other tracers that show similar behavior include
beryllium, yttrium, thorium, and protactinium
(German et al., 1990, 1991a,b, 1993; Sherrell
et al., 1999). These tracers, like the two preceding
groups, exhibit generally positive correlations
with particulate iron concentrations in hydrother-
mal plumes (Figure 15). Unlike the “oxyanion”
group, however, these tracers do not show con-
stant X:Fe ratios within the nonbuoyant plume.
Instead, highest values (e.g., for REE:Fe) are
observed at increasing distances away from the
vent site, rather than immediately above the active
source (German et al., 1990; Sherrell et al., 1999).
One possible interpretation of this phenomenon is
that the Fe-oxyhydroxide particles within young
nonbuoyant plumes are undersaturated with
respect to surface adsorption and that continuous
“scavenging” of dissolved, particle-reactive spe-
cies occurs as the particles disperse through the
water column (German et al., 1990, 1991a,b). An
alternate hypothesis (Sherrell et al., 1999) argues,
instead, for two-stage equilibration within a non-
buoyant hydrothermal plume: close to the vent
source, a maximum in (e.g.,) particulate REE con-
centrations is reached, limited by equilibration at
fixed distribution constants between the high par-
ticulate iron concentrations present and the finite
dissolved tracer (e.g., REE) concentrations pres-
ent in plume-water. As the plume disperses and
undergoes dilution, however, particulate iron con-
centrations also  decrease; re-equilibration
between these particles and the diluting “pristine”
ambient seawater, at the same fixed distribution
constants, would then account for the higher REE/
Fe ratios observed at lower particulate iron con-
centrations. More work is required to resolve
which of these interpretations (kinetic versus equi-
librium) more accurately reflects the processes
active within hydrothermal plumes. What is



Hydrothermal Plume Processes 75

beyond dispute concerning these particle-reactive
tracers is that their uptake fluxes, in association
with hydrothermal Fe-oxyhydroxide precipitates,
far exceeds their dissolved fluxes entering the
oceans from hydrothermal vents. Thus, hydrother-
mal plumes act as sinks rather than sources for
these elements, even causing local depletions rel-
ative to the ambient water column concentrations
(e.g., Klinkhammer et al., 1983). Thus, even for
those “particle-reactive” elements which are
greatly enriched in vent fluids over seawater con-
centrations (e.g., REE), the processes active
within hydrothermal plumes dictate that hydro-
thermal circulation causes a net removal of these
tracers not just relative to the vent fluids them-
selves, but also from the oceanic water column
(German et al., 1990; Rudnicki and Elderfield,
1993). In the extreme, these processes can be
sufficient to cause geochemical fractionations
as pronounced as those caused by ‘“boundary
scavenging” in high-productivity ocean margin
environments (cf.Anderson et al., 1990; German
et al., 1997).

Thus far, we have treated the processes active
in hydrothermal plumes as inorganic geochemical
processes. However we know this is not strictly
the case: microbial processes are well known to
mediate key chemical reactions in hydrothermal
plumes (Winn et al., 1995; Cowen and German,
2003) and more recently the role of larger organ-
isms such as zooplankton has also been noted
(e.g., Burd et al., 1992; Herring and Dixon, 1998).
The biological modification of plume processes is
discussed more fully below (Section 2.5.4).

2.5.3 Physical Controls on Dispersing Plumes

Physical processes associated with hydrother-
mal plumes may affect their impact upon ocean
geochemistry; because of the fundamentally dif-
ferent hydrographic controls in the Pacific versus
Atlantic Oceans, plume dispersion varies between
these two oceans. In the Pacific Ocean, where
deep waters are warmer and saltier than overlying
water masses, nonbuoyant hydrothermal plumes
which have entrained local deep water are typi-
cally warmer and more saline at the point of
emplacement than that part of the water column
into which they intrude (e.g., Lupton et al., 1985).
The opposite has been observed in the Atlantic
Ocean where deep waters tend to be colder and
less saline than the overlying water column. Con-
sequently, for example, the TAG nonbuoyant
plume is anomalously cold and fresh when com-
pared to the background waters into which it
intrudes, 300400 m above the seafloor (Speer
and Rona, 1989).

Of perhaps more significance, geochemically,
are the physical processes which affect plume-
dispersion after emplacement at nonbuoyant

plume height. Here, topography at the ridge crest
exerts particular influence. Along slow and ultra-
slow spreading ridges (e.g., MAR, SW Indian
Ridge, Central Indian Ridge) nonbuoyant plumes
are typically emplaced within the confining
bathymetry of the rift-valley walls (order 1,000
m). Along faster spreading ridges such as the
EPR, by contrast, buoyant plumes typically rise
clear of the confining topography (order 100 m,
only). Within rift-valley “corridors” plume disper-
sion is highly dependent upon along-axis current
flow. At the TAG hydrothermal field (MAR
26° N), for example, residual currents are domi-
nated by tidal excursions (Rudnicki et al., 1994).
A net effect of these relatively “stagnant” condi-
tions is that plume material trapped within the
vicinity of the vent site appears to be recycled
multiple times through the TAG buoyant and non-
buoyant plume, enhancing the scavenging effect
upon “particle-reactive” tracers (e.g., thorium iso-
topes) within the local water column (German and
Sparks, 1993). At the Rainbow vent site (MAR
36° N) by contrast, much stronger prevailing cur-
rents (~10cm sfl) are observed and a more
unidirectional, topographically controlled flow is
observed (German et al., 1998b). Failure to appre-
ciate the potential complexities of such dispersion
precludes the “informed” sampling required to
resolve processes of geochemical evolution within
a dispersing hydrothermal plume. Nor should it be
assumed that such topographic steering is entirely
a local effect confined to slow spreading ridges’
rift-valleys. In recent work, Speer et al. (2003)
used a numerical simulation of ocean circulation
to estimate dispersion along and away from the
global ridge crest. A series of starting points were
considered along the entire ridge system, 200 m
above the seafloor and at spacings of 30-100 km
along-axis; trajectories were then calculated over
a 10 yr integrated period. With few exceptions
(e.g., major fracture zones) the net effect reported
was that these dispersal trajectories tend to be
constrained by the overall form of the ridge and
flow parallel to the ridge axis over great distances
(Speer et al., 2003).

The processes described above are relevant to
established “chronic” hydrothermal plumes.
Important exceptions (only identified rarely—so
far) are Event (or “Mega-"") Plumes. One interpre-
tation of these features is as follows: however a
hydrothermal system may evolve, it must first
displace a large volume of cold seawater from
pore spaces within the upper ocean crust. Initial
flushing of this system must be rapid, especially
on fast ridges that are extending at rates in excess
of ten centimeters per year. In circumstances
where there is frequent recurrence, either of intru-
sions of magma close beneath the seafloor or dike-
fed eruptions at the seabed, seafloor venting may
commence with a rapid exhalation of a large



76 Hydrothermal Processes

volume of hydrothermal fluid to generate an
“event” plume high up in the overlying water
column (e.g., Baker et al., 1995; Lupton et al.,
1999b). Alternately, Palmer and Ernst (1998,
2000) have argued that cooling of pillow basalts,
erupted at ~1,200 °C on the seafloor and the most
common form of submarine volcanic extrusion, is
responsible for the formation of these same “event”
plume features. Whichever eruption-related process
causes their formation, an important question that
follows is: how much hydrothermal flux is over-
looked if we fail to intercept “event” plumes at the
onset of venting at any given location? To address
this problem, Baker et al. (1998) estimated that
the event plume triggered by dike-intrusion at the
co-axial vent field (JAFR) contributed less than 10%
of the total flux of heat and chemicals released
during the ~3 yr life span of that vent. If widely
applicable, those deliberations suggest that event
plumes can safely be ignored when calculating
global geochemical fluxes (Hein et al., 2003).
They remain of great interest to microbiologists,
however, as a potential “window” into the deep,
hot biosphere (e.g., Summit and Baross, 1998).

2.5.4 Biogeochemical Interactions in
Dispersing Hydrothermal Plumes

Recognition of the predominantly along-axis
flow of water masses above MORs as a result of
topographic steering has renewed speculation that
hydrothermal plumes may represent important
vectors for gene-flow along the global ridge
crest, transporting both chemicals and vent larvae
alike, from one adjacent vent site to another (e.g.,
Van Dover et al., 2002). If such is the case, how-
ever, it is also to be expected that a range of
biogeochemical processes should also be active
within nonbuoyant hydrothermal plumes. One
particularly good example of such a process is
the microbial oxidation of dissolved manganese.
In the restricted circulation regime of the Guay-
mas Basin, formation of particulate manganese is
dominated by bacteria and the dissolved manga-
nese residence time is less than a week (Campbell
et al., 1988). Similarly, uptake of dissolved man-
ganese in the Cleft Segment plume (JAFR) is bac-
terially dominated, albeit with much longer
residence times, estimated at 0.5 yr to >2 yr
(Winn et al., 1995). Distributions of dissolved
CH, and H, in hydrothermal plumes have also
been shown to be controlled by bacterially
mediated oxidation (de Angelis et al., 1993) with
apparent residence times which vary widely for
CH, (7-177 d) but are much shorter for dissolved
H, (<1 d).

The release of dissolved H, and CH, into
hydrothermal plumes provides suitable substrates
for both primary (chemolithoautotrophic) and
secondary (heterotrophic) production within

dispersing nonbuoyant hydrothermal plumes.
Although the sinking organic carbon flux from
hydrothermal plumes (Roth and Dymond, 1989;
German et al., 2002) may be less than 1% of the
total oceanic photosynthetic production (Winn
et al., 1995) hydrothermal production of organic
carbon is probably restricted to a corridor ext-
ending no more than ~10 km to either side of
the ridge axis. Consequently, microbial activity
within hydrothermal plumes may have a pro-
nounced local effect—perhaps 5—10-fold greater
than the photosynthetic-flux driven from the
overlying upper ocean (Cowen and German,
2003). Although the detailed microbiology of
hydrothermal plumes remains poorly studied,
as of the early 2000s, bacterial counts from the
Rainbow plume have identified both an increase
in total cell concentrations at plume-height com-
pared to background (Figure 16) and, further, that
50-75% of the microbial cells identified in that
work were particle-attached compared to typical
values of just 15% for the open ocean. Detailed
molecular biological analysis of those particle-
associated microbes have also revealed that the
majority (66%) are archeal in nature rather than
bacterial (German et al., 2003); in the open ocean,
by contrast, it is the bacteria which typically
dominate (Fuhrmann et al., 1993; Mullins et al.,
1995). It is tempting to speculate that these
preliminary data may provide testament to a long-
established (even on geological timescales) chemi-
cal-microbial symbiosis at hydrothermal vents.
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2.5.5 Impact of Hydrothermal Plumes Upon
Ocean Geochemical Cycles

Hydrothermal plumes form by the entrainment
of large volumes of ambient ocean water into
rising buoyant plumes driven by the release of
vent fluids at the seafloor. The effect of this dilu-
tion is such that the entire volume of the oceans is
cycled through buoyant and nonbuoyant hydro-
thermal plumes, on average, every few thousand
years—a timescale comparable to that for mixing
of the entire deep ocean.

Close to the vent source, rapid precipitation of a
range of polymetallic sulfide, sulfate, and oxide
phases leads to a strong modification of the gross
dissolved metal flux from the seafloor. Independent
estimates by Mottl and McConachy (1990) and
German et al. (1991b), from buoyant and nonbuoy-
ant plume investigations in the Pacific and Atlantic
Oceans respectively, concluded that perhaps only
manganese and calcium achieved a significant dis-
solved metal flux from hydrothermal venting to the
oceans. (For comparison, the following 27 elements
exhibited no evidence for a significant dissolved
hydrothermal flux: iron, beryllium, aluminum, mag-
nesium, chromium, vanadium, cobalt, copper, zinc,
arsenic, yttrium, molybdenum, silver, cadmium, tin,
lanthanum, cerium, praseodymium, neodymium,
samarium, europium, gadolinium, terbium, hol-
mium, erbium, lead, and uranium.) In addition
to rapid co-precipitation and deposition of vent-
sourced metals to the local sediments (e.g., Dymond
and Roth, 1988; German et al., 2002), hydrothermal
plumes are also the site of additional uptake of other
dissolved tracers from the water column—most
notably large dissolved “oxyanion” species (phos-
phorus, vanadium, chromium, arsenic, uranium) and
particle-reactive species (beryllium, yttrium, REE,
thorium, and protactinium). For many of these tra-
cers, hydrothermal plume removal fluxes are as
great as, or at least significant when compared
to, riverine input fluxes to the oceans (Table 3).
What remains less certain, however, is the extent

to which these particle-associated species are subse-
quently retained within the hydrothermal sediment
record.

2.6 HYDROTHERMAL SEDIMENTS

Deep-sea metalliferous sediments were first
documented in the reports of the Challenger Expe-
dition, 1873-1876 (Murray and Renard, 1891),
but it took almost a century to recognize that
such metalliferous material was concentrated
along all the world’s ridge crests (Figure 2).
Bostrom et al. (1969) attributed these distributions
to some form of “volcanic emanations’’; the accu-
racy of those predictions was confirmed some ten
years later with the discovery of ridge-crest vent-
ing (Corliss et al., 1978; Spiess et al., 1980)
although metalliferous sediments had already
been found in association with hot brine pools in
the Red Sea (Degens and Ross, 1969). Following
the discovery of active venting, it has become
recognized that hydrothermal sediments can be
classified into two types: those derived from
plume fall-out (including the majority of metallif-
erous sediments reported from ridge flanks) and
those derived from mass wasting close to active
vent sites (see, e.g., Mills and Elderfield, 1995).

2.6.1 Near-vent Sediments

Near-vent metalliferous sediments form from
the physical degradation of hydrothermal deposits
themselves, a process which begins as soon as
deposition has occurred. Whilst there is ample
evidence for extensive mass wasting in ancient
volcanogenic sulfide deposits, only limited atten-
tion has been paid, to date, to this aspect of mod-
ern hydrothermal systems. Indeed, much of our
understanding comes from a series of detailed
investigations from a single site, the TAG hydro-
thermal field at 26° N on the MAR. It has been
shown, for example, that at least some of the
weathered sulfide debris at TAG is produced

Table 3 Global removal fluxes from the deep ocean into hydrothermal plumes (after Elderfield and Schultz, 1996).

Element Hydrothermal input Plume removal Riverine input
(mol yrfl) (mol yrfl) (mol yr™ )
Cr 0 4.8 x 107 6.3 x 10°
\Ys 0 43 x 108 5.9 x 108
As (0.01-3.6) x 107 1.8 x 108 8.8 x 108
P —4.5 x 107 1.1 x 10 3.3 x 10"
U -38x 10° 43 % 107 3.6 x 107
Mo 0 1.9 x 10° 2.0 x 10®
Be 1.7 x 10° 3.7 x 107
Ce 9.1 x 10° 1.0 x 10° 1.9 x 10’
Nd 5.3 x 10° 6.3 x 10° 9.2 x 10°
Lu 2.1 x 10° 0.6 x 10° 1.9 x 10°
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from collapse of the mound itself. This collapse is
believed to arise from waxing and waning of
hydrothermal circulation which, in turn, leads to
episodic dissolution of large volumes of anhydrite
within the mound (e.g., Humphris ef al., 1995;
James and Elderfield, 1996). The mass-wasting
process at TAG generates an apron of hydrother-
mal detritus with oxidized sulfides deposited up to
60 m out, away from the flanks of the hydrother-
mal mound.

Similar ponds of metalliferous sediment are
observed close to other inactive sulfide structures
throughout the TAG area (Rona et al., 1993). Metz
et al. (1988) characterized the metalliferous sedi-
ment in a core raised from a sediment pond close
to one such deposit, ~2 km NNE of the active
TAG mound. That core consisted of alternating
dark red-brown layers of weathered sulfide debris
and lighter calcareous ooze. Traces of pyrite, chal-
copyrite, and sphalerite, together with elevated
transition-metal concentrations were found in the
dark red-brown layers, confirming the presence of
clastic sulfide debris. Subsequently, German et al.
(1993) investigated a short-core raised from the
outer limit of the apron of “stained” hydrothermal
sediment surrounding the TAG mound itself. That
core penetrated through 7 cm of metal-rich
degraded sulfide material into pelagic carbonate
ooze. The upper “mass-wasting” layer was char-
acterized by high transition-metal contents, just as
observed by Metz et al. (1988), but also exhibited
REE patterns similar to vent fluids (see earlier)
and high uranium contents attributed to uptake
from seawater during oxidation of sulfides (German
et al., 1993). Lead isotopic compositions in sulfidic
sediments from both sites were indistinguishable
from local MORB, vent fluids and chimneys
(German et al., 1993, Mills et al., 1993). By
contrast, the underlying/intercalated carbonate/
calcareous ooze layers from each core exhibited
lead isotope, REE, and U-Th compositions
which much more closely reflected input of
Fe-oxyhydroxide particulate material from non-
buoyant hydrothermal plumes (see below).

2.6.2 Deposition from Hydrothermal Plumes

Speer et al. (2003) have modeled deep-water
circulation above the global ridge crest and con-
cluded that this circulation is dominated by topo-
graphically steered flow along-axis. Escape of
dispersed material into adjacent deep basins is
predicted to be minimal, except in key areas
where pronounced across-axis circulation occurs.
If this model proves to be generally valid, the
majority of hydrothermal material released into
nonbuoyant hydrothermal plumes should not be
dispersed more than ~100 km off-axis. Instead,
most hydrothermal material should settle out in a
near-continuous rain of metalliferous sediment

along the length of the global ridge crest. Signifi-
cant off-axis dispersion is only predicted (i) close
to the equator (~5° N to 5° S), (ii) where the ridge
intersects boundary currents or regions of deep-
water formation, and (iii) in the Antarctic Circum-
polar Current (Speer et al., 2003). One good
example of strong across-axis flow is at the equa-
torial MAR where pronounced eastward flow of
both Antarctic Bottom Water and lower North
Atlantic Deep Water has been reported, passing
through the Romanche and Chain Fracture Zones
(Mercier and Speer, 1998).

Another location where the large-scale off-axis
dispersion modeled by Speer et al. (2003) has
already been well documented is on the southern
EPR (Figure 14). There, metalliferous sediment
enrichments underlie the pronounced dissolved
*He plume which extends westward across the
southern Pacific Ocean at ~15° S (cf. Bostrom
et al., 1969; Lupton and Craig, 1981). Much of
our understanding of ridge-flank metalliferous
sediments comes from a large-scale study carried
out at this latitude (19° S) by Leg 92 of the Deep
Sea Drilling Project (DSDP). That work targeted
sediments underlying the westward-trending
plume to investigate both temporal and spatial
variability in hydrothermal output at this latitude
(Lyle et al., 1987). A series of holes were drilled
extending westward from the ridge axis into 5-28
Ma crust; the recovered cores comprised mixtures
of biogenic carbonate and Fe—Mn oxyhydroxides.
One important result of that work was the demon-
stration, based on lead isotopic analyses, that even
the most distal sediments, collected at a range of
> 1,000 km from the ridge axis, contained 20-30%
mantle-derived lead (Barrett et al., 1987). In con-
trast, analysis of the same samples indicated that
REE distributions in the metalliferous sediments
were dominated by a seawater source (Ruhlin and
Owen, 1986). This is entirely consistent with what
has subsequently been demonstrated for hydro-
thermal plumes (see Section 2.5, above) with the
caveat that REE/Fe ratios in DSDP Leg 92 sedi-
ments are everywhere higher than the highest
REE/Fe ratios yet measured in modern nonbuoy-
ant hydrothermal plume particles (German et al.,
1990; Sherrell et al., 1999).

2.6.3 Hydrothermal Sediments in
Paleoceanography

Phosphorus and vanadium, which are typically
present in seawater as dissolved oxyanion species,
have been shown to exhibit systematic plume-
particle P:Fe and V:Fe variations which differ
from one ocean basin to another (e.g., Trefry and
Metz, 1989; Feely et al., 1990). This has led to the
hypothesis (Feely et al., 1998) that (i) plume P:Fe
and V:Fe ratios may be directly linked to local
deep-ocean dissolved phosphate concentrations
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and (ii) ridge-flank metalliferous sediments, pre-
served under oxic diagenesis, might faithfully
record temporal variations in plume-particle P:Fe
and/or V:Fe ratios. Encouragingly, a study of
slowly accumulating (~0.5 cm kyr ') sediments
from the west flank of the JdFR has revealed
that V:Fe ratios in the hydrothermal component
from that core appear faithfully to record local
plume-particle V:Fe ratios for the past ~200 kyr
(German et al., 1997; Feely et al., 1998). More
recently, however, Schaller et al. (2000) have
shown that while cores from the flanks of the
southern EPR (10° S) also exhibit V:Fe ratios
that mimic modern plume-values, in sediments
dating back to 60-70 kyr, the complementary
P:Fe and As:Fe ratios in these samples are quite
different from contemporaneous nonbuoyant
plume values. These variations have been attribu-
ted to differences in the intensity of hydrothermal
iron oxide formation between different hydrother-
mal plumes and/or significant uptake/release of
phosphorus and arsenic, following deposition
(Schaller et al., 2000).

Unlike vanadium, REE/Fe ratios recorded in
even the most recent metalliferous sediments are
much higher than those in suspended hydrother-
mal plume particles (German et al., 1990, 1997;
Sherrell et al., 1999). Further, hydrothermal sedi-
ments’ REE/Fe ratios increase systematically with
distance away from the paleo-ridge crest (Ruhlin
and Owen, 1986; Olivarez and Owen, 1989). This
indicates that the REE may continue to be taken
up from seawater, at and near the sediment—water
interface, long after the particles settle from the
plume to the seabed. Because increased uptake of
dissolved REE from seawater should also be
accompanied by continuing fractionation across
the REE series (e.g., Rudnicki and Elderfield,
1993) reconstruction of deep-water REE patterns
from preserved metalliferous sediment records
remain problematic. Much more tractable, how-
ever, is the exploitation of these same sample
types for isotopic reconstructions.

Because seawater uptake dominates the REE
content of metalliferous sediment, neodymium
isotopic analysis of metalliferous carbonate can
provide a reliable proxy for contemporaneous sea-
water, away from input of near-vent sulfide detri-
tus (Mills ef al., 1993). Osmium also exhibits a
similar behavior and seawater dominates the iso-
topic composition of metalliferous sediments even
close to active vent sites (Ravizza et al., 1996).
Consequently, analysis of preserved metalliferous
carbonate sediments has proven extremely useful
in determining the past osmium isotopic composi-
tion of the oceans, both from modern marine sedi-
ments (e.g., Ravizza, 1993; Peucker-Ehrenbrink
et al., 1995) and those preserved in ophiolites
(e.g., Ravizza et al., 2001). Only in sediments
close to an ultramafic-hosted hydrothermal

system, have perturbations from a purely seawater
osmium isotopic composition been observed
(Cave et al., 2003, in press).

2.6.4 Hydrothermal Sediments and Boundary
Scavenging

It has been known for sometime that sedi-
ments underlying areas of high particle settling
flux exhibit pronounced fractionations between
particle-reactive tracers. Both **'Pa and '’Be, for
exam(Ple, exhibit pronounced enrichments relative
to 2 Th, in ocean margin environments, when
compared to sediments underlying mid-ocean
gyres (e.g., Bacon, 1988; Anderson et al., 1990;
Lao et al., 1992). Comparable fractionations
between these three radiotracers (230Th, 23 lPa,
and 10Be) have also been identified in sediments
underlying hydrothermal plumes (German et al.,
1993; Bourlés et al., 1994; German et al., 1997).
For example, a metalliferous sediment core raised
from the flanks of the JAFR exhibited characteris-
tic hydrothermal lead-isotopic and REE/Fe com-
positions, together with high '°Be/*“Th ratios
indicative of net focusing relative to the open
ocean (German et al., 1997). The degree of frac-
tionation observed was high, even compared to
high-productivity ocean-margin environments
(Anderson et al., 1990; Lao et al., 1992), presum-
ably due to intense scavenging onto hydrothermal
Fe-oxyhydroxides. Of course, the observation that
REE and thorium are scavenged into ridge-crest
metalliferous sediments is not new; sediments
from the EPR near 17° S, with mantle lead, excess
230Th and seawater-derived REE compositions
were reported more than thirty years ago by
Bender et al. (1971). More recently, however,
examination of ridge crest sediments and near-
vent sediment-traps has revealed that the settling
flux of scavenged tracers (e.g., >>°Th) from hydro-
thermal plumes is higher than can be sustained by
in situ production in the overlying water column
alone (German et al., 2002). Thus, uptake onto
Fe-oxyhydroxide material in hydrothermal plumes
and sediments may act as a special form of deep-
ocean “boundary scavenging” leading to the net
focusing and deposition of these dissolved tracers
in ridge-flank metalliferous sediments.

2.7 CONCLUSION

The field of deep-sea hydrothermal research is
young; it was only in the mid-1970s when it was
first discovered, anywhere in the oceans. To syn-
thesize current understanding of its impact on
marine geochemistry, therefore, could be consid-
ered akin to explaining the significance of rivers to
ocean chemistry in the early part of the last cen-
tury. This chapter has aimed to provide a brief
synposis of the current state of the art, but much
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more surely remains to be learnt. There are three
key questions that will continue to focus efforts
within this vigorous research field:

(i) What are the geological processes that con-
trol submarine hydrothermal venting? How
might these have varied during the course of
Earth’s history?

(i) To what extent do geochemical and
biological processes interact to regulate
hydrothermal fluxes to the ocean? How
might past-ocean processes have differed
from the present-day ones?

(iii)) What are the timescales relevant to hydro-
thermal processes? Whilst some long-term
proxies do exist (sufide deposits, metallifer-
ous sediments) for active processes, we do
not have any time-series records longer than
25 years!
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88 The Contemporary Carbon Cycle

3.1 INTRODUCTION

The global carbon cycle refers to the exchanges
of carbon within and between four major reser-
voirs: the atmosphere, the oceans, land, and fossil
fuels. Carbon may be transferred from one reser-
voir to another in seconds (e.g., the fixation of
atmospheric CO, into sugar through photosynthe-
sis) or over millennia (e.g., the accumulation of
fossil carbon (coal, oil, gas) through deposition
and diagenesis of organic matter). This chapter
emphasizes the exchanges that are important over
years to decades and includes those occurring over
the scale of months to a few centuries. The focus
will be on the years 1980-2000 but our considera-
tions will broadly include the years ~1850-2100.
Chapter 10, deals with longer-term processes that
involve rates of carbon exchange that are small
on an annual timescale (weathering, vulcanism,
sedimentation, and diagenesis).

The carbon cycle is important for at least three
reasons. First, carbon forms the structure of all
life on the planet, making up ~50% of the dry
weight of living things. Second, the cycling of
carbon approximates the flows of energy around
the Earth, the metabolism of natural, human, and
industrial systems. Plants transform radiant energy
into chemical energy in the form of sugars, starches,
and other forms of organic matter; this energy,
whether in living organisms or dead organic matter,
supports food chains in natural ecosystems as well
as human ecosystems, not the least of which are
industrial societies habituated (addicted?) to fossil
forms of energy for heating, transportation, and
generation of electricity. The increased use of fossil
fuels has led to a third reason for interest in the
carbon cycle. Carbon, in the form of carbon dioxide
(CO,) and methane (CHy,), forms two of the most
important greenhouse gases. These gases contrib-
ute to a natural greenhouse effect that has kept
the planet warm enough to evolve and support
life (without the greenhouse effect the Earth’s
average temperature would be —33 °C). Additions
of greenhouse gases to the atmosphere from indus-
trial activity, however, are increasing the concen-
trations of these gases, enhancing the greenhouse
effect, and starting to warm the Earth.

The rate and extent of the warming depend,
in part, on the global carbon cycle. If the rate at
which the oceans remove CO, from the atmosphere
were faster, e.g., concentrations of CO, would have
increased less over the last century. If the processes
removing carbon from the atmosphere and storing
it on land were to diminish, concentrations of CO,
would increase more rapidly than projected on the
basis of recent history. The processes responsible
for adding carbon to, and withdrawing it from, the
atmosphere are not well enough understood to pre-
dict future levels of CO, with great accuracy. These
processes are a part of the global carbon cycle.

Some of the processes that add carbon to the
atmosphere or remove it, such as the combustion
of fossil fuels and the establishment of tree planta-
tions, are under direct human control. Others, such
as the accumulation of carbon in the oceans or
on land as a result of changes in global climate
(i.e., feedbacks between the global carbon cycle
and climate), are not under direct human control
except through controlling rates of greenhouse gas
emissions and, hence, climatic change. Because
CO, has been more important than all of the other
greenhouse gases under human control, combined,
and is expected to continue so in the future, under-
standing the global carbon cycle is a vital part of
managing global climate.

This chapter addresses, first, the reservoirs
and natural flows of carbon on the earth. It then
addresses the sources of carbon to the atmosphere
from human uses of land and energy and the sinks
of carbon on land and in the oceans that have
kept the atmospheric accumulation of CO, lower
than it would otherwise have been. The chapter
describes changes in the distribution of carbon
among the atmosphere, oceans, and terrestrial eco-
systems over the past 150 years as a result of
human-induced emissions of carbon. The pro-
cesses responsible for sinks of carbon on land
and in the sea are reviewed from the perspective
of feedbacks, and the chapter concludes with some
prospects for the future.

Earlier comprehensive summaries of the global
carbon cycle include studies by Bolin et al. (1979,
1986), Woodwell and Pecan (1973), Bolin (1981),
NRC (1983), Sundquist and Broecker (1985), and
Trabalka (1985). More recently, the Intergovern-
mental Panel on Climate Change (IPCC) has sum-
marized information on the carbon cycle in the
context of climate change (Watson et al., 1990;
Schimel et al., 1996; Prentice et al., 2001). The
basic aspects of the global carbon cycle have been
understood for decades, but other aspects, such as
the partitioning of the carbon sink between land
and ocean, are being re-evaluated continuously
with new data and analyses. The rate at which
new publications revise estimates of these carbon
sinks and re-evaluate the mechanisms that control
the magnitude of the sinks suggests that portions
of this review will be out of date by the time of
publication.

3.2 MAJOR RESERVOIRS AND
NATURAL FLUXES OF CARBON

3.2.1 Reservoirs

The contemporary global carbon cycle is
shown in simplified form in Figure 1. The four
major reservoirs important in the time frame of
decades to centuries are the atmosphere, oceans,
reserves of fossil fuels, and terrestrial ecosystems,
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Figure 1 The contemporary global carbon cycle. Units are PgC or PgCyr .

including vegetation and soils. The world’s oceans
contain ~50 times more carbon than either the
atmosphere or the world’s terrestrial vegetation,
and thus shifts in the abundance of carbon among
the major reservoirs will have a much greater
significance for the terrestrial biota and for the
atmosphere than they will for the oceans.

3.2.1.1 The atmosphere

Most of the atmosphere is made up of either
nitrogen (78%) or oxygen (21%). In contrast,
the concentration of CO, in the atmosphere is
only ~0.04%. The concentrations of CO, in air
can be measured to within one tenth of 0.1 ppmv,
or 0.00001%. In the year 2000 the globally aver-
aged concentration was ~0.0368%, or 368 ppmv,
equivalent to ~780Pg C (1Pg= 1 petagram = 10"
g=10%t) (Table 1).

The atmosphere is completely mixed in about
a year, so any monitoring station free of local
contamination will show approximately the same
year-to-year increase in CO,. There are at least
77 stations worldwide, where weekly flask samples
of air are collected, analyzed for CO, and other
constituents, and where the resulting data are
integrated into a consistent global data set (Masarie
and Tans, 1995; Cooperative Atmospheric Data

1

Table 1 Stocks and flows of carbon.

Carbon stocks (Pg C)

Atmosphere 780
Land 2,000
Vegetation 500
Soil 1,500
Ocean 39,000
Surface 700
Deep 38,000
Fossil fuel reserves 10,000
Annual flows (PgCyr")
Atmosphere-oceans 90
Atmosphere-land 120
Net annual exchanges (PgCyr ")
Fossil fuels 6
Land-use change 2
Atmospheric increase 3
Oceanic uptake 2
Other terrestrial uptake 3

Integration Project—Carbon Dioxide, 1997). The
stations generally show the same year-to-year
increase in concentration but vary with respect to
absolute concentration, seasonal variability, and
other characteristics useful for investigating the
global circulation of carbon.
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Most of the carbon in the atmosphere is CO,,
but small amounts of carbon exist in concen-
trations of CH,, carbon monoxide (CO), and
non-methane hydrocarbons. These trace gases
are important because they modify the chemical
and/or the radiative properties of the Earth’s at-
mosphere. Methane is present at ~1.7 ppm, two
orders of magnitude more dilute than CO,. Meth-
ane is a reduced form of carbon, is much less
stable than CO,, and has an average residence
time in the atmosphere of 5-10 years. Carbon
monoxide has an atmospheric residence time of
only a few months. Its low concentration, ~0.1
ppm, and its short residence time result from its
chemical reactivity with OH radicals. Carbon
monoxide is not a greenhouse gas, but its chemical
reactivity affects the abundances of ozone and
methane which are greenhouse gases. Non-meth-
ane hydrocarbons, another unstable form of car-
bon in the atmosphere, are present in even smaller
concentrations. The oxidation of these biogenic
trace gases is believed to be a major source of
atmospheric CO, and, hence, these non-methane
hydrocarbons also affect indirectly the Earth’s
radiative balance.

3.2.1.2 Terrestrial ecosystems: vegetation
and soils

Carbon accounts for only ~0.27% of the mass
of elements in the Earth’s crust (Kempe, 1979),
yet it is the basis for life on Earth. The amount of
carbon contained in the living vegetation of terres-
trial ecosystems (550 4= 100 Pg) is somewhat less
than that present in the atmosphere (780 Pg). Soils
contain 2-3 times that amount (1,500-2,000 Pg C)
in the top meter (Table 2) and as much as 2,300 Pg
in the top 3 m (Jobbagy and Jackson, 2000). Most
terrestrial carbon is stored in the vegetation and
soils of the world’s forests. Forests cover ~30%
of the land surface and hold ~75% of the living
organic carbon. When soils are included in the
inventory, forests hold almost half of the carbon
of the world’s terrestrial ecosystems. The soils of
woodlands, grasslands, tundra, wetlands, and agri-
cultural lands store most of the rest of the terrestrial
organic carbon.

3.2.1.3 The oceans

The total amount of dissolved inorganic carbon
(DIC) in the world’s oceans is ~3.7 x 10* Pg, and
the amount of organic carbon is ~1,000 Pg. Thus,
the world’s oceans contain ~50 times more car-
bon than the atmosphere and 70 times more than
the world’s terrestrial vegetation. Most of this
oceanic carbon is in intermediate and deep waters;
only 700-1,000 Pg C are in the surface layers of
the ocean, that part of the ocean in direct contact
with the atmosphere. There are also 6,000 PgC in

Table 2 Area, carbon in living biomass, and net primary productivity of major terrestrial biomes.

NPP
(PgCyr "

Carbon stocks

Global carbon stocks

Area
(10° ha)

Biome

(MgCha™h

(Pg0O)

MRS

Ajtay

MRS IGPB

WBGU

MRS IGBP

WGBU

MRS

WBGU

Soil Total Plants Soil Total Plants Soil Plants Soil

Plants

122 13.7 21.9

147
247

194
134

428 340 214 553 120 123
153
338
247

216

212

17.5

17.6

Tropical forests

8.1

6.5

96
344
117
236

57
64
29

292
395
326

139

159
559
330
304

100
471
264
295

59
88

1.04
1.37
2.76

1.04
1.37

2.

Temperate forests
Boreal forests

32
17.7

42

57
79
23

14.9

90
99
57

206

29
13

66

Tropical savannas and grasslands

53

199

176

1.78
2.77
0.56

25
4.55

1.

Temperate grasslands and shrublands
Deserts and semi-deserts

Tundra

14
1.0

6.8

42
127

169
117

159
169

10

199
127
131
240
2,477

191
121

0.5

115
165

0.95
1.60
0.35
15.12

122 4.1

80
643

128
225
2,011

1.35

Croplands

43
59.9

43

15
466

Wetlands
Total

62.6

1,567 2,221

654

14.93

Source: Prentice et al. (2001).



Major Reservoirs and Natural Fluxes of Carbon 91

Table 3 The distribution of 1,000 CO, molecules in
the atmosphere—ocean.

Atmosphere 15
Ocean 985
CO, 5
HCO; 875
Cco3~ 105
Total 1,000

Source: Sarmiento (1993).

reactive ocean sediments (Sundquist, 1986), but
the turnover of sediments is slow, and they are not
generally considered as part of the active, or short-
term, carbon cycle, although they are important in
determining the long-term concentration of CO,
in the atmosphere and oceans.

Carbon dioxide behaves unlike other gases in
the ocean. Most gases are not very soluble in water
and are predominantly in the atmosphere. For exam-
ple, only ~1% of the world’s oxygen is in the
oceans; 99% exists in the atmosphere. Because of
the chemistry of seawater, however, the distribution
of carbon between air and sea is reversed: 98.5% of
the carbon in the ocean—atmosphere systems is in
the sea. Although this inorganic carbon is dissolved,
less than 1% of it is in the form of dissolved CO,
(Pco,); most of the inorganic carbon is in the form of
bicarbonate and carbonate ions (Table 3).

About 1,000 PgC in the oceans (out of the total
of 3.8 10* Pg) is organic carbon. Carbon in living
organisms amounts to ~3 Pg in the sea, in com-
parison to ~550Pg on land. The mass of animal
life in the oceans is almost the same as on land,
however, pointing to the very different trophic
structures in the two environments. The ocean’s
plants are microscopic. They have a high produc-
tivity, but the production does not accumulate.
Most is either grazed or decomposed in the surface
waters. Only a fraction (~25%) sinks into the
deeper ocean. In contrast, terrestrial plants accu-
mulate large amounts of carbon in long-lasting
structures (trees). The distribution of organic car-
bon between living and dead forms of carbon is
also very different on land and in the sea. The ratio
is ~1:3 on land and ~1:300 in the sea.

3.2.14 Fossil fuels

The common sources of energy used by indus-
trial societies are another form of organic matter,
so-called fossil fuels. Coal, oil, and natural gas
are the residuals of organic matter formed millions
of years ago by green plants. The material escaped
oxidation, became buried in the Earth, and over
time was transformed to a (fossil) form. The
energy stored in the chemical bonds of fossil
fuels is released during combustion just as the
energy stored in carbohydrates, proteins, and fats
is released during respiration.

The difference between the two forms of
organic matter (fossil and nonfossil), from the
perspective of the global carbon cycle, is the rate
at which they are cycled. The annual rate of for-
mation of fossil carbon is at least 1,000 times
slower than rates of photosynthesis and respira-
tion. The formation of fossil fuels is part of a
carbon cycle that operates over millions of years,
and the processes that govern the behavior of
this long-term system (sedimentation, weathering,
vulcanism, seafloor spreading) are much slower
from those that govern the behavior of the short-
term system. Sedimentation of organic and inor-
ganic carbon in the sea, e.g., is ~0.2PgCyr ', In
contrast, hundreds of petagrams of carbon are
cycled annually among the reservoirs of the
short-term, or active, carbon cycle. This short-
term system operates over periods of seconds to
centuries. When young (nonfossil) organic matter
is added to or removed from the atmosphere, the
total amount of carbon in the active system is
unchanged. It is merely redistributed among reser-
voirs. When fossil fuels are oxidized, however, the
CO, released represents a net increase in the
amount of carbon in the active system.

The amount of carbon stored in recoverable
reserves of coal, oil, and gas is estimated to be
5,000-10,000 PgC, larger than any other reservoir
except the deep sea, and ~10 times the carbon
content of the atmosphere. Until ~1850s this res-
ervoir of carbon was not a significant part of the
short-term cycle of carbon. The industrial revolu-
tion changed that.

3.2.2 The Natural Flows of Carbon

Carbon dioxide is chemically stable and has an
average residence time in the atmosphere of about
four years before it enters either the oceans or
terrestrial ecosystems.

3.2.2.1 Between land and atmosphere

The inorganic form of carbon in the atmo-
sphere (CO,) is fixed into organic matter by
green plants using energy from the Sun in the
process of photosynthesis, as follows:

6CO; + 6H,0=CH 2,06 + 60,

The reduction of CO, to glucose (CgH,0O¢) stores
some of the Sun’s energy in the chemical bonds
of the organic matter formed. Glucose, cellulose,
carbohydrates, protein, and fats are all forms of
organic matter, or reduced carbon. They all em-
body energy and are nearly all derived ultimately
from photosynthesis.

The reaction above also goes in the opposite
direction during the oxidation of organic matter.
Oxidation occurs during the two, seemingly dis-
similar but chemically identical, processes of
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respiration and combustion. During either process
the chemical energy stored in organic matter
is released. Respiration is the biotic process that
yields energy from organic matter, energy required
for growth and maintenance. All living organisms
oxidize organic matter; only plants and some
microbes are capable of reducing CO, to produce
organic matter.

Approximately 45-50% of the dry weight of
organic matter is carbon. The organic carbon of
terrestrial ecosystems exists in many forms, includ-
ing living leaves and roots, animals, microbes,
wood, decaying leaves, and soil humus. The turn-
over of these materials varies from less than one
year to more than 1,000 years. In terms of carbon,
the world’s terrestrial biota is almost entirely vege-
tation; animals (including humans) account for less
than 0.1% of the carbon in living organisms.

Each year the atmosphere exchanges ~120 Pg C
with terrestrial ecosystems through photosynthesis
and respiration (Figure 1 and Table 1). The uptake
of carbon through photosynthesis is gross primary
production (GPP). At least half of this production is
respired by the plants, themselves (autotrophic res-
piration (Rs,)), leavin% a net primary production
(NPP) of ~60Pg Cyr . Recent estimates of global
terrestriall NPP vary between 56.4PgCyr 'and
62.6PgCyr ' (Ajtay et al., 1979; Field et al.,
1998; Saugier et al., 2001). The annual production
of organic matter is what fuels the nonplant world,
providing food, feed, fiber, and fuel for natural and
human systems. Thus, most of the NPP is con-
sumed by animals or respired by decomposer
organisms in the soil (heterotrophic respiration
(Rsp)). A smaller amount (~4 PgCyf1 globally)
is oxidized through fires. The sum of autotrophic
and heterotrophic respiration is total respiration or
ecosystem respiration (Rs,.). In steady state the net
flux of carbon between terrestrial ecosystems and
the atmosphere (net ecosystem production (NEP))
is approximately zero, but year-to-year variations
in photosynthesis and respiration (including fires)
may depart from this long-term balance by as much
as 5-6PgCyr'. The annual global exchanges
may be summarized as follows:

NPP = GPP — Rs,
(~60=120—-60PgCyr ")

NEP = GPP — Rs, — Rs;,
(~0=120—-60 — 60 PgCyr ')

NEP = NPP — Rs;,
(~0=60—-60PgCyr ')

Photosynthesis and respiration are not evenly
distributed either in space or over the course of a
year. About half of terrestrial photosynthesis
occurs in the tropics where the conditions are

generally favorable for growth, and where a
large proportion of the Earth’s land area exists
(Table 2). Direct evidence for the importance of
terrestrial metabolism (photosynthesis and respi-
ration) can be seen in the effect it has on the
atmospheric concentration of CO, (Figure 2(a)).
The most striking feature of the figure is the regu-
lar sawtooth pattern. This pattern repeats itself
annually. The cause of the oscillation is the metabo-
lism of terrestrial ecosystems. The highest concen-
trations occur at the end of each winter, following
the season in which respiration has exceeded photo-
synthesis and thereby caused a net release of CO,
to the atmosphere. Lowest concentrations occur
at the end of each summer, following the season
in which photosynthesis has exceeded respiration
and drawn CO, out of the atmosphere. The latitu-
dinal variability in the amplitude of this oscillation
suggests that it is driven largely by northern temper-
ate and boreal ecosystems: the highest amplitudes
(up to ~16 ppmv) are in the northern hemisphere
with the largest land area. The phase of the am-
plitude is reversed in the southern hemisphere, cor-
responding to seasonal terrestrial metabolism there.
Despite the high rates of production and respiration
in the tropics, equatorial regions are thought to
contribute little to this oscillation. Although there
is a strong seasonality in precipitation throughout
much of the tropics, the seasonal changes in mois-
ture affect photosynthesis and respiration almost
equally and thus the two processes remain largely
in phase with little or no net flux of CO,.

3.2.2.2 Between oceans and atmosphere

There is ~50 times more carbon in the ocean
than in the atmosphere, and it is the amount of DIC
in the ocean that determines the atmospheric con-
centration of CO,. In the long term (millennia) the
most important process determining the exchanges
of carbon between the oceans and the atmosphere
is the chemical equilibrium of dissolved CO,,
bicarbonate, and carbonate in the ocean. The rate
at which the oceans take up or release carbon is
slow on a century timescale, however, because of
lags in circulation and changes in the availability
of calcium ions. The carbon chemistry of seawater
is discussed in more detail in the next section.

Two additional processes besides carbon chem-
istry keep the atmospheric CO, lower than it other-
wise would be. One process is referred to as the
solubility pump and the other as the biological
pump. The solubility pump is based on the fact
that CO, is more soluble in cold waters. In the
ocean, CO, is ~2 times more soluble in the cold
mid-depth and deep waters than it is in the warm
surface waters near the equator. Because sinking
of cold surface waters in Arctic and Antarctic
regions forms these mid-depth and deep waters,
the formation of these waters with high CO,
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Figure 2 Concentration of CO, in the atmosphere: (a) over the last 42 years, (b) over the last 1,000 years, and
(c) over the last ~4x10° years (Prentice ef al., 2001) (reproduced by permission of Intergovernmental Panel on
Climate Change from Climate Change 2001 : The Scientific Basis, 2001, pp. 183-237).

keeps the CO, concentration of the atmosphere
lower than the average concentration of surface
waters.

The biological pump also transfers surface car-
bon to the intermediate and deep ocean. Not all of
the organic matter produced by phytoplankton is
respired in the surface waters where it is produced,;
some sinks out of the photic zone to deeper water.
Eventually, this organic matter is decomposed
at depth and reaches the surface again through
ocean circulation. The net effect of the sinking of
organic matter is to enrich the deeper waters

relative to surface waters and thus to reduce the
CO, concentration of the atmosphere. Marine
photosynthesis and the sinking of organic matter
out of the surface water are estimated to keep the
concentration of CO, in air ~30% of what it
would be in their absence.

Together the two pumps keep the DIC con-
centration of the surface waters ~10% lower
than at depth. Ocean models that simulate both
carbon chemistry and oceanic circulation show
that the concentration of CO, in the atmosphere
(280 ppmv pre-industrially) would have been
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720 ppmv if both pumps were turned off (Sar-
miento, 1993).

There is another biological pump, called the
carbonate pump, but its effect in reducing the
concentration of CO, in the atmosphere is small.
Some forms of phytoplankton have CaCO; shells
that, in sinking, transfer carbon from the surface to
deeper water, just as the biological pump transfers
organic carbon to depth. The precipitation of
CaCOj; in the surface waters, however, increases
the partial pressure of CO,, and the evasion of
this CO, to the atmosphere offsets the sinking
of carbonate carbon.

Although ocean chemistry determines the CO,
concentration of the atmosphere in the long term
and the solubility and biological pumps act to
modify this long-term equilibrium, short-term
exchanges of carbon between ocean and atmo-
sphere result from the diffusion of CO, across
the air—sea interface. The diffusive exchanges
transfer ~90 Pg C yr~' across the air—sea interface
in both directions (Figure 1). The transfer has been
estimated by two different methods. One method
is based on the fact that the transfer rate of natu-
rally produced '*C into the oceans should balance
the decay of '*C within the oceans. Both the
production rate of '*C in the atmosphere and the
inventory of '*C in the oceans are known with
enough certainty to yield an average rate of trans-
fer of ~100Pg Cyr ', into and out of the ocean.

The second method is based on the amount of
radon gas in the surface ocean. Radon gas is gen-
erated by the decay of **°Ra. The concentration of
the parent 2*°Ra and its half-life allow calculation
of the expected radon gas concentration in the
surface water. The observed concentration is
~70% of expected, so 30% of the radon must be
transferred to the atmosphere during its mean life-
time of six days. Correcting for differences in the
diffusivity of radon and CO, allows an estimation
of the transfer rate for CO,. The transfer rates
given by the '*C method and the radon method
agree within ~10%.

The net exchange of CO, across the air—sea
interface varies latitudinally, largely as a function
of the partial pressure of CO, in surface waters,
which, in turn, is affected by temperature, upwell-
ing or downwelling, and biological production.
Cold, high-latitude waters take up carbon, while
warm, lower-latitude waters tend to release carbon
(outgassing of CO, from tropical gyres). Although
the latitudinal pattern in net exchange is consistent
with temperature, the dominant reason for the
exchange is upwelling (in the tropics) and down-
welling, or deep-water formation (at high latitudes).

The annual rate of photosynthesis in the world
oceans is estimated to be ~48PgC (Table 4)
(Longhurst et al., 1995). About 25% of the pri-
mary production sinks from the photic zone to
deeper water (Falkowski er al., 1998; Laws

Table 4 Annual net primary production of the ocean.

Domain or ecosystem NPP
(PgCyr ")
Trade winds domain (tropical and 13.0
subtropical)
Westerly winds domain (temperate) 16.3
Polar domain 6.4
Coastal domain 10.7
Salt marshes, estuaries, and macrophytes 1.2
Coral reefs 0.7
Total 48.3

Source: Longhurst et al. (1995).

et al., 2000). The gross flows of carbon between
the surface ocean and the intermediate and deep
ocean are estimated to be ~40PgCyr ', in
part from the sinking of organic production
(11PgCyr ") and in part from physical mixing
(33PgC yrfl) (Figure 1).

3.2.2.3 Between land and oceans

Most of the carbon taken up or lost by terres-
trial ecosystems and the ocean is exchanged with
the atmosphere, but a small flux of carbon from
land to the ocean bypasses the atmosphere. The
river input of inorganic carbon to the oceans
0.4 PgCyrfl) is almost balanced in steady state
by a loss of carbon to carbonate sediments (0.2 Pg
Cyr_l) and a release of CO, to the atmosphere
0.1 PgCyrfl) (Sarmiento and Sundquist, 1992).
The riverine flux of organic carbon is 0.3-0.5 Pg
C yr_l, and thus, the total flux from land to sea is
0.4-0.7PgCyr .

3.3 CHANGES IN THE STOCKS AND
FLUXES OF CARBON AS A RESULT
OF HUMAN ACTIVITIES

3.3.1 Changes Over the Period 1850-2000

3.3.1.1 Emissions of carbon from combustion
of fossil fuels

The CO, released annually from the combus-
tion of fossil fuels (coal, oil, and gas) is calculated
from records of fuel production compiled inter-
nationally (Marland et al., 1998). Emissions
of CO, from the production of cement and gas
flaring add small amounts to the total industrial
emissions, which have generally increased expo-
nentially since ~1750. Temporary interruptions in
the trend occurred during the two World Wars,
following the increase in oil prices in 1973 and
1979, and following the collapse of the former
Soviet Union in 1992 (Figure 3). Between 1751
and 2000, the total emissions of carbon are esti-
mated to have been ~275PgC, essentially all
of it since 1860. Annual emissions averaged
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Figure 3 Annual emissions of carbon from combustion of fossil fuels and from changes in land use, and the annual
increase in atmospheric CO, (in Pg C) since ~1750 (interannual variation in the growth rate of atmospheric CO, is
greater than variation in emissions).

5.4PgCyr~ " during the 1980s and 6.3 PgCyr~'
during the 1990s. Estimates are thought to be
known globally to within 20% before 1950 and
to within 6% since 1950 (Keeling, 1973; Andres
et al., 1999).

The proportions of coal, oil, and gas production
have changed through time. Coal was the major
contributor to atmospheric CO, until the late
1960s, when the production of oil first exceeded
that of coal. Rates of oil and gas consumption grew
rapidly until 1973. After that their relative rates of
growth declined dramatically, such that emissions
of carbon from coal were, again, as large as those
from oil during the second half of the 1980s and in
the last years of the twentieth century.

The relative contributions of different world
regions to the annual emissions of fossil fuel car-
bon have also changed. In 1925, the US, Western
Europe, Japan, and Australia were responsible for
~88% of the world’s fossil fuel CO, emissions. By
1950 the fraction contributed by these countries had
decreased to 71%, and by 1980 to 48%. The annual
rate of growth in the use of fossil fuels in developed
countries varied between 0.5% and 1.4% in the
1970s. In contrast, the annual rate of growth in
developing nations was 6.3% during this period.
The share of the world’s total fossil fuel used by
the developing countries has grown from 6% in
1925, to 10% in 1950, to ~20% in 1980. By 2020,
the developing world may be using more than half
of the world’s fossil fuels annually (Goldemberg
et al., 1985). They may then be the major source
of both fossil fuel and terrestrial CO, to the atmo-
sphere (Section 3.3.1.5).

Annual emissions of CO, from fossil fuel com-
bustion are small relative to the natural flows of

carbon through terrestrial photosynthesis and res-
piration (~120 Pg C yr ') and relative to the gross
exchanges between oceans and atmosphere (~90
PgCyr ') (Figure 1). Nevertheless, these anthropo-
genic emissions are the major contributor to increas-
ing concentrations of CO, in the atmosphere. They
represent a transfer of carbon from the slow carbon
cycle (see Chapter 10) to the active carbon cycle.

3.3.1.2 The increase in atmospheric CO,

Numerous measurements of atmospheric CO,
concentrations were made in the nineteenth cen-
tury (Fraser et al., 1986), and Callendar (1938)
estimated from these early measurements that the
amount of CO, had increased by 6% between
1900 and 1935. Because of geographical and sea-
sonal variations in the concentrations of CO,,
however, no reliable measure of the rate of increase
was possible until after 1957 when the first con-
tinuous monitoring of CO, concentrations was
begun at Mauna Loa, Hawaii, and at the South
Pole (Keeling et al., 2001). In 1958 the average
concentration of CO, in air at Mauna Loa was
~315 ppm. In the year 2000 the concentration
had reached ~368 ppm, yielding an average rate
of increase of ~1ppmyr ' since 1958. However,
in recent decades the rate of increase in the atmo-
sphere has been ~1.5ppmyr—' (~3PgCyr ).

During the early 1980s, scientists developed
instruments that could measure the concentration
of atmospheric CO, in bubbles of air trapped
in glacial ice. Ice cores from Greenland and
Antarctica show that the pre-industrial concentra-
tion of CO, was between 275 ppm and 285 ppm
(Neftel et al., 1985; Raynaud and Barnola, 1985;
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Etheridge et al., 1996) (Figure 2(b)). The increase
between 1700 and 2000, therefore, has been ~85
ppm, equivalent to ~175PgC, or 30% of the pre-
industrial level.

Over the last 1,000 years the concentration of
CO, in the atmosphere has varied by less than
10ppmv_(Figure 2(b)). However, over the last
4.2 % 10° years (four glacial cycles), the concen-
tration of CO, has consistently varied from ~180
ppm during glacial periods to ~280 ppm during
interglacial periods (Figure 2(c)). The correla-
tion between CO, concentration and the surface
temperature of the Earth is evidence for the green-
house effect of CO,, first advanced almost a cen-
tury ago by the Swedish climatologist Arrhenius
(1896). As a greenhouse gas, CO, is more trans-
parent to the Sun’s energy entering the Earth’s
atmosphere than it is to the re-radiated heat energy
leaving the Earth. Higher concentrations of CO, in
the atmosphere cause a warmer Earth and lower
concentrations a cooler one. There have been
abrupt changes in global temperature that were
not associated with a change in CO, concentrations
(Smith et al., 1999), but never in the last 4.2 x 10°
years have concentrations of CO, changed without
a discernible change in temperature (Falkowski
et al., 2000). The glacial-interglacial difference
of 100 ppm corresponds to a temperature differ-
ence of ~10°C. The change reflects temperature
changes in the upper troposphere and in the region
of the ice core (Vostoc, Antarctica) and may not
represent a global average. Today’s CO, concen-
tration of 368 ppm represents a large departure
from the last 4.2 x 10° years, although the expected
increase in temperature has not yet occurred.

It is impossible to say that the increase in atmo-
spheric CO, is entirely the result of human activ-
ities, but the evidence is compelling. First, the
known sources of carbon are more than adequate
to explain the observed increase in the atmosphere.
Balancing the global carbon budget requires addi-
tional carbon sinks, not an unexplained source of
carbon (see Section 3.3.1.4). Since 1850, ~275 PgC
have been released from the combustion of fossil
fuels and another 155 PgC were released as a result
of net changes in land use, i.e., from the net effects
of deforestation and reforestation (Section 3.3.1.5).
The observed increase in atmospheric carbon was
only 175PgC (40% of total emissions) over this
150-year period (Table 5).

Table 5 The global carbon budget for the period 1850
to 2000 (units are PgC).

Fossil fuel emissions 275
Atmospheric increase 175
Oceanic uptake 140
Net terrestrial source 40
Land-use net source 155
Residual terrestrial sink 115

Second, for several thousand years preceding
1850 (approximately the start of the industrial rev-
olution), the concentration of CO, varied by less
than 10 ppmv (Etheridge et al., 1996) (Figure 2(b)).
Since 1850, concentrations have increased by
85ppmv (~30%). The timing of the increase is
coincident with the annual emissions of carbon
from combustion of fossil fuels and the net emis-
sions from land-use change (Figure 3).

Third, the latitudinal gradient in CO, concen-
trations is highest at northern mid-latitudes, con-
sistent with the fact that most of the emissions of
fossil fuel are located in northern mid-latitudes.
Although atmospheric transport is rapid, the signal
of fossil fuel combustion is discernible.

Fourth, the rate of increase of carbon in the
atmosphere and the distribution of carbon isotopes
and other biogeochemical tracers are consistent
with scientific understanding of the sources and
sinks of carbon from fossil fuels, land, and the
oceans. For example, while the concentration of
CO, has increased over the period 1850-2000, the
1%C content of the CO, has decreased. The
decrease is what would be expected if the CO,
added to the system were fossil carbon depleted in
'C through radioactive decay.

Concentrations of other carbon containing
gases have also increased in the last two centuries.
The increase in the concentration of CH4 has been
more than 100% in the last 100 years, from back-
ground levels of less than 0.8 ppm to a value of
~1.75 ppm in 2000 (Prather and Ehhalt, 2001).
The temporal pattern of the increase is similar to
that of CO,. There was no apparent trend for the
1,000 years before 1700. Between 1700 and 1900
the annual rate of increase was ~1.5 ppbv, accel-
erating to 15ppbyr~' in the 1980s. Since 1985,
however, the annual growth rate of CH, (unlike
CO,) has declined. The concentration is still
increasing, but not as rapidly. It is unclear whether
sources have declined or whether atmospheric
sinks have increased.

Methane is released from anaerobic environ-
ments, such as the sediments of wetlands, peat-
lands, and rice paddies and the guts of ruminants.
The major sources of increased CH, concentra-
tions are uncertain but are thought to include
the expansion of paddy rice, the increase in the
world’s population of ruminants, and leaks from
drilling and transport of CH, (Prather and Ehhalt,
2001). Atmospheric CH,4 budgets are more diffi-
cult to construct than CO, budgets, because
increased concentrations of CH, occur not only
from increased sources from the Earth’s surface
but from decreased destruction (by OH radicals)
in the atmosphere as well. The increase in atmo-
spheric CH,; has been more significant for
the greenhouse effect than it has for the carbon
budget. The doubling of CH, concentrations
since 1700 has amounted to only ~1 ppm, in
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comparison to the CO; increase of almost 90 ppm.
Alternatively, CH, is, molecule for molecule, ~15
times more effective than CO, as a greenhouse
gas. Its atmospheric lifetime is only 8-10 years,
however.

Carbon monoxide is not a greenhouse gas, but
its chemical effects on the OH radical affect the
destruction of CH, and the formation of ozone.
Because the concentration of CO is low and its
lifetime is short, its atmospheric budget is less
well understood than budgets for CO, and CHy.
Nevertheless, CO seems to have been increasing
in the atmosphere until the late 1980s (Prather and
Ehhalt, 2001). Its contribution to the carbon cycle
is very small.

3.3.1.3 Net uptake of carbon by the oceans

As discussed above, the chemistry of carbon in
seawater is such that less than 1% of the carbon
exists as dissolved CO,. More than 99% of the
DIC exists as bicarbonate and carbonate anions
(Table 3). The chemical equilibrium among these
three forms of DIC is responsible for the high
solubility of CO, in the oceans. It also sets up a
buffer for changes in oceanic carbon. The buffer
factor (or Revelle factor), ¢, is defined as follows:

¢ = Apco,/pco,
A3-C0,/3.CO,

where pco, is the partial pressure of CO, (the
atmospheric concentration of CO, at equilibrium
with that of seawater), 2CO, is total inorganic
carbon (DIC), and A refers to the change in the
variable. The buffer factor varies with tempera-
ture, but globally averages ~10. It indicates that
Pco, is sensitive to small changes in DIC: a change
in the partial pressure of CO, (pco,) is ~10 times
the change in total CO,. The significance of this is
that the storage capacity of the ocean for excess
atmospheric CO, is a factor of ~10 lower than
might be expected by comparing reservoir sizes
(Table 1). The oceans will not take up 98% of the
carbon released through human activity, but only
~85% of it. The increase in atmospheric CO,
concentration by ~30% since 1850s has been
associated with a change of only ~3% in DIC of
the surface waters. The other important aspect
of the buffer factor is that it increases as DIC
increases. The ocean will become increasingly
resistant to taking up carbon (see Section 3.4.2.1).

Although the oceans determine the concentra-
tion of CO; in the atmosphere in the long term, in
the short term, lags introduced by other processes
besides chemistry allow a temporary disequilib-
rium. Two processes that delay the transfer of
anthropogenic carbon into the ocean are: (i) the
transfer of CO, across the air—sea interface and
(i1) the mixing of water masses within the sea. The
rate of transfer of CO, across the air—sea interface

was discussed above (Section 3.2.2.2). This trans-
fer is believed to have reduced the oceanic absorp-
tion of CO, by ~10% (Broecker et al., 1979).

The more important process in slowing the
oceanic uptake of CO, is the rate of vertical mix-
ing within the oceans. The mixing of ocean waters
is determined from measured profiles of natural
14C, bomb-produced '*C, bomb-produced tritium,
and other tracers. Profiles of these tracers were
obtained during extensive oceanographic surveys:
one called Geochemical Ocean Sections (GEO-
SECS) carried out between 1972 and 1978), a
second called Transient Tracers in the Ocean
(TTO) carried out in 1981, and a third called the
Joint Global Ocean Flux Study (JGOSFS) carried
out in the 1990s. The surveys measured profiles of
carbon, oxygen, radioisotopes, and other tracers
along transects in the Atlantic and Pacific Oceans.
The differences between the profiles over time
have been used to calculate directly the penetra-
tion of anthropogenic CO, into the oceans (e.g.,
Gruber et al., 1996, described below). As of 1980,
the oceans are thought to have absorbed only
~40% of the emissions (20—47%, depending on
the model used; Bolin, 1986).

Direct measurement of changes in the amount
of carbon in the world’s oceans is difficult for two
reasons: first, the oceans are not mixed as rapidly
as the atmosphere, so that spatial and temporal
heterogeneity is large; and, second, the background
concentration of dissolved carbon in seawater is
large relative to the change, so measurement of the
change requires very accurate methods. Neverthe-
less, direct measurement of the uptake of anthropo-
genic carbon is possible, in theory if not practically,
by two approaches. The first approach is based on
measurement of changes in the oceanic inventory of
carbon and the second is based on measurement of
the transfer of CO, across the air—sea interface.

Measurement of an increase in oceanic carbon
is complicated by the background concentration
and the natural variability of carbon concentra-
tions in seawater. The total uptake of anthropo-
genic carbon in the surface waters of the ocean is
calculated by models to have been ~40 pmol kg ™'
of water. Annual changes would, of course, be much
smaller than 40 pmol kg ', as would the increase in
DIC concentrations in deeper waters, where less
anthropogenic carbon has penetrated. By compari-
son, the background concentration of DIC in surface
waters is 2,000 umol kgfl. Furthermore, the sea-
sonal variability at one site off Bermuda was
30 umol kg~ '. Against this background and varia-
bility, direct measurement of change is a challenge.
Analytical techniques add to uncertainties, although
current techniques are capable of a precision of
1.5 umol kg ' within a laboratory and 4 pmol kg ™'
between laboratories (Sarmiento, 1993).

A second method for directly measuring carbon
uptake by the oceans, measurement of the air—sea
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exchange, is also made difficult by spatial and
temporal variability. The approach measures the
concentration of CO, in the air and in the surface
mixed layer. The difference defines the gradient,
which, together with a model that relates the
exchange coefficient to wind speed, enables the
rate of exchange to be calculated. An average air—
sea difference (gradient) of 8 ppm, globally, is
equivalent to an oceanic uptake of 2PgCyr "
(Sarmiento, 1993), but the natural variability is
greater than 10 ppm. Furthermore, the gas transfer
coefficient is also uncertain within a factor of
2 (Broecker, 2001).

Because of the difficulty in measuring either
changes in the ocean’s inventory of carbon or the
exchange of carbon across the air—sea interface,
the uptake of anthropogenic carbon by the oceans
is calculated with models that simulate the chem-
istry of carbon in seawater, the air—sea exchanges
of CO,, and oceanic circulation.

Ocean carbon models. Models of the ocean
carbon cycle include three processes that affect
the uptake and redistribution of carbon within
the ocean: the air-sea transfer of CO,, the chem-
istry of CO, in seawater, and the circulation or
mixing of the ocean’s water masses.

Three tracers have been used to constrain
models. One tracer is CO, itself. The difference
between current distribution of CO, in the ocean
and the distribution expected without anthropo-
genic emissions yields an estimate of oceanic
uptake (Gruber et al., 1996). The approach is
based on changes that occur in the chemistry of
seawater as it ages. With age, the organic matter
present in surface waters decays, increasing the
concentration of CO, and various nutrients, and
decreasing the concentration of O,. The hard parts
(CaCOs3) of marine organisms also decay with
time, increasing the alkalinity of the water. From
data on the concentrations of CO,, O,, and alka-
linity throughout the oceans, it is theoretically
possible to calculate the increased abundance of
carbon in the ocean as a result of the increased
concentration in the atmosphere. The approach is
based on the assumption that the surface waters
were in equilibrium with the atmosphere when
they sank, or, at least, that the extent of disequilib-
rium is known. The approach is sensitive to sea-
sonal variation in the CO, concentration in these
surface waters.

A second tracer is bomb '“C. The distribution
of bomb “C in the oceans (Broecker et al., 1995),
together with an estimate of the transfer of '*CO,
across the air—sea interface (Wanninkhof, 1992)
(taking into account the fact that '*CO, equili-
brates ~10 times more slowly than CO, across
this interface), yields a constraint on uptake.
A third constraint is based on the penetration
of CFCs into the oceans (Orr and Dutay, 1999;
McNeil et al., 2003).

Ocean carbon models calculate changes in the
oceanic carbon inventory. When these changes,
together with changes in the atmospheric carbon
inventory (from atmospheric and ice core CO,
data), are subtracted from the emissions of carbon
from fossil fuels, the result is an estimate of the net
annual terrestrial flux of carbon.

Most current models of the ocean reproduce
the major features of oceanic carbon: the vertical
gradient in DIC, the seasonal and latitudinal pat-
terns of pco, in surface waters, and the interan-
nual variability in pco, observed during EI Nifios
(Prentice et al., 2001). However, ocean models do
not capture the spatial distribution of '*C at depth
(Orr et al., 2001), and they do not show an inter-
hemispheric transport of carbon that is suggested
from atmospheric CO, measurements (Stephens
et al., 1998). The models also have a tight bio-
logical coupling between carbon and nutrients,
which seems not to have existed in the past and
may not exist in the future. The issue is addressed
below in Section 3.4.2.2.

3.3.1.4 Land: net exchange of carbon between
terrestrial ecosystems and the
atmosphere

Direct measurement of change in the amount of
carbon held in the world’s vegetation and soils
may be more difficult than measurement of change
in the oceans, because the land surface is not
mixed. Not only are the background levels high
(~550Pg C in vegetation and ~1,500 in soils), but
the spatial heterogeneity is greater on land than in
the ocean. Thus, measurement of annual changes
even as large as 3PgCyr ', in background levels
100 times greater, would require a very large sam-
pling approach. Change may be measured over
short intervals of a year or so in individual ecosys-
tems by measuring fluxes of carbon, as, e.g., with
the eddy flux technique (Goulden et al., 1996), but,
again, the results must be scaled up from 1 km? to
the ecosystem, landscape, region, and globe.

Global changes in terrestrial carbon were initi-
ally estimated by difference, i.e., by estimates of
change in the other three reservoirs. Because the
global mass of carbon is conserved, when three
terms of the global carbon budget are known,
the fourth can be determined by difference. For the
period 1850-2000, three of the terms (275PgC
released from fossil fuels, 175 PgC accumulated
in the atmosphere, and 140 PgC taken up by the
oceans) define a net terrestrial uptake of 40PgC
(Table 5). Temporal variations in these terrestrial
sources and sinks can also be determined through
inverse calculations with ocean carbon models (see
Section 3.3.1.3). In inverse mode, models calculate
the annual sources and sinks of carbon (output)
necessary to produce observed concentrations of
CO; in the atmosphere (input). Then, subtracting
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known fossil fuel sources from the calculated
sources and sinks yields a residual flux of carbon,
presumably terrestrial, because the other terms have
been accounted for (the atmosphere and fossil fuels
directly, the oceans indirectly). One such inverse
calculation or deconvolution (Joos et al., 1999b)
suggests that terrestrial ecosystems were a net
source of carbon until ~1940 and then became a
small net sink. Only in the early 1990s was the net
terrestrial sink greater than 0.5 Pg Cyr~ ' (Figure 4).

3.3.1.5 Land: changes in land use

At least a portion of terrestrial sources and
sinks can be determined more directly from the
large changes in vegetation and soil carbon that
result from changes in land use, such as the con-
version of forests to cleared lands. Changes in the
use of land affect the amount of carbon stored in
vegetation and soils and, hence, affect the flux of
carbon between land and the atmosphere. The
amount of carbon released to the atmosphere or
accumulated on land depends not only on the
magnitude and types of changes in land use, but
also on the amounts of carbon held in different
ecosystems. For example, the conversion of grass-
land to pasture may release no carbon to the
atmosphere because the stocks of carbon are
unchanged. The net release or accumulation of

3.0

carbon also depends on time lags introduced
by the rates of decay of organic matter, the rates
of oxidation of wood products, and the rates of
regrowth of forests following harvest or following
abandonment of agriculture land. Calculation of
the net terrestrial flux of carbon requires knowl-
edge of these rates in different ecosystems under
different types of land use. Because there are sev-
eral important forms of land use and many types of
ecosystems in different parts of the world, and
because short-term variations in the magnitude of
the flux are important, computation of the annual
flux requires a computer model.

Changes in terrestrial carbon calculated from
changes in land use. Bookkeeping models
(Houghton et al., 1983; Hall and Uhlig, 1991;
Houghton and Hackler, 1995) have been used to
calculate net sources and sinks of carbon resulting
from land-use change in all the world’s regions.
Calculations are based on two types of data: rates
of land-use change and per hectare changes in carbon
stocks that follow a change in land use. Changes in
land use are defined broadly to include the clearing
of lands for cultivation and pastures, the abandon-
ment of these agricultural lands, the harvest of wood,
reforestation, afforestation, and shifting cultivation.
Some analyses have included wildfire because active
policies of fire exclusion and fire suppression have
affected carbon storage (Houghton ef al., 1999).
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Figure 4 The net annual flux of carbon to or from terrestrial ecosystems (from inverse calculations with an ocean

model (Joos et al., 1999b), the flux of carbon from changes in land use (from Houghton, 2003), and the difference

between the net flux and the flux from land-use change (i.e., the residual terrestrial sink). Positive values indicate a
source of carbon from land and negative values indicate a terrestrial sink.
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Bookkeeping models used to calculate fluxes
of carbon from changes in land use track the
carbon in living vegetation, dead plant material,
wood products, and soils for each hectare of
land cultivated, harvested, or reforested. Rates
of land-use change are generally obtained from
agricultural and forestry statistics, historical ac-
counts, and national handbooks. Carbon stocks
and changes in them following disturbance and
growth are obtained from field studies. The data
and assumptions used in the calculations are
more fully documented in Houghton (1999) and
Houghton and Hackler (2001).

The calculated flux is not the net flux of carbon
between terrestrial ecosystems and the atmosphere,
because the analysis does not consider ecosystems
undisturbed by direct human activity. Rates of
decay and rates of regrowth are defined in the
model for different types of ecosystems and differ-
ent types of land-use change, but they do not vary
through time in response to changes in climate or
concentrations of CO,. The processes explicitly
included in the model are the ecological processes
of disturbance and recovery, not the physiological
processes of photosynthesis and respiration.

The worldwide trend in land use over the last
300 years has been to reduce the area of forests,
increase the area of agricultural lands, and, there-
fore, reduce the amount of carbon on land. Although
some changes in land use increase the carbon stored
on land, the net change for the 150-year period
1850-2000 is estimated to have released 156 PgC
(Houghton, 2003). An independent comparison of
1990 land cover with maps of natural vegetation
suggests that another 58-75PgC (or ~30% of
the total loss) were lost before 1850 (DeFries
et al., 1999).

The net annual fluxes of carbon to the atmo-
sphere from terrestrial ecosystems (and fossil fuels)
are shown in Figure 3. The estimates of the net flux
from land before 1800 are relatively less reliable,
because early estimates of land-use change are
often incomplete. However, the absolute errors for
the early years are small because the fluxes them-
selves were small. There were no worldwide eco-
nomic or cultural developments in the eighteenth
century that would have caused changes in land use
of the magnitude that began in the nineteenth cen-
tury and accelerated to the present day. The net
annual biotic flux of carbon to the atmosphere
before 1800 was probably less than 0.5Pg and
probably less than 1 Pg C until ~1950.

It was not until the middle of the last century
that the annual emissions of carbon from combus-
tion of fossil fuels exceeded the net terrestrial
source from land-use change. Since then the fossil
fuel contribution has predominated, although both
fluxes have accelerated in recent decades with the
intensification of industrial activity and the expan-
sion of agricultural area.

The major releases of terrestrial carbon result
from the oxidation of vegetation and soils asso-
ciated with the expansion of cultivated land. The
harvest of forests for fuelwood and timber is less
important because the release of carbon to the
atmosphere from the oxidation of wood products
is likely to be balanced by the storage of carbon in
regrowing forests. The balance will occur only as
long as the forests harvested are allowed to
regrow, however. If wood harvest leads to perma-
nent deforestation, the process will release carbon
to the atmosphere.

In recent decades the net release of carbon from
changes in land use has been almost entirely from
the tropics, while the emissions of CO, from fossil
fuels were almost entirely from outside the tro-
pics. The highest biotic releases were not always
from tropical countries. The release of terrestrial
carbon from the tropics is a relatively recent phe-
nomenon, post-1945. In the nineteenth century
the major sources were from the industrialized
regions—North America, Europe, and the Soviet
Union—and from those regions with the greatest
numbers of people—South Asia and China.

3.3.1.6 Land: a residual flux of carbon

The amount of carbon calculated to have been
released from changes in land use since the early
1850s (156 Pg C) (Houghton, 2003) is much larger
than the amount calculated to have been released
using inverse calculations with global carbon mod-
els (40Pg C) (Joos et al., 1999b) (Section 3.3.1.4).
Moreover, the net source of CO, from changes in
land use has generally increased over the past cen-
tury, while the inversion approach suggests, on the
contrary, that the largest releases of carbon from
land were before 1930, and that since 1940 terrestrial
ecosystems have been a small net sink (Figure 4).

The difference between these two estimates is
greater than the errors in either one or both of
the analyses, and might indicate a flux of carbon
from processes not related to land-use change.
The approach based on land-use change includes
only the sources and sinks of carbon directly
attributable to human activity; ecosystems not
directly modified by human activity are left out
of the analysis (assumed neither to accumulate
nor release carbon). The approach based on
inverse analyses with atmospheric data, in con-
trast, includes all ecosystems and all processes
affecting carbon storage. It yields a net terrestrial
flux of carbon. The difference between the two
approaches thus suggests a generally increasing
terrestrial sink for carbon attributable to factors
other than land-use change. Ecosystems not directly
cut or cleared could be accumulating or releasing
carbon in response to small variations in climate, to
increased concentrations of CO, in air, to increased
availability of nitrogen or other nutrients, or to
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increased levels of toxins in air and soil resulting
from industrialization. It is also possible that man-
agement practices not considered in analyses of
land-use change may have increased the storage
of carbon on lands that have been affected by
land-use change. These possibilities will be dis-
cussed in more detail below (Section 3.4.1). Inter-
estingly, the two estimates (land-use change and
inverse modeling) are generally in agreement before
1935 (Figure 4), suggesting that before that date the
net flux of carbon from terrestrial ecosystems was
largely the result of changes in land use. Only after
1935 have changes in land use underestimated the
net terrestrial carbon sink. By the mid-1990s this

annual residual sink had grown to ~3Pg Cyr .

3.3.2 Changes Over the Period 1980-2000

The period 1980-2000 deserves special atten-
tion not because the carbon cycle is qualitatively
different over this period, but because scientists
have been able to understand it better. Since 1980
new types of measurements and sophisticated
methods of analysis have enabled better estimates
of the uptake of carbon by the world’s oceans and
terrestrial ecosystems. The following section
addresses the results of these analyses, first at the
global level, and then at a regional level. Attention
focuses on the two outstanding questions that
have concerned scientists investigating the global
carbon cycle since the first carbon budgets were
constructed in the late 1960s (SCEP, 1970): (i)
How much of the carbon released to the atmo-
sphere from combustion of fossil fuels and
changes in land use is taken up by the oceans
and by terrestrial ecosystems? (ii) What are the
mechanisms responsible for the uptake of carbon?
The mechanisms for a carbon sink in terrestrial
ecosystems have received considerable attention,
in part because different mechanisms have differ-
ent implications for future rates of CO, growth
(and hence future global warming).

The previous section addressed the major reser-
voirs of the global carbon cycle, one at a time.
This section addresses the methods used to deter-
mine changes in the amount of carbon held on
land and in the sea, the two reservoirs for which
changes in carbon are less well known. In contrast,
the atmospheric increase in CO, and the emissions
from fossil fuels are well documented. The order
in which methods are presented is arbitrary. To set
the stage, top-down (i.e., atmospherically based)
approaches are described first, followed by bot-
tom—up (ground-based) approaches (Table 6).
Although the results of different methods often
differ, the methods are not entirely comparable.
Rather, they are complementary, and discrepan-
cies sometimes suggest mechanisms responsible
for transfers of carbon (Houghton, 2003; House
et al., 2003). The results from each method are
presented first, and then they are added to an
accumulating picture of the global carbon cycle.
Again, the emphasis is on, first, the fluxes of
carbon to and from terrestrial ecosystems and the
ocean and, second, the mechanisms responsible
for the terrestrial carbon sink.

3.3.2.1 The global carbon budget

(i) Inferring changes in terrestrial and oceanic
carbon from atmospheric concentrations of CO»
and O,. According to the most recent assessment
of climate change by the IPCC, the world’s terres-
trial ecosystems were a net sink averaging close to
zero (0.2 Pg C yr ') during the 1980s and a signif-
icantly larger sink (1.4 Pg C yr~ ') during the 1990s
(Prentice et al., 2001). The large increase during
the 1990s is difficult to explain. Surprisingly, the
oceanic uptake of carbon was greater in the 1980s
than the 1990s. The reverse would have been
expected because atmospheric concentrations of
CO, were higher in the 1990s. The estimates of
terrestrial and oceanic uptake were based on
changes in atmospheric CO, and O, and contained

Table 6 Characteristics of methods use to estimate terrestrial sinks.

Geographic Temporal Attribution of Precision
limitations resolution mechanism(s)
Inverse modeling: No geographic resolution ~ Annual No Moderate
oceanic data
Land-use models Data limitations in some Annual Yes Moderate

regions

Inverse modeling: Poor in tropics

Monthly to  No

High: North—South Low:

atmospheric data annual East—West
Forest inventories Nearly nonexistent in the 5-10 years  Yes (age High for biomass; variable
tropics classes) for soil carbon
CO, flux Site specific (a few km?);  Hourly to No Some problems with
difficult to scale up annual windless conditions
Physiologically None Hourly to Yes Variable; difficult to
based models annual validate
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a small adjustment for the outgassing of O, from
the oceans.

One approach for distinguishing terrestrial
from oceanic sinks of carbon is based on atmo-
spheric concentrations of CO, and O,. CO, is
released and O, taken up when fossil fuels are
burned and when forests are burned. On land,
CO, and O, are tightly coupled. In the oceans
they are not, because O, is not very soluble in
seawater. Thus, CO, is taken up by the oceans
without any change in the atmospheric concentra-
tion of O,. Because of this differential response of
oceans and land, changes in atmospheric O, rela-
tive to CO, can be used to distinguish between
oceanic and terrestrial sinks of carbon (Keeling
and Shertz, 1992; Keeling et al., 1996b; Battle
et al., 2000). Over intervals as short as a few
years, slight variations in the seasonality of oce-
anic production and decay may appear as a change
in oceanic O,, but these variations cancel out over

many years, making the method robust over mul-
tiyear intervals (Battle et al., 2000).

Figure 5 shows how the method works. The
individual points show average annual global
CO,/O, concentrations over the years 1990-
2000. Changes in the concentrations expected
from fossil fuel combustion (approximately 1:1)
during this interval are drawn, starting in 1990.
The departure of these two sets of data confirms
that carbon has accumulated somewhere besides
the atmosphere. The oceans are assumed not to be
changing with respect to O,, so the line for the
oceanic sink is horizontal. The line for the terres-
trial sink is approximately parallel to the line for
fossil fuel, and drawn through 2000. The intersec-
tion of the terrestrial and the oceanic lines thus
defines the terrestrial and oceanic sinks. Accord-
ing to the IPCC (Prentice et al., 2001), these sinks
averaged 1.4PgCyr ' and 1.7PgCyr ', respec-
tively, for the 1990s. The estimate also included a
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Figure 5 Terrestrial and oceanic sinks of carbon deduced from changes in atmospheric concentrations of CO, and
O, (Prentice et al., 2001) (reproduced by permission of the Intergovernmental Panel on Climate Change from Climate
Change 2001 : The Scientific Basis, 2001, pp. 183-237).
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small correction for outgassing of O, from the
ocean (in effect, recognizing that the ocean is not
neutral with respect to O,).

Recent analyses suggest that such outgassing is
significantly larger than initially estimated (Bopp
et al., 2002; Keeling and Garcia, 2002; Plattner
et al., 2002). The observed decadal variability in
ocean temperatures (Levitus et al., 2000) suggests
a warming-caused reduction in the transport
rate of O, to deeper waters and, hence, an in-
creased outgassing of O,. The direct effect of the
warming on O, solubility is estimated to have
accounted for only 10% of the loss of O, (Plattner
et al., 2002). The revised estimates of O, outgas-
sing change the partitioning of the carbon sink
between land and ocean. The revision increases
the oceanic carbon sink of the 1990s relative to
that of the 1980s (average sinks of 1.7PgCyr ™'
and 2.4 PgCyr ', respectively, for the 1980s and
1990s). The revised estimates are more consistent
with estimates from ocean models (Orr, 2000) and
from analyses based on '*C/'2C ratios of atmo-
spheric CO, (Joos et al., 1999b; Keeling et al.,
2001). The revised estimate for land (a net sink of
0.7 PgCyr ' during the 1990s) (Table 7) is half of
that given by the IPCC (Prentice et al., 2001). The
decadal change in the terrestrial sink is also much
smaller (from 0.4 PgCyr ' t0 0.7 Pg Cyr ' instead
of from 0.2PgCyr ' to 1.4PgCyr ).

(ii) Sources and sinks inferred from inverse
modeling with atmospheric transport models and
atmospheric concentrations of CO,, e 0,,and O,.
A second top-down method for determining oceanic
and terrestrial sinks is based on spatial and temporal
variations in concentrations of atmospheric CO,
obtained through a network of flask air samples
(Masarie and Tans, 1995; Cooperative Atmospheric
Data Integration Project—Carbon Dioxide, 1997).
Together with models of atmospheric transport,
these variations are used to infer the geographic
distribution of sources and sinks of carbon through
a technique called inverse modeling.

Variations in the carbon isotope of CO, may
also be used to distinguish terrestrial sources and
sinks from oceanic ones. The '°C isotope is slightly
heavier than the '°C isotope and is discriminated

against during photosynthesis. Thus, trees have a
lighter isotopic ratio (—22ppt to —27ppt) than
does air (—7 ppt) (ratios are expressed relative to
a standard). The burning of forests (and fossil fuels)
releases a disproportionate share of the lighter iso-
tope, reducing the isotopic ratio of >C/'*C in air. In
contrast, diffusion of CO, across the air—sea inter-
face does not result in appreciable discrimination,
so variations in the isotopic composition of CO,
suggest terrestrial and fossil fuels fluxes of carbon,
rather than oceanic.

Spatial and temporal variations in the concen-
trations of CO,, *CO,, and O, are used with
models of atmospheric transport to infer (through
inverse calculations) sources and sinks of carbon
at the Earth’s surface. The results are dependent
upon the model of atmospheric transport (Figure 6;
Ciais et al., 2000).

The interpretation of variations in '*C is com-
plicated. One complication results from isotopic
disequilibria in carbon pools (Battle et al., 2000).
Disequilibria occur because the 5'C taken up by
plants, e.g., is representative of the 6'°C currently
in the atmosphere (allowing for discrimination),
but the 9'°C of CO, released through decay repre-
sents not the 5'>C of the current atmosphere but of
an atmosphere several decades ago. As long as the
8'3C of the atmosphere is changing, the 6'°C in
pools will reflect a mixture of earlier and current
conditions. Uncertainties in the turnover of vari-
ous carbon pools add uncertainty to interpretation
of the §'°C signal. Another complication results
from unknown year-to-year variations in the pho-
tosynthesis of C; and C4 plants (because these two
types of plants discriminate differently against the
heavier isotope). C, plants discriminate less than
C; plants and leave a signal that looks oceanic,
thus confounding the separation of land and
ocean exchanges. These uncertainties of the §'°C
approach are most troublesome over long periods
(Battle et al., 2000); the approach is more reliable
for reconstructing interannual variations in sources
and sinks of carbon.

An important distinction exists between global
approaches (e.g., O,, above) and regional inverse
approaches, such as implemented with '*C. In the

Table 7 The global carbon budget (PgCyr™").

1980s 1990s
Fossil fuel emissions® 54+03 63+04
Atmospheric increase® 33+£0.1 32+£02

Oceanic uptake”

Net terrestrial flux®
Land-use change®
Residual terrestrial flux

~1.740.6 (~1.9+£0.6)

—0.4+0.7 (=0.2+0.7)
20408

—24+1.1(=22+£1.1)

—24+40.7(-1.7£0.5)

—0.7+0.8 (—=1.4£0.7)
22408

—29+1.1 (=3.6+1.1)

# Source: Prentice et al. (2001).

® Source: Plattner et al. (2002) (values in parentheses are from Prentice et al., 2001).

¢ Houghton (2003).
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Figure 6 Terrestrial and oceanic sources and sinks of carbon inferred from inverse calculations with an atmospheric

transport model and spatial and temporal variations in CO, concentrations. The net fluxes inferred over each region

have been averaged into 7.5°-wide latitude strips (Ciais et al., 2000) (reproduced by permission of the Ecological
Society of America from Ecol. Appl., 2000, 10, 1574-1589).

global top-down approach, changes in terrestrial
or oceanic carbon storage are calculated. In con-
trast, the regional inverse method yields fluxes of
carbon between the land or ocean surface and the
atmosphere. These fluxes of carbon include both
natural and anthropogenic components. Horizon-
tal exchange between regions must be taken into
account to estimate changes in storage. For exam-
ple, the fluxes will not accurately reflect changes
in the amount of carbon on land or in the sea if
some of the carbon fixed by terrestrial plants is
transported by rivers to the ocean and respired
there (Sarmiento and Sundquist, 1992; Tans et al.,
1995; Aumont et al., 2001).

An example of inverse calculations is the anal-
ysis by Tans et al. (1990). The concentration of
CO; near the Earth’s surface is ~3 ppm higher
over the northern mid-latitudes than over the
southern hemisphere. The “bulge” in concentra-
tion over northern mid-latitudes is consistent with
the emissions of carbon from fossil fuel com-
bustion at these latitudes. The extent of the bulge
is also affected by the rate of atmospheric mixing.
High rates of mixing would dilute the bulge; low
rates would enhance it. By using the latitudinal
gradient in CO, and the latitudinal distribution
of fossil fuel emissions, together with a model of
atmospheric transport, Tans et al. (1990) deter-
mined that the bulge was smaller than expected
on the basis of atmospheric transport alone. Thus,
carbon is being removed from the atmosphere by
the land and oceans at northern mid-latitudes.
Tans et al. estimated removal rates averaging
between 2.4PgCyr ' and 3.5 PgCyr~' for the
years 1981-1987. From pco, measurements in
surface waters, Tans et al. calculated that the
northern mid-latitude oceans were taking up only

0.2-0.4PgCyr ', and thus, by difference, north-
ern mid-latitude lands were responsible for the
rest, a sink of 2.0-3.4 Pg C yr . The range resulted
from uncertainties in atmospheric transport and the
limited distribution of CO, sampling stations.
Almost no stations exist over tropical continents.
Thus, Tans et al. (1990) could not constrain the
magnitude of a tropical land source or sink, but
they could determine the magnitude of the northern
sink relative to a tropical source. A large tropical
source, as might be expected from deforestation,
implied a large northern sink; a small tropical
source implied a smaller northern sink.

The analysis by Tans et al. (1990) caused quite
a stir because their estimate for oceanic uptake
was only 0.3-0.8 Pg Cyr~ ', while analyses based
on ocean models yielded estimates of 2.0 0.8
PgCyr'. The discrepancy was subsequently
reconciled (Sarmiento and Sundquist, 1992) by
accounting for the effect of skin temperature on
the calculated air—sea exchange, the effect of
atmospheric transport and oxidation of CO on
the carbon budget, and the effect of riverine trans-
port of carbon on changes in carbon storage (see
below). All of the adjustments increased the esti-
mated oceanic uptake of carbon to values obtained
by ocean models and lowered the estimate of the
mid-latitude terrestrial sink.

Similar inverse approaches, using not only CO,
concentrations but also spatial variations in O,
and '°CO, to distinguish oceanic from terrestrial
fluxes, have been carried out by several groups
since 1990. An intercomparison of 16 atmospheric
transport models (the TransCom 3 project) by
Gurney et al. (2002) suggests average oceanic and
terrestrial sinks of 1.3PgCyr' and 1.4PgCyr !,
respectively, for the period 1992-1996.
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The mean global terrestrial sink of 1.4PgCyr~'

for the years 1992—1996 is higher than that obtained
from changes in O, and CO, (0.7 PgCyrfl)
(Plattner et al., 2002). However, the estimate
from inverse modeling has to be adjusted to
account for terrestrial sources and sinks of car-
bon that are not “seen” by the atmosphere. For
example, the fluxes inferred from atmospheric
data will not accurately reflect changes in the
amount of carbon on land or in the sea if some
of the carbon fixed by terrestrial plants or used
in weathering minerals is transported by rivers
to the ocean and respired and released to the
atmosphere there. Under such circumstances, the
atmosphere sees a terrestrial sink and an oceanic
source, while the storage of carbon on land and
in the sea may not have changed. Several stud-
ies have tried to adjust atmospherically based
carbon budgets by accounting for the river trans-
port of carbon. Sarmiento and Sundquist (1992)
estimated a pre-industrial net export by rivers
of 0.4-0.7PgCyr ', balanced by a net terres-
trial uptake of carbon through photosynthesis
and weathering. Aumont ef al. (2001) obtained
a global estimate of 0.6PgCyr'. Adjusting the
net terrestrial sink obtained through inverse cal-
culations (1.4PgCyr~") by 0.6PgCyr' yields
a result (0.8PgCyr ') similar to the estimate
obtained through changes in the concentrations
of O, and CO, (Table 8). The two top-down
methods based on atmospheric measurements
yield similar global estimates of a net terrestrial
sink (~0.7 (£0.8) PgCyF1 for the 1990s).

(iii) Land-use change. Another method, inde-
pendent of those based on atmospheric data and
models, that has been used to estimate terrestrial
sources and sinks of carbon, globally, is a method
based on changes in land use (see Section 3.3.1.5).
This is a ground-based or bottom-up approach.
Changes in land use suggest that deforestation,
reforestation, cultivation, and logging were respon-
sible for a carbon source, globally, that averaged
2.0PgCyr ' during the 1980s and 2.2PgCyr '

during the 1990s (Houghton, 2003). The approach
includes emissions of carbon from the decay of dead
plant material, soil, and wood products and sinks of
carbon in regrowing ecosystems, including both
vegetation and soil. Analyses account for delayed
sources and sinks of carbon that result from decay
and regrowth following a change in land use.

Other recent analyses of land-use change give
results that bound the results of this summary,
although differences in the processes and regions
included make comparisons somewhat mislead-
ing. An estimate by Fearnside (2000) of a 2.4 Pg
Cyr ™' source includes only the tropics. A source
of 0.8 Pg Cyr~ ' estimated by McGuire ef al. (2001)
includes changes in global cropland area but does
not include either the harvest of wood or the clear-
ing of forests for pastures, both of which contrib-
uted to the net global source. The average annual
release of carbon attributed by Houghton (2003) to
changes in the area of croplands (1.2PgCyr ' for
the 1980s) is higher than the estimate found by
McGuire et al. (0.8 PgCyr ).

The calculated source of 2.2 (+£0.8) PgCyr'
for the 1990s (Houghton, 2003) is very different
from the global net terrestrial sink determined from
top-down analyses (0.7PgCyr ') (Table 8). Are
the methods biased? Biases in the inverse calcula-
tions may be in either direction. Because of the
“rectifier effect” (the seasonal covariance between
the terrestrial carbon flux and atmospheric trans-
port), inverse calculations are thought to underesti-
mate the magnitude of a northern mid-latitude sink
(Denning et al., 1995). However, if the near-surface
concentrations of atmospheric CO, in northern
mid-latitude regions are naturally lower than those
in the southern hemisphere, the apparent sink in
the north may not be anthropogenic, as usually
assumed. Rather, the anthropogenic sink would be
less than 0.5 Pg Cyr ' (Taylor and Orr, 2000).

In contrast to the unknown bias of atmospheric
methods, analyses based on land-use change are
deliberately biased. These analyses consider only
those changes in terrestrial carbon resulting directly

Table 8 Estimates of the annual terrestrial flux of carbon (Pg Cyr™") in the 1990s according to different methods.
Negative values indicate a terrestrial sink.

0, and CO;, Inverse calculations Forest inventories Land-use change
C0,, °C0,, 0,
Globe —0.7 (£0.8)* —0.8 (+£0.8)° 2.2 (£0.6)°
Northern mid-latitudes —2.1(+0.8)¢ —0.6to —1.3° —0.03 (£0.5)°
Tropics 1.5 (£1.2)f —0.6 (£0.3)8 0.5 to 3.0

2 Plattner et al. (2002).

® _1.4 (40.8) from Gurney et al. (2002) reduced by 0.6 to account for river transport (Aumont et al., 2001).

¢ Houghton, 2003.
d

—2.4 from Gurney et al. (2002) reduced by 0.3 to account for river transport (Aumont et al., 2001).

€ —0.65 in forests (Goodale et al., 2002) and another 0.0-0.65 assumed for nonforests (see text).

1.2 from Gurney et al. (2002) increased by 0.3 to account for river transport (Aumont et al., 2001).

€ Undisturbed forests: —0.6 from Phillips ez al. (1998) (challenged by Clark, 2002).

h0.9 (range 0.5-1.4) from DeFries et al. (2002) 1.3 from Achard et al. (2002) adjusted for soils and degradation (see text) 2.2 (+0.8) from Houghton

(2003). 2.4 from Fearnside (2000).
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from human activity (conversion and modification
of terrestrial ecosystems). There may be other
sources and sinks of carbon not related to land-
use change (such as caused by CO, fertilization,
changes in climate, or management) that are cap-
tured by other methods but ignored in analyses of
land-use change. In other words, the flux of carbon
from changes in land use is not necessarily the
same as the net terrestrial flux from all terrestrial
processes.

If the net terrestrial flux of carbon during the
1990s was 0.7PgCyr ', and 22PgCyr ' were
emitted as a result of changes in land use, then
2.9Pg Cyr~' must have accumulated on land for
reasons not related to land-use change. This resid-
ual terrestrial sink was discussed above (Table 7
and Figure 4). That the residual terrestrial sink
exists at all suggests that processes other than
land-use change are affecting the storage of car-
bon on land. Recall, however, that the residual
sink is calculated by difference; if the emissions
from land-use change are overestimated, the resid-
ual sink will also be high.

3.3.2.2 Regional distribution of sources
and sinks of carbon: the northern
mid-latitudes

Insights into the magnitude of carbon sources
and sinks and the mechanisms responsible for the
residual terrestrial carbon sink may be obtained
from a consideration of tropical and extratropical
regions separately. Inverse calculations show the
tropics to be a moderate source, largely oceanic as a
result of CO, outgassing in upwelling regions.
Some of the tropical source is also terrestrial.
Estimates vary greatly depending on the models
of atmospheric transport and the years included
in the analyses. The net global oceanic sink of
1.3PgCyr ' for the period 1992-1996 is dis-
tributed in northern (1.2PgCyr ") and southern
oceans (0.8 PgC yr~ '), with a net source from trop-
ical gyres (0.5PgCyr ') (Gurney et al., 2002).

The net terrestrial sink of ~0.7 Pg Cyr™" is not
evenly distributed either. The comparison by Gur-
ney et al. (2002) showed net terrestrial sinks of
2.4+0.8PgCyr ' and 0.2PgCyr ' for northern
and southern mid-latitude lands, respectively, off-
set to some degree by a net tropical land source of
1.2+ 1.2PgCyr . Errors are larger for the tro-
pics than the nontropics because of the lack of
sampling stations and the more complex atmo-
spheric circulation there.

River transport and subsequent oceanic release
of terrestrial carbon are thought to overestimate
the magnitude of the atmospherically derived
northern terrestrial sink by 0.3PgCyr ' and un-
derestimate the tropical source (or overestimate
its sink) by the same magnitude (Aumont et al.,
2001). Thus, the northern terrestrial sink becomes

2.1PgCyr ', while the tropical terrestrial source
becomes 1.5Pg Cyr~' (Table 8).

Inverse calculations have also been used to
infer east—west differences in the distribution of
sources and sinks of carbon. Such calculations are
more difficult because east—west gradients in CO,
concentration are an order of magnitude smaller
than north—south gradients. Some estimates placed
most of the northern sink in North America (Fan
et al., 1998); others placed most of it in Eurasia
(Bousquet et al., 1999a,b). More recent analyses
suggest a sink in both North America and Eurasia,
roughly in proportion to land area (Schimel et al.,
2001; Gurney et al., 2002). The analyses also sug-
gest that higher-latitude boreal forests are small
sources rather than sinks of carbon during some
years.

The types of land use determining fluxes of
carbon are substantially different inside and out-
side the tropics (Table 9). As of early 2000s, the
fluxes of carbon to and from northern lands are
dominated by rotational processes, e.g., logging
and subsequent regrowth. Changes in the area of
forests are small. The losses of carbon from decay
of wood products and slash (woody debris gener-
ated as a result of harvest) are largely offset by the
accumulation of carbon in regrowing forests
(reforestation and regrowth following harvest).
Thus, the net flux of carbon from changes in
land use is small: a source of 0.06 Pg Cyr ™ during
the 1980s changing to a sink of 0.02PgCyr—
during the 1990s. Both the US and Europe are
estimated to have been carbon sinks as a result
of land-use change.

Inferring changes in terrestrial carbon storage
from analysis of forest inventories. An indepen-
dent estimate of carbon sources and sinks in north-
ern mid-latitudinal lands may be obtained from
forest inventories. Most countries in the northern
mid-latitudes conduct periodic inventories of the
growing stocks in forests. Sampling is designed to
yield estimates of total growing stocks (volumes
of merchantable wood) that are estimated with
95% confidence to within 1-5% (Powell et al.,
1993; Kohl and Piivinen, 1997; Shvidenko and
Nilsson, 1997). Because annual changes due to
growth and mortality are small relative to the
total stocks, estimates of wood volumes are rela-
tively less precise. A study in the southeastern US
determined that regional growing stocks (m?)
were known with 95% confidence to within
1.1%, while changes in the stocks (m3 yr_l) were
known to within 39.7% (Phillips et al., 2000).
Allometric regressions are used to convert grow-
ing stocks (the wood contained in the boles of
trees) to carbon, including all parts of the tree
(roots, stumps, branches, and foliage as well as
bole), nonmerchantable and small trees and non-
tree vegetation. Other measurements provide esti-
mates of the carbon in the forest floor (litter)
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Table 9 Estimates of the annual sources (4) and sinks (—) of carbon resulting from different types of land-use
change and management during the 1990s (PgCyr ).

Activity Tropical regions Temperate and Globe
boreal zones
Deforestation 2.110* 0.130 2.240
Afforestation —0.100 —0.080" —0.190
Reforestation (agricultural abandonment) 0?* —0.060 —0.060
Harvest/management 0.190 0.120 0.310
Products 0.200 0.390 0.590
Slash 0.420 0.420 0.840
Regrowth —0.430 —0.690 —-1.120
Fire suppression® 0 —0.030 —0.030
Nonforests
Agricultural soils® 0 0.020 0.020
Woody encroachment® 0 —0.060 —0.060
Total 2.200 0.040 2.240

2 Only the net effect of shifting cultivation is included here. The gross fluxes from repeated clearing and abandonment are not included.

® Areas of plantation forests are not generally reported in developed countries. This estimates includes only China’s plantations.

¢ Probably an underestimate. The estimate is for the US only, and similar values may apply in South America, Australia, and elsewhere.

9 These values include loss of soil carbon resulting from cultivation of new lands; they do not include accumulations of carbon that may have resulted

from recent agricultural practices.

and soil. The precision of the estimates for these
other pools of carbon is less than that for the
growing stocks. An uncertainty analysis for
140 x 10° ha of US forests suggested an uncertainty
of 0.028 PgCyr~' (Heath and Smith, 2000). The
strength of forest inventories is that they provide
direct estimates of wood volumes on more than one
million plots throughout northern mid-latitude for-
ests, often inventoried on 5—10-year repeat cycles.
Some inventories also provide estimates of growth
rates and estimates of mortality from various
causes, 1.e., fires, insects, and harvests. One recent
synthesis of these forest inventories, after convert-
ing wood volumes to total biomass and accounting
for the fate of harvested products and changes
in pools of woody debris, forest floor, and soils,
found a net northern mid-latitude terrestrial sink of
between 0.6PgCyr~' and 0.7PgCyr' for the
years around 1990 (Goodale et al., 2002). The esti-
mate is ~30% of the sink inferred from atmospheric
data corrected for river transport (Table 8). Some of
the difference may be explained if nonforest eco-
systems throughout the region are also accumulat-
ing carbon. Inventories of nonforest lands are
generally lacking, but in the US, at least, nonforests
are estimated to account for 40-70% of the net
terrestrial carbon sink (Houghton et al., 1999;
Pacala et al., 2001).

It is also possible that the accumulation of
carbon below ground, not directly measured in
forest inventories, was underestimated and thus
might account for the difference in estimates.
However, the few studies that have measured the
accumulation of carbon in forest soils have con-
sistently found soils to account for only a small
fraction (5-15%) of measured ecosystem sinks
(Gaudinski et al., 2000; Barford et al., 2001,

Schlesinger and Lichter, 2001). Thus, despite the
fact that the world’s soils hold 2-3 times more
carbon than biomass, there is no evidence, as of
early 2000s, that they account for much of a ter-
restrial sink.

The discrepancy between estimates obtained
from forest inventories and inverse calculations
might also be explained by differences in the dates
of measurements. The northern sink of 2.1 Pg C yr ™!
from Gurney et al. (—2.4+ 0.3 for riverine trans-
port) is for 1992-1996 and would probably have
been lower (and closer to the forest inventory-
based estimate) if averaged over the entire decade
(see other estimates in Prentice et al., 2001). Top-
down measurements based on atmospheric data are
sensitive to large year-to-year variations in the
growth rate of CO, concentrations.

Both forest inventories and inverse calculations
with atmospheric data show terrestrial ecosystems
to be a significant carbon sink, while changes in
land use show a sink near zero. Either the ana-
lyses of land-use change are incomplete, or other
mechanisms besides land-use change must be
responsible for the observed sink, or some combi-
nation of both. With respect to the difference
between forest inventories and land-use change,
a regional comparison suggests that the recovery
of forests from land-use change (abandoned farm-
lands, logging, fire suppression) may either over-
estimate or underestimate the sinks measured
in forest inventories (Table 10). In Canada and
Russia, the carbon sink calculated for forests
recovering from harvests (land-use change) is
greater than the measured sink. The difference
could be error, but it is consistent with the fact
that fires and insect damage increased in these
regions during the 1980s and thus converted
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Table 10 Annual net changes in the living vegetation of forests (Pg C yr™") in northern mid-latitude regions around
the year 1990. Negative values indicate an increase in carbon stocks (i.e., a terrestrial sink).

Region Land-use change® Forest inventory® Sink from land-use change
relative to inventoried sink

Canada —0.025 0.040 0.065 (larger)

Russia —0.055 0.040 0.095 (larger)

USA —0.035 —0.110 0.075 (smaller)

China 0.075 —0.040 0.115 (smaller)

Europe —0.020 —0.090 0.070 (smaller)

Total —0.060 —0.160 0.100 (smaller)

# Houghton (2003).
® From Goodale et al. (2002).

some of the boreal forests from sinks to sources
(Kurz and Apps, 1999). These sources would not
be counted in the analysis of land-use change,
because natural disturbances were ignored. In
time, recovery from these natural disturbances
will increase the sink above that calculated on
the basis of harvests alone, but as of early 2000s
the sources from fire and insect damage exceed
the net flux associated with harvest and regrowth.

In the three other regions (Table 10), changes
in land use yield a sink that is smaller than
measured in forest inventories. If the results are
not simply a reflection of error, the failure of past
changes in land use to explain the measured sink
suggests that factors not considered in the analysis
have enhanced the storage of carbon in the forests
of the US, Europe, and China. Such factors include
past natural disturbances, more subtle forms of
management than recovery from harvest and agri-
cultural abandonment (and fire suppression in the
US), and environmental changes that may have en-
hanced forest growth. It is unclear whether the
differences between estimates (changes in land use
and forest inventories) are real or the result of errors
and omissions. The differences are small, generally
less than 0.1PgCyr ' in any region. The likely
errors and omissions in analyses of land-use change
include uncertain rates of forest growth, natural
disturbances, and many types of forest management
(Spiecker et al., 1996).

3.3.2.3 Regional distribution of sources and
sinks of carbon: the tropics

How do different methods compare in the tro-
pics? Inverse calculations show that tropical lands
were a net source of carbon, 1.2+ 1.2Pg Cyr~" for
the period 1992-1996 (Gurney et al., 2002).
Accounting for the effects of rivers (Aumont et al.,
2001) suggests a source of 1.5 (+1.2) PgCyr '
(Table 8).

Forest inventories for large areas of the tropics
are rare, although repeated measurements of perma-
nent plots throughout the tropics suggest that undis-
turbed tropical forests are accumulating carbon,
at least in the neotropics (Phillips et al., 1998).

The number of such plots was too small in tropical
African or Asian forests to demonstrate a change
in carbon accumulation, but assuming the plots in
the neotropics are representative of undisturbed
forests in that region suggests a sink of 0.62
(£0.30) PgCyr ' for mature humid neotropical
forests (Phillips et al., 1998). The finding of a net
sink has been challenged, however, on the basis of
systematic errors in measurement. Clark (2002)
notes that many of the measurements of diameter
included buttresses and other protuberances, while
the allometric regressions used to estimate bio-
mass were based on above-buttress relationships.
Furthermore, these stem protuberances display
disproportionate rates of radial growth. Finally,
some of the plots were on floodplains where pri-
mary forests accumulate carbon. When plots with
buttresses were excluded (and when recent flood-
plain (secondary) forests were excluded as well),
the net increment was not statistically different
from zero (Clark, 2002). Phillips et al. (2002)
counter that the errors are minor, but the results
remain contentious.

Thus, the two methods most powerful in con-
straining the northern net sink (inverse analyses
and forest inventories) are weak or lacking in the
tropics (Table 14), and the carbon balance of the
tropics is less certain.

Direct measurement of CO; flux. The flux of
CO, between an ecosystem and the atmosphere
can be calculated directly by measuring the
covariance between concentrations of CO, and
vertical wind speed (Goulden et al., 1996). The
approach is being applied at ~150 sites in North
America, South America, Asia, and Europe. The
advantage of the approach is that it includes an
integrated measure for the whole ecosystem, not
only the wood or the soil. The method is ideal
for determining the short-term response of eco-
systems to diurnal, seasonal, and interannual
variations of such variables as temperature, soil
moisture, and cloudiness. If measurements are
made over an entire year or over a significant
number of days in each season, an annual carbon
balance can be determined. The results of such
measured fluxes have been demonstrated in at
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least one ecosystem to be in agreement with inde-
pendent measurements of change in the major
components of the ecosystem (Barford, 2001).

As NEP is often small relative to the gross
fluxes of photosynthesis and ecosystem respira-
tion, the net flux is sometimes less than the error
of measurement. More important than error is bias,
and the approach is vulnerable to bias because both
the fluxes of CO, and the micrometeorological
conditions are systematically different day and
night. Wind speeds below 17 cm s~ in a temperate
zone forest, e.g., resulted in an underestimate of
nighttime respiration (Barford et al., 2001). A sim-
ilar relationship between nighttime wind speed
and respiration in forests in the Brazilian Amazon
suggests that the assumption that lateral transport
is unimportant may have been invalid (Miller et al.,
in press).

Although the approach works well where
micrometeorological conditions are met, the foot-
print for the measured flux is generally less than
1 km?, and it is difficult to extrapolate the mea-
sured flux to large regions. Accurate extrapolations
require a distribution of tower sites representative
of different flux patches, but such patches are diffi-
cult to determine a priori. The simple extrapola-
tion of an annual sink of 1 Mg Chayr~' (based on
55 days of measurement) for a tropical forest in
Brazil to all moist forests in the Brazilian Amazon
gave an estimated sink of ~1PgCyr ' (Grace
et al., 1995). In contrast, a more sophisticated
extrapolation based on a spatial model of CO,
flux showed a basin-wide estimate averaging only
0.3PgCyr ' (Tian et al., 1998). The modeled flux
agreed with the measured flux in the location of the
site; spatial differences resulted from variations in
modeled soil moisture throughout the basin.

Initially, support for an accumulation of carbon
in undisturbed tropical forests came from measure-
ments of CO, flux by eddy correlation (Grace et al.,
1995; Malhi et al., 1998). Results showed large
sinks of carbon in undisturbed forests, that, if scaled
up to the entire tropics, yielded sinks in the range of
39-10.3PgCyr ~ (Malhi et al., 2001), much
larger than the sources of carbon from deforesta-
tion. Tropical lands seemed to be a large net carbon
sink. Recent analyses raise doubts about these ini-
tial results.

When flux measurements are corrected for
calm conditions, the net carbon balance may be
nearly neutral. One of the studies in an old-growth
forest in the Tapajos National Forest, Para, Brazil,
showed a small net CO, source (Saleska et al., in
press). The results in that forest were supported by
measurements of biomass (forest inventory) (Rice
et al., in press). Living trees were accumulating
carbon, but the decay of downed wood released
more, for a small net source. Both fluxes suggest
that the stand was recovering from a disturbance
several years earlier.

The observation that the rivers and streams of
the Amazon are a strong source for CO, (Richey
et al., 2002) may help balance the large sinks
measured in some upland sites. However, the riv-
erine source is included in inverse calculations
based on atmospheric data and does not change
those estimates of a net terrestrial source (Gurney
et al., 2002).

Changes in land use in the tropics are clearly a
source of carbon to the atmosphere, although
the magnitude is uncertain (Detwiler and Hall,
1988; Fearnside, 2000; Houghton, 1999, 2003).
The tropics are characterized by high rates of defor-
estation, and this conversion of forests to nonforests
involves a large loss of carbon. Although rotational
processes of land use, such as logging, are just as
common in the tropics as in temperate zones (even
more so because shifting cultivation is common in
the tropics), the sinks of carbon in regrowing forests
are dwarfed in the tropics by the large releases of
carbon resulting from permanent deforestation.

Comparisons of results from different methods
(Table 8) suggest at least two, mutually exclusive,
interpretations for the net terrestrial source of car-
bon from the tropics. One interpretation is that a
large release of carbon from land-use change
(Fearnside, 2000; Houghton, 2003) is partially off-
set by a large sink in undisturbed forests (Malhi
et al., 1998; Phillips et al., 1998, 2002). The other
interpretation is that the source from deforestation
is smaller (see below), and that the net flux from
undisturbed forests is nearly zero (Rice ef al., in
press; Saleska et al., in press). Under the first
interpretation, some sort of growth enhancement
(or past natural disturbance) is required to explain
the large current sink in undisturbed forests. Under
the second, the entire net flux of carbon may be
explained by changes in land use, but the source
from land-use change is smaller than estimated by
Fearnside (2000) or Houghton (2003).

A third possibility, that the net tropical source
from land is larger than indicated by inverse cal-
culations (uncertain in the tropics), is constrained
by the magnitude of the net sink in northern
mid-latitudes. The latitudinal gradient in CO, con-
centrations constrains the difference between the
northern sink and tropical source more than it
constrains the absolute fluxes. The tropical source
can only be larger than indicated by inverse cal-
culations if the northern mid-latitude sink is also
larger. As discussed above, the northern mid-
latitude sink is thought to be in the range of
1-2.6 Pg Cyr ', but the estimates are based on the
assumption that the pre-industrial north—south
gradient in CO, concentrations was zero (similar
concentrations at all latitudes). No data exist for
the pre-industrial north—south gradient in CO, con-
centrations, but following Keeling er al. (1989),
Tayor and Orr extrapolated the current CO, gradi-
ent to a zero fossil fuel release and found a
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negative gradient (lower concentrations in the
north). They interpreted this negative gradient as
the pre-industrial gradient, and their interpretation
would suggest a northern sink larger than gener-
ally believed. In contrast, Conway and Tans
(1999) interpret the extrapolated zero fossil fuel
gradient as representing the current sources and
sinks of carbon in response to fossil fuel emissions
and other human activities, such as present and
past land-use change. Most investigators of the
carbon cycle favor this interpretation.

The second interpretation of existing estimates
(a modest source of carbon from deforestation and
little or no sink in undisturbed forests) is sup-
ported by satellite-based estimates of tropical
deforestation. The high estimates of Fearnside
(2000) and Houghton (2003) were based on rates
of deforestation reported by the FAO (2001). If
these rates of deforestation are high, the estimates
of the carbon source are also high. Two new
studies of tropical deforestation (Achard et al.,
2002; DeFries et al., 2002) report lower rates
than the FAO and lower emissions of carbon
than Fearnside or Houghton. The study by Achard
et al. (2002) found rates 23% lower than the FAO
for the 1990s (Table 11). Their analysis used high
resolution satellite data over a 6.5% sample of
tropical humid forests, stratified by “deforestation
hot-spot areas” defined by experts. In addition to
observing 5.8 x 10°ha of outright deforestation in
the tropical humid forests, Achard et al. also
observed 2.3 x 10°ha of degradation. Their esti-
mated carbon flux, including changes in the area
of dry forests as well as humid ones, was 0.96 Pg C
yr~ . The estimate is probably low because it did not
include the losses of soil carbon that often occur
with cultivation or the losses of carbon from degra-
dation (reduction of biomass within forests). Soils
and degradation accounted for 12% and 26%,
respectively, of Houghton’s (2003) estimated flux
of carbon for tropical Asia and America and would
yield a total flux of 1.3Pg C yr~ ' if the same percen-
tages were applied to the estimate by Archard e al.

A second estimate of tropical deforestation
(DeFries et al., 2002) was based on coarse
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resolution satellite data (8 km), calibrated with
high-resolution satellite data to identify percent
tree cover and to account for small clearings that
would be missed with the coarse resolution data.
The results yielded estimates of deforestation that
were, on average, 54% lower than those reported
by the FAO (Table 11). According to DeFries
et al., the estimated net flux of carbon for the
1990s was 0.9 (range 0.5-1.4)PgCyr .

If the tropical deforestation rates obtained by
Archard et al. and DeFries et al. were similar,
there would be little doubt that the FAO estimates
are high. However, the estimates are as different
from each other as they are from those of the FAO
(Table 11). Absolute differences between the two
studies are difficult to evaluate because Achard
et al. considered only humid tropical forests,
whereas DeFries et al. considered all tropical for-
ests. The greatest differences are in tropical
Africa, where the percent tree cover mapped by
DeFries et al. is most unreliable because of the
large areas of savanna. Both studies suggest that
the FAO estimates of tropical deforestation are
high, but the rates are still in question (Fearnside
and Laurance, 2003; Eva et al., 2003). The tropi-
cal emissions of carbon estimated by the two
studies (after adjustments for degradation and
soils) are about half of Houﬁhton’s estimate:
1.3PgCyr ' and 0.9PgCyr ', as opposed to
2.2PgCyr ' (Table 8).

3.3.2.4 Summary: synthesis of the results of
different methods

Top-down methods show consistently that ter-
restrial ecosystems, globally, were a small net sink
in the 1980s and 1990s. The sink was in northern
mid-latitudes, partially offset by a tropical source.
The northern sink was distributed over both North
America and Eurasia roughly in proportion to land
area. The magnitudes of terrestrial sinks obtained
through inverse calculations are larger (or the
sources smaller) than those obtained from bot-
tom-up analyses (land-use change and forest
inventories). Is there a bias in the atmospheric

Table 11  Annual rate of change in tropical forest area® for the 1990s.

Tropical humid forests

All tropical forests

FAO (2001) Achard et al. (2002) FAO (2001) DeFries et al. (2002)
(10%hayr™ 1 (108 hayr™ 1)
10%hayr™' % lower than FAO 10%hayr™' % lower than FAO
America 2.7 2.2 18 4.4 3.179 28
Asia 25 2.0 20 24 2.008 16
Africa 1.2 0.7 42 5.2 0.376 93
All tropics 6.4 49 23 12.0 5.563 54

 The net change in forest area is not the rate of deforestation but, rather, the rate of deforestation minus the rate of afforestation.
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analyses? Or are there sinks not included in the
bottom-up analyses?

For the northern mid-latitudes, when estimates
of change in nonforests (poorly known) are added to
the results of forest inventories, the net sink barely
overlaps with estimates determined from inverse
calculations. Changes in land use yield smaller
estimates of a sink. It is not clear how much of the
discrepancy is the result of omissions of manage-
ment practices and natural disturbances from ana-
lyses of land-use change, and how much is the result
of environmentally enhanced rates of tree growth.
In other words, how much of the carbon sink
in forests can be explained by age structure (i.e.,
previous disturbances and management), and how
much by enhanced rates of carbon storage? The
question is important for predicting future concen-
trations of atmospheric CO, (see below).

In the tropics, the uncertainties are similar but
also greater because inverse calculations are more
poorly constrained and because forest inventories
are lacking. Existing evidence suggests two pos-
sibilities. Either large emissions of carbon from
land-use change are somewhat offset by large
carbon sinks in undisturbed forests, or lower
releases of carbon from land-use change explain
the entire net terrestrial flux, with essentially no
requirement for an additional sink. The first alter-
native (large sources and large sinks) is most
consistent with the argument that factors other
than land-use change are responsible for observed
carbon sinks (i.e., management or environmen-
tally enhanced rates of growth). The second alter-
native is most consistent with the findings of
Caspersen et al. (2000) that there is little enhanced
growth. Overall, in both northern and tropical
regions changes in land use exert a dominant
influence on the flux of carbon, and it is unclear
whether other factors have been important in
either region. These conclusions question the as-
sumption used in predictions of climatic change,
the assumption that the current terrestrial carbon
sink will increase in the future (see below).

3.4 MECHANISMS THOUGHT TO BE
RESPONSIBLE FOR CURRENT SINKS
OF CARBON

3.4.1 Terrestrial Mechanisms

Distinguishing between regrowth and enhanced
growth in the current terrestrial sink is important.
If regrowth is dominant, the current sink may be
expected to diminish as forests age (Hurtt ez al.,
2002). If enhanced growth is important, the mag-
nitude of the carbon sink may be expected to
increase in the future. Carbon cycle models used
to calculate future concentrations of atmospheric
CO, from emissions scenarios assume the latter
(that the current terrestrial sink will increase)
(Prentice et al., 2001). These calculated concen-
trations are then used in general circulation mod-
els to project future rates of climatic change. If the
current terrestrial sink is largely the result of
regrowth, rather than enhanced growth, future
projections of climate may underestimate the
extent and rate of climatic change.

The issue of enhanced growth versus regrowth
can be illustrated with studies from the US.
Houghton et al. (1999) estimated a terrestrial car-
bon sink of 0.15-0.35Pg C yr~' for the US, attrib-
utable to changes in land use. Pacala et al. (2001)
revised the estimate upwards by including addi-
tional processes, but in so doing they included
sinks not necessarily resulting from land-use
change. Their estimate for the uptake of carbon
by forests, e.g., was the uptake measured by forest
inventories. The measured uptake might result
from previous land use (regrowth), but it might
also result from environmentally enhanced growth,
e.g., CO, fertilization (Figure 7). If all of the accu-
mulation of carbon in US forests were the result of
recovery from past land-use practices (i.e., no
enhanced growth), then the measured uptake
should equal the flux calculated on the basis of
land-use change. The residual flux would be zero.
The study by Caspersen et al. (2000) suggests
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Figure 7 Idealized curves showing the difference between enhanced growth and regrowth in the accumulation of
carbon in forest biomass.
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Table 12  Estimated rates of carbon accumulation in the US (PgCyr~" in 1990).

Pacala et al * Houghton® et al. Houghton® Goodale et al.
(2001) (1999) (2003) (2002)

Low High
Forest trees —-0.11  —0.15 —0.072° —0.046" —0.11
Other forest organic matter -0.03 -0.15 0.010 0.010 —0.11
Cropland soils 0.00 —0.04 —0.138 0.00 NE
Woody encroachment -0.12 -0.13 —0.122 —0.061 NE
Wood products -0.03 —-0.07 —0.027 —0.027 —0.06
Sediments -0.01 -0.04 NE NE NE
Total sink —0.30 —0.58 —0.35 —0.11 —0.28
% of total sink neither in forests nor 43% 36% 74% 55% NE

wood products

NE is “not estimated”. Negative values indicate an accumulation of carbon on land.
 Pacala er al. (2001) also included the import/export imbalance of food and wood products and river exports. As these would create corresponding

sources outside the US, they are ignored here.

® Includes only the direct effects of human activity (i.e., land-use change and some management).
©0.020Pg Cyr~" in forests and 0.052 Pg Cyr~" in the thickening of western pine woodlands as a result of early fire suppression.
40.020Pg Cyr~" in forests and 0.026 PgC yr~" in the thickening of western pine woodlands as a result of early fire suppression.

that such an attribution is warranted because they
found that 98% of forest growth in five US states
could be attributed to regrowth rather than enhanced
growth. However, the analysis by Houghton ez al.
(1999) found that past changes in land use ac-
counted for only 20-30% of the observed accumu-
lation of carbon in trees. The uptake calculated
for forests recovering from agricultural abandon-
ment, fire suppression, and earlier harvests was
only 20-30% of the uptake measured by forest
inventories (~40% if the uptake attributed to wood-
land “thickening” (0.26 Pg C yr—'; Houghton, 2003)
is included (Table 12)). The results are inconsistent
with those of Caspersen et al. (2000). Houghton’s
analysis requires a significant growth enhancement
to account for the observed accumulation of carbon
in trees; the analysis by Caspersen et al. suggests
little enhancement.

Both analyses merit closer scrutiny. Joos et al.
(2002) have pointed out, e.g., that the relationship
between forest age and wood volume (or biomass)
is too variable to constrain the enhancement of
growth to between 0.001% and 0.01% per year,
as Caspersen et al. claimed. An enhancement of
0.1% per year fits the data as well. Furthermore,
even a small enhancement of 0.1% per year in
NPP yields a significant sink (~2PgCyr™ ") if it
applies globally (Joos et al., 2002). Thus, Casper-
sen et al. may have underestimated the sink attrib-
utable to enhanced growth.

However, Houghton’s analysis of land-use
change (Houghton et al., 1999; Houghton, 2003)
most likely underestimates the sink attributable
to regrowth. Houghton did not consider forest
management practices other than harvest and
subsequent regrowth. Nor did he include natural
disturbances, which in boreal forests are more
important than logging in determining the current

age structure and, hence, rate of carbon accumula-
tion (Kurz and Apps, 1999). Forests might now
be recovering from an earlier disturbance. A third
reason why the sink may have been under-
estimated is that Houghton used net changes in
agricultural area to obtain rates of agricultural
abandonment. In contrast, rates of clearing and
abandonment are often simultaneous and thus cre-
ate larger areas of regrowing forests than would be
predicted from net changes in agricultural area.
It is unclear how much of the carbon sink in the
US can be attributed to changes in land use and
management, and how much can be attributed to
enhanced rates of growth.

The mechanisms responsible for the current
terrestrial sink fall into two broad categories
(Table 13 and Figure 7): (i) enhanced growth
from physiological or metabolic factors that affect
rates of photosynthesis, respiration, growth, and
decay and (ii) regrowth from past disturbances,
changes in land use, or management, affecting
the mortality of forest stands, the age structure of
forests, and hence their rates of carbon accumula-
tion. What evidence do we have that these mechan-
isms are important? Consider, first, enhanced rates
of growth.

3.4.1.1 Physiological or metabolic factors that
enhance rates of growth and carbon
accumulation

CO, fertilization. Numerous reviews of the
direct and indirect effects of CO, on photosynthe-
sis and plant growth have appeared in the literature
(Curtis, 1996; Koch and Mooney, 1996; Mooney
et al., 1999; Korner, 2000), and only a very brief
review is given here. Horticulturalists have long
known that annual plants respond to higher levels
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Table 13 Proposed mechanisms for terrestrial carbon
sinks®.

Table 14 Increases observed for a 100% increase in
CO, concentrations.

Metabolic or physiological mechanisms
CO, fertilization
N fertilization
Tropospheric ozone, acid deposition
Changes in climate (temperature, moisture)
Ecosystem mechanisms
Large-scale regrowth of forests following human
disturbance (includes recovery from logging and
agricultural abandonment)®
Large-scale regrowth of forests following natural
disturbance®
Fire suppression and woody encroachment”
Decreased deforestation”
Improved agricultural practices®
Erosion and re-deposition of sediment
Wood products and landfills”

* Some of these mechanisms enhance growth; some reduce
decomposition. In some cases these same mechanisms may also yield
sources of carbon to the atmosphere.

® Mechanisms included in analyses of land-use change (although not
necessarily in all regions).

of CO, with increased rates of growth, and the
concentration of CO, in greenhouses is often
deliberately increased to make use of this effect.
Similarly, experiments have shown that most Cs
plants (all trees, most crops, and vegetation from
cold regions) respond to elevated concentrations
of CO, with increased rates of photosynthesis and
increased rates of growth.

Despite the observed stimulative effects of CO,
on photosynthesis and plant growth, it is not clear
that the effects will result in an increased storage
of carbon in the world’s ecosystems. One reason is
that the measured effects of CO, have generally
been short term, while over longer intervals the
effects are often reduced or absent. For example,
plants often acclimate to higher concentrations of
CO; so that their rates of photosynthesis and
growth return to the rates observed before the
concentration was raised (Tissue and Oechel,
1987; Oren et al., 2001).

Another reason why the experimental results
may not apply to ecosystems is that most experi-
ments with elevated CO, have been conducted
with crops, annual plants, or tree seedlings. The
few studies conducted at higher levels of integra-
tion or complexity, such as with mature trees and
whole ecosystems, including soils as well as veg-
etation, suggest much reduced responses. Table 14
summarizes the results of experiments at different
levels of integration. Arranged in this way (from
biochemical processes to ecosystem processes),
observations suggest that as the level of complexity,
or the number of interacting processes, increases,
the effects of CO, fertilization are reduced. This
dampening of effects across ever-increasing levels
of complexity has been noted since scientists first

Increased rates
60% increase in photosynthesis of young trees
33% average increase in net primary productivity
(NPP) of crops
25% increase in NPP of a young pine forest

Increased stocks
14% average increase in biomass of grasslands and
crops
~0% increase in the carbon content of mature forests

began to consider the effects of CO, on carbon
storage (Lemon, 1977).

In other words, a CO,-enhanced increase in
photosynthesis is many steps removed from an
increase in carbon storage. An increase in NPP is
expected to lead to increased carbon storage until
the carbon lost from the detritus pool comes into a
new equilibrium with the higher input of NPP.
But, if the increased NPP is largely labile (easily
decomposed), then it may be decomposed rapidly
with little net carbon storage (Davidson and
Hirsch, 2001). Results from a loblolly pine forest
in North Carolina suggest a very small increase in
carbon storage. Elevated CO, increased litter pro-
duction (with a turnover time of about three years)
but did not increase carbon accumulation deeper
in the soil layer (Schlesinger and Lichter, 2001).
Alternatively, the observation that microbes seemed
to switch from old organic matter to new organic
matter after CO, fertilization of a grassland suggests
that the loss of carbon may be delayed in older,
more refractory pools of soil organic matter (Cardon
et al.,2001).

The central question is whether natural eco-
systems will accumulate carbon as a result of
elevated CO,, and whether the accumulation will
persist. Few CO, fertilization experiments have
been carried out for more than a few years in
whole ecosystems, but where they have, the
results generally show an initial CO,-induced
increment in biomass that diminishes after a few
years. The diminution of the initial CO,-induced
effect occurred after two years in an arctic tundra
(Oechel et al., 1994) and after three years in a
rapidly growing loblolly pine forest (Oren et al.,
2001). Other forests may behave differently, but
the North Carolina forest was chosen in part
because CO, fertilization, if it occurs anywhere, is
likely to occur in a rapidly growing forest. The
longest CO, fertilization experiment, in a brackish
wetland on the Chesapeake Bay, has shown an
enhanced net uptake of carbon even after 12
years, but the expected accumulation of carbon at
the site has not been observed (Drake et al., 1996).

Nitrogen fertilization. Human activity has
increased the abundance of biologically active
forms of nitrogen (NO, and NHy), largely through
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the production of fertilizers, the cultivation of
legumes that fix atmospheric nitrogen, and the
use of internal combustion engines. Because the
availability of nitrogen is thought to limit NPP
in temperate-zone ecosystems, the addition of
nitrogen through human activities is expected to
increase NPP and, hence, terrestrial carbon stor-
age (Peterson and Melillo, 1985; Schimel et al.,
1996; Holland et al., 1997). Based on stoichiomet-
ric relations between carbon and nitrogen, many
physiologically based models predict that added
nitrogen should lead to an accumulation of
carbon in biomass. But the extent to which this
accumulation occurs in nature is unclear. Adding
nitrogen to forests does increase NPP (Bergh
et al., 1999). It may also modify soil organic
matter and increase its residence time (Fog,
1988; Bryant et al., 1998). But nitrogen deposited
in an ecosystem may also be immobilized in soils
(Nadelhoffer et al., 1999) or lost from the ecosys-
tem, becoming largely unavailable in either case
(Davidson, 1995).

There is also evidence that additions of nitro-
gen above some level may saturate the ecosystem,
causing: (i) increased nitrification and nitrate
leaching, with associated acidification of soils
and surface waters; (ii) cation depletion and nutri-
ent imbalances; and (iii) reduced productivity
(Aber et al., 1998; Fenn et al., 1998). Experimen-
tal nitrogen additions have had varied effects on
wood production and growing stocks. Woody bio-
mass production increased in response to nitrogen
additions to two New England hardwood sites,
although increased mortality at one site led to
a net decrease in the stock of woody biomass
(Magill et al., 1997, 2000). Several studies have
shown that chronic exposure to elevated nitrogen
inputs can inhibit forest growth, especially in ever-
green species (Tamm et al., 1995; Makipaa, 1995).
Fertilization decreased rates of wood production in
high-elevation spruce-fir in Vermont (McNulty
et al., 1996) and in a heavily fertilized red pine
plantation (Magill et al., 2000). The long-term
effects of nitrogen deposition on forest production
and carbon balance remain uncertain. Further-
more, because much of the nitrogen deposited on
land is in the form of acid precipitation, it is diffi-
cult to distinguish the fertilization effects of nitro-
gen from the adverse effects of acidity (see below).

Atmospheric chemistry. Other factors besides
nitrogen saturation may have negative effects on
NPP, thus reducing the uptake of carbon in eco-
systems and perhaps changing them from sinks to
sources of carbon. Two factors that have received
attention are tropospheric ozone and sulfur (acid
rain). Experimental studies show leaf injury and
reduced growth in crops and trees exposed to
ozone. At the level of the ecosystem, elevated
levels of ozone have been associated with reduced
forest growth in North America (Mclaughlin and

Percy, 2000) and Europe (Braun et al., 2000).
Acidification of soil as a result of deposition of
NOj3 and SO?[ in precipitation depletes the soils
of available plant nutrients (Ca2+, Mg”, KM,
increases the mobility and toxicity of aluminum,
and increases the amount of nitrogen and sulfur
stored in forest soils (Driscoll et al., 2001). The
loss of plant nutrients raises concerns about the
long-term health and productivity of forests in the
northeastern US, Europe, and southern China.

Although the effects of tropospheric ozone and
sulfur generally reduce NPP, their actual or poten-
tial effects on carbon stocks are not known. The
pollutants could potentially increase carbon stocks
if they reduce decomposition of organic matter
more than they reduce NPP.

Climatic variability and climatic change. Year-
to-year differences in the growth rate of CO, in the
atmosphere are large (Figure 3). The annual rate
of increase ranged from 1.9PgC in 1992 to
6.0PgC in 1998 (Prentice et al., 2001; see also
Conway et al., 1994). In 1998 the net global sink
(ocean and land) was nearly OPgC, while the
average combined sink in the previous eight
years was ~3.5PgCyr ! (Tans er al., 2001).
The terrestrial sink is generally twice as variable
as the oceanic sink (Bousquet et al., 2000). This
temporal variability in terrestrial fluxes is proba-
bly caused by the effect of climate on carbon pools
with short lifetimes (foliage, plant litter, soil
microbes) through variations in photosynthesis,
respiration, and possibly fire (Schimel et al.,
2001). Measurements in terrestrial ecosystems
suggest that respiration, rather than photosynthe-
sis, is the major contributor to variability (Valentini
et al., 2000). Annual respiration was almost twice
as variable as photosynthesis over a five-year
period in the Harvard Forest (Goulden et al.,
1996). Respiration is also more sensitive than pho-
tosynthesis to changes in both temperature and
moisture. For example, during a dry year at the
Harvard Forest, both photosynthesis and respira-
tion were reduced, but the reduction in respiration
was greater, yielding a greater than average net
uptake of carbon for the year (Goulden er al.,
1996). A tropical forest in the Brazilian Amazon
behaved similarly (Saleska et al., in press).

The greater sensitivity of respiration to climatic
variations is also observed at the global scale. An
analysis of satellite data over the US, together
with an ecosystem model, shows that the variabil-
ity in NPP is considerably less than the variability
in the growth rate of atmospheric CO, inferred
from inverse modeling, suggesting that the cause
of the year-to-year variability in carbon fluxes is
largely from varying rates of respiration rather
than photosynthesis (Hicke et al., 2002). Also,
global NPP was remarkably constant over the
three-year transition from El Nifio to La Nifa
(Behrenfeld er al., 2001). Myneni et al. (1995)
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found a positive correlation between annual
“greenness,” derived from satellites, and the
growth rate of CO,. Greener years presumably
had more photosynthesis and higher GPP, but
they also had proportionately more respiration,
thus yielding a net release of carbon from land
(or reduced uptake) despite increased greenness.

Climatic factors influence terrestrial carbon
storage through effects on photosynthesis, respira-
tion, growth, and decay. However, prediction of
future terrestrial sinks resulting from climate
change requires an understanding of not only
plant and microbial physiology, but the regional
aspects of future climate change, as well. The
important aspects of climate are: (i) temperature,
including the length of the growing season;
(i1) moisture; and (iii) solar radiation and clouds.
Although year-to-year variations in the growth
rate of CO, are probably the result of terrestrial
responses to climatic variability, longer-term
changes in carbon storage involve acclimation
and other physiological adjustments that generally
reduce short-term responses.

In cold ecosystems, such as those in high lati-
tudes (tundra and taiga), an increase in tempera-
ture might be expected to increase NPP and,
perhaps, carbon storage (although the effects
might be indirect through increased rates of nitro-
gen mineralization; Jarvis and Linder, 2000). Sat-
ellite records of “greenness” over the boreal zone
and temperate Europe show a lengthening of the
growing season (Myneni et al., 1997), suggesting
greater growth and carbon storage. Measurements
of CO, flux in these ecosystems do not consis-
tently show a net uptake of carbon in response to
warm temperatures (Oechel et al., 1993; Goulden
et al., 1998), however, presumably because
warmer soils release more carbon than plants
take up. Increased temperatures in boreal forests
may also reduce plant growth if the higher tem-
peratures are associated with drier conditions
(Barber et al., 2000; Lloyd and Fastie, 2002).
The same is true in the tropics, especially as the
risk of fires increases with drought (Nepstad et al.,
1999; Page et al., 2002). A warming-enhanced
increase in rates of respiration and decay may
already have begun to release carbon to the atmo-
sphere (Woodwell, 1983; Raich and Schlesinger,
1992; Houghton et al., 1998).

The results of short-term experiments may be
misleading, however, because of acclimation or
because the more easily decomposed material is
respired rapidly. The long-term, or equilibrium,
effects of climate on carbon storage can be inferred
from the fact that cool, wet habitats store more
carbon in soils than hot, dry habitats (Post et al.,
1982). The transient effects of climatic change on
carbon storage, however, are difficult to predict, in
large part because of uncertainty in predicting
regional and temporal changes in temperature

and moisture (extremes as well as means) and
rates of climatic change, but also from incomplete
understanding of how such changes affect fires,
disease, pests, and species migration rates.

In the short term of seasons to a few years,
variations in terrestrial carbon storage are most
likely driven by variations in climate (tempera-
ture, moisture, light, length of growing season).
Carbon dioxide fertilization and nitrogen deposi-
tion, in contrast, are unlikely to change abruptly.
Interannual variations in the emissions of carbon
from land-use change are also likely to be small
(<0.2Pg Cyr ') because socioeconomic changes
in different regions generally offset each other,
and because the releases and uptake of carbon
associated with a land-use change lag the change
in land use itself and thus spread the emissions
over time (Houghton, 2000). Figure 8 shows the
annual net emissions of carbon from deforestation
and reforestation in the Brazilian Amazon relative
to the annual fluxes observed in the growth rates
of trees and modeled on the basis of physiological
responses to climatic variation. Clearly, metabolic
responses to climatic variations are more impor-
tant in the short term than interannual variations in
rates of land-use change.

Understanding short-term variations in atmo-
spheric CO, may not be adequate for predicting
longer-term trends, however. Organisms and popu-
lations acclimate and adapt in ways that generally
diminish short-term responses. Just as increased
rates of photosynthesis in response to elevated
levels of CO, often, but not always, decline within
months or years (Tissue and Oechel, 1987), the
same diminished response has been observed for
higher temperatures (Luo et al., 2001). Thus, over
decades and centuries the factors most important in
influencing concentrations of atmospheric CO,
(fossil fuel emissions, land-use change, oceanic
uptake) are probably different from those factors
important in determining the short-term variations
in atmospheric CO, (Houghton, 2000). Long-term
changes in climate, as opposed to climatic variabil-
ity, may eventually lead to long-term changes in
carbon storage, but probably not at the rates sug-
gested by short-term experiments.

One further observation is discussed here. Over
the last decades the amplitude of the seasonal
oscillation of CO, concentration increased by
~20% at Mauna Loa, Hawaii, and by ~40% at
Point Barrow, Alaska (Keeling et al., 1996a). This
winter—summer oscillation in concentrations
seems to be largely the result of terrestrial metab-
olism in northern mid-latitudes. The increase in
amplitude suggests that the rate of processing of
carbon may be increasing. Increased rates of sum-
mer photosynthesis, increased rates of winter res-
piration, or both would increase the amplitude of
the oscillation, but it is difficult to ascertain which
has contributed most. Furthermore, the increase in
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Figure8 Net annual sources (4) and sinks (—) of carbon for the Brazilian Amazon, as determined by three different

methods: (x) land-use change (Houghton et al., 2000) (reproduced by permission of the American Geophysical

Union from J. Geophys. Res., 2000, 105, 20121-20130); (—) tree growth (Phillips ez al., 1998); and (—) modeled
ecosystem metabolism (Tian et al., 1998).

the amplitude does not, by itself, indicate an
increasing terrestrial sink. In fact, the increase in
amplitude is too large to be attributed to CO,
fertilization or to a temperature-caused increase
in winter respiration (Houghton, 1987; Randerson
et al., 1997). It is consistent with the observation
that growing seasons have been starting earlier
over the last decades (Randerson et al., 1999).
The trend has been observed in the temperature
data, in decreasing snow cover (Folland and Karl,
2001), and in the satellite record of vegetation
activity (Myneni et al., 1997).

Synergies among physiological “mechanisms.”
The factors influencing carbon storage often inter-
act nonadditively. For example, higher concentra-
tions of CO, in air enable plants to acquire the
same amount of carbon with a smaller loss of
water through their leaves. This increased water-
use efficiency reduces the effects of drought.
Higher levels of CO, may also alleviate other
stresses of plants, such as temperature and ozone.
The observation that NPP is increased relatively
more in “low productivity” years suggests that the
indirect effects of CO, in ameliorating stress may
be more important than the direct effects of CO,
on photosynthesis (Luo ef al., 1999).

Another example of synergistic effects is the
observation that the combination of nitrogen fer-
tilizer and elevated CO, concentration may have a
greater effect on the growth of biomass in a grow-
ing forest than the expected additive effect (Oren
et al., 2001). The relative increase was greater in
a nutritionally poor site. The synergy between

nitrogen and CO, was different in a grassland,
however (Hu et al., 2001). There, elevated CO,
increased plant uptake of nitrogen, increased NPP,
and increased the carbon available for microbes;
but it reduced microbial decomposition, presum-
ably because the utilization of nitrogen by plants
reduced its availability for microbes. The net
effect of the reduced decomposition was an
increase in the accumulation of carbon in soil.

Relatively few experiments have included more
than one environmental variable at a time. A recent
experiment involving combinations of four vari-
ables shows the importance of such work. Shaw
et al. (2003) exposed an annual grassland commu-
nity in California to increased temperature, pre-
cipitation, nitrogen deposition, and atmospheric
CO, concentration. Alone, each of the treatments
increased NPP in the third year of treatment.
Across all multifactor treatments, however, ele-
vated CO, decreased the positive effects of the
other treatments. That is, elevated CO, increased
productivity under “poor” growing conditions, but
reduced it under favorable growing conditions. The
most likely explanation is that some soil nutrient
became limiting, either because of increased micro-
bial activity or decreased root allocation (Shaw
et al., 2003).

The expense of such multifactor experiments
has led scientists to use process-based ecosystem
models (see the discussion of “terrestrial carbon
models” below) to predict the response of terrestrial
ecosystems to future climates. When predicting the
effects of CO, alone, six global biogeochemical
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models showed a global terrestrial sink that began
in the early part of the twentieth century and
increased (with one exception) towards the year
2100 (Cramer et al., 2001). The maximum sink
varied from ~4 Pg Cyr ' to ~10Pg Cyr~'. Adding
changes in climate (predicted by the Hadley Centre)
to these models reduced the future sink (with one
exception), and in one case reduced the sink to zero
near the year 2100.

Terrestrial carbon models. A number of eco-
system models have been developed to calculate
gross and net fluxes of carbon from environmen-
tally induced changes in plant or microbial metab-
olism, such as photosynthesis, plant respiration,
decomposition, and heterotrophic respiration
(Cramer et al., 2001; McGuire et al., 2001). For
example, six global models yielded net terrestrial
sinks of carbon ranging between 1.5Pg C yr~' and
40PgCyr ' for the year 2000 (Cramer et al.,
2001). The differences among models became
larger as environmental conditions departed from
existing conditions. The magnitude of the terres-
trial carbon flux projected for the year 2100 varied
between a source of 0.5PgCyr ' and a sink of
7PgCyr'. Other physiologically based models,
including the effects of climate on plant distribu-
tion as well as growth, projected a net source from
land as tropical forests were replaced with savan-
nas (White et al., 1999; Cox et al., 2000).

The advantage of such models is that they allow
the effects of different mechanisms to be distin-
guished. However, they may not include all of the
important processes affecting changes in carbon
stocks. To date, e.g., few process-based terrestrial
models have included changes in land use.

Although some processes, such as photosyn-
thesis, are well enough understood for predicting
responses to multiple factors, other processes, such
as biomass allocation, phenology, and the replace-
ment of one species by another, are not. Even if the
physiological mechanisms and their interactions
were well understood and incorporated into the
models, other nonphysiological factors that affect
carbon storage (e.g., fires, storms, insects, and dis-
ease) are not considered in the present generation of
models. Furthermore, the factors influencing short-
term changes in terrestrial carbon storage may not
be the ones responsible for long-term changes
(Houghton, 2000) (see next section). The variabil-
ity among model predictions suggests that they are
not reliable enough to demonstrate the mechanisms
responsible for the current modest terrestrial sink
(Cramer et al., 2001; Knorr and Heimann, 2001).

3.4.1.2 Demographic or disturbance
mechanisms

Terrestrial sinks also result from the recovery
(growth) of ecosystems disturbed in the past.
The processes responsible for regrowth include

physiological and metabolic processes, but they
also involve higher-order or more integrated pro-
cesses, such as succession, growth, and aging. For-
ests accumulate carbon as they grow. Regrowth is
initiated either by disturbances or by the planting of
trees on open land. Disturbances may be either
natural (insects, disease, some fires) or human
induced (management and changes in land use,
including fire management). Climatic effects—e.
g., droughts, storms, or fires—thus affect terrestrial
carbon storage not only through physiological or
metabolic effects on plant growth and respiration,
but also through effects on stand demography and
growth.

In some regions of the world—e.g., the US and
Europe—past changes in land use are responsible
for an existing sink (Houghton et al., 1999; Cas-
persen et al., 2000; Houghton, 2003). Processes
include the accumulation of carbon in forests as a
result of fire suppression, the growth of forests on
lands abandoned from agriculture, and the growth
of forests earlier harvested. In tropical regions
carbon accumulates in forests that are in the fallow
period of shifting cultivation. All regions, even
countries with high rates of deforestation, have
sinks of carbon in recovering forests, but often
these sinks are offset by large emissions (Table 9).
The sinks in tropical regions as a result of logging
are nearly the same in magnitude as those outside
the tropics.

Sinks of carbon are not limited to forests. Some
analyses of the US (Houghton et al., 1999; Pacala
et al., 2001) show that a number of processes in
nonforest ecosystems may also be responsible for
carbon sinks. Processes include the encroachment
of woody vegetation into formerly herbaceous
ecosystems, the accumulation of carbon in agri-
cultural soils as a result of conservation tillage or
other practices, exportation of wood and food, and
the riverine export of carbon from land to the sea
(Table 12). At least a portion of these last two
processes (import/export of food and wood and
river export) represents an export of carbon from
the US (an apparent sink) but not a global sink
because these exports presumably become sources
somewhere else (either in ocean waters or in
another country).

Which terrestrial mechanisms are important?
Until recently, the most common explanations for
the residual carbon sink in the 1980s and 1990s
were factors that affect the physiology of plants
and microbes: CO, fertilization, nitrogen deposi-
tion, and climatic variability (see Table 13).
Several findings have started to shift the explana-
tion to include management practices and distur-
bances that affect the age structure or demography
of ecosystems. For example, the suggestion that
CO, fertilization may be less important in forests
than in short-term greenhouse experiments (Oren
et al., 2001) was discussed above. Second,
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physiological models quantifying the effects of
CO, fertilization and climate change on the
growth of US forests could account for only a
small fraction of the carbon accumulation
observed in those forests (Schimel et al., 2000).
The authors acknowledged that past changes in
land use were likely to be important. Third, and
most importantly, 98% of recent accumulations of
carbon in US forests can be explained on the basis
of the age structure of trees without requiring
growth enhancement due to CO, or nitrogen fer-
tilization (Caspersen et al., 2000). Either the phys-
iological effects of CO,, nitrogen, and climate
have been unimportant or their effects have been
offset by unknown influences. Finally, the esti-
mates of sinks in the US (Houghton ez al., 1999;
Pacala et al., 2001; Table 12) are based, to a large
extent, on changes in land use and management,
and not on physiological models of plant and soil
metabolism.

To date, investigations of these two different
classes of mechanisms have been largely indepen-
dent. The effects of changing environmental con-
ditions have been largely ignored in analyses of
land-use change (see Section 3.3.1.5), and physio-
logical models have generally ignored changes in
land use (see Section 3.4.1.1).

As of early 2000s, the importance of different
mechanisms in explaining known terrestrial car-
bon sinks remains unclear. Management and past
disturbances seem to be the dominant mechanisms
for a sink in mid-latitudes, but they are unlikely
to explain a large carbon sink in the tropics (if
one exists). Recovery from past disturbances is
unlikely to explain a large carbon sink in the
tropics, because both the area of forests and the
stocks of carbon within forests have been declin-
ing. Rates of human-caused disturbance have been
accelerating. Clearly there are tropical forests
recovering from natural disturbances, but there is
no evidence that the frequency of disturbances
changed during the last century, and thus no evi-
dence to suggest that the sink in recovering forests
is larger or smaller today than in previous centu-
ries. The lack of systematic forest inventories over
large areas in the tropics precludes a more defini-
tive test of where forests are accumulating carbon
and where they are losing it.

Enhanced rates of plant growth cannot be ruled
out as an explanation for apparent sinks in either the
tropics or mid-latitude lands, but it is possible that
the current sink is entirely the result of recovery from
earlier disturbances, anthropogenic and natural.

How will the magnitude of the current terres-
trial sink change in the future? Identifying
the mechanisms responsible for past and current
carbon sinks is important because some mechan-
isms are more likely than others to persist into the
future. As discussed above, physiologically based
models predict that CO, fertilization will increase

the global terrestrial sink over the next 100 years
(Cramer et al., 2001). Including the effects of
projected climate change reduces the magnitude
of projected sinks in many models but turns the
current sink into a future global source in models
that include the longer-term effects of climate on
plant distribution (White et al., 1999; Cox et al.,
2000). Thus, although increased levels of CO, are
thought to increase carbon storage in forests, the
effect of warmer temperatures may replace forests
with savannas and grasslands, and, in the process,
release carbon to the atmosphere. Future changes
in natural systems are difficult to predict.

To the extent the current terrestrial sink is a
result of regrowth (changes in age structure), the
future terrestrial sink is more constrained. First,
the net effect of continued land-use change is
likely to release carbon, rather than store it. Sec-
ond, forests that might have accumulated carbon
in recent decades (whatever the cause) will cease
to function as sinks if they are turned into crop-
lands. Third, the current sink in regrowing forests
will diminish as forests mature (Hurtt et al., 2002).

Despite the recent evidence that changes in
land use are more important in explaining the
current terrestrial carbon sink than physiological
responses to environmental changes in CO,, nitro-
gen, or climate, most projections of future rates of
climatic change are based on the assumption that
the current terrestrial sink will not only continue,
but grow in proportion to concentrations of CO,.
Positive biotic feedbacks and changes in land use
are not included in the general circulation models
(GCMs) used to predict future rates of climate
change. The GCMs include physical feedbacks
such as water vapor, clouds, snow, and polar ice,
but not biotic feedbacks (Woodwell and Macken-
zie, 1995). Thus, unless negative feedbacks in the
biosphere become more important in the future,
through physiological or other processes, these
climate projections underestimate the rate and
extent of climatic change. If the terrestrial sink
were to diminish in the next decades, concentra-
tions of CO, by the year 2100 might be hundreds
of ppm higher than commonly projected.

3.4.2 Oceanic Mechanisms
3.4.2.1 Physical and chemical mechanisms

Increasing the concentration of CO, in the atmo-
sphere is expected to affect the rate of oceanic
uptake of carbon through at least eight mechan-
isms, half of them physical or chemical, and half
of them biological. Most of the mechanisms reduce
the short-term uptake of carbon by the oceans.

The buffer factor. The oceanic buffer factor (or
Revelle factor), by which the concentration of
CO, in the atmosphere is determined, increases
as the concentration of CO, increases. The buffer
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factor is discussed above in Section 3.3.1.3. Here,
it is sufficient to describe the chemical equation
for the dissolution of CO, in seawater.

2HCO; + Ca = CaCO;3; + CO, + H,O

Every molecule of CO, entering the oceans con-
sumes a molecule of carbonate as the CO, is
converted to bicarbonate. Thus, as CO, enters
the ocean, the concentration of carbonate ions
decreases, and further additions of CO, remain
as dissolved CO, rather than being converted to
HCOy5 . The ocean becomes less effective in tak-
ing up additional CO,. The effect is large. The
change in DIC for a 100 ppm increase above
280 ppm (pre-industrial) was 40% larger than a
100 ppm increase would be today. The change in
DIC for a 100 ppm increase above 750 ppm will
be 60% lower than it would be today (Prentice
et al., 2001). Thus, the fraction of added CO,
going into the ocean decreases and the fraction
remaining in the atmosphere increases as concen-
trations continue to increase.

Warming. The solubility of CO, in seawater
decreases with temperature. Raising the ocean
temperature 1°C increases the equilibrium pco,
in seawater by 10-20 ppm, thus increasing the
atmospheric concentration by that much as well.
This mechanism is a positive feedback to a global
warming.

Vertical mixing and stratification. If the warm-
ing of the oceans takes place in the surface layers
first, the warming would be expected to increase
the stability of the water column. As discussed in
Section 3.3.1.3, the bottleneck for oceanic uptake
of CO, is largely the rate at which the surface
oceans exchange CO, with the intermediate and
deeper waters. Greater stability of the water col-
umn, as a result of warming, might constrict this
bottleneck further. Similarly, if the warming of the
Earth’s surface is greater at the poles than at the
equator, the latitudinal gradient in surface ocean
temperature will be reduced; and because that
thermal gradient plays a role in the intensity of
atmospheric mixing, a smaller gradient might be
expected to subdue mixing and increase stagna-
tion. Alternatively, the increased intensity of the
hydrologic cycle expected for a warmer Earth will
probably increase the intensity of storms and
might, thereby, increase oceanic mixing. Interac-
tions between oceanic stability and biological pro-
duction might also change the ocean’s carbon
cycle, with consequences for the oceanic uptake
of carbon that are difficult to predict (Sarmiento
et al., 1998; Matear and Hirst, 1999).

One aspect of the ocean’s circulation that
seems particularly vulnerable to climate change
is the thermohaline circulation, which is related to
the formation of North Atlantic Deep Water
(NADW). Increased warming of surface waters
may intensify the hydrologic cycle, leading to a

reduced salinity in the sea surface at high latitudes,
a reduction (even collapse) of NADW formation,
reduction in the surface-to-deep transport of anthro-
pogenic carbon, and thus a higher rate of CO,
growth in the atmosphere. In a model simulation,
modest rates of warming reduced the rate of oceanic
uptake of carbon, but the reduced uptake was largely
compensated by changes in the marine biological
cycle (Joos et al., 1999a). For higher rates of global
warming, however, the NADW formation collapsed
and the concentration of CO, in the atmosphere was
22% (and global temperature 0.6 °C) higher than
expected in the absence of this feedback.

Rate of CO; emission. High rates of CO, emis-
sions will increase the atmosphere—ocean gradient
in CO, concentrations. Although this gradient
drives the uptake of carbon by surface waters, if
the rate of CO, emissions is greater than the rate of
CO, uptake, the fraction of emitted CO, remain-
ing in the atmosphere will be higher. Under the
business-as-usual scenario for future CO, emis-
sions, rates of emissions increase by more than a
factor of 3, from approximately 6 Pg Cyr~ " in the
1990s to 20 Pg Cyr ' by the end of the twenty-first
century.

3.4.2.2 Biological feedback/processes

Changes in biological processes may offset
some of the physical and chemical effects
described above (Sarmiento et al., 1998; Joos
et al., 1999a), but the understanding of these pro-
cesses is incomplete, and the net effects far from
predictable. Potential effects fall into four cate-
gories (Falkowski et al., 1998).

(i) Addition of nutrients limiting primary pro-
duction. Nutrient enrichment experiments and
observations of nutrient distributions throughout
the oceans suggest that marine primary productiv-
ity is often limited by the availability of fixed
inorganic nitrogen. As most of the nitrogen for
marine production comes from upwelling, physi-
cal changes in ocean circulation might also affect
oceanic primary production and, hence, the
biological pump. Some nitrogen is made available
through nitrogen fixation, however, and some is
lost through denitrification, both of which are
biological processes, limited by trace nutrients
and the concentration of oxygen. The two pro-
cesses are not coupled, however, and differential
changes in either one would affect the inventory of
fixed nitrogen in the ocean.

(ii) Enhanced utilization of nutrients. One of
the mysteries of ocean biology today is the obser-
vation of “high nutrient, low chlorophyll (HNLC)
regions.” That is, why does primary production in
major regions of the surface ocean stop before all
of the available nitrogen and phosphorous have
been used up? It is possible that grazing pressures
keep phytoplankton populations from consuming
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the available nitrogen and phosphorous, and any
reduction in grazing pressures might increase the
export of organic matter from the surface. Another
possibility that has received considerable attention
is that iron may limit production (Martin, 1990).
In fact, deliberate iron fertilization of the ocean
has received serious attention as a way of reducing
atmospheric CO, (see Section 3.5.2, below). Iron
might also become more available naturally as a
result of increased human eutrophication of
coastal waters, or it might be less available as a
result of a warmer (more strongly stratified) ocean
or reduced transport of dust (Falkowski er al.,
1998). The aeolian transport of iron in dust is a
major source of iron for the open ocean, and dust
could either increase or decrease in the future,
depending on changes in the distribution of
precipitation.

(iii) Changes in the elemental ratios of organic
matter in the ocean. The elemental ratio of C: N : P
in marine organic particles has long been recog-
nized as conservative (Falkowski et al., 1998).
The extent to which the ratios can depart from
observed concentrations is not known, yet varia-
tions could reduce the limitation of nitrogen and
thus act in the same manner as the addition of
nitrogen in affecting production, export, and thus
oceanic uptake of CO,.

(iv) Increases in the organic carbon/carbonate
ratio of export production. The biological and
carbonate pumps are described above (Section
3.2.2.2). Both pumps transport carbon out of the
surface waters, and the subsequent decay at depth
is responsible for the higher concentration of car-
bon in the intermediate and deep ocean. The for-
mation of carbonate shells in the surface waters
has the additional effect of increasing the pco, in
these waters, thus negating the export of the car-
bonate shells out of the surface. Any increase in
the organic carbon/carbonate ratio of export pro-
duction would enhance the efficiency of the
biological pump.

3.5 THE FUTURE: DELIBERATE
SEQUESTERING OF CARBON (OR
REDUCTION OF SOURCES)

Section 3.4 addressed the factors thought to be
influencing current terrestrial and oceanic sinks,
and how they might change in the future. It is
possible, of course, that CO, fertilization will
become more important in the future as concentra-
tions of CO, increase. Multiyear, whole ecosystems
experiments with elevated CO, do not uniformly
support this possibility, but higher concentrations of
CO,, together with nitrogen deposition or increases
in moisture, might yet be important. Rather than
wait for a more definitive answer, a more cautious
approach to the future, besides reducing emissions
of CO,, would consider strategies for withdrawing

carbon from the atmosphere through management.
Three general options for sequestering carbon have
received attention: terrestrial, oceanic, and geologi-
cal management.

3.5.1 Terrestrial

Even if CO, fertilization and other environ-
ment effects turn out to be unimportant in enhanc-
ing terrestrial carbon storage, terrestrial sinks
can still be counted on to offset carbon emissions
or to reduce atmospheric concentrations of CO,.
Increasing the amount of carbon held on land
might be achieved through at least six manage-
ment options (Houghton, 1996; Kohlmaier et al.,
1998): (i) a reduction in the rate of deforesta-
tion (current rates of deforestation in the tropics
are responsible for an annual release of 1-2PgC
(Section 3.3.2.3); (ii) an increase in the area of
forests (afforestation); (iii) an increase in the
stocks of carbon within existing forests; (iv) an
increase in the use of wood (including increased
efficiency of wood harvest and use); (v) the sub-
stitution of wood fuels for fossil fuels; and (vi) the
substitution of wood for more energy-intensive
materials, such as aluminum, concrete, and steel.
Estimates of the amount of carbon that might
be sequestered on land over the 55-year period
1995-2050 range between 60PgC and 87PgC
(1-2 PgCyF1 on average) (Brown, 1996). Addi-
tional carbon might also be sequestered in agricul-
tural soils through conservation tillage and other
agricultural management practices, and in grassland
soils (Sampson and Scholes, 2000). An optimistic
assessment, considering all types of ecosystems
over the Earth, estimated a potential for storing
5-10PgCyr~' over a period of 25-50 years
(DOE, 1999).

The amount of carbon potentially sequestered
is small relative to projected emissions of CO,
from business-as-usual energy practices, and thus
the terrestrial options for sequestering carbon
should be viewed as temporary, “buying time”
for the development and implementation of lon-
ger-lasting measures for reducing fossil fuel emis-
sions (Watson et al., 2000).

3.5.2 Oceanic

Schemes for increasing the storage of carbon in
the oceans include stimulation of primary produc-
tion with iron fertilization and direct injection of
CO, at depth. As pointed out in Section 3.4.2.2.,
there are large areas of the ocean with high nutri-
ent, low chlorophyll, concentrations. One expla-
nation is that marine production is limited by the
micronutrient iron. Adding iron to these regions
might thus increase the ocean’s biological pump,
thereby reducing atmospheric CO, (Martin, 1990;
Falkowski et al., 1998). Mesoscale fertilization
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experiments have been carried out (Boyd et al.,
2000), but the effects of large-scale iron fertiliza-
tion of the ocean are not known (Chisholm, 2000).

The direct injection of concentrated CO, (prob-
ably in liquid form) below the thermocline or on
the seafloor might sequester carbon for hundreds
of years (Herzog et al., 2000). The gas might be
dissolved within the water column or held in solid,
ice-like CO, hydrates. The possibility is receiving
attention in several national and international
experiments (DOE, 1999). Large uncertainties
exist in understanding the formation and stability
of CO, hydrates, the effect of the concentrated
CO, on ocean ecosystems, and the permanence
of the sequestration.

3.5.3 Geologic

CO, may be able to be sequestered in geologi-
cal formations, such as active and depleted oil and
gas reservoirs, coalbeds, and deep saline aquifers.
Such formations are widespread and have the poten-
tial to sequester large amounts of CO, (Herzog et al.,
2000). A model project is underway in the North Sea
off the coast of Norway. The Sleipner offshore oil
and natural gas field contains a gas mixture of natu-
ral gas and CO, (9%). Because the Norwegian gov-
ernment taxes emissions of CO, in excess of 2.5%,
companies have the incentive to separate CO, from
the natural gas and pump it into an aquifer 1,000 m
under the sea. Although the potential for sequester-
ing carbon in geological formations is large, techni-
cal and economic aspects of an operational program
require considerable research.

3.6 CONCLUSION

We are conducting a great geochemical experi-
ment, unlike anything in human history and
unlikely to be repeated again on Earth. “Within a
few centuries we are returning to the atmosphere
and oceans the concentrated organic carbon stored
in sedimentary rocks over hundreds of millions of
years” (Revelle and Suess, 1957). During the last
150 years (~1850-2000), there has been a 30%
increase in the amount of carbon in the atmo-
sphere. Although most of this carbon has come
from the combustion of fossil fuels, an estimated
150-160 Pg C have been lost during this time from
terrestrial ecosystems as a result of human manage-
ment (another 58—75Pg C were lost before 1850).
The global carbon balance suggests that other ter-
restrial ecosystems have accumulated ~115PgC
since about 1930, at a steadily increasing rate.
The annual net fluxes of carbon appear small rela-
tive to the sizes of the reservoirs, but the fluxes
have been accelerating. Fifty percent of the carbon
mobilized over the last 300 years (~1700-2000)
was mobilized in the last 3040 of these years
(Houghton and Skole, 1990) (Figure 3). The major

drivers of the geochemical experiment are reason-
ably well known. However, the results are uncer-
tain, and there is no control. Furthermore, the
experiment would take a long time to stop (or
reverse) if the results turned out to be deleterious.

In an attempt to put some bounds on the exper-
iment, in 1992 the nations of the world adopted
the United Nations Framework Convention on
Climate Change, which has as its objective “stabi-
lization of greenhouse gas concentrations in the
atmosphere at a level that would prevent danger-
ous anthropogenic interference with the climate
system” (UNFCCC, 1992). The Convention’s
soft commitment suggested that the emissions of
greenhouse gases from industrial nations in 2000
be no higher than the emissions in 1990. This
commitment has been achieved, although more
by accident than as a result of deliberate changes
in policy. The “stabilization” resulted from reduced
emissions from Russia, as a result of economic
downturn, balanced by increased emissions almost
everywhere else. In the US, e.g., emissions were
18% higher in the year 2000 than they had been in
1990. The near-zero increase in industrial nations’
emissions between 1990 and 2000 does not suggest
that the stabilization will last.

Ironically, even if the annual rate of global
emissions were to be stabilized, concentrations
of the gases would continue to increase. Stabiliza-
tion of concentrations at early 2000’s levels, e.g.,
would require reductions of 60% or more in the
emission of long-lived gases, such as CO,. The
5% average reduction in 1990 emissions by 2010,
agreed to by the industrialized countries in the
Kyoto Protocol (higher than 5% for the participating
countries now that the US is no longer participat-
ing), falls far short of stabilizing atmospheric con-
centrations. Such a stabilization will require nothing
less than a switch from fossil fuels to renewable
forms of energy (solar, wind, hydropower, bio-
mass), a switch that would have salubrious eco-
nomic, political, security, and health consequences
quite apart from limiting climatic change. Neverthe-
less, the geophysical experiment seems likely to
continue for at least the near future, matched by a
sociopolitical experiment of similar proportions,
dealing with the consequences of either mitigation
or not enough mitigation.
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4.1 ELEMENTARY ISSUES
4.1.1 History

Sulfur is one of the elements from among the
small group of elements known from ancient
times. Homer described it as a disinfectant, and
in In Fasti (IV, 739-740) Ovid wrote: “caerulei
fiant puro de sulpure fumi, tactaque fumanti sul-
pure balet ovis...,” which explains how the blue
smoke from burning pure sulfur made the sheep
bleat. Less poetical Roman writers gave more
detail and distinguished among the many forms
of elemental sulfur, which could be mined from
volcanic regions. It was used in trade and craft
activities such as cleaning of wool. In addition to
the native form, sulfur is also widely found as
sulfate and sulfide minerals. It was important to
alchemists, because they were able to produce
sulfuric acid by heating the mineral, green vitriol,
FeSO4-7H,0 and then condensing the acid from
the vapor:

FGSO4-7H20(S) — HQSO4(1> + FGO(S) + 6H20(g)

Sulfuric acid rose to become such an important
industrial chemical that the demand for sulfur in
the production of the acid has sometimes been
considered an indicator of national wealth.

Early geochemists, such as Victor Moritz
Goldschmidt (1888-1947), recognized the diffi-
culties associated with the geochemistry of a
highly mobile and biologically active element
such as sulfur. Fortunately, the composition of
various reservoirs was known by the beginning
of the twentieth century and carefully arranged

analyses in terms of reservoirs: the crust, waters,
and the atmosphere. The collected data were com-
piled and clearly arranged by Frank W. Clarke in
his US Geological Survey (USGS) Bulletins: The
Data of Geochemistry from 1908. Soon after Wal-
demar Lindgren, who had also been with the
USGS and became head of the Massachusetts
Institute of Technology’s Department of Geology,
gave the “story of sulfur” in an address on the
concentration and circulation of the elements
(Lindgren, 1923). The story is essentially a sulfur
cycle with the notion of the volcanic release of
reduced sulfur and oxidation and the transport as
soluble sulfates to the sea. He recognized that
sulfate in the oceans would rapidly have domi-
nated over chloride were it not for biologically
mediated reduction. Later Conway (1942) specu-
lated on the importance of oceanic hydrogen sul-
fide as a source to the sulfur cycle. The idea of
elemental cycles formed a central part of Ran-
kama and Sahama’s (1950) Geochemistry. There
were many early sulfur cycles drawn up including
those of Robinson and Robins, Granat et al., Kel-
logg et al., and Friend et al. that formed the basis
of more recent cycles (e.g., Brimblecombe et al.,
1989; Rodhe, 1999) (Figure 1).

4.1.2 Isotopes

There are four stable isotopes of sulfur as listed
in Table 1. The isotopic abundances vary slightly
and this is frequently used to distinguish the
source of the element. Because measurement of
absolute isotope abundance is difficult, relative
isotopic ratios are measured by comparison with
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Figure 1 A generalized geochemical cycle for sulfur of the early 1970s. Note the large emissions of hydrogen
sulfide from the land and oceans and that volcanic sulfur emissions are neglected (units: Tg (s) a h.

Table 1 Stable isotopes of sulfur.

Isotope Mass Abundance (%)
S-32 31.97207 94.93
S-33 32.971456 0.76
S-34 33.967886 4.29
S-36 35.96708 0.02

Table 2 Radioactive isotopes of sulfur.

Isotope Half-life Principal radiation (MeV)
S-29 0.19s p

S-30 145 BT 5.09, B 4.2,70.687
S-31 2.7s BT 4.42,y1.27

S-35 88d p~0.167

S-37 5.06 min p~ 4.7, 1.6,y 3.09
S-38 2.87h p 3.0, 1.1,y 1.27

the abundance of the natural isotopes in a standard
sample. The Canyon Diablo meteorite has been
used as a standard for sulfur isotopes.

There are nine known radioactive isotopes and
six are listed in Table 2. Sulfur-35 has the longest
half-life and is produced by cosmogenic synthesis
in the upper atmosphere: cosmogenic S-35
(Tanaka and Turekian, 1991) is sufficiently long
lived to be useful in determining overall removal
and transformation rates of SO, from the atmo-
sphere and an estimated dry deposition flux
to total flux ratio is ~0.20 in the eastern US
(Turekian and Tanaka, 1992).

4.1.3 Allotropes

In 1772 Lavoisier proved that the sulfur is an
elementary substance, which was not necessarily
obvious given that it is characterized by a number
of allotropes (i.e., different forms). Sulfur has

more allotropes than any element because of the
readiness to form S—S bonds (Table 3). These
bonds can be varied both in terms of length and
angle, so open and cyclic allotropes of S, are
known where n ranges between 2 and 20. The
familiar form of yellow orthorhombic sulfur
(a-sulfur) is a cyclic crown Sg ring. Two other Sg
ring forms are known the S-orthorhombic and the
y-orthorhombic found at higher temperatures.
Engel in 1891 prepared a rhombohedral form
e-sulfur, which was ultimately shown to be an Sg
ring. The Sg¢ and Sg rings have equally spaced
sulfur atoms, which are essentially equivalent.
This is not true of the S; form, which is found
in four crystalline modifications. Here the inter-
atomic distances vary between 199.3pm and
218.1pm. This latter distance is exceptionally
large compared to the 2.037-2.066 pm typical of
other sulfur rings.

4.1.4 Vapor Pressure

Sulfur vapor is a relatively volatile element and
the vapor contains polyatomic species over the
range S,—S;o, with S; the main form at high tem-
peratures (see Figure 2). The strong, sulfur—sulfur
double bond in S, (422kJ mol™ ') means that
monatomic sulfur is found only at very high tem-
peratures (>2,200 °C).

Molten sulfur is known from volcanic lakes
(Oppenheimer and Stevenson, 1989). The elemen-
tal liquid is a complex material. Elemental sulfur
melts at ~160°C giving a yellow liquid, which
becomes brown and increasingly viscous as the
temperature rises in the range 160-195 °C, which
is interpreted as a product of polymerization into
forms that can contain more than 2x10° sulfur
atoms. As temperature increases above this, the
chain length (and thus viscosity) decreases to
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Table 3 Sulfur allotropes.

Allotrope Color Density (g cm ) m.p. (°C) Interatomic (distance/pm)
S, (gas) Blue-violet K 188.9

S3 (gas) Cherry red K

Se Orange red 2.209 d>50 205.7

S, Yellow 2.183(@—110°) d~39 199.3-218.1
aSg Yellow 2.069 112.8 203.7
PSg Yellow 1.94-2.01 119.6 204.5
7Sg Light yellow 2.19 106.8

So Intense yellow s<rt

Sio Yellow green 2.103(@—110°) d>0 205.6
Si2 Pale yellow 2.036 148 205.3
Sig Lemon yellow 2.090 128 205.9
S0 Pale yellow 2.016 124 204.7

Source: Greenwood and Earnshaw (1997). d decomposition, s stable at high temperature, rt room temperature.
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Figure 2 Partial pressure of sulfur polymers as a
function of temperature. The numbers refer to the
number of atoms in the polymer.

~100 by 600 °C. If molten sulfur is cooled rapidly
by pouring into water, it condenses into plastic
sulfur that can be stretched as long fibers, which
appear to be helical chains of sulfur atoms with

~3.5 atoms for each turn of the helix (Cotton
et al., 1999).

4.1.5 Chemistry

Sulfur is very reactive and will combine
directly with many elements. It will equilibrate
with hydrogen to form hydrogen sulfide at ele-
vated temperatures and will burn in oxygen and
fluorine to form sulfur dioxide and sulfur hexa-
fluoride. Reactions with chlorine and bromine are
also known along with reactions with many metals
even at low temperatures where it can be observed
tarnishing copper, silver, and mercury.

Hydrogen sulfide is the only stable sulfane and
is a poisonous gas with the smell of rotten eggs.

Although the smell is noticeable at 0.02 ppm, it
can rapidly anesthetize the nose; so higher toxic
concentrations can sometimes pass unnoticed.
Much less is known about prolonged exposure to
low concentrations, but there are associations with
persistent neurobehavioral dysfunction (Kilburn
and Warshaw, 1995). The gas occurs widely in
volcanic regions and as the product of protein
degradation. It is slightly soluble in water (K,
0.ImolL 'atm ! at 25 °C) and dissociates as a
dibasic weak acid:

H,S=H" 4 HS™
HS™=H" +S*

The first dissociation constant takes the value
107688002 41 20 °C, but the second has given
greater problems. Some have argued for a value
close to ~107"7 (Licht et al., 1991; Migdisov
et al., 2002), while others justify the use of
107"4%92 at 25°C for calculations at low ionic
strength (D. J. Phillips and S. L. Phillips, 2000).

Polysulfanes with the general formula H,S,
(n=2-8) are reactive oils in their pure state. Heat-
ing aqueous sulfide solutions yields polysulfide
ions S; most typically with n =3 or 4. The pres-
ence of sulfanes has been used to explain the high
concentrations of sulfur compounds in some
hydrothermal fluids (Migdisov and Bychkov,
1998).

Metal sulfides often have unusual noninteger
stoichiometries and may be polymorphic and alloy
like. The alkali metal sulfides have antifluorite
structures. The alkaline earth and less basic metals
adopt an NaCl-type structure. Many of the later
transition metal sulfides show an increasing ten-
dency to covalency. Iron, cobalt, and nickel sul-
fides adopt a nickel arsenide structure, with each
metal atom surrounded octahedrally by six sulfur
atoms (Figure 3). Disulfides are also common,
among which the best known is pyrite (FeS,);
but this is characterized by a nonstoichiometric
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Figure 3 The nickel arsenide structure (reproduced by
permission of Oxford University Press from Structural
Inorganic Chemistry, 1945, p. 387).

tendency, which leads to a 50-55% presence of
sulfur, while retaining the nickel arsenide struc-
ture. There are more complex metal sulfides that
adopt chain ring and sheet structures (Cotton
et al., 1999). Nonmetals often yield polymers
that involve sulfur bridges.

Many oxides of sulfur are known, and although
SO, and SO; are the most common, there are a
range of cyclic oxides (e.g., S,,0 (n =5-10), S¢0,,
S,0,), and some thermally unstable acyclic oxides
such as S,0,, S,0, and SO. The oxides S,0 and
SO appear to be components of terrestrial volcanic
gases. More recently, there has been considerable
interest in volcanogenic sulfur monoxide on the
Jovian moon, Io (Russell and Kivelson, 2001;
Zolotov and Fegley, 1998).

Sulfur dioxide (SO,) is typically produced
when sulfur burns in air or sulfide minerals are
heated. It has been one of the most characteristic
pollutants produced during the combustion of high
sulfur-rich fuels. It is toxic with a characteristic
choking odor. It liquefies very readily at —10°C
and has often been used as a nonaqueous solvent.
It has been used as a bleaching agent and a pre-
servative, and frequently found in wines. It is
soluble in water, and is a weak dibasic acid,
which has considerable relevance to its atmo-
spheric chemistry.

Sulfur trioxide (SO;) is an industrially impor-
tant compound key to the production of sulfuric
acid. It tends to polymeric forms both in the solid
and liquid states. As a gas, the molecules have a
planar triangular structure in which the sulfur
atom has a high affinity for electrons. This
explains its action as a strong Lewis acid towards
bases that it does not oxidize. It can thus crystal-
lize complexes with pyridine or trimethylamine. It
has a very strong affinity for water and hence
rapidly associates with water in the environment.

Sulfur dioxide and trioxide dissolve to give
sulfurous and sulfuric acid. These acids are widely
present in aqueous systems, particularly in the
atmosphere. It is not possible to prepare pure
sulfurous acid, but sulfuric acid can be obtained

at high concentration. Sulfurous acid undergoes a
range of reactions in atmospheric droplets, which
are relevant to its removal from the atmosphere.
Many of these reactions oxidize it to the stronger
sulfuric acid, which has been a key component of
acid rain.

Sulfuric acid is a dibasic acid and although
regarded as a strong acid, the second dissociation
constant is rather modest (~0.01molL™",
although care must be taken to consider the non-
ideality of electrolyte solutions when undertaking
calculations of the position of this equilibrium):

HSO; =H" 4 502~

The acid is a weak oxidizing agent, but has a
strong affinity for water meaning that it chars
carbohydrates. Although the acid is typically
dilute in the environment, it may reach high con-
centrations (many molkg ') in atmospheric dro-
plets. At the low temperatures found in the
stratosphere, these can crystallize as a range of
hydrates.

Sulfates are widely known in the environment
and a few such as those of calcium, strontium,
barium, and lead are insoluble. The sulfates of
magnesium and the alkali metals are soluble and
so are typically found in brines and salt deposits.
Sulfites are rarer because of the ease of oxidation,
but calcium sulfite, perhaps as the hemihydrate,
can be detected on the surface of building stone in
urban atmospheres containing traces of sulfur
dioxide (Gobbi et al., 1998).

A wide range of oxyacids is possible with more
than one sulfur atom. Although the acids are not
always very stable, the oxyanions are often more
easily prepared. Many of these are likely inter-
mediates in the oxidation of aqueous sulfites and
occur at low concentration in water droplets in the
atmosphere. Higher concentrations of sulfur oxy-
anions such as S4O%7, SSO?,*, and S(,Oé* can be
found in mineralized acid-sulfate waters of volca-
nic crater lakes (e.g., Sriwana et al., 2000).

Sulfur can form halogen compounds and
nitrides. The nitrogen compounds are found as
interstellar molecules and chlorides postulated on
the Jovian moon, lo, but these compounds do not
appear to be a significant part of biogeochemical
cycles on the Earth.

Compounds of sulfur with carbon having the
general formula C,S, are characterized through a
series of linear polycarbon sulfides C,S (n =2-9),
some of which can be detected in interstellar
clouds. Carbon disulfide (CS,) occurs in the atmo-
sphere and oceans of the Earth. Carbonyl sulfide
(OCS) is also well known in nature and is one of
many polycarbon oxide sulfides represented by
the formula OC,,S where n < 6.

Many organosulfur compounds occur in the
environment. Divalent sulfur as thiols (e.g.,
CH;SH) or thioethers (e.g., CH3;SCHs) is analogous
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to alcohols and ethers. These may be present
as polysulfides, e.g., the dimethylpolysulfides
(CH;S,,CH;, n =2-4) detected in some water bod-
ies (Gun et al., 2000). Simpler volatile compounds,
most typically the methyl derivatives, are present in
the atmosphere. Thiols are much more acidic than
the corresponding alcohols, e.g., phenylthiol has a
pK. of 6.5. Tri- and tetra-coordinated organosulfur
compounds are known in the form of sulfoxides and
sulfones. Proteins often contain sulfur present in the
amino acids methionine, cystine, and cysteine.
Organosulfur compounds are common components
of fossil fuels appearing as aliphatic or aromatic
thiols or sulfides and disulfides in addition to the
heterocyclic combinations as thiophenes or diben-
zothiophene. Thioethers may be found in lower-
grade coals (Wawrzynkiewicz and Sablik, 2002).

Oxo compounds such as alkyl sulfates and sul-
fonates are used as detergents in large quantities,
while simple hydroxysulfonates are formed
through the reactions of sulfur dioxide and alde-
hydes in rain and cloud water. Oxidation pro-
cesses, most particularly in soils, seem to
generate a range of sulfenic, sulfinic, and sulfonic
acids. Sulfenic acids take on the general formula
RSOH (R #H) and the sulfinic acids RS(O)OH.
Methyl sulfenic acid (CH3SOH) is probably pro-
duced in the atmosphere through the oxidation of
dimethyl disulfide (DMDS) (Barnes et al., 1994)
and the parent sulfinic acid may occur on the
Jovian moon, Europa (Carlson et al., 2002). The
sulfonates are rather more widely known with
methanesulfonic acid (CH3SO3;H), being an
important oxidation product of compounds such
as dimethyl sulfide (DMS) in the Earth’s
atmosphere.

4.2 ABUNDANCE OF SULFUR AND
EARLY HISTORY

Sulfur is the 10th most abundant element in the
Sun, and has less than half the abundance of sili-
con. Its abundance in the Earth’s crust is very
much less, indicative of a mobile and reactive
element as seen in Table 4, perhaps most easily
seen by comparison with silicon. Note that nitro-
gen, whose cycle is often compared with sulfur, is
also much depleted in the crust, but is unreactive
and not so mineralized effectively.

4.2.1 Sulfur in the Cosmos

The universe is largely composed of hydrogen
and it is in the older stars that heavier elements are
found. This offers one of the central clues to the
origin of the elements. The evolution of stars is
interpreted with the aid of the Hertzsprung—Rus-
sell diagram. Stars that lie in the main sequence
burn hydrogen into helium although the rate of
this process varies with mass: heavier stars

Table 4 Average abundances of some elements in the

cosmos and continental crust. This is best interpreted by

comparing elements relative to silicon which take about
the same values in this representation.

Element Cosmos relative Continental crust
hydrogen atoms (%)
Hydrogen 1,000,000
Helium 140,000
Carbon 300 0.2
Nitrogen 91 0.006
Oxygen 680 47.2
Aluminum 1.9 7.96
Sulfur 9.5 0.07
Silicon 25 28.8
Calcium 1.7 3.85
Magnesium 29 2.2
Iron 8 4.32

Source: Wedepohl (1995).

burning up more quickly perhaps in only a few
million years for the brightest. The sun will take
billions of years to evolve before becoming a
cooler red giant, shedding its outer layers and
ending up as a white dwarf. Heavier stars evolve
into super giants, which synthesize heavier ele-
ments in their interiors. They may end up explod-
ing as supernovae, forming more elements and
distributing these through the cosmos. Interstellar
sulfur isotopes are synthesized by oxygen burning
in massive stars. This derives from a sequence

'H+'H="H+e" +v
'H+°H =*He+7y

*He +’He = *He + 'H + 'H

A small proportion of the helium reacts by PPII
and PPIII processes that yield 'Be and 'Li and
some °B. In addition to the PP chains, there are
CNO cycles. These are more important in heavier
stars and are started by small catalytic amounts of
'2C, and so represent an important source of °C,
N, N, and '0. Hydrogen burning yields
helium in the stellar core, and helium burning can
give rise to both 'C and '°0. Once helium is
exhausted, carbon and oxygen burning takes
place and it is at this stage the sulfur element forms

160+160:3ls+nand 160_1_160:325_’_,))

An equilibrium phase is possible at very high
temperatures (3 x 10°K) which would lead to
high abundances of elements around the same
atomic number as iron, and less of lighter ele-
ments such as sulfur. However, this situation
exists only in the core, and in the surrounding
shells substantial amounts of other elements such
as sulfur will be present.

There are a number of estimates of the isotopic
abundance of sulfur in the cosmos from Galactic
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cosmic rays (Thayer, 1997) and interstellar clouds
(Mauersberger et al., 1996). Measurements
from the Ulysses High Energy Telescope resolve
the individual isotopes of sulfur (S-32, S-33, and
S-34), giving a measured ratio of Galactic cosmic-
ray S-34/S-32 in the heliosphere is 24.2 +2.7%
and a ratio for S-33/S-32 in the heliosphere
as 19.0+2.4%. The Galactic source composi-
tion for S-34/S-32 has been found to be 6.2%.
The source abundance of S-33 is estimated as
2.6 +2.4%, which is higher than, but consistent
with, the solar system abundance of 0.8% (Thayer,
1997). Enrichment of S-33 in ureilite meteorites
may derive from heterogeneity within the presolar
nebula (Farquhar et al., 2000). Molecules of CS
in interstellar space suggest the abundance ratio
S-34/S-36 to be 115( £ 17). This is smaller than in
the solar system ratio of 200 and Mauersberger
et al. (1996) argue that it supports the idea that
S-36 is, unlike the other stable sulfur isotopes,
a purely secondary nucleus that is produced by
s-process nucleosynthesis in massive stars.

Sulfur-containing molecules have been found
in clouds in interstellar space: CS, C,S, C38S, SiS,
SO, SO*, H,S, HCS™, NS, OCS, SO,, H,CS,
HNCS among them. Although sulfur is a very
abundant and important element, it appears to be
depleted in cold dense molecular clouds with
embedded young stellar objects (Keller er al.,
2002). In dense molecular clouds solid SO,
accounts for only 0.6-6% of the cosmic sulfur
abundance (Boogert et al., 1997). Keller et al.
(2002) have determined the infrared spectra of
FeS grains from primitive meteorites in the labo-
ratory and shown a broad similarity with grains in
interplanetary dust, which show an FeS peak, sug-
gesting that the missing sulfur appears to reside as
sulfides in solid grains.

4.2.2 Condensation, Accretion, and Evolution

The simplest models for the composition of the
planets presume that the differences between them
can be explained in terms of an equilibrium con-
densation. At the highest temperatures a sequence
of mixed oxides of calcium, titanium, and alumi-
num would be found (>1,400 K). This would be
followed, at lower temperatures, by metal and
silicate fractions. At temperatures somewhat
greater than 600 K alkali metals enter the silicate
phase along with sulfur, which combines with iron
at ~650 K to form triolite

Fe + H,S =FeS + H,

Hydration reactions become possible at lower tem-
peratures with the potential to form serpentine and
talc. Although such models for the accretion of pla-
nets have significant explanatory power, the process
was doubtless more complex. Many scientists have
sought explanations involving the late heterogeneous

accretion of infalling meteoritic materials. These
would have brought in large amount of more vola-
tile substances to planetary bodies.

After accretion there is further planetary evolu-
tion, especially through increases in temperature
from the decay of long-lived radioactive elements.
Planets, such as the Earth, thus become layered
either through accretion or differential melting
processes. The heating deep inside the planet,
such as the Earth, causes outgassing of volatile
materials especially water from the dehydration of
tremolite:

CazMgS SigOzz (OH)Z = 2CaMgSizO6 + MgSIO3
+Si0; + H,O

or sulfur gases:
FeS + 2FeO = 3Fe + SO,

FeS + CO=Fe + OCS
FeS + H,O =FeO + H,S

along with hydrogen, nitrogen, ammonia, and
traces of hydrogen fluoride and chloride. The
heating was usually intense enough to cause melt-
ing. As there was insufficient oxygen available, it
became associated with magnesium, silicon, and
aluminum, while elements such as iron and nickel
remained in an unoxidized state. Gravitational
settling meant that these heavy materials moved
towards the center of the Earth. Iron sulfide would
also be heavy enough to settle. Thus although the
Earth as a whole may be almost 2% sulfur by
weight, the crust is much depleted at 700 ppm.

As dense minerals sank and formed the Earth’s
mantle, silicate-rich magma floated on the sur-
face. It is this that became the crust, which repre-
sents the outermost layer of rocks forming the
solid Earth. It is distinguished from the underlying
mantle rocks by its composition and density. The
silica-rich continental crust includes the oldest
rocks as “shields” or “cratons,” which in the
extreme may be ~4Gyr old. Crust under the
oceans is only ~5 km thick compared to continen-
tal crust, which can be up to 65km thick under
mountains. The oceanic crust has a remarkably
uniform composition (49 +2% SiO,) and thick-
ness (74 1km). The ocean floor is the most
dynamic part of the Earth’s surface, such that no
part of the oceanic crust is more than 200 Myr old.
It is constantly renewed through seafloor spread-
ing at mid-ocean ridges.

4.2.3 Sulfur on the Early Earth

Sulfur on the early Earth has been studied,
because it gives insight into the oxidation state
of the early atmosphere ocean system (Canfield
and Raiswell, 1999). The occurrence of evaporitic
sulfate from the 3.5Ga as in the Warrawoona
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Group of Western Australia suggests that sulfate
must have been present in elevated concentrations
at least at some sites. Although now present as
barite, the original precipitation occurred as gyp-
sum. These barites and early sulfates precipitate
from the ocean. Evidence from isotope ratios in
Early Archean sedimentary sulfides suggest that
seawater sulfate concentrations could be as low as
1 mM (Canfield et al., 2000). More recent work of
Habicht et al. (2002) suggests even lower oceanic
Archean sulfate concentrations of <200 uM,
which is less than one-hundredth of present
marine sulfate levels. They argue that such low
sulfate concentrations were maintained by volca-
nic sulfur dioxide and were so low that they
severely suppressed sulfate reduction rates allow-
ing for a carbon cycle dominated by methanogen-
esis (Habicht et al., 2002).

Studies of the sulfide inclusions in diamonds
have given some indications of sulfur cycling on
the Archean earth These inclusions often appear
to be enriched in **S, which has been interpreted
as indicative of photolysis of volcanic SO, at
wavelengths <193 nm. Th1s photoly51s yields ele-
mental sulfur enriched m %3S, while the oceanic
sulfate was depleted in *S (see Figure 4). The
elemental sulfide becomes incorporated into sul-
fides and can be subducted, and included in dia-
monds By contrast seawater has sulfates depleted

n **S and gave Archean barites that are also
depleted in the **S. While such studies offer an
indication of the sulfur cycle in the Archean, they
can also offer insight into the nature of mantle
convection through time (Farquhar et al., 2002).

Some of the earliest organisms on the Earth
utilized sulfur compounds particularly through
anoxogenic photosynthesis. Wichtershauser and
co-workers have argued that inorganic reactions
involving S-S links have a reducing potential that

is strong enough to drive a reductive metabolism
based on carbon dioxide fixation (e.g., Hafenbradl
et al., 1995):

FeS + st — F682 + H2

The sulfur-isotope signal in sedimentary record of
the early Earth provides evidence for the early
evolution of life. Sulfate reducmg bacteria deplete
the resultant sulfides in **S. The isotopic record of
S supports this, although some evidence now
suggests that seawater sulfate concentrations
were so low that they severely suppressed sulfate
reduction rates allowed for a carbon cycle domi-
nated by methanogenesis (Habicht et al., 2002).

Modern taxonomy based on sequences in
rRNA indicates three domains of living organ-
isms: Eucarya (includes fungi, plants, and ani-
mals), Bacteria, and Archea (prokaryotes with no
nuclei or organelles that are similar to bacteria, but
with distinguishing ether linked membrane lipids).
Both Bacteria and Archea include organisms
capable of reducing elemental sulfur and it is
likely that this was one of the most primitive
early metabolisms. Such sulfur may have been
generated on an anoxic Earth via the reaction
between SO, and H,S from fumaroles (Canfield
and Raiswell, 1999).

The ability to undertake anoxygenic photosyn-
thesis is widespread among bacteria. Its presence
among green nonsulfur and sulfur bacteria and the
fact that this uses a single photosystem to utilize
solar energy indicate that this is an ancient pro-
cess, much simpler than that required in oxygenic
photosynthesis. Nevertheless, much of the ability
to undertake oxygenic photosynthesis is probably
associated with the production of abundant
organic material. During oxidation this meant the
production of large amounts of reduced com-
pounds such as H,S and Fe*". This would have
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Figure 4 An Archean cycle for volcanogenic sulfur (after Farquhar et al., 2002).
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led to large increase in the range of environments
offering potential for anoxygenic photosynthesis
(Canfield and Raiswell, 1999).

An important consequence of anoxygenic pho-
tosynthesis is the production of large amounts of
sulfate which can be used as an electron acceptor
in the remineralization of organic carbon by sul-
fate-reducing bacteria. Thus, it is not surprising
that sulfate-reducing bacteria are found almost as
deep in the evolutionary SSU rRNA record as the
earliest anoxygenic photosynthetic bacteria (Can-
field and Raiswell, 1999). This is important
because the photosynthesis represented an energy
resource that is orders of magnitude larger than
that available from oxidation—reduction reactions
associated with weathering and perhaps more
importantly submarine hydrothermal activity.
Hydrothermal sources deliver (0.13-1.1)x 10"
mol yr ! of S(—II), Fe*", Mn>", H,, and CH, on
a global basis, sufficient to allow microorganisms
capable of using hydrothermal energy to pro-
duce only limited amounts of organic carbon
(~(0.2-2.0)x 10" mol C yr ') (Des Marais, 2000).

4.3 OCCURRENCE OF SULFUR
4.3.1 Elemental Sulfur

Elemental sulfur is found in many parts of the
world. Such native sulfur can be detected by the
faint odor of sulfur dioxide gas or more often
the small amount of hydrogen sulfide from reac-
tion with traces of water. Although there are some
deposits related to volcanic sublimates, the largest
deposits are due to sulfate reduction. For example,
deeper in the Gulf Coast of the US, salt containing
gypsum as an impurity has dissolved, thus leaving
the insoluble gypsum. A range of biologically
mediated processes intervened. First hydrogen
sulfide was produced possibly by reaction of
methane with the gypsum. The hydrogen sulfide
reacted with this gypsum to form free sulfur,
which became trapped within limestone beds.

4.3.2 Sulfides

There are widespread deposits of sedimentary
sulfides, mostly as the iron sulfides from the
reduction of sulfate in seawater. Although pyrite
(FeS,) is an important source of sulfur in extrac-
tive mining, the deposits most utilized are often of
volcanogenic origin where the deposits may con-
sist of as much as 90% pyrite. Although most
frequently found associated with iron, sulfur can
also be found as calcopyrite (CuFeS,), galena
(PbS, lead sulfide), and cinnabar (HgS, mercury
sulfide).

Extensive sulfide deposits were associated with
volcanism in the earliest stages of the Earth’s
history. It is possible to identify at least four

short epochs of massive sulfide deposition: (i)
2.69-2.72 Ga; (ii) 1.77-1.90 Ga; (iii) the Devo-
nian—Early Carboniferous; and (iv) the Cam-
brian—Early Ordovician. The Devonian—Early
Carboniferous is the most important period and
the Cambrian—Early Ordovician less noteworthy.
These processes are cyclic in nature, following
tectonic cycles that include the convergence of
continental masses and the formation and
subsequent breakup of supercontinents. As each
cycle proceeds, we see the appearance of different
sequences within massive sulfide deposits (Ere-
min et al., 2002).

4.3.3 Evaporites

Evaporites are typically found in arid regions.
The salts deposited in desert basins are often sul-
fates, chloride, and carbonates of sodium and cal-
cium with smaller amounts of potassium and
magnesium. Saline lakes often have a composition
that resembles seawater, although many have a
greater abundance of carbonate. When both
sodium chloride and calcium sulfate have crystal-
lized, the remaining water may contain substantial
amounts of magnesium, potassium and bromide.
The dead seawater contains substantial bromide
concentrations (5,900 ppm) and although it has
high concentrations of calcium (1.58x10* ppm),
sulfate concentrations are low (540 ppm) because
of the low solubility of calcium sulfate.

The most important salt deposits have formed
through the evaporation of seawater. As this evap-
oration occurs, calcium carbonate is the first min-
eral to precipitate, although there is insufficient
carbonate to give thick deposits. Calcium sulfate
deposits in substantial quantities under continued
evaporation as either gypsum (CaSO,4-2H,0) or
anhydrite (CaSQ,). After about a half of the cal-
cium sulfate has been deposited, anhydrite
becomes the stable phase. When seawater has
evaporated to 10%, its original volume halite
(NaCl) starts to separate. Ultimately, polyhalite
(K7,Cay,Mg(SO,4)4-2H,0) begins to crystallize.
The volume has to be reduced almost a 100-fold
before salts of potassium and magnesium separate.
Other sulfate minerals from such systems include
magnesium sulfate (Epsom salt and kyeserite
MgS0O4-H,0), barium sulfate (barite), strontium
sulfate (celestite), and sodium sulfate (glauberite).

4.3.4 The Geological History of Sulfur

The sulfur cycle over geological periods can
be represented by the simplified cycle shown in
Figure 5(a). A central feature of this cycle is
marine sulfate, which may be crystallized as sul-
fate evaporites or biologically reduced to sulfidic
sediments (Holser et al., 1989). In the long term
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this sulfide becomes fixed by reaction with iron in
a process that can be represented as

8S0; ™ + 2Fe;03 + 8Hy0 + 15C ory)
— 4FeS, + 160H™ + 15CO,

The reduction is typically limited by the availabil-
ity of organic carbon and often occurs in shallow
waters at continental margins. Thus, global sulfide
production would be dependent on the availability
of biological productive areas over geological
time. Sulfur-isotope data can be used to constrain
simple models of the sulfur cycle over geological
time and establish the size of the reservoirs as
shown in Figure 5(b).

The crystallization of sulfate as evaporite
deposits requires specific and relatively short-
lived geographical features such as: sabkha
shorelines, lagoons, and deep basins of cratonic,
Mediterranean or rift valley origin, where brines
can concentrate and precipitate. This suggests that
sulfate removal from the oceans would be episodic
over geological time, although there are problems
with an imperfect preservation of deposits. Numer-
ical models for paleozoic global evaporite deposi-
tion suggest that there were major changes in the
evaporite accumulations (as in Figure 6) and rate
of evaporite deposition related to alteration in the
flux of sulfate to and from the ocean. These can be
the result of the height distribution of the continen-
tal mass and its geographic location. Most evapo-
rite deposition appears in the 5—45° latitude range
and as seen in Figure 6 this changes significantly
over geological time. The removal of large quan-
tities of sulfate from the oceans also has implica-
tions for ocean chemistry, which would have to
change, i.e., oceanic sulfate is not in steady state.
Currently evaporative environments are relatively
rare, as a result of a low stand disposition of the
continents. This means that sulfate is accumulating
in the oceans (Railsback, 1992).
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Figure 5 (a) (Inset) Simplified box model of the sulfur

cycle. (b) Mass of sulfur in reservoirs in Pt (10%! 2)
(source Holser et al., 1989).

The changing fluxes in various parts of the
sulfur cycle over time imply that we have to con-
sider the potential for significant changes in sea-
water composition over geological time. Although
it is often assumed that in the Phanerozoic period
(the last 590 Myr) seawater composition became
stable, there is evidence that there were significant
fluctuations in some components. Fluid inclusions
in Silurian (395-430Myr ago) suggest that the
Silurian ocean had lower concentrations of
Mg>", Na™, and SO3~, and much higher concen-
trations of Ca®" relative to the present-day ocean
composition. Concentration of sulfate was proba-
bly 11 mM then compared with 29 mM as we see
nowadays. Although this could be caused by loca-
lized changes, it is also possible that global scale
dolomitization of carbonate sediments or chang-
ing inputs of mid-ocean ridge brines could be
responsible (Brennan and Lowenstein, 2002).

4.3.5 Utilization and Extraction of Sulfur
Minerals

Elemental sulfur is widely known and has been
mined since the earliest times with archeological
sites in the United Arab Emirates, Yangmingshan
National Park in Taiwan and from Etruscan activ-
ities in Sicily. In some parts of the world laborers
still carry the sulfur out of volcanoes by hand.
Sulfur in addition to being a vital ingredient of
gunpowder was important to the overall industri-
alization of Europe. Historically the most impor-
tant source was from Sicily, which has been active
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Figure 6 (a) Global deposition rates for evaporites
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continental area located between paleo-latitudes 5°
and 45° (after Railsback, 1992).
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for more than two thousand years. Towns such as
Ravanusa became notable producers during the
Spanish Bourbon rule (after 1735). Italian output
peaked at 0.57Mt in 1905 declining from that
point to just a few kt by the 1970s.

The United States is now the major sulfur pro-
ducer, accounting for 20% of world production.
The most important sources in the US are from
Louisiana and Texas, and other major producers
are Japan, Canada, China, Russia, and Mexico.
World sulfur production (and apparent consump-
tion) peaked at nearly 60 Mt in 1989 and declined
by almost 14% to 52.8 Mt in 1993 (Figure 7).
There was a partial recovery from this time and
future growth is expected.

One of the most important developments in sulfur
mining was the development of the Frasch process
which allowed it to be extracted from salt domes,
particularly along the US Gulf Coast. Herman
Frasch became involved in oil and sulfur mining
and invented a process which allows liquid sulfur
to be recovered with injection wells. Water at 330 °C
is injected through wells into formations. The mol-
ten sulfur is extracted in a very pure form. It is an
efficient method for mining sulfur, but the process
can also produce saline wastewaters, increases in
pH levels, and a high concentration of dissolved
salts such as sodium chloride (TWRI, 1986).

Sulfur may also be recovered from H,S in
natural gas where it can be precipitated. Natural
gas can contain up to 28% hydrogen sulfide gas. A
range of approaches are possible, often known as
Claus processes to oxidize the H,S, often
recovering more than 95% of the sulfur

1
1502 + st — HQO + SOz

2st + SOZ — 3S + 2H20

More than 90% of world sulfur consumption is
used in the production of sulfuric acid, much of
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which goes to the fertilizer industry. Smaller
amounts of sulfur are used in the manufacture of
gunpowder, matches, phosphate, insecticides, fun-
gicides, medicines, wood, and paper products, and
in vulcanizing rubber. Despite slight uncertainties
in sulfur demand in the 1990s, its use is still
predicted to grow.

Sulfide ores are frequently associated with a
range of important metals, most notably copper,
lead, nickel, zinc, silver, and gold. This means the
mining operations to extract these metals can
mobilize large amounts of sulfur.

44 CHEMISTRY OF VOLCANOGENIC
SULFUR

4.4.1 Deep-sea Vents

Deep-sea vents have only been studied in the
late twentieth century, so there is still much to
learn in terms of their global contribution because
of their inaccessibility. However, they can affect
global fluxes, and some estimates would suggest
that warm ridge-flank sites may remove each year,
as much as 35% of the riverine flux of sulfur to the
oceans (Wheat and Mottl, 2000). The hydrother-
mal vents are locally important sources of sulfide-
containing materials. The black smokers yield
polymetal sulfides, that will oxidize to sulfur and
ultimately sulfates. The reduced sulfur is also uti-
lized by the ecological communities that develop
close to the vents (Jannasch, 1989).

4.4.2 Aerial Emissions

Volcanoes represent a very large source of
sulfur gases to the atmosphere. Mafic magmas
such as basalts are likely to allow sulfur to be
released in large quantities. However, despite the
low solubility and diffusivity of sulfur in the
silicic magmas typical of explosive eruptions
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large quantities of sulfur are inevitably released.
The presence of fluids may account for higher
than expected sulfur yields and indicates a redox
control of sulfur degassing in silicic magmas. This
means that different eruptions can have very
different efficiencies in terms of sulfur release.
Very large eruptions that involve cool silicic mag-
mas may yield little sulfur. Krakatoa in 1883 gave
1.2km?> of eruptive magma, with an estimated
petrological yield of up to 7Tg in reasonable
agreement with ice core data, which suggests
10-18 Tg. By contrast, the Taupo eruption of
177 AD in New Zealand gave more than 35 km?
of magma, but perhaps only 0.13Tg of sulfur
(Scaillet et al., 1998).

There are numerous calculations of the
multicomponent chemical equilibria in gas—
solid—liquid systems within volcanoes (e.g., for
Mt. St. Helens see: Symonds and Reed, 1993).
These typically show the importance of SO, at
high temperatures (see Figure 8) and a transition
to a dominance of H,S at lower temperatures in
systems such as

SOz + 3H2 — st -+ 2H20

where entropy changes favor fewer molecules
of gas.

Much volcanism is a sporadic process and on a
year-to-year basis the emissions can vary. There
are also difficult problems in balancing the con-
tributions from the more explosive processes
against that from fumaroles that are more contin-
uous. Explosive processes also place the sulfur
high up in the atmosphere. There are also inputs
as particulate sulfur and sulfate along with small
amounts of carbon disulfide and OCS of volcanic
origin, but these probably amount to no more than
a Tg(S) a’! (Andres and Kasgnoc, 1998). There
are lesser amounts of S,, S;, H,S,, S,0 and a
range of sulfides of arsenic, lead, and antimony.

There are a variety of estimates of the total
volcanic source of sulfur. A recent one considered
continuous and sporadic volcanoes (Andres and
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Figure 8 Multicomponent chemical equilibria in gas—
solid-liquid systems within Mt. St. Helens (source
Symonds and Reed, 1993).

Kasgnoc, 1998). It is necessary to recognize that
measurements do not include all volcanic erup-
tions, so assumptions have to be made about the
distribution of emissions among the smaller
sources. A time-averaged subaerial volcanic sul-
fur (S) emission rate of 10.4 Tg(S) is probably a
conservative estimate of which ~65% is as SO,
along with substantial amounts of hydrogen sul-
fide. The high variability of emissions is illu-
strated in Figure 9 as established by the TOMS
emission group from satellite measurements.

4.4.3 Fumaroles

Fumaroles represent a gentler and more contin-
uous source of sulfur. The sources can be dis-
persed and quite small, so the total emissions
from this source are not easy to estimate. Some
of them are dominated by H,S. The sulfur gases,
SO,, H,S, Sg, have been found in a range of
fumaroles (Montegrossi et al., 2001). Although
present Sg remains a minor component several
orders of magnitude below SO, and H,S. The
production of sulfuric acid through aerial oxida-
tion of sulfur(IV) is the most familiar process but
it can readily be produced by disproportionation in
fumarolic systems (Kusakabe et al., 2000):

350, + 3H,0 — 2HSO; + S +2H*

4S0; + 4H,0 — 3HSO, + H,S + 3H"

It is this process that can be responsible for large
534SHSO4 values in crater lakes.

4.4.4 Crater Lakes

High concentrations of acids and sulfur com-
pounds in crater lakes give rise to a complex
chemistry within the waters (Sriwana et al.,
2000). Reactions between hydrogen sulfide and
sulfur dioxide lead to the formation of polythio-
nates, with 402, SsO% , and S¢OZ  being the
most typical. The initial ratio of SO,/H,S controls
the relative abundance of the oxyanions. The
anion Sq0% s always at the lowest con-
centrations, but the ratio SO,/H,S > 0.07 favors
S40%™ > S502. Polythionate concentrations vary
up to a few hundred milligrams per liter and
seem to be a useful, indicator of changes in the
subaqueous fumarolic activity with volcanic lakes
corresponding to the activity of the volcano
(Takano et al., 1994). The polythionates are
destroyed by increases in SO, input (as bisulfite):

(3x — 7)HSO;3 + S,07~ — (2x — 3)S0;~
+(2x—4)S+ (x— DH" + (x — 3)H,0
Lakes of liquid sulfur at 116 °C have been found

in the crater of the Poas volcano in Costa Rica.
These form after evaporation of water from crater
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Figure 9 Volcanic sulfur emissions as established by the TOMS emission group (http://skye.gsfc.nasa.gov/).

lakes and the underlying sulfur deposits melt
and are remobilized into lakes (Oppenheimer and
Stevenson, 1989).

4.4.5 TImpacts of Emissions on Local
Environments

The volcanoes of Hawaii emit large quantities
of fumarolic sulfur dioxide which causes wide-
spread damage to human health and vegetation
downwind. These emissions often take the appear-
ance of widespread hazes and are locally known as
vogs. The primarily component is of sulfuric acid
and sulfate formed through oxidation of the sulfur
dioxide. The vog particles also contain trace ele-
ments selenium, mercury, arsenic, and iridium
(USGS, 2000). There is evidence that volcanic
SO, and HF affect the diversity of plant commu-
nities downwind and damage crops (Delmelle
et al., 2002). Emissions of SO, and to a lesser
extent HCI are responsible for substantial fluxes
of acidity to soils downwind. Such acid deposition
can cause extreme acid loading to local ecosys-
tems (Delmelle et al., 2001). Hydrogen sulfide
concentrations can also be important in some vol-
canic areas (Siegel et al., 1990), where the odors
can be strong and increase corrosion of metals,
especially those related to electrical switches and
discolor lead-based paints.

4.5 BIOCHEMISTRY OF SULFUR
4.5.1 Origin of Life

An important stage in the origin of life is the
abiotic synthesis of important biological molecules.

Interest has traditionally focused on the production
of amino acids following the work of Stanley L.
Miller, and Harold C. Urey, who created laboratory
atmospheres consisting of methane, ammonia, and
hydrogen that could be forced to react to give the
amino acid glycine. Currently there is a view that
RNA might have established what is now called the
RNA world in which RNA catalyzed all the reac-
tions to replicate proteins. Such chemistry has
focused on nitrogen.

The discovery of deep-sea vents has led to
speculation that they could be involved in the
origin of life and here a unique sulfur chemistry
could come into play (Wachtershauser, 2000). In
particular, there is much interest in the potential of
iron and nickel sulfides to act as catalysts in a
range of reactions that can lead to keto acids
such as pyruvic acids. Quite complex amino
acids seem to be easily assembled in the presence
of iron sulfides, e.g., the conversion of phenyl
pyruvate formation of phenylalanine in a reaction
where CO, seems to act as a catalyst (Hafenbradl
et al., 1995):

RCOCOOH + 2FeS + NH; + 2H™
— RCH(NH,)COOH + FeS; + Fe*" + H,0

4.5.2 Sulfur Biomolecules

Although we have discussed the low oxidation
state of the early atmosphere and its implica-
tions for the form of sulfur in organisms, today
this chemistry is largely restricted to anoxic



142 The Global Sulfur Cycle

environments. Here sulfur is available as hydro-
gen sulfide and can be incorporated into amino
acids such as cysteine and methionine and then
into proteins. The thiolate group RS™ of cysteine
of the thioether of methionine can act as bases or
ligands for transition metals such as iron, zinc,
molybdenum, and copper.

In modern organisms operating under oxic con-
ditions this is more difficult, because sulfur arrives
as sulfate and this has to be bound and reduced so
that the sulfur can be utilized biologically (see
Figure 10). Initially sulfate can be bound to ATP
(adenosine trisphosphate) as APS (phospho-aden-
osine monophosphate sulfate). In the cell’s Golgi
apparatus it can be converted to sulfate polysac-
charides. Alternatively, further reactions with
ATP can lead to PAPS which can then be reduced
to sulfide through sulfite using a molybdenum in
the initial step and then a haem/Fe,S, sulfite
reductase (Frausto da Silva and Williams, 2001).

Much sulfur is incorporated into proteins as the
thiolate or thioether of the amino acids, cysteine,
and methionine. There are also more fundamental
roles for thiolate in redox reactions and in
enzymes and in controls in the cytoplasm involv-
ing glutathione and thioredoxin. Glutathione is a
tripeptide made up of the amino acids gamma-
glutamic acid, cysteine, and glycine. The primary
biological function of glutathione is to act as a
nonenzymatic reducing agent to help keep cyste-
ine thiol side chains in a reduced state on the
surface of proteins. Glutathione confers protection
by maintaining redox potential and communicat-
ing the redox balance between metabolic path-
ways at a redox potential of ~—0.1 V.

Glutathione is also involved in reductive synthesis
with the enzyme thioredoxin in processes that
involve redox reactions of —S—S— bridges. The
—S—S— bridge is also important as a cross-linking
unit in extracellular proteins. This cross-linking
may have become important once the atmosphere
gained its oxygen. Additionally, glutathione is
utilized to prevent oxidative stress in cells by
trapping free radicals that can damage DNA and
RNA. There is a correlation with the speed of
aging and the reduction of glutathione concentra-
tions in intracellular fluids.

The biological importance of sulfur means that
modern agriculture frequently confronts the high
demand of some crops and livestock for sulfur. In
Europe as the deposit of pollutant sulfur dioxide
has decreased, sulfur deficiency has been more
widely recognized especially in wheat, cereals,
and rape-seed (Blake-Kalff er al., 2001). Some
animals have a particularly high demand for sul-
fur, and under domestication this can increase still
further. It is evident in sheep where the amount of
sulfur that sheep can obtain through its diet funda-
mentally limits wool growth. Transgenic lupin
seeds have been shown to provide higher amounts
of methionine and cysteine in a protein that is both
rich in sulfur amino acids and stable in the sheep’s
rumen leading to increased wool yield (White
et al., 2001).

4.5.3 Uptake of Sulfur

A wide variety of forms of sulfur are used by
microorganisms. Sulfur dioxide can readily
deposit in wet leaf surfaces and through the
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stomata. Purple nonsulfur bacteria can utilize thio-
sulfate and sulfide (Sinha and Banerjee, 1997).
Lichen and leafy vegetation can also act remove
sulfur compounds from the atmosphere. OCS
removal is the best known and probably represents
a dominant sink for tropospheric OCS. The fate of
the oxidation products of DMS has not always
been clear. There have been some biochemical
studies that suggest that they may degrade biolog-
ically. Facultatively methylotrophic species of
Hyphomicrobium and Arthrobacter seem to be
able to produce enzymes necessary for a reduc-
tive/oxidative pathway for dimethylsulfoxide and
dimethylsulfone (although the former appears to
be more generally utilizable). Methanesulfonic
acid is stable to photochemical decomposition in
the atmosphere, and its fate on land has been
puzzling. A range of terrestrial methylotropic bac-
teria that appear common in soils can mineralize
MSA to carbon dioxide and sulfate (Kelly and
Murrell, 1999).

4.6 SULFUR IN SEAWATER

Seawater is rich in sulfur and, while containing
high concentrations of inorganic sulfur, it also has
an elaborate organic chemistry, driven largely by
biological activities.

4.6.1 Sulfate

Most of the sulfur in seawater present as sul-
fate. At a salinity of 35%o sulfate is found at
2712 gL_l, and the ratio of sulfate chloride
mass in normal seawater is 0.14. This ratio is
fairly constant in the oceans. Nevertheless, it can
be much lower in deep brines of the type found in
the southern end of the Red Sea possibly because
of clays in sediments acting as semi-permeable
membranes. Even though sulfuric acid has a mod-
est second dissociation constant, it is sufficient to
ensure that the bisulfate ion is at very low concen-
trations in seawater.

The double charge on the sulfate ion means that
it can associate with other cations, and typically
seawater has been argued to have more than 30%
of the sulfate associated with sodium and magne-
sium ion pairs. The magnesium sulfate chemistry
of seawater has considerable importance in under-
water acoustics. Although sound absorption coef-
ficients are dependent on pH at frequencies below
1kHz, they are dependent upon MgSO, over the
range 10-100kHz (Brewer et al., 1995). Some
models have assigned and association constant of
103 to the important and powerful association
between magnesium and sulfate (Millero and
Hawke, 1992). However, ion association models
are complex and difficult to use, so recent models
of seawater and other electrolyte systems in the
environment rely increasingly on the formalism of

Pitzer, which treats the electrolyte in terms of ion
association (Clegg and Whitfield, 1991).

Seaspray can be blown directly from the sea
surface during high winds, but the particles of
salt from this process tend to be large and short
lived in the atmosphere so do not travel far inland.
Finer particles are produced during bubble burst-
ing. The very finest arise when the cap of the
surfacing bubble shatters giving film drops that
dry into salt crystals of 5-50 pg. Along with these
are larger jet drops that emerge as the bubble
cavity collapses and give particles of ~0.15 pg.
Such processes lead to the production of around
a 10-30Pg of seasalt each year, of which some
260-770Tg would be sulfur in the form of
sulfate. High chloride and sulfate concentra-
tions are found in coastal rainwater, but perhaps
only 10% of the solutes generated through the
action of wind or through bubble bursting are
deposited over land, as most falls over the oceans
(Warneck, 1999).

The sulfate that derives from seasalt is called
seasalt sulfate. It is important to distinguish it
from sulfates that are found in the marine aerosol
from the oxidation of gaseous sulfur compounds,
which are known as non-seasalt sulfate.

4.6.2 Hydrogen Sulfide

Hydrogen sulfide is now recognized as occur-
ring widely throughout the oceans (Cutter et al.,
1999). About 12% of the total dissolved sulfide is
free and the rest is largely complexed to metals in
typical North Atlantic water (Cutter et al., 1999).
Hydrogen sulfide has long been known to occur in
anoxic regions, but in surface waters of the open
ocean it was thought to oxidize rapidly. Hydrogen
sulfide is produced from the hydrolysis of OCS
(Elliott et al., 1987; Elliott et al., 1989). However,
studies of the North Atlantic show that the rate of
total sulfide production from hydrolysis and
through atmospheric input is some 20 times less
than sulfide removal via oxidation and that bound
to sinking particulate materials. This suggests
additional sources. The similarity between the
depth distribution of total sulfide and chlorophyll
suggests that there is a biological involvement in
the production of total sulfide, perhaps by phyto-
plankton in the open ocean (Radfordknoery and
Cutter, 1994).

The low concentrations of hydrogen sulfide
found in the marine atmosphere suggest that
there might be a significant flux of the gas from
the oceans, but most studies conclude that it is a
rather insignificant flux (Shooter, 1999). There is
also the potential for the sulfate reduction to occur
on particles in the ocean (Cutter and Krahforst,
1988) and some may arise from deep-sea vents,
but this source is restricted to water close to the
vent (Shooter, 1999).
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Hydrogen sulfide can be oxidized in less than
an hour in seawater. This removal can be through
oxidation by oxygen or iodate. There is a possibil-
ity of oxidation, by hydrogen peroxide, but it is
probably a minor pathway (Radfordknoery and
Cutter, 1994). Photo-oxidation is also possible
(Pos et al., 1998), along with oxidation by Fe
(IIT) oxide particles. This latter process is depen-
dent on the way in which the particle forms and on
pH with a maximum near 6.5. The Fe(IIl) oxide
route gives mostly elemental sulfur as a product,
which may have implications for pyrite formation
(Yao and Millero, 1996).

There are much greater production rates of
hydrogen sulfide in some anoxic basins. The
Black Sea is the largest of these where sulfide
production in the water column is estimated to
be 30-50 Tg(S) yr ', taking place between depths
of 500m and 2,000m. This may amount to as
much as one-third of the 1global sedimentary bud-
get (120-140 Tg(S) yr ). There is also pyrite
formation in the water column of the Black Sea,
through reaction with iron although this is rela-
tively small compared with oxidation at the oxic
anoxic interface (Neretin et al., 2001).

4.6.3 OCS and Carbon Disulfide

Other sulfides seem readily produced by pho-
tochemical processes in seawater along with a
parallel photoproduction of carbon monoxide
(Pos et al., 1998). Colored dissolved organic
material is frequently involved in such processes.
Laboratory irradiation has confirmed that cysteine
and cystine are efficient precursors of CS; and that
OH radicals are likely to be important intermedi-
ates (Xie et al., 1998), but it is also likely that
some of these sulfur gases are produced directly
by biological processes. Ocean waters appear
to be supersaturated in carbon disulfide and
capable of yielding ~0.1Tg(S) yr ' (Xie and
Moore, 1999).

4.6.4 Organosulfides

The discovery of substantial amounts of vola-
tile organosulfides in the oceans was one of the
major additions to the sulfur cycle in the second
half of the twentieth century. The largest flux of
reduced sulfur to the atmosphere from the oceans
is as DMS. The importance of this compound that
was largely unknown in nature until the 1970s was
revealed by Lovelock ef al. (1972) as a potential
explanation for the imbalance in the sulfur cycle.
Over time it has become clear that this process has
important implications to the atmosphere and
offers a source of sulfate to form cloud condensa-
tion nuclei.

The production of DMS is driven by the activ-
ity of microbiological organisms in the surface

waters of the ocean (see Figure 11). The precursor
to DMS is dimethylsulfoniopropionate (DMSP)
produced within cells, but its concentration can
vary over five orders of magnitude. Prymnesio-
phytes and some dinoflagellates are strong pr-
oducers of DMSP. It is usually considered as
an algal osmolyte globally distributed in the
marine euphotic zone, where it represents a
major form of reduced sulfur in seawater. It is
typically partitioned between particulates (33%;
range 6—85%;); dissolved nonvolatile degradation
products (46%; range 21-74%); and in a volatile
form (9%; range 2-21%) (Kiene and Linn, 2000).
The natural turnover of dissolved DMSP results
in the conversion of a small fraction (although
large amount) to reduced sulfur gases. DMSP is
released from cells during senescence, zooplankton
grazing or viral attack. Once in the oceans it under-
goes cleavage, which is usually microbiologically
mediated or catalyzed by the enzyme DMSP lyase
to DMS and acrylic acid (Kiene, 1990; Ledyard and
Dacey, 1996; Malin and Kirst, 1997):

(CH3)25+CH2CH2C007 + OH™
— CH3SCH3; + CH,CHCOO™ + H,O

The precursor DMSP is often present at concen-
trations an order of magnitude higher than DMS.
These concentrations are so high that DMSP could
support 1-13% of the bacterial carbon demand in
surface waters, making it a significant substrate
for bacterioplankton (Kiene et al., 2000). It is
likely that some 90% of the DMSP in seawater is
converted to methanethiol (MeSH) via 3-methiol-
propionate (Kiene and Linn, 2000). The MeSH
provides sulfur for incorporation into bacterial
proteins, such as methionine. If the thiol is not
assimilated, it is likely to react to give dissolved
nonvolatile compounds, such as sulfate and
DOM-metal-MeSH complexes. High production
rates of MeSH in seawater (3-90nM d™ ) offer the
potential for the thiol to affect metal availability of
trace metals and their chemistry in seawater
(Kiene et al., 2000).

Maximum concentrations of DMS in the oceans
are found, at or a few meters below, the surface (as
high as micrograms per liter under bloom condi-
tions), which fall rapidly at depths where phyto-
planktonic species are no longer active. In Arctic
and Antarctic waters Phaeocystis sp. is responsible
for enhanced DMS in the oceans particularly at the
final stages of production of a bloom.

Questions are still asked about the role of
DMS, which is sometimes seen, along with
DMSP as having an antioxidant function in marine
algae because the breakdown products of DMSP
(i.e., DMS, acrylate, dimethylsulfoxide, and meth-
ane sulfinic acid) readily scavenge hydroxyl radi-
cals and other reactive oxygen species (Sunda
et al., 2002).
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Figure 11 The biogeochemical cycles of DMSP and DMS in surface waters of the oceans (source Kiene
et al., 2000).

Once produced the DMS is relatively volatile
and is evaded efficiently from seawater. However,
the notion that the polar seas represent an under-
estimated source of DMS has been questioned as
the concentrations of DMS in polar waters are not
always high in the spring blooms (Bouillon et al.,
2002).

Although large quantities of DMS are trans-
ferred across the air—sea interface into the atmo-
sphere, it can also be chemically transformed in
seawater. The presence of relatively large
amounts of dimethylsulfoxide (DMSO) suggested
the oxidation of DMS as a likely source. Andreae
(1980) proposed bacterial oxidation, while Brim-
blecombe and Shooter (1986) have shown that
DMS is susceptible to photo-oxidation by visible
light and thermal oxidation at much slower rates
(Shooter and Brimblecombe, 1989). However,
more recent work has indicated that DMSO is
unlikely to be the only o