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Introduction

These readings from the updated first edition of the Treatise on Geochemistry were chosen to serve as
supplements for students in General Geochemistry courses, and to introduce professionals to the field of
geochemistry. They are only selections, but they span the entire range of geochemistry that is represented in
the Treatise.

We start with a discussion of the origin of the elements that is basic to any further exploration of the
geochemistry of the Solar System and the Earth in particular. This introduction is followed by an essay on
the use of isotopic studies of meteorites and mantle-derived rocks to arrive at the history of the Earth’s
formation and its separation into the crust, mantle, and core. This essay is followed by chapters on the
composition of these three major parts of the Earth, and on the processes associated with plate tectonics that
appear to have altered significant portions of the mantle over time. These chapters are followed by an essay
on the emplacement of the atmosphere and oceans and on the mechanisms by which volatiles move from
the Earth’s interior to its surface.

Earth surface processes transport and redistribute the elements and their compounds. These processes
are tracked in chapters on soil formation and on the chemistry of rivers and groundwater. The oceans
modify the geochemistry of many chemical species. Their effect is illustrated by chapters on the marine
CaCO3 cycle and on the effects of marine hydrothermal systems on the chemistry and the biology of the
oceans. Three chapters are devoted to sedimentary rocks, which carry an impressive record of changes in
the composition of the atmosphere and of seawater, and in the Earth’s surface environments during its long
history. The evolution of these environments has been influenced strongly by the biosphere. Chapters are
therefore devoted to the biogeochemistry of primary organic production in the oceans and to the carbon
cycle as a whole.

The cycles of the elements at the Earth’s surface, together with many other parts of the Earth system are
strongly affected by humanity. The final chapter of the Readings deals with the environmental geochem-
istry of radioactive contaminants. It serves as an example of the human impact and as a warning of potential
disasters.

The chapters in this volume were chosen from the large array in the Treatise on Geochemistry. They are
only fragments but we hope that they will convey the wide sweep and scope of the field that is
geochemistry.

H.D. Holland and K.K. Turekian
Executive Editors
September 2009
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1.1 INTRODUCTION

Nucleosynthesis is the study of the nuclear pro-
cesses responsible for the formation of the
elements which constitute the baryonic matter of
the Universe. The elements of which the Universe
is composed indeed have a quite complicated
nucleosynthesis history, which extends from the
first three minutes of the Big Bang through to
the present. Contemporary nucleosynthesis
theory associates the production of certain
elements/isotopes or groups of elements with a
number of specific astrophysical settings, the
most significant of which are: (i) the cosmological
Big Bang, (ii) stars, and (iii) supernovae.

Cosmological nucleosynthesis studies predict
that the conditions characterizing the Big Bang
are consistent with the synthesis only of the lightest
elements: 1H, 2H, 3He, 4He, and 7Li (Burles et al.,
2001; Cyburt et al., 2002). These contributions
define the primordial compositions both of
galaxies and of the first stars formed therein.

Within galaxies, stars and supernovae play the
dominant role both in synthesizing the elements
from carbon to uranium and in returning
heavy-element-enriched matter to the interstellar
gas from which new stars are formed. The mass
fraction of our solar system (formed �4.6Gyr ago)
in the form of heavy elements is �1.8%, and stars
formed today in our galaxy can be a factor 2 or 3
more enriched (Edvardsson et al., 1993). It is the
processes of nucleosynthesis operating in stars and
supernovae that we will review in this chapter. We
will confine our attention to three broad categories
of stellar and supernova site with which specific
nucleosynthesis products are understood to be iden-
tified: (i) intermediate mass stars, (ii) massive stars
and associated type II supernovae, and (iii) type Ia
supernovae. The first two of these sites are the
straightforward consequence of the evolution of
single stars, while type Ia supernovae are understood
to result from binary stellar evolution.

Stellar nucleosynthesis resulting from the evo-
lution of single stars is a strong function of
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stellar mass (Woosley et al., 2002). Following
phases of hydrogen and helium burning, all stars
consist of a carbon–oxygen core. In the mass range
of the so-called ‘‘intermediate mass’’ stars
(1 . M=M8 . 10), the temperatures realized in
their degenerate cores never reach levels at which
carbon ignition can occur. Substantial element pro-
duction occurs in such stars during the asymptotic
giant branch (AGB) phase of evolution, accompa-
nied by significant mass loss, and they evolve to
white dwarfs of carbon–oxygen (or, less commonly,
oxygen–neon) composition. In contrast, the
increased pressures that are experienced in the
cores of stars of masses M & 10M8 yield higher
core temperatures that enable subsequent phases of
carbon, neon, oxygen, and silicon burning to pro-
ceed. Collapse of an iron core devoid of further
nuclear energy then gives rise to a type II supernova
and the formation of a neutron star or black hole
remnant (Heger et al., 2003). The ejecta of type IIs
contain the ashes of nuclear burning of the entire life
of the star, but are also modified by the explosion
itself. They are the source of most material (by
mass) heavier than helium.

Observations reveal that binary stellar systems
comprise roughly half of all stars in our galaxy.
Single star evolution, as noted above, can leave in
its wake compact stellar remnants: white dwarfs,
neutron stars, and black holes. Indeed, we have
evidence for the occurrence of all three types of
condensed remnant in binaries. In close binary
systems, mass transfer can take place from an evol-
ving companion onto a compact object. This
naturally gives rise to a variety of interesting phe-
nomena: classical novae (involving hydrogen
thermonuclear runaways in accreted shells on
white dwarfs (Gehrz et al., 1998)), X-ray bursts
(hydrogen/helium thermonuclear runaways on
neutron stars (Strohmayer and Bildsten, 2003)),
and X-ray binaries (accretion onto black holes).
For some range of conditions, accretion onto
carbon–oxygen white dwarfs will permit growth
of the CO core to the Chandrasekhar limit
MCh ¼ 1:4M8, and a thermonuclear runaway in
to core leads to a type Ia supernova.

In this chapter, we will review the characteris-
tics of thermonuclear processing in the three
environments we have identified: (i) intermediate-
mass stars; (ii) massive stars and type II superno-
vae; and (iii) type Ia supernovae. This will be
followed by a brief discussion of galactic chemical
evolution, which illustrates how the contributions
from each of these environments are first intro-
duced into the interstellar media of galaxies.
Reviews of nucleosynthesis processes include
those by Arnett (1995), Trimble (1975), Truran
(1984), Wallerstein et al. (1997), and Woosley
et al. (2002). An overview of galactic chemical
evolution is presented by Tinsley (1980).

1.2 ABUNDANCES AND
NUCLEOSYNTHESIS

The ultimate goal of nucleosynthesis theory is,
of course, to explain the composition of the
Universe, as reflected, for example, in the stellar
and gas components of galaxies. Significant pro-
gress has been achieved in this regard as a
consequence of a wealth of new information of
cosmic abundances—spectroscopic properties of
stars in our galaxy and of gas clouds and galaxies
at high redshifts—pouring in from new ground-
and space-based observatories. Given that, it
remains true that the most significant clues to
nucleosynthesis are those provided by our detailed
knowledge of the elemental and isotopic composi-
tion of solar system matter. The mass fractions of
the stable isotopes in the solar are displayed in
Figure 1. Key features that reflect the nature of
the nuclear processes by which the heavy elements
are formed include: (i) the large abundances of 12C
and 16O, the main products of stellar helium burn-
ing; (ii) the dominance of the �-particle nuclei
through calcium (20Ne, 24Mg, 28Si, 32S, 36Ar, and
40Ca); (iii) the ‘‘nuclear statistical equilibrium’’
peak at the position of 56Fe; and (iv) the abundance
peaks in the region past iron at the neutron closed
shell positions (zirconium, barium, and lead), con-
firming the occurrence of processes of neutron-
capture synthesis. The solar system abundance
patterns associated specifically with the slow
(s-process) and fast (r-process) processes of
neutron capture synthesis are shown in Figure 2.

It is important here to call attention to the revised
determinations of the oxygen and carbon abun-
dances in the Sun. Allende Prieto et al. (2001)
derived an accurate oxygen abundance for the Sun
of log "ðOÞ ¼ 8:69� 0:05 dex, a value approxi-
mately a factor of 2 below that quoted by Anders
and Grevesse (1989). Subsequently, Allende Prieto
et al. (2002) determined the solar carbon abundance
to be log "ðCÞ ¼ 8:39� 0:04 dex, and the ratio
C=O ¼ 0:5� 0:07. The bottom line here is a reduc-
tion in the abundances of the two most abundant
heavy elements in the Sun, relative to hydrogen and
helium, by a factor �2. The implications of these
results for stellar evolution, nucleosynthesis, the
formation of carbon stars, and galactic chemical
evolution remain to be explored.

Guided by early compilations of the ‘‘cosmic
abundances’’ as reflected in solar system material
(e.g., Suess and Urey, 1956), Burbidge et al. (1957)
and Cameron (1957) identified the nuclear processes
by which element formation occurs in stellar and
supernova environments: (i) hydrogen burning,
which powers stars for �90% of their lifetimes;
(ii) helium burning, which is responsible for the
production of 12C and 16O, the two most abundant
elements heavier than helium; (iii) the �-process,
which we now understand as a combination of
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carbon, neon, and oxygen burning; (iv) the
equilibrium process, by which silicon burning
proceeds to the formation of a nuclear statistical
equilibrium abundance peak centered on mass
A ¼ 56; (v) the slow (s-process) and rapid
(r-process) mechanisms of neutron capture
synthesis of the heaviest elements (A & 60�70);
and (vi) the p-process, a combination of the
�-process and the �-process, which we under-
stand to be responsible for the synthesis of a
number of stable isotopes of nuclei on the pro-
ton-rich side of the valley of beta stability. Our
subsequent discussions will identify the astro-
physical environments in which these diverse
processes are now understood to occur.

1.3 INTERMEDIATE MASS STARS:
EVOLUTION AND
NUCLEOSYNTHESIS

Intermediate-mass red giant stars are under-
stood to be the primary source both of 12C and
of the heavy s-process (slow neutron capture)
elements, as well as a significant source of 14N
and other less abundant CNO isotopes. Their
contributions to galactic nucleosynthesis are

Figure 1 The abundances of the isotopes present in solar system matter are plotted as a function of mass number
A (the solar system abundances for the heavy elements are those compiled by Palme and Jones.

Figure 2 The s-process and r-process abundances in
solar system matter (based upon the work by Käppeler
et al., 1989). Note the distinctive s-process signature at
masses A� 88, 138, and 208 and the corresponding
r-process signatures at A� 130 and 195, all attributable
to closed-shell effects on neutron capture cross-sections.
It is the r-process pattern thus extracted from solar
system abundances that can be compared with the
observed heavy element patterns in extremely metal-
deficient stars (the total solar system abundances for the
heavy elements are those compiled by Anders and
Grevesse, 1989), which are very similar to those from

the compilation of Palme and Jones.
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a consequence of the occurrence of nuclear reac-
tions in helium shell thermal pulses on the AGB,
the subsequent dredge-up of matter into the
hydrogen-rich envelope by convection, and
mass loss. This is a very complicated evolution.
Current stellar models, reviewed by Busso et al.
(1999), allow the formation of low mass
(�1:5M8) carbon stars, which represent the
main source of s-process nuclei. A detailed
review of the nucleosynthesis products (chemical
yields) for low- and intermediate-mass stars is
provided by Marigo (2001).

Red giant stars have played a significant role
in the historical development of nucleosynthesis
theory. While the pivotal role played by nuclear
reactions in stars in providing an energy source
sufficient to power stars like the Sun over bil-
lions of years was established in the late 1930s,
it remained to be demonstrated that nuclear pro-
cesses in stellar interiors might play a role in the
synthesis of heavy nuclei. The recognition that
heavy-element synthesis is an ongoing process in
stellar interiors followed the discovery by Merrill
(1952) of the presence of the element technetium
in red giant stars. Since technetium has no stable
isotopes, and the longest-lived isotope has a half-
life �1=2 �4:6Myr, its presence in red-giant
atmospheres indicates its formation in these
stars. This confirmed that the products of nuclear
reactions operating at high temperatures and den-
sities in the deep interior can be transported by
convection to the outermost regions of the stellar
envelope.

The role of such convective ‘‘dredge-up’’ of mat-
ter in the red-giant phase of evolution of 1�10M8

stars is now understood to be an extremely complex
process (Busso et al., 1999). On the first ascent of
the giant branch (prior to helium ignition), convec-
tion can bring the products of CNO cycle burning
(e.g., 13C, 17O, and 14N) to the surface. A second
dredge-up phase occurs following the termination of
core helium burning. The critical third dredge up,
occurring in the aftermath of thermal pulses in the
helium shells of these AGB stars, is responsible for
the transport of both 12C and s-process nuclei (e.g.,
technetium) to the surface. The subsequent loss of
this enriched envelope matter by winds and plane-
tary nebula formation serves to enrich the
interstellar media of galaxies, from which new
stars are born. A brief review of the mechanisms
of production of 12C and the ‘‘main’’ component of
the s-process of neutron capture nucleosynthesis is
presented in the following sections.

1.3.1 Shell Helium Burning and 12C
Production

Stellar helium burning proceeds by means of the
‘‘triple-alpha’’ reaction in which three 4He nuclei

are converted into 12C, followed by the
12C(�, �)16O reaction, which forms 16O at the
expense of 12C. Core helium burning in massive
stars (M & 10M8) occurs at high temperatures,
which increases the rate of the 12C(�, �)16O reac-
tion and favors the production of oxygen.
Typically, the 16O/12C ratio in the oxygen-rich
mantles of massive stars prior to collapse is a factor
�2–3 higher than the solar values. Massive stars
are thus the major source of oxygen, while low-
and intermediate-mass stars dominate the produc-
tion of carbon.

The advantage of the helium shells of low- and
intermediate-mass stars for 12C production arises
from the fact that, for conditions of incomplete
helium burning, the 12C/16O ratio is high.
Following a thermal pulse in the helium shell,
convective dredge-up of matter from the helium
shell brings helium, s-process elements, and a sig-
nificant mass of 12C to the surface. It is the surface
enrichment associated with this source of 12C that
leads to the condition that the envelope 12C/16O
ratio exceeds 1, such that ‘‘carbon star’’ is born.
Calculations of galactic chemical evolution indi-
cate that this source of carbon is sufficient to
account for the level of 12C in galactic matter.
The levels of production of 14N, 13C, and other
CNO isotopes in this environment are significantly
more difficult to estimate, and thus the correspond-
ing contributions of AGB stars to the galactic
abundances of these isotopes remain uncertain.

1.3.2 s-Process Synthesis in Red Giants

The formation of most of the heavy elements
occurs in one of two processes of neutron capture:
the s-process or the r-process. These two broad
divisions are distinguished on the basis of the rela-
tive lifetimes for neutron captures (�n) and electron
decays (��). The condition that �n > �� , where �� is
a characteristic lifetime for �-unstable nuclei near
the valley of �-stability, ensures that as captures
proceed the neutron-capture path will itself remain
close to the valley of �-stability. This defines the
s-process. In contrast, when �n < �� , it follows that
successive neutron captures will proceed into the
neutron-rich regions off the �-stable valley.
Following the exhaustion of the neutron flux, the
capture products approach the position of the val-
ley of �-stability by �-decay, forming the r-process
nuclei. The s-process and r-process patterns in solar
system matter are those shown in Figure 2.

The environment provided by thermal pulses in
the helium shells of intermediate-mass stars on the
AGB provides conditions consistent with the
synthesis of the bulk of the heavy s-process iso-
topes through bismuth. Neutron captures in AGB
stars are driven by a combination of neutron
sources: the 13C(�, n)16O reaction provides
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the bulk of the neutron budget at low-neutron den-
sities, while the 22Ne(�, n) 25Mg operating at high
temperatures helps to set the timescale for critical
reaction branches. This s-process site (the main
s-process component) is understood to operate in
low-mass AGB stars (M �1�3M8) and to be
responsible for the synthesis of the s-process nuclei
in the mass range A & 90. Calculations reviewed by
Busso et al. (1999) indicate a great sensitivity both
to the characteristics of the 13C ‘‘pocket’’ in which
neutron production occurs and to the initial metalli-
city of the star. In their view, this implies that the solar
system abundances are not the result of a unique
s-process but rather the consequence of a compli-
cated galactic chemical evolutionary history which
witnessed mixing of the products of s-processing in
stars of different metallicity and a range of 13C
pockets. We can hope that observations of the
s-process abundance patterns in stars as a function
of metallicity will ultimately be better able to guide
and to constrain such theoretical models.

1.4 MASSIVE-STAR EVOLUTION
AND NUCLEOSYNTHESIS

Generally speaking, the evolution of a mas-
sive star follows a well-understood path of
contraction to increasing central density and tem-
perature. The contraction is caused by the energy
loss of the star, due to light radiated from the
surface and neutrino losses (see below). The
released potential energy is in part converted
into internal energy of the gas (Virial theorem).
This path of contraction is interrupted by nuclear
fusion—first hydrogen is burned to helium, then
helium to carbon and oxygen. This is followed
by stages of carbon, neon, oxygen, and silicon
burning, until finally a core of iron is produced,
from which no more energy can be extracted by
nuclear burning. The onsets of these burning
phases as the star evolves through the tempera-
ture–density plane are shown in Figure 3, for
stars of masses 15M8 and 25M8. Each fuel
burns first in the center of the star, then in one
or more shells (Figure 4). Most burning stages
proceed convectively: i.e., the energy production
rate by the burning is so large and centrally
concentrated that the energy cannot be trans-
ported by radiation (heat diffusion) alone, and
convective motions dominate the heat transport.
The reason for this is the high-temperature sen-
sitivity of nuclear reaction rates: for hydrogen
burning in massive stars, nuclear energy genera-
tion has a _ T18 dependence, and the dependence
is even stronger for later burning stages. The
important consequence is that, due to the effi-
cient mixing caused by the convection, the entire
unstable region evolves essentially chemically
homogeneously—replenishing the fuel at the

bottom of burning region (central or shell burn-
ing) and depleting the fuel elsewhere in that
region at the same time. As a result, shell burn-
ing of this fuel then commences outside that
region.

Table 1 summarizes the burning stages and
their durations for a 20M8 star. The timescale
for helium burning is �10 times shorter than
that of hydrogen burning, mostly because of the
lower energy release per unit mass. The timescale
of the burning stages and contraction beyond cen-
tral helium burning is greatly reduced by thermal
neutrino losses that carry away energy in situ,
instead of requiring that it be transported to the
stellar surface by diffusion or convection. These
losses increase with temperature (as _ T9

). When
the star has built up a large-enough iron core,
exceeding its effective Chandrasekhar mass (the
maximum mass for which such a core can be
stable), the core collapses to form a neutron star
or a black hole (see Woosley et al. (2002) for a
more extended review). A supernova explosion
may result (e.g., Colgate and White, 1966) that
ejects most of the layers outside the iron core,
including many of the ashes from the preceding
burning phase. However, when the supernova
shock front travels outward, for a brief time peak
temperatures are reached, that exceed the maxi-
mum temperatures that have been reached in each
region in the preceding hydrostatic burning stages
(Table 2). This defines the transient stage of
‘‘explosive nucleosynthesis’’ that is critical to the
formation of an equilibrium peak dominated by
56Ni (Truran et al., 1967).

Figure 3 Evolution of the central temperature and
density in stars of 15M8 and 25M8 from birth as hydro-
gen burning stars until iron core collapse (Table 1). In
general, the trajectories follow a line of � _ T3, but with
some deviation downward (towards higher � at a given T)
due to the decreasing entropy of the core. Nonmonotonic
behavior is observed when nuclear fuels are ignited and
this is exacerbated in the 15M8 model by partial degen-

eracy of the gas (source Woosley et al., 2002).

Massive-star Evolution and Nucleosynthesis 5



Massive stars build up most of the heavy ele-
ments from oxygen through the iron group from the
initial hydrogen and helium of which they are
formed. They also make most of the s-process

heavy elements up to atomic mass numbers 80–90
from initial iron, converting initial carbon, oxygen,
and nitrogen into 22Ne, thus providing a neutron
source for the s-process. Massive stars are probably

Figure 4 Interior structure of a 22M8 star of solar composition as a function of time (logarithm of time till core
collapse) and enclosed mass. Green hatching and red cross hatching indicate convective and semiconvective regions.
Convective regions are typically well mixed and evolve chemically homogeneously. Blue shading indicates energy
generation and pink shading energy loss. Both take into account the sum of nuclear and neutrino loss contributions. The
thick black line at the top indicates the total mass of the star, being reduced by mass loss due to stellar winds. Note that
the mass loss rate actually increases at late times of the stellar evolution. The decreasing slope of the total mass of the

star in the figure is due to the logarithmic scale chosen for the time axis.

Table 1 Hydrostatic nuclear burning stages in massive stars. The table gives burning stages, main and secondary
products (ashes), typical temperatures and burning timescales for a 20M8 star, and the main nuclear reactions. An
ellipsis (� � �) indicates more than one product of the double carbon and double oxygen reactions, and a chain of reactions

leading to the buildup of iron group elements for silicon burning.

Fuel Main products Secondary products T
(109 K)

Duration
(yr)

Main reaction

H He 14N 0.037 8.1�106 4H! 4He (CNO cycle)
He O, C 18O, 22Ne 0.19 1.2�106 34He! 12C

s-Process 12C + 4He! 16O
C Ne, Mg Na 0.87 9.8�102 12C + 12C!� � �
Ne O, Mg Al, P 1.6 0.60 20Ne! 16O + 4He

20Ne + 4He! 24Mg
O Si, S Cl, Ar, 2.0 1.3 16O+ 16O!� � �

K, Ca
Si Fe Ti, V, Cr, 3.3 0.031 28Si! 24Mg+ 4He� � �

Mn, Co, Ni 28Si + 4He! 24Mg� � �

6 Origin of the Elements



also the source of most of the proton-rich isotopes of
atomic mass number greater than 100 (p-process)
and the site of the r-process that is responsible for
many of the neutron-rich isotopes from barium
through uranium and thorium.

1.4.1 Nucleosynthesis in Massive Stars

The most abundant product of the evolution of
massive stars is oxygen, 16O in particular—the
third most abundant isotope in the Universe and
the most abundant ‘‘metal.’’ Massive stars are also
the main source of most heavy elements up to
atomic mass number A� 80, of some of the rare
proton-rich nuclei, and of the r-process nuclei from
barium to uranium. In the following, we will
briefly review the burning stages and nuclear pro-
cesses that characterize the evolution of massive
stars and the resulting core collapse supernovae.

1.4.1.1 Hydrogen burning

The first stage of stellar burning and energy
generation is hydrogen burning, during which
hydrogen is transformed to helium by the so-called
CNO cycle. An initial abundance of carbon, nitro-
gen, and oxygen (of which 16O is the most
abundant) is collected into 14N—the proton capture
on this isotope is the slowest reaction in this cycle.
The total number of CNO isotopes remains
unchanged—they operate only as nuclear catalysts
in the conversion of hydrogen into helium.

1.4.1.2 Helium burning and the s-process

After hydrogen is depleted, the star contracts
towards helium burning. Before helium burning is
ignited, the 14N is converted into 18O by
14N(�, �)18F(�+)18O and then burned to 22Ne by
18O(�, �)22Ne, where � stands for a 4He nucleus
and the bracket notation means that the first particle
is on the ingoing channel and the second on the
outgoing channel. The first stage of helium burning
involves the interaction of three �-particles to form

carbon (4Heð�; �Þ8Be�ð�; �Þ12C; ‘‘3� reaction’’).
As helium becomes depleted, the �-capture on 12C
takes over and produces 16O. Indeed, as helium is
entirely depleted in the central regions of the star,
most of the ashes are 16O, while 12C only com-
prises 10–20%, decreasing with increasing stellar
mass.

Towards the end of the central helium burning
phase, the temperature becomes high enough for
the 22Ne(�, n)25Mg reaction to proceed, which
provides a neutron source for the so-called
‘‘weak’’ component of the s-process. In massive
stars, this process builds up elements of atomic
mass number of up to 80–90, starting with neutron
capture on original 56Fe present in the interstellar
medium from which the star was born. In this
environment, the timescale for neutron capture is
slow compared to the weak (��) decay of radio-
active nuclei produced by the capture. The s-
process path thus proceeds along the neutron-rich
side of the valley of stable nuclei. The main com-
petitor reaction for the neutron source is the
destruction channel for 22Ne that does not produce
neutrons, 22Ne(�,�)26Mg. The main neutron sink
or ‘‘poison’’ for the s-process in this environment is
neutron captures on the progeny of the 22Ne(�, n)
reaction, among which 25Mg is itself a major neu-
tron poison.

1.4.1.3 Hydrogen and helium shell burning

During central helium burning, hydrogen con-
tinues to burn in a shell at the outer edge of the
helium core, leaving the ashes (helium) at the base
of the shell and increasing the size of the helium
core. This growth of the helium core by the con-
tinued addition of fresh helium fuel contributes to
the destruction of carbon at the end of helium
burning.

At the completion of core helium burning,
helium continues to burn in a shell overlying
the helium-free core. It first burns radiatively,
but then becomes convective, especially in more
massive stars. Since helium is not completely

Table 2 Explosive nucleosynthesis in supernovae. Similar to Table 1, but for the explosion of the star. The ‘‘(A, B)’’
notation means ‘‘A’’ is on the ingoing channel and ‘‘B’’ is on the outgoing channel. An ‘‘�’’ is same as 4He, ‘‘�’’ denotes
a photon, i.e., a photodisintegration reaction when on the ingoing channel, ‘‘n’’ is a neutron, �� shows �-decay, and

� indicates neutrino-induced reactions.

Fuel Main products Secondary products T
(109K)

Duration
(s)

Main reaction

‘‘Innermost ejecta’’ r-Process (low Ye) >10 1 (n, �), ��

Si, O 56Ni Iron group >4 0.1 (�, �)
O Si, S Cl, Ar, K, Ca 3–4 1 16O+ 16O
Ne, O O, Mg, Ne Na, Al, P 2–3 5 (�, �)
‘‘Heavy elements’’ p-Process, �-process:

11B, 19F, 138La, 180Ta
2–3 5 (�, n)

5 (�, � 9), (�e, e
�)
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consumed until the death of the star, some
s-processing may start here as well, as a conse-
quence of the higher temperatures characterizing
the shell burning phase. By the time the stable
burning phases of evolution are completed and
the iron core is on the verge of collapse, this
shell consists of a mixture of helium, carbon, and
oxygen, each of which comprises several tens of
percent of the matter.

1.4.1.4 Carbon burning

After a contraction phase of several 104 yr carbon
burning starts in the center. This produces mostly
20Ne(via 12C(12C, �)20Ne), but also some 24Mg(via
12C(12C, �)24Mg) and 23Na(via 12C(12C, p)23Na).
There is also some continuation of the s-process
from ‘‘unburned’’ 22Ne after the end of central
helium burning, operating with neutrons released
during carbon burning via the reaction
12C(12C, n)23Mg.

1.4.1.5 Neon and oxygen burning

Neon burning is induced by photodisintegration
of 20Ne into an �-particle and 16O. The �-particle
is then captured by another 20Ne nucleus to make
24Mg or by 24Mg to make 28Si. Secondary products
include 27Al, 31P, and 32S.

This is closely followed by oxygen burning, for
which the dominant reaction is 16O + 16O. The sig-
nificant products are the �-particle nuclei 28Si, 32S,
36Ar, and 40Ca, together with such isotopes of
odd-Z nuclei such as 35Cl, 37Cl, and 39Cl.

1.4.1.6 Silicon burning

Finally, 28Si (and 32S) is burned in a similar
way as 20Ne: photodisintegration of 28Si and
resulting lighter isotopes accompanies the gra-
dual buildup of iron peak nuclei with higher
binding energies per nucleon. At the same time
weak processes—positron decaying and electron
capture—also become important, producing an
neutron excess and allowing the formation of
nuclei along the valley of stability. The ultimate
result is the formation of an iron ‘‘equilibrium’’
peak of nuclei of maximal nuclear binding ener-
gies, from which no further energy can be
gained by means of nuclear fusion. The extent
in mass of convective central silicon burning is
typically �1:05M8c. Several brief stages of
shell silicon burning follow until the star has
built a core of iron group elements (‘‘iron
core’’) large enough to collapse, typically
1:3M8 to & 2M8. The core had been held up,
in part, by electron degeneracy pressure, but
when their Fermi energy becomes sufficiently
large they can be captured on protons. This

serves both to neutronize the core and to reduce
pressure support, ultimately leading to the col-
lapse of the core to a neutron star or black hole.
It follows that virtually all of the iron-peak
products of this phase of quasi-hydrostatic sili-
con burning do not escape from the star and
thus do not contribute to galactic nucleosynth-
esis. It is the overlying regions of the core that
will generally be ejected.

1.4.1.7 Explosive nucleosynthesis

Following the collapse of the core a supernova
shock front, driven by energy deposition by neu-
trinos from the hot protoneutron star, travels
outwards through the star, setting the stage for a
brief phase of ‘‘explosive nucleosynthesis.’’ In the
inner regions, in silicon- and oxygen-rich layers,
the photodisintegration of silicon into �-particles
and free nucleons is accompanied by the capture of
these particles onto silicon and heavier nuclei,
leading to the formation of a nuclear statistical
equilibrium peak centered on mass A ¼ 56. Since
the material here is characterized by a small excess
of neutrons over protons, it follows that the final
products of these explosive burning episodes must
lie along or very near to the Z=N line. The domi-
nant species in situ therefore include the nuclei
44Ti, 48Cr, 52Fe, 56Ni, and 60Zn. Following decay,
these contribute to the production of the most pro-
ton-rich stable isotopes at these mass numbers:
44Ca, 48Ti, 52Cr, 56Fe, and 60Ni. The neutron
enrichments characteristic of matter of solar com-
position also allow the production of the odd-Z
species 51V (formed as 51Mn), 55Mn (formed as
55Co), and 59Co (formed as 59Cu).

Further out, in the oxygen, neon, and carbon
shells, explosive burning can act to modify
somewhat the abundance patterns resulting from
earlier hydrostatic burning phases. The final
nucleosynthesis products of the evolution of mas-
sive stars and associated type II core collapse
supernovae have been discussed by a number of
authors (Woosley and Weaver, 1995; Thielemann
et al., 1996; Nomoto et al., 1997; Limongi et al.,
2000; Woosley et al., 2002). Most of the ele-
ments and isotopes in the region from 16O to
40Ca are formed in relative proportions consistent
with solar system matter. The same may be said
of the nuclei in the iron-peak region from
approximately 48Ti to 64Zn. A unique signature
of such massive star/type II supernova nucleo-
synthesis, however, is the fact that nuclei in the
16O to 40Ca region are overproduced by a factor
�2–3 with respect to nuclei in the 48Ti to 64Zn
region—relative to solar system abundances. We
will see how this signature, reflected in the com-
positions of the oldest stars in our galaxy,
provides important constraints on models of
galactic chemical evolution.
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1.4.1.8 The p-process

The ‘‘p-process’’ generally serves to include all
possible mechanisms that can contribute to the
formation of proton-rich isotopes of heavy nuclei.
It was previously believed that these nuclei might
be formed by proton captures. We now understand
that, for the conditions that obtain in massive stars
and accompanying supernovae, proton captures are
not sufficient. The two dominant processes making
proton-rich nuclei in massive stars are the
�-process and the �-process.

The �-process involves the photodisintegration
of heavy elements. Obviously, this process is not
very efficient, as the effective ‘‘seed’’ nuclei are the
primordial heavy-element constituents of the star.
Most of the heavy p-elements with atomic mass
number greater than 100 that are produced in mas-
sive stars (see Figure 5) are formed by this
mechanism. It is primarily for this reason
that these proton-rich heavy isotopes are rare in
nature.

The rarest of these proton-rich isotopes have
a different and more exotic sources: the
immense neutrino flux from the forming hot
neutron star can either convert a neutron into a
proton (making, e.g., 138La, 180Ta) or knock out
a nucleon (e.g., 11B, 19F). Since the neutrino
cross-sections are quite small, it is clear that
the ‘‘parent’’ nucleus must have an abundance
that is at least several thousand times greater
than that of the neutrino-produced ‘‘daughter’’
if this process is to contribute significantly to
nucleosynthesis. This is indeed true for the
cases of 11B (parent 12C) and 19F (parent
20Ne). Production of 138La and 180Ta, the two
rarest stable isotopes in the Universe, is pro-
vided by neutrino interactions with 138Ba and
180Hf, respectively.

1.4.1.9 The r-process

It is generally accepted that the r-process synth-
esis of the heavy neutron capture elements in the
mass regime A & 130�140 occurs in an environ-
ment associated with massive stars. This results
from two factors: (i) the two most promising
mechanisms for r-process synthesis—a neutrino
heated ‘‘hot bubble’’ and neutron star mergers—
are both tied to environments associated with core
collapse supernovae; and (ii) observations of old
stars (discussed in Section 1.6) confirm the early
entry of r-process isotopes into galactic matter.

� The r-process model that has received the
greatest study in recent years involves a
high-entropy (neutrino-driven) wind from a
core collapse supernova (Woosley et al.,
1994; Takahashi et al., 1994). The attractive
features of this model include the facts that it
may be a natural consequence of the neutrino

emission that must accompany core collapse
in collapse events, that it would appear to be
quite robust, and that it is indeed associated
with massive stars of short lifetime. Recent
calculations have, however, called attention to
a significant problem associated with this
mechanism: the entropy values predicted by
current type II supernova models are too low
to yield the correct levels of production of
both the lighter and heavier r-process nuclei.

� The conditions estimated to characterize the
decompressed ejecta from neutron star mergers
(Lattimer et al., 1977; Rosswog et al., 1999)
may also be compatible with the production of
an r-process abundance pattern generally con-
sistent with solar system matter. The most
recent numerical study of r-process nucleo-
synthesis in matter ejected in such mergers
(Freiburghaus et al., 1999) show specifically
that the r-process heavy nuclei in the mass
range A & 130�140 are produced in solar pro-
portions. Here again, the association with a
massive star/core collapse super-nova environ-
ment is consistent with the early appearance of
r-process nuclei in the galaxy and the mechan-
ism seems quite robust.

Massive stars may also contribute to the abun-
dances of the lighter r-process isotopes
(A . 130�140). The helium and carbon shells
of massive stars undergoing supernova explo-
sions can give rise to neutron production via
such reactions as 13C(�, n)16O, 18O(�, n)21Ne,
and 22Ne(�, n)25Mg, involving residues of hydro-
static burning phases. Early studies of this
problem (Hillebrandt et al., 1981; Truran et al.,
1978) indicated that these conditions might
allow the production of at least the light
(A . 130�140) r-process isotopes (see also
Truran and Cowan (2000)). A recent analysis of
nucleosynthesis in massive stars by Rauscher
et al. (2002) has, however, found that this yields
only a slight redistribution of heavy-mass nuclei
at the base of the helium shell and no significant
production of r-process nuclei above mass
A= 100. This environment may, nevertheless,
provide a source of r-process-like anomalies in
grains.

1.5 TYPE Ia SUPERNOVAE:
PROGENITORS AND
NUCLEOSYNTHESIS

Two broad classes of supernovae are observed
to occur in the Universe: type I and type II. We
have learned from our discussion in the previous
section that type II (core collapse) supernovae
are products of the evolution of massive
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stars (M & 10M8). Observationally, the critical
distinguishing feature of type I supernovae is
the absence of hydrogen features in their spectra
at maximum light. Theoretical studies focus atten-
tion on models for type I events involving either
exploding white dwarfs (type Ia) or the explo-
sions of massive stars (similar to those discussed
previously) which have, via wind-driven mass
loss or binary effects, shed virtually their entire

hydrogen envelopes prior to (iron) core collapse
(e.g., types Ib and Ic). We are concerned here
with supernovae of type Ia, a subclass of the type
Is, which are understood to be associated with
the explosion of a white dwarf in a close binary
system. The standard model for SNe Ia involves
specifically the growth of a carbon–oxygen white
dwarf to the Chandrasekhar-limit mass in a close
binary system and its subsequent incineration

Figure 5 Production factor in the ejecta of a 15M8 star from Rauscher et al. (2002). The production factor is defined
as the average abundance of the isotope in the stellar ejecta divided by its solar abundance. To guide the eye, we mark
the production factor of 16O by a dashed line and a range of ‘‘acceptable co-production,’’ i.e., within a factor 2 of 16O,
by dotted lines. The absolute value of the production factors does not matter so much, as the ejecta will be diluted with
the interstellar material after the supernova explosion. However, to reproduce a solar abundance pattern for certain
isotopes in massive stars, they should be closely co-produced with the most abundant product of massive stars, 16O.
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(see, e.g., the review of type Ia progenitor models
by Livio, 2000).

The iron-peak nuclei observed in nature had their
origin in supernova explosions. Type II and type Ia
supernovae provide the dominant sites in which this
‘‘explosive nucleosynthesis’’ mechanism is known
to operate. These two supernova sites operate on
distinctively different timescales and eject different
amounts of iron. As we shall see, an understanding
of the detailed nucleosynthesis patterns emerging
from these two classes of events provides important
insights into the star formation histories of galaxies.
Type II (core collapse) supernovae produce both the
intermediate-mass nuclei from oxygen to calcium-
and iron-peak nuclei. Calculations of
charged-particle nucleosynthesis in massive stars
and type II supernovae (Woosley and Weaver,
1995; Thielemann et al., 1996; Nomoto et al.,
1997; Limongi et al., 2000) reveal one particularly
significant distinguishing feature of the emerging
abundance patterns: the elements from oxygen
through calcium (and titanium) are overproduced
relative to iron (peak nuclei) by a factor �2–3.
This means that SNe II produce only �1/3–1/2 of
the iron in galactic matter. (We note that, while all
such models necessarily make use of an artificially
induced shock wave via thermal energy deposition
(Thielemann et al., 1996) or a piston (Woosley and
Weaver, 1995), the general trends obtained from
such nucleosynthesis studies are expected to

be valid.) As we shall see in our discussion of
chemical evolution, these trends are reflected in
the abundance patterns of metal deficient stars in
the halo of our galaxy (Wheeler et al., 1989;
McWilliam, 1997). This leaves to SNe Ia the need
to produce the �1/3–1/2 of the iron-peak nuclei
from titanium to zinc (Ti–V–Cr–Mn–Fe–Co–Ni–
Cu–Zn).

Calculations of explosive nucleosynthesis asso-
ciated with carbon deflagration models for type Ia
events (Thielemann et al., 1986; Iwamoto et al.,
1999; Dominguez et al., 2001) predict that suffi-
cient iron-peak nuclei �(0.6–0.8M8 of 56Fe in the
form of 56Ni) are synthesized to explain both the
powering of the light curves due to the decays of
56Ni and 56Co and the observed mass fraction of
56Fe in galactic matter. Estimates of the timescale
for first entry of the ejecta of SNe Ia into the inter-
stellar medium of our galaxy yield�2� 109 yr. at a
metallicity [Fe/H]��1 (Kobayashi et al., 2000;
Goswami and Prantzos, 2000).

A representative nucleosynthesis calculation
for such a type Ia supernova event is shown in
Figure 6. Note particularly the region of mass
fraction between �0.2M8 and 0.8M8, which is
dominated by the presence of 56Ni, is in nuclear
statistical equilibrium. It is this nickel mass that is
responsible—as a consequence of the decay of
56Ni through 56Co to 56Fe—for the bulk of the
luminosity of type Ia supernovae at maximum

Figure 6 The composition of the core of a type Ia supernova as a function of interior mass. Note the region of
�0.6M8 within which the dominant product is 56Ni (source Timmes et al., 2003).
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light. This is a critical factor in making SNe Ia
the tool of choice for the determination of the
cosmological distance scale—as they are the
brightest stellar objects known. From the
point of view of nucleosynthesis, we then
understand that it is the �0.6M8 of iron-peak
nuclei ejected per event by type Ia supernovae
that represents the bulk of 56Fe in galactic
matter. The remaining mass, which is con-
verted into nuclei from 16O to 40Ca, does not
make a significant contribution to the synthesis
of these elements.

1.6 NUCLEOSYNTHESIS AND GALACTIC
CHEMICAL EVOLUTION

We have concentrated in this review on
three broad categories of stellar and supernova
nucleosynthesis sites: (i) the mass range
1 . M=M8 . 10 of ‘‘intermediate’’-mass stars,
for which substantial element production
occurs during the AGB phase of their evolu-
tion; (ii) the mass range M & 10M8,
corresponding to the massive star progenitors
of type II (‘‘core collapse’’) supernovae; and
(iii) type Ia supernovae, which are understood
to arise as a consequence of the evolution of
intermediate mass stars in close binary
systems.

In the context of models of galactic chemical
evolution, it is extremely important to know as well
the production timescales for each of these sites—
i.e., the effective timescales for the return of a star’s

nucleosynthesis yields to the interstellar gas. The
lifetime of a 10M8 star is �5� 107 yr. We can
thus expect all massive stars M & 10M8 to evolve
on timescales �SNII < 10

8 yr, and to represent the
first sources of heavy-element enrichment of stellar
populations. In contrast, intermediate-mass stars
evolve on timescales �IMS & 108�109 yr. Finally,
the timescale for SNe Ia product enrichment is a
complicated function of the binary history of type
Ia progenitors (see, e.g., Livio, 2000).
Observations and theory suggest a timescale
�SNIa & ð1:5�2Þ � 109 yr.

Many significant features of the evolution of
our galaxy follow from a knowledge of the
nuclear ashes and evolutionary timescales for
the three sites we have surveyed. The primor-
dial composition of the galaxy was that which
it inherited from cosmological nucleosynth-
esis—primarily hydrogen and helium. The
characteristics of the first stellar contributions
to nucleosynthesis, whether associated with
population II or population III, reflect (as
might be expected) the nucleosynthesis pro-
ducts of the evolution of massive stars
(M & 10M8) of short lifetimes (� . 108 yr).
The significant trends in galactic chemical evo-
lution of concern here are those involving the
timing of first entry of the products of the other
two broad classifications of nucleosynthesis
contributors that we have identified: low-mass
stars (s-process) and type Ia supernovae (iron-
peak nuclei).

Spectroscopic abundance studies of the oldest
stars in our galaxy, down to metallicities

Figure 7 Observed evolution of the calcium to iron abundance ratio with metallicity (N : Hartmann and Gehren
(1998); &: Zhao and Magain (1990); �: Gratton and Sneden (1991); $: Edvardsson et al., (1993)).
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[Fe/H]�� 4 to �3, have been reviewed by
Wheeler et al. (1989). Such studies typically
reveal abundance trends which can best be
understood as reflecting the nucleosynthesis
products of the massive stars and associated
type II supernovae that can be expected to
evolve and to enrich the interstellar media of
galaxies on rapid timescales ( . 108 yrÞ. Metal
deficient stars ( –1:5 . ½Fe=H	 . – 3) in our own
galaxy’s halo show two significant variations
with respect to solar abundances: the elements
in the mass range from oxygen to calcium are
overabundant—relative to iron-peak nuclei—by
a factor �2–3, and the abundance pattern in the
heavy element region A & 60�70 closely reflects
the r-process abundance distribution that is char-
acteristic of solar system matter, with no
evidence for an s-process nucleosynthesis con-
tribution. For purposes of illustration, the trends
in [Ca/Fe] as a function of metallicity [Fe/H] are
shown in Figure 7. Note the factor 2–3 over-
abundance of calcium with respect to iron at
metallicities below [Fe/H]��1. We also display
in Figure 8 the detailed agreement of metal-poor
star heavy-element abundance pattern with that of
solar system r-process abundances, for three
metal-poor but r-process-rich stars: CS 22892-
052 (Sneden et al., 2003), HD 115444 (Westin
et al., 2000), and BD+17
3248 (Cowan et al.,
2002). Both of these features are
entirely consistent with nucleosynthesis expecta-
tions for massive stars and associated type II
supernovae.

The signatures of an increasing s-process con-
tamination first appears at an [Fe/H]��2.5 to�2.0.

The evidence for this is provided by an increase in
the ratio of barium (the abundance of which in
galactic matter is dominated by s-process contribu-
tions) to europium (almost exclusively an r-process
product). The ratio [Ba/Eu] is shown in Figure 9 as a
function of [Fe/H] for a large sample of halo and
disk stars. Note that at the lowest metallicities the
[Ba/Eu] ratio clusters around the ‘‘pure’’ r-process
value ([Ba/Eu]r-process��0.9); at a metallicity

Figure 8 The heavy-element abundance patterns for the three stars CS 22892-052, HD 155444, and BD+17
3248 are
compared with the scaled solar system r-process abundance distribution (solid line) (Sneden et al., 2003; Westin et al.,

2000; Cowan et al., 2002). Upper limits are indicated by inverted triangles (source Truran et al., 2003).

Figure 9 The history of the [Ba/Eu] ratio is shown as a
function of metallicity [Fe/H]. This ratio reflects to a
good approximation the ratio of s-process to r-process
elemental abundances, and thus measures the histories of
the contributions from these two nucleosynthesis
processes to galactic matter (*: Burris et al. (2000);
�: Woolf et al. (1995) and Edvardsson et al. (1993);�: Gratton and Sneden (1994); �: McWilliam (1997);

&: Zhao and Magain (1990)).
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[Fe/H]��2.5, the Ba/Eu ratio shows a gradual
increase. In the context of our earlier review of
nucleosynthesis sites, this provides observational
evidence for the first input from AGB stars, on
timescales perhaps approaching �IMS & 109 yr.

In contrast, evidence for entry of the iron-rich
ejecta of SNe Ia is seen first to appear at a metalli-
city [Fe/H]��1.5 to �1.0. This may be seen
reflected in the abundance histories of [Ca/Fe]
with [Fe/H], in Figure 7. This implies
input from supernovae Ia on timescales �SNIa &
ð1�2Þ � 109 yr. It may be of interest that this
seems to appear at approximately the transition
from halo to (thick) disk stars.

These observed abundance histories confirm
theoretical expectations for the nucleosynthesis
contributions from different stellar and supernova
sites and the timescales on which enrichment
occurs. They provide extremely important tests of
numerical simulations and illustrate how the inter-
play of theory and observation can provide
important constraints on the star formation and
nucleosynthesis history of our galaxy.
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2.1 INTRODUCTION

The purpose of this chapter is to explain the
various lines of geochemical evidence relating to
the origin and earliest development of the Earth,
while at the same time clarifying current limitations
on these constraints. The Earth’s origins are to
some extent shrouded in greater uncertainty than
those of Mars or the Moon because, while vastly
more accessible and extensively studied, the geo-
logical record of the first 500Myr is almost entirely
missing. This means that we have to rely heavily on
theoretical modeling and geochemistry to deter-
mine the mechanisms and timescales involved.
Both of these approaches have yielded a series of,
sometimes strikingly different, views about Earth’s
origin and early evolution that have seen signifi-
cant change every few years. There has been a
great deal of discussion and debate in the past few
years in particular, fueled by new kinds of data and
more powerful computational codes.

The major issues to address in discussing the ori-
gin and early development of the Earth are as follows:

(i) What is the theoretical basis for our understand-
ing of the mechanisms by which the Earth accreted?

(ii) What do the isotopic and bulk chemical
compositions of the Earth tell us about the Earth’s
accretion?

(iii) How are the chemical compositions of the
early Earth and the Moon linked? Did the forma-
tion of the Moon affect the Earth’s composition?

(iv) Did magma oceans exist on Earth and how
can we constrain this from geochemistry?

(v) How did the Earth’s core form?
(vi) How did the Earth acquire its atmosphere

and hydrosphere and how have these changed?
(vii) What kind of crust might have formed in

the earliest stages of the Earth’s development?
(viii) How do we think life first developed and

how might geochemical signatures be used in the
future to identify early biological processes?

Although these issues could, in principle, all be
covered in this chapter, some are dealt with in more
detail in other chapters and, therefore, are given
only cursory treatment here. Furthermore, there are
major gaps in our knowledge that render a compre-
hensive overview unworkable. The nature of the
early crust (item (vii)) is poorly constrained,

although some lines of evidence will be mentioned.
The nature of the earliest life forms (item (viii)) is so
loaded with projections into underconstrained
hypothetical environments that not a great deal can
be described as providing a factual basis suitable for
inclusion in a reference volume at this time. Even in
those areas in which geochemical constraints are
more plentiful, it is essential to integrate them with
astronomical observations and dynamic (physical)
models of planetary growth and primary differentia-
tion. In some cases, the various theoretical dynamic
models can be tested with isotopic and geochemical
methods. In other cases, it is the Earth’s composi-
tion itself that has been used to erect specific
accretion paradigms. Therefore, much of this back-
ground is provided in this chapter.

All these models and interpretations of geo-
chemical data involve some level of assumption
in scaling the results to the big picture of the
Earth. Without this, one cannot erect useful con-
cepts that address the above issues. It is one of the
main goals of this chapter to explain what these
underlying assumptions are. As a consequence, this
chapter focuses on the range of interpretations and
uncertainties, leaving many issues ‘‘open.’’ The
chapter finishes by indicating where the main
sources of uncertainty remain and what might be
done about these in the future.

2.2 OBSERVATIONAL EVIDENCE
AND THEORETICAL CONSTRAINTS
PERTAINING TO THE NEBULAR
ENVIRONMENT FROM WHICH
EARTH ORIGINATED

2.2.1 Introduction

The starting place for all accretion modeling is
the circumstellar disk of gas and dust that formed
during the collapse of the solar nebula. It has been
theorized for a long time that a disk of rotating
circumstellar material will form as a normal con-
sequence of transferring angular momentum during
cloud collapse and star formation. Such disks now
are plainly visible around young stars in the Orion
nebula, thanks to the Hubble Space Telescope
(McCaughrean and O’Dell, 1996). However,
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circumstellar disks became clearly detectable
before this by using ground-based interferometry.
If the light of the star is canceled out, excess infra-
red can be seen being emitted from the dust around
the disk. This probably is caused by radiation from
the star itself heating the disk.

Most astronomers consider nebular timescales to
be of the order of a few million years (Podosek and
Cassen, 1994). However, this is poorly constrained
because unlike dust, gas is very difficult to detect
around other stars. It may be acceptable to assume
that gas and dust stay together for a portion of
nebular history. However, the dust in some of these
disks is assumed to be the secondary product of
planetary accretion. Colliding planetesimals and pla-
nets are predicted to form at an early stage,
embedded in the midplane of such optically thick
disks (Wetherill and Stewart, 1993;Weidenschilling,
2000). The age of Beta Pictoris (Artymowicz, 1997;
Vidal-Madjar et al., 1998) is rather unclear but it is
probably more than �20Myr old (Hartmann, 2000)
and the dust in this case probably is secondary,
produced as a consequence of collisions. Some
disks around younger (<10Myr) stars like HR
4796A appear to show evidence of large inner
regions entirely swept clear of dust. It has been
proposed that in these regions the dust already may
be incorporated into planetary objects (Schneider
et al., 1999). The Earth probably formed by aggre-
gating planetesimals and small planets that had
formed in the midplane within such a dusty disk.

2.2.2 Nebular Gases and Earth-like versus
Jupiter-like Planets

What features of Earth’s composition provide
information on this early circumstellar disk of dust
that formed after the collapse of the solar nebula?
The first and foremost feature of the Earth that
relates to its composition and accretion is its size
and density. Without any other information, this
immediately raises questions about how Earth
could have formed from the same disk as Jupiter
and Saturn. The uncompressed density of the terres-
trial planets is far higher than that of the outer gas
and ice giant planets. The four most abundant ele-
ments making up �90% of the Earth are oxygen,
magnesium, silicon, and iron. Any model of the
Earth’s accretion has to account for this. The general
explanation is that most of the growth of terrestrial
planets postdated the loss of nebular gases from the
disk. However, this is far from certain. Some solar-
like noble gases were trapped in the Earth and
although other explanations are considered
(Trieloff et al., 2000; Podosek et al., 2003), the one
that is most widely accepted is that the nebula was
still present at the time of Earth’s accretion (Harper
and Jacobsen, 1996a). How much nebular gas was
originally present is unclear. There is xenon-isotopic

evidence that the vast majority (>99%) of Earth’s
noble gases were lost subsequently (Ozima and
Podosekm, 1999; Porcelli and Pepin, 2000). A
detailed discussion of this is provided in Chapter 6.
The dynamics and timescales for accretion will be
very different in the presence or absence of nebular
gas. In fact, one needs to consider the possibility that
even Jupiter-sized gas giant planets may have
formed in the terrestrial planet-forming region and
were subsequently lost by being ejected from the
solar system or by migrating into the Sun (Lin et al.,
1996). More than half the extrasolar planets detected
are within the terrestrial planet-forming region of
their stars, and these all are, broadly speaking,
Jupiter-sized objects (Mayor and Queloz, 1995;
Boss, 1998; Lissauer, 1999). There is, of course, a
strong observational bias: we are unable to detect
Earth-sized planets, which are not massive enough
to induce a periodicity in the observed Doppler
movement of the associated star or large enough to
significantly occult the associated star (Boss, 1998;
Seager, 2003).

For many years, it had been assumed that gas
dissipation is a predictable response to radiative
effects from an energetic young Sun. For example,
it was theorized that the solar wind would have been
�100 times stronger than today and this, together
with powerful ultraviolet radiation and magnetic
fields, would have driven gases away from the
disk (e.g., Hayashi et al., 1985). However, we now
view disks more as dynamic ‘‘conveyor belts’’ that
transport mass into the star. The radiative effects on
the materials that form the terrestrial planets may in
fact be smaller than previously considered. Far from
being ‘‘blown off’’ or ‘‘dissipated,’’ the gas may well
have been lost largely by being swept into the Sun or
incorporated into planetary objects—some of which
were themselves consumed by the Sun or ejected
(Murray et al., 1998; Murray and Chaboyer, 2001).
Regardless of how the solar nebula was lost, its
former presence, its mass, and the timing of
Earth’s accretion relative to that of gas loss from
the disk will have a profound effect on the rate of
accretion, as well as the composition and physical
environment of the early Earth.

2.2.3 Depletion in Moderately Volatile
Elements

Not only is there a shortage of nebular gas in the
Earth and terrestrial planets today but the moder-
ately volatile elements also are depleted (Figure 1)
(Gast, 1960;Wasserburg et al., 1964; Cassen, 1996).
As can be seen from Figure 2, the depletion in the
moderately volatile alkali elements, potassium and
rubidium in particular, is far greater than that found
in any class of chondritic meteorites (Taylor and
Norman, 1990; Humayun and Clayton, 1995;
Halliday and Porcelli, 2001; Drake and Righter,
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2002). The traditional explanation is that the inner
‘‘terrestrial’’ planets accreted where it was hotter,
within the so-called ‘‘ice line’’ (Cassen, 1996;
Humayun and Cassen, 2000). For several reasons,
it has long been assumed that the solar nebula in the
terrestrial planet-forming region started as a very hot,
well-mixed gas fromwhich all of the solid and liquid
Earth materials condensed. The geochemistry litera-
ture contains many references to this hot nebula, as
well to major T-Tauri heating events that may have
further depleted the inner solar system in moderately
volatile elements (e.g., Lugmair and Galer, 1992).
Some nebula models predict early temperatures that
were sufficiently high to prevent condensation of
moderately volatile elements (Humayun and

Cassen, 2000), which somehow were lost subse-
quently. To what extent these volatile elements
condensed on grains that are now in the outer solar
system and may be represented by interplanetary
dust particles (Jessberger et al., 1992) is unclear.

Nowadays, inner solar system models are
undergoing major rethinking because of new
observations of stars, theoretical models, and data
from meteorites. It is important to keep track of the
models and observational evidence on stars and
disks as this continuously changes with greater
resolution and detectability. The new data provide
important insights into how our solar system may
have developed. As of early 2000s, the linkage
between temperature in the disk and accretion
dynamics is anything but clear. There is no ques-
tion that transient heating was important on some
scale. But a large-scale hot nebula now is more
difficult to accommodate. The depletion in volatile
elements in the Earth is probably the result of
several different processes and the latest astronom-
ical evidence for these is summarized below. To
understand these processes one has to have some
idea of how solar mass stars and their disks are
thought to ‘‘work.’’

2.2.4 Solar Mass Stars and Heating of the
Inner Disk

Solar mass stars are thought to accrete rapidly.
The pre-main-sequence solar mass protostar prob-
ably forms from collapse of a portion of a molecular
cloud onto a ‘‘cloud core’’ in something like 105 yr
(Hartmann, 2000). Strong outflows and jets are
sometimes observable. Within a few hundred thou-
sand years such protostars have developed into
class I young stellar objects, as can be seen in the
Orion nebula. These objects already have disks and
are called proplyds. Remaining material from the
cloud will accrete onto both the disk and onto the
star itself. The disk also accretes onto the star and,
as it does so, astronomers can track the accretion
rate from the radiation produced at the innermost
margin of the disk. In general terms, the accretion
rate shows a very rough decrease with age of the
star. From this, it can be shown that the mass of
material being accreted from the disk onto the star is
about the same as the minimum mass solar nebula
estimated for our solar system (Hartmann, 2000).

This ‘‘minimum mass solar nebula’’ is defined
to be the minimum amount of hydrogen–helium
gas with dust, in bulk solar system proportions,
that is needed in order to form our solar system’s
planets (Hoyle, 1960; Weidenschilling, 1977a). It
is calculated by summing the assumed amount of
metal (in the astronomical sense, i.e., elements
heavier than hydrogen and helium) in all planets
and adding enough hydrogen and helium to bring
it up to solar composition. Usually, a value of

Figure 1 The estimated composition of the silicate
portion of the Earth as a function of condensation
temperature normalized to CI values in Anders and
Grevesse (1989). Open circles: lithophile elements;
shaded squares: chalcophile elements; shaded triangles:
moderately siderophile elements; solid diamonds: highly
siderophile elements. The spread in concentration for a
given temperature is thought to be due to core formation.
The highly siderophile element abundances may reflect a
volatile depleted late veneer. Condensation temperatures

are from Newsom (1995).

Figure 2 Comparison between the K/U and Rb/Sr ratios
of the silicate Earth compared with other solar system
objects. ADOR: Angra dos Reis; HED: howardite–
eucrite–diogenite parent body; BSE: bulk silicate Earth;
CI, CM, CV, CO, H, L, and LL are all classes of

chondrites (source Halliday and Porcelli, 2001).
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0.01 solar masses is taken to be the ‘‘minimum
mass’’ (Boss, 1990). The strongest constraint on
the value is the abundance of heavy elements in
Jupiter and Saturn. This is at least partially inde-
pendent of the uncertainty of whether these
elements are hosted in planetary cores. Such esti-
mates for the minimum mass solar nebula indicate
that the disk was at least a factor of 10 more
massive than the total mass of the current planets.
However, the mass may have been much higher
and because of this the loss of metals during the
planet-forming process sometimes is factored in.
There certainly is no doubt that some solids were
consumed by the protosun or ejected into inter-
stellar space. This may well have included entire
planets. Therefore, a range of estimates for the
minimum mass of 0.01–0.1 solar masses can be
found. The range reflects uncertainties that can
include the bulk compositions of the gas and ice
giant planets (Boss, 2002), and the amount of
mass loss from, for example, the asteroid belt
(Chambers and Wetherill, 2001).

Some very young stars show enormous rapid
changes in luminosity with time. These are called
FU Orionis objects. They are young Sun-like stars
that probably are temporarily accreting material at
rapid rates from their surrounding disks of gas and
dust; they might be consuming planets, for exam-
ple (Murray and Chaboyer, 2001). Over a year to a
decade, they brighten by a hundred times, then stay
bright for a century or so before fading again
(Hartmann and Kenyon, 1996). A protostar may
go through this sequence many times before the
accretion disk and surrounding cloud are dispersed.
Radiation from the star on to the disk during this
intense stage of activity could be partially respon-
sible for volatile depletions in the inner solar
system (Bell et al., 2000), but the relative impor-
tance of this versus other heating processes has not
been evaluated. Nor is it known if our Sun experi-
enced such dramatic behavior.

T-Tauri stars also are pre-main-sequence stars.
They are a few times 105 yr to a fewmillion years in
age and the T-Tauri effect appears to develop after
the stages described above. They have many of the
characteristics of our Sun but are much brighter.
Some have outflows and produce strong stellar
winds. Many have disks. The T-Tauri effect itself
is poorly understood. It has long been argued that
this is an early phase of heating of the inner portions
of the disk. However, such disks are generally
thought to have inclined surfaces that dip in toward
the star (Chiang and Goldreich, 1997, 1999). It is
these surfaces that receive direct radiation from the
star and produce the infrared excess observed from
the dust. The T-Tauri stage may last a few million
years. Because it heats the disk surface it may not
have any great effect on the composition of the gas
and dust in the accretionary midplane of the disk,
where planetesimal accretion is dominant.

Heating of inner solar system material in the
midplane of the disk will be produced from com-
pressional effects. The thermal effects can be
calculated for material in the disk being swept
into an increasingly dense region during migration
toward the Sun during the early stages of disk
development. Boss (1990) included compressional
heating and grain opacity in his modeling and
showed that temperatures in excess of 1,500 K
could be expected in the terrestrial planet-forming
region. The main heating takes place at the mid-
plane, because that is where most of the mass is
concentrated. The surface of the disk is much
cooler. More recent modeling includes the
detailed studies by Nelson et al. (1998, 2000),
which provide a very similar overall picture. Of
course, if the material is being swept into the Sun,
one has to ask how much of the gas and dust
would be retained from this portion of the disk.
This process would certainly be very early. The
timescales for subsequent cooling at 1AU would
have been very short (105 yr). Boss (1990),
Cassen (2001), and Chiang et al. (2001) have
independently modeled the thermal evolution of
such a disk and conclude that in the midplane,
where planetesimals are likely to accrete, tem-
peratures will drop rapidly. Even at 1AU,
temperatures will be �300 K after only 105 yr
(Chiang et al., 2001). Most of the dust settles to
the midplane and accretes to form planetesimals
over these same short timescales (Hayashi et al.,
1985; Lissauer, 1987; Weidenschilling, 2000); the
major portion of the solid material may not be
heated externally strongly after 105 yr.

Pre-main-sequence solar mass stars can be
vastly (104 times) more energetic in terms of
X-ray emissions from solar flare activity in their
earliest stages compared with the most energetic
flare activity of the present Sun (Feigelson et al.,
2002a). With careful sampling of large popula-
tions of young solar mass stars in the Orion
nebula it appears that this is the normal behavior
of stars like our Sun. This energetic solar flare
activity is very important in the first million years
or so, then decreases (Feigelson et al., 2002a).
From this it has been concluded that the early Sun
had a 105-fold enhancement in energetic protons
which may have contributed to short-lived
nuclides (Lee et al., 1998; McKeegan et al.,
2000; Gounelle et al., 2001; Feigelson et al.,
2002b; Leya et al., 2003).

Outflows, jets, and X-winds may produce a flux
of material that is scattered across the disk from the
star itself or the inner regions of the disk (Shu et al.,
1997). The region between the outflows and jets
and the disk may be subject to strong magnetic
fields that focus the flow of incoming material
from the disk as it is being accreted onto the star
and then project it back across the disk. These
‘‘X-winds’’ then produce a conveyor belt that
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cycle material through a zone where it is vaporized
before being condensed and dispersed as grains of
high-temperature condensates across the disk. If
material from areas close to the Sun is scattered
across the disk as proposed by Shu et al. (1997) it
could provide a source for early heated and volatile
depleted objects such as calcium-, aluminum-rich
refractory inclusions (CAIs) and chondrules, as
well as short-lived nuclides, regardless of any
direct heating of the disk at 1AU.

Therefore, from all of the recent examples of
modeling and observations of circumstellar disks a
number of mechanisms can be considered that
might contribute to very early heating and deple-
tion of moderately volatile elements at 1 AU.
However, some of these are localized processes
and the timescales for heating are expected to be
short in the midplane.

It is unclear to what extent one can relate the
geochemical evidence of extreme volatile depletion
in the inner solar system (Figure 2) to these observa-
tions of processes active in other disks. It has been
argued that the condensation of iron grains would act
as a thermostat, controlling temperatures and eve-
ning out gradients within the inner regions of the
solar nebula (Wood and Morfill, 1988; Boss, 1990;
Wood, 2000). Yet the depletion in moderately vola-
tile elements between different planetary objects is
highly variable and does not even vary systemati-
cally with heliocentric distance (Palme, 2000). The
most striking example of this is the Earth and Moon,
which have very different budgets of moderately
volatile elements. Yet they are at the same helio-
centric distance and appear to have originated from
an identical mix of solar system materials as judged
from their oxygen isotopic composition (Figure 3)
(Clayton and Mayeda, 1975; Wiechert et al., 2001).

Oxygen isotopic compositions are highly
heterogeneous among inner solar system objects
(Clayton et al., 1973; Clayton, 1986, 1993).
Therefore, the close agreement in oxygen isotopic
composition between the Earth and Moon
(Clayton and Mayeda, 1975), recently demon-
strated to persist to extremely high precision
(Figure 3), is a striking finding that provides
good evidence that the Earth and Moon were
formed from material of similar origin and pre-
sumably similar composition (Wiechert et al.,
2001). The very fact that chondritic materials are
not as heavily depleted in moderately volatile
elements as the Earth and Moon provides evi-
dence that other mechanisms of volatile loss
must exist. Even the enstatite chondrites, with
exactly the same oxygen isotopic composition as
the Earth and Moon, are not as depleted in mod-
erately volatile alkali elements (Newsom, 1995).
The geochemical constraints on the origins of the
components that formed the Earth are discussed
below. But first it is necessary to review some of
the history of the theories about how the Earth’s
chemical constituents were first incorporated into
planetary building material.

2.2.5 The ‘‘Hot Nebula’’ Model

The current picture of the early solar system
outlined above, with a dynamic dusty disk, enor-
mous gradients in temperature, and a rapidly
cooling midplane, is different from that prevalent
in geochemistry literature 30 yr ago. The chemical
condensation sequences modeled thermodynami-
cally for a nebular gas cooling slowly and
perhaps statically from 2,000 K were long consid-
ered a starting point for understanding the basic
chemistry of the material accreting in the inner
solar system (Grossman and Larimer, 1974).
These traditional standard hot solar nebula models
assumed that practically speaking all of the mate-
rial in the terrestrial planet-forming region resulted
from gradual condensation of such a nebular gas.
Because so many of the concepts in the cosmo-
chemistry literature relate to this hot nebula model,
it is important to go through the implications of the
newer ways of thinking about accretion of chemi-
cal components in order to better understand how
the Earth was built.

Here are some of the lines of evidence pre-
viously used to support the theory of a large-scale
hot nebula that now are being reconsidered.

(i) The isotopic compositions of a wide range
of elements have long been known to be broadly
similar in meteorites thought to come from Mars
and the asteroid belt on the one hand and the
Earth and Moon on the other. Given that stars
produce huge degrees of isotopic heterogeneity it
was assumed that the best way to achieve this

Figure 3 The oxygen isotopic compositions of the
Earth and Moon are identical to extremely high
precision and well resolved from the compositions of
meteorites thought to come from Mars and Asteroid 4

Vesta (sources Wiechert et al., 2001, 2003).
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homogenization was via a well-mixed gas
from which all solids and liquids condensed
(Suess, 1965; Reynolds, 1967). However, we
know now that chondrites contain presolar grains
that cannot have undergone the heating experienced
by some of the other components in these meteor-
ites, namely CAIs and chondrules. Presolar grains
are unstable in a silicate matrix above a few hundred
degrees Celsius (e.g., Mendybaev et al., 2002). The
ubiquitous former presence of presolar grains
(Huss, 1997; Huss and Lewis, 1995; Nittler, 2003;
Nittler et al., 1994) provides unequivocal evidence
of dust that has been physically admixed after the
formation of the other components (CAIs and
chondrules). It is this well-mixed cold dust that
forms the starting point for the accretion of chon-
drite parent bodies, and probably the planets.

(ii) The models of Cameron (1978) using a 1
solar mass disk produced extremely high tempera-
tures (T > 2,000 K) throughout most of the nebular
disk. Such models fueled the hot nebula model but
have been abandoned in favor of minimum mass
nebula models. Some such viscous accretion disk
models produced very low temperatures at 1AU
because these did not include compressional heat-
ing. However, Boss (1990) provided the first
comprehensive thermal model including compres-
sional heating and grain opacity, and this model
does produce temperatures in excess of 1,500 K in
the terrestrial planet region.

(iii) CAIs were found to have the composition
of objects that condensed at high temperatures
from a gas of solar composition (Grossman,
1972; Grossman and Larimer, 1974). Their old
age confirmed that they were the earliest objects
to form in the solar system (Göpel et al., 1991,
1994; Amelin et al., 2002). Although most CAIs
have bulk compositions broadly consistent with
high-temperature condensation (Wänke et al.,
1974), nearly all of them have been melted and
recrystallized, destroying any textural record of
condensation. It now appears that they condensed
and then were reheated and possibly partially eva-
porated, all within a short time. It is suspected by
some that these objects condensed at very high
temperatures close to the Sun and that they were
scattered across the disk to be admixed with other
components (Gounelle et al., 2001; Shu et al.,
1997). This is far from certain and some ‘‘FUN’’
CAIs have isotopic compositions that cannot be
easily reconciled with such a model (MacPherson
et al., 1988). However, the important point is that
their old age and refractory nature can be
explained in ways other than just with a large-
scale hot solar nebula.

(iv) The overall composition of the Earth is
volatile-element depleted and this depletion is
broadly consistent with that predicted from con-
densation theory (Cassen, 1996; Humayun and
Cassen, 2000; Allègre et al., 2001). However,

this agreement has rather little genetic signifi-
cance. Why should chondrites be less depleted
in volatiles like potassium and rubidium than the
terrestrial planets and asteroids (Figure 2) if this
is a nebular phenomenon? One explanation is
that the chondrites accreted at 2–3 AU, where
Boss (1990) shows that the nebula was cooler
(<1,000 K). However, this provides no explana-
tion for the extreme depletion in alkalis in
eucrites and the Moon. The latter could be
related to impact-induced losses (Halliday and
Porcelli, 2001) but then the question arises as to
whether the Earth’s depletion in alkalis also
relates to this in part. There is as yet no basis
for distinguishing the volatile depletion that
might be produced in planetary collisions
(O’Neill, 1991a,b; Halliday and Porcelli, 2001)
from that predicted to occur as a result of
incomplete condensation of nebular gas.

(v) Strontium isotope differences between early
very rubidium-depleted objects and planetesimals
such as CAIs, eucrites and angrites have long been
thought to provide evidence that they must have
been created within a high-Rb/Sr environment such
as the solar nebula but at a temperature above the
condensation of rubidium (Gray et al., 1973;
Wasserburg et al., 1977b; Lugmair and Galer,
1992; Podosek et al., 1991). The timescales over
which the solar nebula has to be maintained above
the condensation temperature of rubidium for this
to work are a few million years. However, there is
growing evidence that both cooling of the inner
nebula and planetesimal growth may be very fast.
Excluding the thermal effects from dense planetary
atmospheres and the effects of planetary collisions,
the timescale for major direct heating of the inner
disk itself may be rather short (105 yr), but this
view could change again with new observational
data.

2.2.6 The ‘‘Hot Nebula’’ Model
and Heterogeneous Accretion

It was at one time thought that even the terres-
trial planets themselves formed directly by
condensation from a hot solar nebula. This led to
a class of models called heterogeneous accretion
models, in which the composition of the material
accreting to form the Earth changed with time as the
nebula cooled. Eucken (1944) proposed such a
heterogeneous accretion model in which early con-
densed metal formed a core to the Earth around
which silicate accreted after condensation at lower
temperatures. In this context the silicate-depleted,
iron-enriched nature of Mercury makes sense as a
body that accreted in an area of the solar nebula that
was kept too hot to condense the same proportion of
silicate as is found in the Earth (Lewis, 1972;
Grossman and Larimer, 1974). Conversely, the
lower density of Mars could partly reflect collection
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of an excess of silicate in cooler reaches of the inner
solar nebula. So the concept of heliocentric ‘‘feed-
ing zones’’ for accretion fitted this nicely. The
discovery that iron metal condenses at a lower
temperature than some refractory silicates made
these models harder to sustain (Levin 1972).
Nevertheless, a series of models involving pro-
gressive heterogeneous accretion at successively
lower condensation temperatures were developed
for the Earth (e.g., Turekian and Clark, 1969;
Smith, 1977, 1980).

These models ‘‘produced’’ a zoned Earth with an
early metallic core surrounded by silicate, without
the need for a separate later stage of core formation.
The application of condensation theory to the strik-
ing variations in the densities and compositions of
the terrestrial planets, and how metal and silicate
form in distinct reservoirs has been seen as proble-
matic for some time. Heterogeneous accretion
models require fast accretion and core formation if
these processes reflect condensation in the nebula
and such timescales can be tested with isotopic
systems. The timescales for planetary accretion
now are known to be far too long for an origin by
partial condensation from a hot nebular gas.
Nevertheless, heterogeneous accretion models
have become embedded in the textbooks in Earth
sciences (e.g., Brown and Mussett, 1981) and
astronomy (e.g., Seeds, 1996).

An important development stemming from het-
erogeneous accretion models is that they
introduced the concept that the Earth was built
from more than one component and that these
may have been accreted in separate stages. This
provided an apparent answer to the problem of
how to build a planet with a reduced metallic
core and an oxidized silicate mantle. However,
heterogeneous accretion is hard to reconcile with
modern models for the protracted dynamics of
terrestrial planet accretion compared with the
shortness of nebular timescales. Therefore, they
have been abandoned by most scientists and are
barely mentioned in modern geochemistry litera-
ture any more.

2.3 THE DYNAMICS OF ACCRETION
OF THE EARTH

2.3.1 Introduction

Qualitatively speaking, all accretion involves
several stages, although the relative importance
must differ between planets and some mechan-
isms are only likely to work under certain
conditions that currently are underconstrained.
Although the exact mechanisms of accretion of
the gas and ice giant planets are poorly under-
stood (Boss, 2002), all such objects need to
accrete very rapidly in order to trap large volumes

of gas before dissipation of the solar nebula.
Probably this requires timescales of <107 yr
(Podosek and Cassen, 1994). In contrast, the most
widely accepted dynamic models advocated for the
formation of the terrestrial planets (Wetherill, 1986),
involve protracted timescales �107–108 yr.
Application of these same models to the outer pla-
nets would mean even longer timescales. In fact,
some of the outermost planets would not have yet
formed. Therefore, the bimodal distribution of pla-
netary density and its striking spatial distribution
appear to require different accretion mechanisms in
these two portions of the solar system. However,
one simply cannot divide the accretion dynamics
into two zones. A range of rate-limiting processes
probably controlled accretion of both the terrestrial
and Jovian planets and the debates about which of
these processes may have been common to both is
far from resolved. There almost certainly was some
level of commonality.

2.3.2 Starting Accretion: Settling
and Sticking of Dust at 1AU

In most models of accretion at 1AU, the
primary process being studied is the advanced
stage of gravitationally driven accretion.
However, one first has to consider how accretion
got started and in many respects this is far more
problematic. Having established that the disk was
originally dominated by gas and dust, it must be
possible to get these materials to combine and
form larger objects on a scale where gravity can
play a major role. The starting point is gravita-
tional settling toward the midplane. The dust and
grains literally will ‘‘rain’’ into the midplane. The
timescales proposed for achieving an elevated
concentration of dust in the midplane of the
disk are rapid, �103 yr (Hayashi et al., 1985;
Weidenschilling, 2000). Therefore, within a very
short time the disk will form a concentrated mid-
plane from which the growth of the planets
ultimately must be fed.

Laboratory experiments on sticking of dust
have been reviewed by Blum (2000), who con-
cluded that sticking microscopic grains together
with static and Van der Waals forces to build
millimeter-sized compact objects was entirely
feasible. However, building larger objects (fist-
to football-pitch-sized) is vastly more proble-
matic. Yet it is only when the objects are
roughly kilometer-sized that gravity plays a
major role. Benz (2000) has reviewed the
dynamics of accretion of the larger of such
intermediate-sized objects. The accretion of
smaller objects is unresolved.

One possibility is that there was a ‘‘glue’’ that
made objects stick together. Beyond the ice line,
this may indeed have been relatively easy. But in
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the terrestrial planet-forming region in which
early nebular temperatures were >1,000 K such a
cement would have been lacking in the earliest
stages. Of course, it already has been pointed out
that cooling probably was fast at 1AU. However,
even this may not help. The baseline temperature in
the solar system was then, and is now, above
160K (the condensation temperature of water
ice), so that no matter how rapid the cooling
rate, the temperature would not have fallen suffi-
ciently. The ‘‘stickiness’’ required rather may
have been provided by carbonaceous coatings
on silicate grains which might be stable at tem-
peratures of >500 K (Weidenschilling, 2000).
Waiting for the inner solar nebula to cool before
accretion proceeds may not provide an explana-
tion, anyway, because dynamic simulations
provide evidence that these processes must be
completed extremely quickly. The early Sun
was fed with material from the disk and
Weidenschilling (1977b, 2000) has argued that
unless the dust and small debris are incorporated
into much larger objects very quickly (in periods
of less than �105 yr), they will be swept into the
Sun. Using a relatively large disk, Cuzzi et al.
(2003) propose a mechanism for keeping a small
fraction of smaller CAIs and fine debris in the
terrestrial planet-forming region for a few million
years. Most of the dust is lost. Another way of
keeping the solids dust from migrating would
have been the formation of gaps in the disk,
preventing transfer to the Sun. The most obvious
way of making gaps in the disk is by planet
formation. So there is a ‘‘chicken and egg pro-
blem.’’ Planets cannot form without gaps. Gaps
cannot form without planets. This is a fundamen-
tal unsolved problem of terrestrial planetary
accretion dynamics that probably deserves far
more attention than has been given so far.
Some, as yet uncertain, mechanism must exist
for sticking small bodies together at 1 AU.

2.3.3 Starting Accretion: Migration

One mechanism to consider might be planetary
migration (Lin et al., 1996; Murray et al., 1998).
Observations of extrasolar planets provide strong
evidence that planets migrate after their formation
(Lin et al., 1996). Resonances are observed in
extrasolar planetary systems possessing multiple
Jupiter-like planets. These resonances can only be
explained if the planets migrated after their forma-
tion (Murray et al., 1998). Two kinds of models can
be considered.

(i) If accretion could not have started in the
inner solar system, it might be that early icy and
gas rich planets formed in the outer solar system
and then migrated in toward the Sun where they
opened up gaps in the disk prior to being lost into

the Sun. They then left isolated zones of material
that had time to accrete into planetesimals and
planets.

(ii) Another model to consider is that the terres-
trial planets themselves first started forming early
in the icy outer solar system and migrated in toward
the Sun, where gaps opened in the disk and pre-
vented further migration. There certainly is
evidence from noble gases that Earth acquired
volatile components from the solar nebula and
this might be a good way to accomplish this.

Both of these models have difficulties, because
of the evidence against migration in the inner solar
system. First, it is hard to see why the migrating
planets in model (i) would not accrete most of the
material in the terrestrial planet-forming region,
leaving nothing for subsequent formation of the
terrestrial planets themselves. Therefore, the very
existence of the terrestrial planets would imply that
such migration did not happen. Furthermore, there
is evidence against migration in general in the inner
solar system, as follows. We know that Jupiter had
to form fast (<10Myr) in order to accrete sufficient
nebular gas. Formation of Jupiter is thought to have
had a big effect (Wetherill, 1992) causing the loss
of >99% of the material from the asteroid belt
(Chambers and Wetherill, 2001). Therefore, there
are good reasons for believing that the relative
positions of Jupiter and the asteroid belt have
been maintained in some approximate sense at
least since the earliest history of the solar system.
Strong supporting evidence against inner solar sys-
tem migration comes from the fact that the asteroid
belt is zoned today (Gaffey, 1990; Taylor, 1992).
26Al heating is a likely cause of this (Grimm and
McSween, 1993; Ghosh and McSween, 1999).
However, whatever the reason it must be an early
feature, which cannot have been preserved if
migration were important.

Therefore, large-scale migration from the outer
solar system is not a good mechanism for initiating
accretion in the terrestrial planet-forming region
unless it predates formation of asteroid belt objects
or the entire solar system has migrated relative to
the Sun. The outer solar system provides some
evidence of ejection of material and migration but
the inner solar system appears to retain much of its
original ‘‘structure.’’

2.3.4 Starting Accretion: Gravitational
Instabilities

Sticking together of dust and small grains might
be aided by differences between gas and dust velo-
cities in the circumstellar disk (Weidenschilling,
2000). However, the differential velocities of the
grains are calculated to be huge and nobody has
been able to simulate this adequately. An early solu-
tion that was proposed by Goldreich and Ward
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(1973) is that gravitational instabilities built up in
the disk. This means that sections of the swirling
disk built up sufficient mass to establish an overall
gravitational field that prevented the dust and gas in
that region from moving away. With less internal
differential movement there would have been more
chance for clumping together and sticking. A similar
kind of model has been advocated on a much larger
scale for the rapid growth of Jupiter (Boss, 1997).
Perhaps these earlier models need to be looked at
again because they might provide the most likely
explanation for the onset of terrestrial planet accre-
tion. This mechanism has recently been reviewed by
Ward (2000).

2.3.5 Runaway Growth

Whichever way the first stage of planetary
accretion is accomplished, it should have been
followed by runaway gravitational growth of
these kilometer-scale planetesimals, leading to
the formation of numerous Mercury- to Mars-
sized planetary embryos. The end of this stage
also should be reached very quickly according
to dynamic simulations. Several important
papers study this phase of planetary growth in
detail (e.g., Lin and Papaloizou, 1985; Lissauer,
1987; Wetherill and Stewart, 1993;
Weidenschilling, 2000; Kortenkamp et al.,
2000). With runaway growth, it is thought that
Moon-sized ‘‘planetary-embryos’’ are built over
timescales �105 yr (Wetherill, 1986; Lissauer,
1993; Wetherill and Stewart, 1993). Exhausting
the supply of material in the immediate vicinity
prevents further runaway growth. However,
there are trade-offs between the catastrophic
and constructive effects of planetesimal colli-
sions. Benz and Asphaug (1999) calculate a
range of ‘‘weakness’’ of objects with the weak-
est in the solar system being �300 km in size.
Runaway growth predicts that accretion will be
completed faster, closer to the Sun where the
‘‘feeding zone’’ of material will be more con-
fined. On this basis material in the vicinity of
the Earth would accrete into Moon-sized objects
more quickly than material in the neighborhood
of Mars, for example.

2.3.6 Larger Collisions

Additional growth to form Earth-sized planets
is thought to require collisions between these
‘‘planetary embryos.’’ This is a stochastic process
such that one cannot predict in any exact way the
detailed growth histories for the terrestrial pla-
nets. However, with Monte Carlo simulations and
more powerful computational codes the models
have become quite sophisticated and yield simi-
lar and apparently robust results in terms of

the kinds of timescales that must be involved.
The mechanisms and timescales are strongly
dependent on the amount of nebular gas. The
presence of nebular gas has two important effects
on accretion mechanisms. First, it provides added
friction and pressure that speeds up accretion
dramatically. Second, it can have the effect of
reducing eccentricities in the orbits of the pla-
nets. Therefore, to a first approximation one can
divide the models for the overall process of
accretion into three possible types that have
been proposed, each with vastly differing
amounts of nebular gas and therefore accretion
rates:

(i) Very rapid accretion in the presence of a
huge nebula. Cameron (1978) argued that the
Earth formed with a solar mass of nebular gas in
the disk. This results in very short timescales of
<106 yr for Earth’s accretion.

(ii) Protracted accretion in the presence of a
minimum mass solar nebula. This is known as the
Kyoto model and is summarized nicely in the paper
by Hayashi et al. (1985). The timescales are 106–
107 yr for accretion of all the terrestrial planets. The
timescales increase with heliocentric distance. The
Earth was calculated to form in �5Myr.

(iii) Protracted accretion in the absence of a
gaseous disk. This model simulates the effects of
accretion via planetesimal collisions assuming that
all of the nebular gas has been lost. Safronov
(1954) first proposed this model. He argued that
the timescales for accretion of all of the terrestrial
planets then would be very long, in the range of
107–108 yr.

Safronov’s model was confirmed with theMonte
Carlo simulations of Wetherill (1980), who showed
that the provenance of material would be very broad
and only slightly different for each of the terrestrial
planets (Wetherill, 1994). The timescales for accre-
tion of each planet also would be very similar. By
focusing on the solutions that result in terrestrial
planets with the correct (broadly speaking) size
and distribution and tracking the growth of these
objects, Wetherill (1986) noted that the terrestrial
planets would accrete at something approaching
exponentially decreasing rates. The half-mass
accretion time (time for half of the present mass to
accumulate) was comparable (�5–7Myr), and in
reality indistinguishable, for Mercury, Venus,
Earth, and Mars using such simulations. Of course
these objects, being of different size, would have
had different absolute growth rates.

These models did not consider the effects of the
growth of gas giant planets on the terrestrial pla-
net-forming region. However, the growth of
Jupiter is unlikely to have slowed down accretion
at 1AU (Kortenkamp and Wetherill, 2000).
Furthermore, if there were former gas giant
planets in the terrestrial planet-forming region
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they probably would have caused the terrestrial
planets to be ejected from their orbits and lost.

In order to distinguish between these models
one has to know the amount of nebular gas that
was present at the time of accretion. For the terres-
trial planets this is relatively difficult to estimate.
Although the Safronov–Wetherill model, which
specifically assumes no nebular gas, has become
the main textbook paradigm for Earth accretion, the
discovery that gas giant planets are found in the
terrestrial planet-forming regions of other stars
(Mayor and Queloz, 1995; Boss, 1998; Lissauer,
1999; Seager, 2003) has fueled re-examination of
this issue. Furthermore, recent attempts of accre-
tion modeling have revealed that terrestrial planets
can indeed be formed in the manner predicted by
Wetherill but that they have high eccentricities
(Canup and Agnor, 1998). Thus, they depart
strongly from circular orbits. The presence of
even a small amount of nebular gas during accre-
tion has the effect of reducing this eccentricity
(Agnor and Ward, 2002). This, in turn, would
have sped up accretion. As explained below, geo-
chemical data provide strong support for a
component of nebular-like gases during earth
accretion.

The above models differ with respect to timing
and therefore can be tested with isotopic techni-
ques. However, not only are the models very
different in terms of timescales, they also differ
with respect to the environment that would be
created on Earth. In the first two cases the Earth
would form with a hot dense atmosphere of nebular
gas that would provide a ready source of solar
noble gases in the Earth. This atmosphere would
have blanketed the Earth and could have caused a
dramatic buildup of heat leading to magma oceans
(Sasaki, 1990). Therefore, the evidence from
dynamic models can also be tested with composi-
tional data for the Earth, which provide information
on the nature of early atmospheres and melting.

2.4 CONSTRAINTS FROM LEAD AND
TUNGSTEN ISOTOPES ON THE
OVERALL TIMING, RATES, AND
MECHANISMS OF TERRESTRIAL
ACCRETION

2.4.1 Introduction: Uses and Abuses of
Isotopic Models

Radiogenic isotope geochemistry can help with
the evaluation of the above models for accretion by
determining the rates of growth of the silicate
reservoirs that are residual from core formation.
By far the most useful systems in this regard have
been the 235U/238U–207Pb/206Pb and 182Hf–182W
systems. These are discussed in detail below.
Other long-lived systems, such as 87Rb–87Sr,

147Sm–143Nd, 176Lu–176Hf, and 187Re–187Os,
have provided more limited constraints (Tilton,
1988; Carlson and Lugmair, 2000), although in a
fascinating piece of work, McCulloch (1994) did
attempt to place model age constraints on the age of
the earth using strontium isotope data for Archean
rocks (Jahn and Shih, 1974; McCulloch, 1994).
The short-lived systems 129I–129Xe and
244Pu–136Xe have provided additional constraints
(Wetherill, 1975a; Allègre et al., 1995a; Ozima and
Podosek, 1999; Pepin and Porcelli, 2002). Other
short-lived systems that have been used to address
the timescales of terrestrial accretion and differen-
tiation are 53Mn–53Cr (Birck et al., 1999),
92Nb–92Zr (Münker et al., 2000; Jacobsen and
Yin, 2001), 97Tc–97Mo (Yin and Jacobsen, 1998),
and 107Pd–107Ag (Carlson and Hauri, 2001). None
of these now appear to provide useful constraints.
Either the model deployed currently is undercon-
strained (as with Mn–Cr) or the isotopic effects
subsequently have been shown to be incorrect or
better explained in other ways.

Hf–W and U–Pb methods both work well
because the mechanisms and rates of accretion are
intimately associated with the timing of core for-
mation and this fractionates the parent/daughter
ratio strongly. For a long while, however, it was
assumed that accretion and core formation were
completely distinct events. It was thought that the
Earth formed as a cold object in less than a million
years (e.g., Hanks and Anderson, 1969) but that it
then heated up as a result of radioactive decay and
later energetic impacts. On this basis, it was calcu-
lated that the Earth’s core formed rather gradually
after tens or even hundreds of millions of years
following this buildup of heat and the onset of
melting (Hsui and Toksöz, 1977; Solomon, 1979).

In a similar manner isotope geochemists have at
various times treated core formation as a process
that was distinctly later than accretion and erected
relatively simple lead, tungsten and, most recently,
zirconium isotopic model ages that ‘‘date’’ this
event (e.g., Oversby and Ringwood, 1971;
Allègre et al., 1995a; Lee and Halliday, 1995;
Galer and Goldstein, 1996; Harper and Jacobsen,
1996b; Jacobsen and Yin, 2001; Dauphas et al.,
2002; Kleine et al., 2002; Schöenberg et al., 2002).
A more complex model was presented by Kramers
(1998). Detailed discussions of U–Pb, Hf–W, and
Nb–Zr systems are presented later in this chapter.
However, some generalities should be mentioned
first.

In looking at these models the following ‘‘rules’’
apply:

(i) Both U–Pb and Hf–W chronometry are
unable to distinguish between early accretion
with late core formation, and late accretion with
concurrent late core formation because it is
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dominantly core formation that fractionates the
parent/daughter ratio.

(ii) If accretion or core formation or both are
protracted, the isotopic model age does not define
any particular event. In the case of U–Pb it could
define a kind of weighted average. In the case of
short-lived nuclides, such as the 182Hf–182W system
with a half-life of �9Myr, it cannot even provide
this. Clearly, if a portion of the core formation were
delayed until after 182Hf had become effectively
extinct, the tungsten isotopic composition of the
residual silicate Earth would not be changed. Even
if >50% of the mass of the core formed yesterday it
would not change the tungsten isotopic composition
of the silicate portion of the Earth! Therefore, the
issue of how long core formation persisted is com-
pletely underconstrained by Hf–W but is
constrained by U–Pb data. It also is constrained by
trace element data (Newsom et al., 1986).

(iii) Isotopic approaches such as those using Hf–
W can only provide an indication of how quickly
core formation may have started if accretion was
early and very rapid. Clearly this is not a safe
assumption for the Earth. If accretion were pro-
tracted, tungsten isotopes would provide only
minimal constraints on when core formation started.

Tungsten and lead isotopic data can, however,
be used to define the timescales for accretion, sim-
ply by assuming that core formation, the primary
process that fractionates the parent/daughter ratio,
started very early and that the core grew in constant
proportion to the Earth (Halliday et al., 1996, 2000;
Harper and Jacobsen, 1996b; Jacobsen and Harper,
1996; Halliday and Lee, 1999; Halliday, 2000).
There is a sound basis for the validity of this
assumption, as follows.

(i) The rapid conversion of kinetic energy to
heat in a planet growing by accretion of planetesi-
mals and other planets means that it is inescapable
that silicate and metal melting temperatures are
achieved (Sasaki and Nakazawa, 1986; Benz and
Cameron, 1990; Melosh, 1990). This energy of
accretion would be sufficient to melt the entire
Earth such that in all likelihood one would have
magma oceans permitting rapid core formation.

(ii) There is strong observational support for this
view that core formation was quasicontinuous dur-
ing accretion. Iron meteorites and basaltic
achondrites represent samples of small planetesi-
mals that underwent core formation early. A strong
theoretical basis for this was recently provided by
Yoshino et al. (2003). Similarly, Mars only reached
one-eighth of the mass of the Earth but clearly its
size did not limit the opportunity for core formation.
Also, most of the Moon is thought to come from the
silicate-rich portion of a Mars-sized impacting pla-
net, known as ‘‘Theia’’ (Cameron and Benz, 1991;
Canup and Asphaug, 2001; Halliday, 2000), which
also was already differentiated into core and silicate.

The amount of depletion in iron in eucrites, martian
meteorites, and lunar samples provides support for
the view that the cores of all the planetesimals and
planets represented were broadly similar in their
proportions to Earth’s, regardless of absolute size.
The slightly more extensive depletion of iron in the
silicate Earth provides evidence that core formation
was more efficient or protracted, but not that it was
delayed.

There is no evidence that planetary objects
have to achieve an Earth-sized mass or evolve
to a particular state (other than melting), before
core formation will commence. It is more rea-
sonable to assume that the core grew with the
accretion of the Earth in roughly the same pro-
portion as today. If accretion were protracted,
the rate-limiting parameter affecting the isotopic
composition of lead and tungsten in the silicate
Earth would be the timescale for accretion. As
such, the ‘‘age of the core’’ is an average time
of formation of the Earth itself. Therefore, sim-
ple tungsten and lead isotopic model ages do
not define an event as such. The isotopic data
instead need to be integrated with models for
the growth of the planet itself to place modeled
limits for the rate of growth.

The first papers exploring this approach were
by Harper and Jacobsen (1996b) and Jacobsen
and Harper (1996). They pointed out that the
Monte Carlo simulations produced by Wetherill
(1986) showed a trend of exponentially decreas-
ing planetary growth with time. They emulated
this with a simple expression for the accretion-
ary mean life of the Earth, where the mean life
is used in the same way as in nuclear literature
as the inverse of a time constant. This model is
an extension of the earlier model of Jacobsen
and Wasserburg (1979) evaluating the mean age
of the continents using Sm–Nd. Jacobsen and
Harper applied the model to the determination
of the age of the Earth based on (then very
limited) tungsten isotope data. Subsequent stu-
dies (Halliday et al., 1996, 2000; Halliday and
Lee, 1999; Halliday, 2000; Yin et al., 2002),
including more exhaustive tungsten as well as
lead isotope modeling, are all based on this
same concept. However, the data and our under-
standing of the critical parameters have
undergone major development.

Nearly all of these models assume that:
(i) accretion proceeded at an exponentially

decreasing rate from the start of the solar system;
(ii) core formation and its associated fractiona-

tion of radioactive parent/radiogenic daughter
ratios was coeval with accretion;

(iii) the core has always existed in its present
proportion relative to the total Earth;

(iv) the composition of the accreting material
did not change with time;
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(v) the accreting material equilibrated fully with
the silicate portion of the Earth just prior to fractio-
nation during core formation; and

(vi) the partitioning of the parent and daughter
elements between mantle and core remained
constant.

The relative importance of these assumptions
and the effects of introducing changes during
accretion have been partially explored in several
studies (Halliday et al., 1996, 2000; Halliday and
Lee, 1999; Halliday, 2000). The issue of metal–
silicate equilibration has been investigated recently
by Yoshino et al. (2003). However, the data upon
which many of the fundamental isotopic and che-
mical parameters are based are in a state of
considerable uncertainty.

2.4.2 Lead Isotopes

Until recently, the most widely utilized
approach for determining the rate of formation
of the Earth was U–Pb geochronology. The
beauty of using this system is that one can
deploy the combined constraints from both
238U–206Pb (T1/2 = 4,468Myr) and 235U–207Pb
(T1/2 = 704Myr) decay. Although the atomic
abundance of both of the daughter isotopes is a
function of the U/Pb ratio and age, combining
the age equations allows one to cancel out the
U/Pb ratio. The relative abundance of 207Pb and
206Pb indicates when the fractionation took
place. Patterson (1956) adopted this approach
in his classic experiment to determine the age
of the Earth. Prior to his work, there were a
number of estimates of the age of the Earth
based on lead isotopic data for terrestrial gale-
nas. However, Patterson was the first to obtain
lead isotopic data for early low-U/Pb objects
(iron meteorites) and this defined the initial
lead isotopic composition of the solar system.
From this, it was clear that the silicate Earth’s
lead isotopic composition required between
4.5Gyr and 4.6Gyr of evolution as a high-U/
Pb reservoir. Measurements of the lead isotopic
compositions of other high-U/Pb objects such as
basaltic achondrites and lunar samples confirmed
this age for the solar system.

In detail it is now clear that most U–Pb model
ages of the Earth (Allègre et al., 1995a) are sig-
nificantly younger than the age of early solar
system materials such as chondrites (Göpel et al.,
1991) and angrites (Wasserburg et al., 1977b;
Lugmair and Galer, 1992). Such a conclusion has
been reached repeatedly from consideration of the
lead isotope compositions of early Archean rocks
(Gancarz and Wasserburg, 1977; Vervoort et al.,
1994), conformable ore deposits (Doe and Stacey,
1974; Manhès et al., 1979; Tera, 1980; Albarède
and Juteau, 1984), average bulk silicate Earth

(BSE) (Galer and Goldstein, 1996) and mid-ocean
ridge basalts (MORBs) (Allègre et al., 1995a), all
of which usually yield model ages of<4.5Ga. Tera
(1980) obtained an age of 4.53Ga using Pb–Pb
data for old rocks but even this postdates the cano-
nical start of the solar system by over 30Myr.

The reason why nearly all such approaches yield
similar apparent ages that postdate the start of the
solar system by a few tens of millions of years is
that there was a very strong U/Pb fractionation that
took place during the protracted history of accre-
tion. The U–Pb model age of the Earth can only be
young if U/Pb is fractionated at a late stage. This
fractionation was of far greater magnitude than that
associated with any later processes. Thus it has left
a clear and irreversible imprint on the 207Pb/206Pb
and 207Pb/204Pb isotope ratios of the silicate por-
tion of the Earth. Uranium, being lithophile, is
largely confined to the silicate portion of the
Earth. Lead is partly siderophile and chalcophile
such that >90% of it is thought to be in the core
(Allègre et al., 1995a). Therefore, it was long con-
sidered that the lead isotopic ‘‘age of the Earth’’
dates core formation (Oversby and Ringwood,
1971; Allègre et al., 1982).

The exact value of this fractionation is poorly
constrained, because lead also is moderately vola-
tile, so that the U/Pb ratio of the total Earth
(mantle, crust, and core combined) also is higher
than chondritic. In fact, some authors even have
argued that the dominant fractionation in U/Pb in
the BSE was caused by volatile loss (Jacobsen
and Harper, 1996b; Harper and Jacobsen, 1996b;
Azbel et al., 1993). This is consistent with some
compilations of data for the Earth, which show
that lead is barely more depleted in the bulk
silicate portion of the Earth than lithophile ele-
ments of similar volatility (McDonough and Sun,
1995). It is, therefore, important to know how
much of the lead depletion is caused by accretion
of material that was depleted in volatile elements
at an early (nebular) stage. Galer and Goldstein
(1996) and Allègre et al. (1995a) have compel-
lingly argued that the major late-stage U/Pb
fractionation was the result of core formation.
However, the uncertainty over the U/Pb of the
total Earth and whether it changed with accretion
time remains a primary issue limiting precise
application of lead isotopes.

Using exponentially decreasing growth rates
and continuous core formation one can deduce an
accretionary mean life assuming a 238U/204Pb for
the total Earth of 0.7 (Halliday, 2000). This value is
based on the degree of depletion of moderately
volatile lithophile elements, as judged from the
K/U ratio of the BSE (Allègre et al., 1995a).
Application of this approach to the lead isotopic
compositions of the Earth (Halliday, 2000) pro-
vides evidence that the Earth accreted with an
accretionary mean life of between 15Myr and
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50Myr, depending on which composition of the
BSE is deployed (Figure 4). A similar figure to
this in Halliday (2000) is slightly different (i.e.,
incorrect) because of a scaling error. The shaded
region covers the field defined by eight esti-
mates for the composition of the BSE as
summarized by Galer and Goldstein (1996).
The star shows the estimate of Kramers and
Tolstikhin (1997). The thick bar shows the
recent estimate provided by Murphy et al.
(2003). Regardless of which of these 10 esti-
mates of the lead isotopic composition is used,
the mean life for accretion is at least 15Myr.
Therefore, there is no question that the lead
isotopic data for the Earth provide evidence of
a protracted history of accretion and concomi-
tant core formation as envisaged by Wetherill
(1986).

2.4.3 Tungsten Isotopes

While lead isotopes have been useful, the
182Hf–182W chronometer (T1/2=9Myr) has been
at least as effective for defining rates of accre-
tion (Halliday, 2000; Halliday and Lee, 1999;
Harper and Jacobsen, 1996b; Jacobsen and
Harper, 1996; Lee and Halliday, 1996, 1997;
Yin et al., 2002). Like U–Pb, the Hf–W system
has been used more for defining a model age of
core formation (Kramers, 1998; Horan et al.,

1998; Kleine et al., 2002; Lee and Halliday,
1995, 1996, 1997; Quitté et al., 2000; Dauphas
et al., 2002; Schöenberg et al., 2002). As
explained above this is not useful for an object
like the Earth.

The half-life renders 182Hf as ideal among the
various short-lived chronometers for studying
accretionary timescales. Moreover, there are two
other major advantages of this method.

(i) Both parent and daughter elements (hafmium
and tungsten) are refractory and, therefore, are in
chondritic proportions in most accreting objects.
Therefore, unlike U–Pb, we think we know the
isotopic composition and parent/daughter ratio of
the entire Earth relatively well.

(ii) Core formation, which fractionates hafmium
from tungsten, is thought to be a very early process
as discussed above. Therefore, the rate-limiting
process is simply the accretion of the Earth.

There are several recent reviews of Hf–W (e.g.,
Halliday and Lee, 1999; Halliday et al., 2000), to
which the reader can refer for a comprehensive
overview of the data and systematics. However,
since these were written it has been shown that
chondrites, and by inference the average solar
system, have tungsten isotopic compositions that
are resolvable from that of the silicate Earth
(Kleine et al., 2002; Lee and Halliday, 2000a;
Schoenberg et al., 2002; Yin et al., 2002).
Although the systematics, equations, and argu-
ments have not changed greatly, this has led to
considerable uncertainty over the exact initial
182Hf abundance in the early solar system.
Because this is of such central importance to our
understanding of the timescales of accretion that
follow from the data, it is discussed in detail
below. Similarly, some of the tungsten isotopic
effects that were once considered to reflect radio-
active decay within the Moon (Lee et al., 1997;
Halliday and Lee, 1999) are now thought to partly
be caused by production of cosmogenic 182Ta
(Leya et al., 2000; Lee et al., 2002).

The differences in tungsten isotopic composi-
tion are most conveniently expressed as deviations
in parts per 10,000, as follows:

"W ¼
ð182W=184WÞsample

ð182W=184WÞBSE
– 1

" #
� 104

where the BSE value (182W/184W)BSE is the mea-
sured value for an NIST tungsten standard. This
should be representative of the BSE as found by
comparison with the values for terrestrial stan-
dard rocks (Lee and Halliday, 1996; Kleine
et al., 2002; Schoenberg et al., 2002). If 182Hf
was sufficiently abundant at the time of formation
(i.e., at an early age), then minerals, rocks, and
reservoirs with higher Hf/W ratios will produce
tungsten that is significantly more radiogenic

Figure 4 Lead isotopic modeling of the
composition of the silicate Earth using continuous
core formation. The principles behind the modeling
are as in Halliday (2000). See text for explanation.
The field for the BSE encompasses all of the
estimates in Galer and Goldstein (1996). The
values suggested by Kramers and Tolstikhin (1997)
and Murphy et al. (2003) also are shown. The mean
life (�) is the time required to achieve 63% of the
growth of the Earth with exponentially decreasing
rates of accretion. The m values are the 238U/204Pb
of the BSE. It is assumed that the m of the total
Earth is 0.7 (Allègre et al., 1995a). It can be seen
that the lead isotopic composition of the BSE is
consistent with protracted accretion over periods

of 107–108 yr.

30 The Origin and Earliest History of the Earth



(higher 182W/184W or "W) compared with the
initial tungsten isotopic composition of the solar
system. Conversely, metals with low Hf/W that
segregate at an early stage from bodies with chon-
dritic Hf/W (as expected for most early planets
and planetesimals) will sample unradiogenic
tungsten.

Harper et al. (1991a) were the first to provide a
hint of a tungsten isotopic difference between the
iron meteorite Toluca and the silicate Earth. It is
now clear that there exists a ubiquitous clearly
resolvable deficit in 182W in iron meteorites and
the metals of ordinary chondrites, relative to the
atomic abundance found in the silicate Earth (Lee
and Halliday, 1995, 1996; Harper and Jacobsen,
1996b; Jacobsen and Harper, 1996; Horan et al.,
1998). A summary of most of the published data
for iron meteorites is given in Figure 5. It can be
seen that most early segregated metals are deficient
by �(3–4)"W units (300–400 ppm) relative to the
silicate Earth. Some appear to be even more nega-
tive, but the results are not well resolved. The
simplest explanation for this difference is that the
metals, or the silicate Earth, or both, sampled early
solar system tungsten before live 182Hf had
decayed.

The tungsten isotopic difference between early
metals and the silicate Earth reflects the time
integrated Hf/W of the material that formed the

Earth and its reservoirs, during the lifetime of
182Hf. The Hf/W ratio of the silicate Earth is
considered to be in the range of 10–40 as a result
of an intensive study by Newsom et al. (1996).
This is an order of magnitude higher than in car-
bonaceous and ordinary chondrites and a
consequence of terrestrial core formation. More
recent estimates are provided in Walter et al.
(2000).

If accretion and core formation were early, an
excess of 182Wwould be found in the silicate Earth,
relative to average solar system (chondrites).
However, the tungsten isotopic difference between
early metals and the silicate Earth on its own does
not provide constraints on timing. One needs to
know the atomic abundance of 182Hf at the start
of the solar system (or the (182Hf/180Hf)BSSI, the
‘‘bulk solar system initial’’) and the composition of
the chondritic reservoirs from which most metal
and silicate reservoirs were segregated. In other
words, it is essential to know to what extent the
‘‘extra’’ 182W in the silicate Earth relative to iron
meteorites accumulated in the accreted chondritic
precursor materials or proto-Earth with an
Hf/W �1 prior to core formation, and to what
extent it reflects an accelerated change in isotopic
composition because of the high Hf/W (�15) in the
silicate Earth.

For this reason some of the first attempts to use
Hf–W (Harper and Jacobsen, 1996b; Jacobsen and
Harper, 1996) gave interpretations that are now
known to be incorrect because the
(182Hf/180Hf)BSSI was underconstrained. This is a
central concern in Hf–W chronometry that does not
apply to U–Pb; for the latter system, parent abun-
dances can still be measured today. In order to
determine the (182Hf/180Hf)BSSI correctly one can
use several approaches with varying degrees of
reliability:

(i) The first approach is to model the expected
(182Hf/180Hf)BSSI in terms of nucleosynthetic pro-
cesses. Wasserburg et al. (1994) successfully
predicted the initial abundances of many of the
short-lived nuclides using a model of nucleo-
synthesis in AGB stars. Extrapolation of their
model predicted a low (182Hf/180Hf)BSSI of
<10�5, assuming that 182Hf was indeed produced
in this manner. Subsequent to the discovery that
the (182Hf/180Hf)BSSI was >10�4 (Lee and
Halliday, 1995, 1996), a number of new models
were developed based on the assumption that
182Hf is produced in the same kind of r-process
site as the actinides (Wasserburg et al., 1996;
Qian et al., 1998; Qian and Wasserburg, 2000).

(ii) The second approach is to measure the
tungsten isotopic composition of an early high-
Hf/W phase. Ireland (1991) attempted to measure
the amount of 182W in zircons (with very high
hafnium content) from the mesosiderite Vaca
Muerta, using an ion probe, and from this deduced

Figure 5 Well-defined deficiency in 182W in early
metals and carbonaceous chondrites relative to the
silicate Earth (source Lee and Halliday, 1996; Horan

et al., 1998; Kleine et al., 2002).
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that the (182Hf/180Hf)BSSI was <10�4.
Unfortunately, these zircons are not dated with
sufficient precision (Ireland and Wlotzka, 1992)
to be very certain about the time extrapolation of
the exact hafnium abundances. Nevertheless, on
the basis of this work and the model of
Wasserburg et al. (1994), Jacobsen and Harper
(1996) assumed that the (182Hf/180Hf)BSSI was
indeed low (�10�5). It was concluded that the
difference in tungsten isotopic composition
between the iron meteorite Toluca and the terres-
trial value could only have been produced by
radioactive decay within the silicate Earth with
high Hf/W. Therefore, the fractionation of Hf/W
produced by terrestrial core formation had to be
early. They predicted that the Earth accreted very
rapidly with a two-stage model age of core forma-
tion of <15Myr after the start of the solar system.

(iii) The third approach is to simply assume
that the consistent unradiogenic tungsten found
in iron meteorites and metals from ordinary
chondrites represents the initial tungsten isotopic
composition of the solar system. This is analo-
gous to the way in which the lead isotopic
composition of iron meteorites has been used
for decades. The difference between this and
the present-day value of carbonaceous chondrites
represents the effects of radiogenic 182W growth
in situ with chondritic Hf/W ratios. This in turn
will indicate the (182Hf/180Hf)BSSI. The difficulty
with this approach has been to correctly deter-
mine the tungsten isotopic composition of
chondrites. Using multiple collector ICPMS,
Lee and Halliday (1995) were the first to publish
such results and they reported that the tungsten
isotopic compositions of the carbonaceous chon-
drites Allende and Murchison could not be
resolved from that of the silicate Earth. The
(182Hf/180Hf)BSSI, far from being low, appeared
to be surprisingly high at �2�10�4 (Lee and
Halliday, 1995, 1996). Subsequently, it has
been shown that these data must be incorrect
(Figure 5). Three groups have independently
shown (Kleine et al., 2002; Schoenberg et al.,
2002; Yin et al., 2002) that there is a small but
clear deficiency in 182W ("W¼�1.5 to �2.0) in
carbonaceous chondrites similar to that found in
enstatite chondrites (Lee and Halliday, 2000a)
relative to the BSE. Kleine et al. (2002),
Schoenberg et al. (2002), and Yin et al. (2002)
all proposed a somewhat lower (182Hf/180Hf)BSSI
of �1.0�10�4. However, the same authors based
this result on a solar system initial tungsten
isotopic composition of "W¼�3.5, which was
derived from their own, rather limited, measure-
ments. Schoenberg et al. (2002) pointed out
that if instead one uses the full range of tungsten
isotopic composition previously reported for
iron meteorites (Horan et al., 1998;
Jacobsen and Harper, 1996; Lee and Halliday,

1995, 1996) one obtains a (182Hf/180Hf)BSSI of
>1.3�10�4 (Table 1).

(iv) The fourth approach is to determine an inter-
nal isochron for an early solar system object with a
well-defined absolute age (Swindle, 1993). The first
such isochron was for the H4 ordinary chondrite
Forest Vale (Lee and Halliday, 2000a). The best-fit
line regressed through these data corresponds to a
slope (¼182Hf/180Hf) of (1.87� 0.16)�10�4. The
absolute age of tungsten equilibration in Forest
Vale is unknown but may be 5Myr younger than
the CAI inclusions of Allende (Göpel et al., 1994).
Kleine et al. (2002) and Yin et al. (2002) both
obtained lower initial 182Hf/180Hf values from inter-
nal isochrons, some of which are relatively precise.
The two meteorites studied by Yin et al. (2002) are
poorly characterized, thoroughly equilibrated
meteorites of unknown equilibration age. The data
for Ste. Marguerite obtained by Kleine et al. (2002)
were obtained by separating a range of unknown
phases with very high Hf/W. They obtained a value
closer to 1.0� 10�4, but it is not clear whether the
phases studied are the same as those analyzed from
Forest Vale by Lee and Halliday (2000b) with lower
Hf/W. Nevertheless, they estimated that their iso-
chron value was closer to the true (182Hf/180Hf)BSSI.

Both, the uncertainty over (182Hf/180Hf)BSSI and
the fact that the tungsten isotopic composition of the
silicate Earth is now unequivocally resolvable from a
now well-defined chondritic composition (Kleine
et al., 2002; Lee and Halliday, 2000a; Schoenberg
et al., 2002; Yin et al., 2002), affect the calculated
timescales for terrestrial accretion. It had been argued
that accretion and core formation were fairly pro-
tracted and characterized by equilibration between
accreting materials and the silicate Earth (Halliday,
2000; Halliday et al., 1996, 2000; Halliday and Lee,
1999). In other words, the tungsten isotope data
provide very strong confirmation of the models of
Safronov (1954) and Wetherill (1986). This general

Table 1 Selected W-isotope data for iron meteorites.

Iron meteorite "182W 182Hf/180Hf

Bennett Co. �4.6� 0.9 (1.74� 0.57)�10�4
Lombard �4.3� 0.3 (1.55� 0.37)�10�4
Mt. Edith �4.5� 0.6 (1.68� 0.46)�10�4
Duel Hill-1854 �5.1�1.1 (2.07� 0.68)�10�4
Tlacotopec �4.4� 0.4 (1.68� 0.41)�10�4

Source: Horan et al. (1998). The calculated difference between
the initial and present-day W-isotopic composition of the solar
system is equal to the 180Hf/184W of the solar system multiplied
by the (182Hf/180Hf)BSSI. The W-isotopic compositions of iron
meteorites are maxima for the ("182W)BSSI, and therefore
provide a limit on the minimum (182Hf/180Hf)BSSI. The
182Hf/180Hf at the time of formation of these early metals shown
here is calculated from the W-isotopic composition of the metal,
the W-isotopic composition of carbonaceous chondrites (Kleine
et al., 2002), and the average 180Hf/184W for carbonaceous
chondrites of 1.34 (Newsom et al., 1996).
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scenario remains the same with the new data but in
detail there are changes to the exact timescales.

Previously, Halliday (2000) estimated that the
mean life, the time required to accumulate 63% of
the Earth’s mass with exponentially decreasing
accretion rates, must lie in the range of 25–
40Myr based on the combined constraints imposed
by the tungsten and lead isotope data for the Earth.
Yin et al. (2002) have argued that the mean life for
Earth accretion is more like �11Myr based on
their new data for chondrites. The lead isotope
data for the Earth are hard to reconcile with such
rapid accretion rates as already discussed
(Figure 4). Therefore, at present there is an unre-
solved apparent discrepancy between the models
based on tungsten and those based on lead isotope
data. Resolving this discrepancy highlights the lim-
itations in both the tungsten and the lead isotope
modeling. Here are some of the most important
weaknesses to be aware of:

(i) The U/Pb ratio of the total Earth is poorly
known.

(ii) In all of these models it is assumed that the
Earth accretes at exponentially decreasing rates.
Although the exponentially decreasing rate of growth
of the Earth is based on Monte Carlo simulations and
makes intuitive sense given the ever decreasing prob-
ability of collisions, the reality cannot be this simple.
As planets get bigger, the average size of the objects
with which they collide also must increase. As such,

the later stages of planetary accretion are thought to
involve major collisions. This is a stochastic process
that is hard to predict and model. It means that the
current modeling can only provide, at best, a rough
description of the accretion history.

(iii) The Moon is thought to be the product of
such a collision. The Earth’s U/Pb ratio conceiva-
bly might have increased during accretion if a
fraction of the moderately volatile elements were
lost during very energetic events like the Moon-
forming giant impact (Figure 6).

(iv) Similarly, as the objects get larger, the
chances for equilibration of metal and silicate
would seem to be less likely. This being the
case, the tungsten and lead isotopic composition
of the silicate Earth could reflect only partial
equilibration with incoming material such that
the tungsten and lead isotopic composition is
partly inherited. This has been modeled in detail
by Halliday (2000) in the context of the giant
impact and more recently has been studied by
Vityazev et al. (2003) and Yoshino et al. (2003)
in the context of equilibration of asteroidal-sized
objects. If correct, it would mean accretion was
even slower than can be deduced from tungsten
or lead isotopes. If lead equilibrated more readily
than tungsten did, for whatever reason, it might
help explain some of the discrepancy. One
possible way to decouple lead from tungsten
would be by their relative volatility. Lead could

Figure 6 Volatile/refractory element ratio–ratio plots for chondrites and the silicate Earth. The correlations for
carbonaceous chondrites can be used to define the composition of the Earth, the Rb/Sr ratio of which is well known,
because the strontium isotopic composition of the BSE represents the time-integrated Rb/Sr. The BSE inventories of
volatile siderophile elements carbon, sulfur, and lead are depleted by more than one order of magnitude because of core
formation. The values for Theia are time-integrated compositions, assuming time-integrated Rb/Sr deduced from the
strontium isotopic composition of the Moon (Figure 8) can be used to calculate other chemical compositions from the

correlations in carbonaceous chondrites (Halliday and Porcelli, 2001). Other data are from Newsom (1995).
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have been equilibrated by vapor-phase exchange,
while tungsten would not have been able to do
this and would require intimate physical mixing
and reduction to achieve equilibration.

(v) (182Hf/180Hf)BSSI is, at present, very poorly
defined and could be significantly higher (Table 1).
This would result in more protracted accretion
timescales deduced from Hf–W (Table 2), which
would be more consistent with the results obtained
from U–Pb. An improved and more reliable Hf–W
chronometry will depend on the degree to which
the initial hafnium and tungsten isotopic composi-
tions at the start of the solar system can be
accurately defined (Tables 1 and 2). Techniques
must be developed for studying very early objects
like CAIs.

(vi) There is also a huge range of uncertainty in
the Hf/W ratio of the silicate Earth (Newsom et al.,
1996), with values ranging between 10 and 40. The
tungsten isotope age calculations presented in the
literature tend to assume a value at the lower end of
this range. Adoption of higher values also would
result in more protracted accretion timescales
based on Hf–W. The most recent independent esti-
mates (Walter et al., 2000) are significantly higher
than those used by Yin et al. (2002) and Kleine
et al. (2002) in support of their proposed
timescales.

(vii) The lead isotopic composition of the BSE
is not well defined (Figure 4). If the correct value
lies closer to the Geochron than previously recog-
nized, then the apparent accretion timescales for
the Earth would be shortened.

(viii) Lastly, the decay constant for 182Hf has a
reported uncertainty of �22% and really accurate
determinations of accretion timescales require a
significant reduction in this uncertainty.

Having made all of these cautionary statements,
one still can state something useful about the over-
all accretion timescales. All recent combined
accretion/continuous core formation models
(Halliday, 2000; Halliday et al., 2000; Yin et al.,
2002) are in agreement that the timescales are in
the range 107–108 yr, as predicted by Wetherill
(1986). Therefore, we can specifically evaluate
the models of planetary accretion proposed earlier
as follows.

If the Earth accreted very fast, in <106 yr, as
proposed by Cameron (1978), the silicate Earth
would have a tungsten isotopic composition that
is vastly more radiogenic than that observed today
(Figure 5). Such objects would have "W>þ10,
rather than 0 (just two " units above average solar
system). Therefore, we can say with some confi-
dence that this model does not describe the
accretion of the Earth. Protracted accretion in the
absence of nebular gas, as proposed by Safronov
and Wetherill, is very consistent with the close
agreement between chondrites and the silicate
Earth (Figure 4). To what extent the Kyoto
model, which involves a significant amount of
nebular gas (Hayashi et al., 1985), can be con-
firmed or discounted is unclear at present.
However, even the timescales presented by Yin
et al. (2002) are long compared with the 5Myr
for accretion of the Earth predicted by the Kyoto
model. This could change somewhat with further
tungsten and lead isotope data and the definition of
the critical parameters and modeling. However, the
first-order conclusion is that nebular gas was at
most somewhat limited during accretion and that
there must have been much less gas than that
implied by the minimum mass solar nebula sce-
nario proposed in the Kyoto model.

Table 2 The apparent mean life of formation of the Earth, as well as the predicted W-isotopic compositions of the
lunar mantle and silicate Earth.

"182WBSSI �5.0 �4.5 �4.0 �3.5
(182Hf/180Hf)BSSI 2.0� 10�4 1.7� 10�4 1.4� 10�4 1.0� 10�4

Accretionary mean life
of the earth (yr)

15�106 14�106 13�106 12�106

"
182W for: lunar initial/present-day lunar mantle/present-day silicate Earth
Giant impact at 30� 106 yr þ0.3/þ7.1/þ0.4 �0.1/þ5.6/0.0 �0.4/þ4.2/�0.4 �0.8/þ2.8/�0.7
Giant impact at 40� 106 yr �0.3/þ2.9/þ0.8 �0.6/þ2.0/þ0.3 �0.8/þ1.3/�0.1 �1.1/þ0.6/�0.5
Giant impact at 45� 106 yr �0.6/þ1.6/0.0 �0.8/þ1.0/�0.3 �1.0/þ0.5/�0.6 �1.2/�0.1/�0.9
Giant impact at 50� 106 yr �0.8/þ0.7/�0.6 �1.0/þ2.0/�0.8 �1.2/�0.2/�1.0 �1.3/�0.6/�1.2
Giant impact at 60� 106 yr �1.2/�0.9/�1.2 �1.3/�1.0/�1.3 �1.4/�1.0/�1.4 �1.5/�1.2/�1.6
Giant impact at 70� 106 yr �1.3/�1.2/�1.5 �1.4/�1.3/�1.6 �1.5/�1.4/�1.7 �1.6/�1.5/�1.7
All parameters are critically dependent on the initial W- and Hf- isotopic composition of the solar system, which at present are poorly known
(see text). All calculated values assume that the W depletion in the silicate Earth and the lunar mantle are as given in Walter et al. (2000). The
(182Hf/180Hf)BSSI, model ages, and Earth and Moon compositions are all calculated using the W-isotopic composition of carbonaceous
chondrites (Kleine et al., 2002) and the average 180Hf/184W for carbonaceous chondrites of 1.34 (Newsom, 1990). The principles behind the
modeling are as in Halliday (2000). The giant impact is assumed to have occurred when the Earth had reached 90% of its current mass, the
impactor adding a further 9%. Exponentially decreasing accretion rates are assumed before and after (Halliday, 2000). The solutions in bold
type provide the best match with the current data for the W-isotopic compositions of the initial Moon (�0), and the present-day lunar mantle
(<2) and silicate Earth (0).
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2.5 CHEMICAL AND ISOTOPIC
CONSTRAINTS ON THE NATURE OF
THE COMPONENTS THAT
ACCRETED TO FORM THE EARTH

2.5.1 Chondrites and the Composition of the
Disk from Which Earth Accreted

A widespread current view is that chondrites
represent primitive undifferentiated material from
which the Earth accreted. In reality, chondrites are
anything but simple and, although they contain
early and presolar objects, how primitive and how
representative of the range of very early planetesi-
mals they are is completely unclear. In all
probability the Earth was built largely from more
extensively differentiated materials (Taylor and
Norman, 1990). Nevertheless, chondrites do repre-
sent a useful set of reference reservoirs in chemical
and isotopic terms from which one can draw some
conclusions about the ‘‘average stuff’’ from which
the Earth may have been built (e.g., Ganapathy and
Anders, 1974; Anders, 1977; Wolf et al., 1980).
Indeed, if geochemists did not have chondrite sam-
ples to provide a reference, many geochemical
arguments about Earth’s origin, not to say pre-
sent-day interior structure, would be far weaker.

The degree to which different kinds of chon-
drites reflect bulk Earth composition has been
extensively debated, since none of them provide
a good match. CI carbonaceous chondrites define
a reference reservoir for undepleted solar system
compositions because they are strikingly similar
in composition to the Sun when normalized to an
element such as silicon (Grevesse and Sauval,
1998). However, they are not at all similar to
the Earth’s volatile-depleted composition. Nor
are they much like the vast majority of other
chondrites! Confirmation of the primitive nature
of CIs is most readily demonstrated by comparing
the relative concentrations of a well-determined
moderately volatile major element to a well-deter-
mined refractory major element with the values in
the Sun’s photosphere. For example, the concen-
trations of sodium and calcium are both known to
better than a percent in the photosphere (Grevesse
and Sauval, 1998) and are identical to within a
percent with the values found in CIs despite a big
difference in volatility between the two elements
(Anders and Grevesse, 1989; Newsom, 1995). It
is tempting to ascribe CIs to a complete conden-
sation sequence. However, they also contain
dispersed isotopic anomalies in Cr, for example,
that indicate a lack of homogenization on a fine
scale (Podosek et al., 1997). This cannot be
reconciled with nebular condensation from high
temperatures.

Volatile-element depletion patterns in other
(e.g., CV, CM, or CO) carbonaceous chondrites
(Larimer and Anders, 1970; Palme et al., 1988;

Takahashi et al., 1978; Wolf et al., 1980) and
ordinary chondrites (Wasson and Chou, 1974)
have long been considered to partly reflect
incomplete condensation (Wasson, 1985), with
the more volatile elements removed from the
meteorite formation regions before cooling and
the termination of condensation. However, this
depletion must at least partially reflect the incor-
poration of volatile-depleted CAIs (Guan et al.,
2000) and chondrules (Grossman, 1996; Meibom
et al., 2000). The origins of CAIs have long been
enigmatic, but recently it has been proposed that
CAIs may be the product of rather localized
heating close to the young Sun (Shu et al.,
1997) following which they were scattered across
the disk. Regardless of whether this model is
exactly correct, the incorporation of volatile-
depleted CAIs must result in some degree of
volatile-depleted composition for chondritic
meteorites. Chondrules are the product of rapid
melting of chondritic materials (Connolly et al.,
1998; Connolly and Love, 1998; Desch and
Cuzzi, 2000; Jones et al., 2000) and such events
also may have been responsible for some degree
of volatile-element depletion (Vogel et al., 2002).

The discovery that pristine presolar grains are
preserved in chondrites indicates that they were
admixed at a (relatively) late stage. Many of the
presolar grain types (Mendybaev et al., 2002;
Nittler, 2003) could not have survived the high
temperatures associated with CAI and chondrule
formation. Therefore, chondrites must include a
widely dispersed presolar component (Huss,
1988, 1997; Huss and Lewis, 1995) that either
settled or was swept into the chondrule-forming
and/or chondrule-accumulating region and would
have brought with it nebular material that was not
depleted in volatiles. Therefore, volatile depletion
in chondrites must reflect, to some degree at least,
the mixing of more refractory material (Guan et al.,
2000; Kornacki and Fegley, 1986) with CI-like
matrix of finer grained volatile-rich material
(Grossman, 1996). CIs almost certainly represent
accumulations of mixed dust inherited from the
portion of the protostellar molecular cloud that
collapsed to form the Sun within a region of the
nebula that was never greatly heated and did not
accumulate chondrules and CAIs (for whatever
reason). Though undifferentiated, chondrites, with
the possible exception of CIs, are not primitive and
certainly do not represent the first stages of accre-
tion of the Earth.

Perhaps the best current way to view the disk
of debris from which the Earth accreted was as
an environment of vigorous mixing. Volatile-
depleted material that had witnessed very high
temperatures at an early stage (CAIs) mixed with
material that had been flash melted (chondrules)
a few million years later. Then presolar grains
that had escaped these processes rained into the
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midplane or more likely were swept in from the
outer regions of the solar system. It is within
these environments that dust, chondrules and
CAIs mixed and accumulated into planetesimals.
There also would have been earlier formed pri-
mary planetesimals (planetary embryos) that had
accreted rapidly by runaway growth but were
subsequently consumed. The earliest most primi-
tive objects probably differentiated extremely
quickly aided by the heat from runaway growth
and live 26Al.

It is not clear whether we have any meteorites
that are samples of these very earliest planetesi-
mals. Some iron meteorites with very
unradiogenic tungsten (Horan et al., 1998) might
be candidates (Table 1). Nearly all silicate-rich
basaltic achondrites that are precisely dated appear
to have formed later (more than a million years
after the start of the solar system). Some of the
disk debris will have been the secondary product
of collisions between these planetesimals, rather
like the dust in Beta Pictoris. Some have proposed
that chondrules formed in this way (Sanders, 1996;
Lugmair and Shukolyukov, 2001), but although the
timescales appear right this is not generally
accepted (Jones et al., 2000). A working model of
the disk is of a conveyor belt of material rapidly
accreting into early planetesimals, spiraling in
toward the Sun and being fed by heated volatile-
depleted material (Krot et al., 2001) scattered out-
wards and pristine volatile-rich material being
dragged in from the far reaches of the disk (Shu
et al., 1996). This mixture of materials provided the
raw ingredients for early planetesimals and planets
that have largely been destroyed or ejected. One of
the paths of destruction was mutual collisions, and
it was these events that ultimately led to the growth
of terrestrial planets like the Earth.

2.5.2 Chondritic Component Models

Although it is now understood quite well that
chondrites are complicated objects with a signif-
icant formation history, many have proposed that
they should be used to define Earth’s bulk com-
position. More detailed discussion of the Earth’s
composition is provided elsewhere in this treatise
and only the essentials for this chapter are cov-
ered here. A recent overview of some of the
issues is provided by Drake and Righter (2002).
The carbonaceous chondrites often are consid-
ered to provide the best estimates of the basic
building blocks (Agee and Walker, 1988; Allègre
et al., 1995a,b, 2001; Anders, 1977; Ganapathy
and Anders, 1974; Herzberg, 1984; Herzberg
et al., 1988; Jagoutz et al., 1979; Jones and
Palme, 2000; Kato et al., 1988a,b; Newsom,
1990). Because the Earth is formed from colli-
sions between differentiated material, it is clear

that one is simply using these reference chon-
drites to provide little more than model estimates
of the total Earth’s composition. Allègre et al.
(1995a,b, 2001), for example, have plotted the
various compositions of chondrites using major
and trace element ratios and have shown that the
refractory lithophile elements are most closely
approximated by certain specific kinds of chon-
drites. Relative abundances of the platinum
group elements and osmium isotopic composi-
tion of the silicate Earth have been used
extensively to evaluate which class of chondrites
contributed the late veneer (Newsom, 1990;
Rehkämper et al., 1997; Meisel et al., 2001;
Drake and Righter, 2002), a late addition of
volatile rich material. Javoy (1998, 1999) has
developed another class of models altogether
based on enstatite chondrites.

If it is assumed that one can use chondrites as a
reference, one can calculate the composition of the
total Earth and predict the concentrations of ele-
ments that are poorly known. For example, in
theory one can predict the amount of silicon in the
total Earth and determine from this how much must
have gone into the core. The Mainz group produced
many of the classic papers pursuing this approach
(Jagoutz et al., 1979). However, it was quickly rea-
lized that the Earth does not fit any class of
chondrite. In particular, Jagoutz presented the idea
of using element ratios to show that the Earth’s upper
mantle had Mg/Si that was nonchondritic. Jagoutz
et al. (1979) used CI, ordinary and enstatite chon-
drites to define the bulk Earth. Anders always
emphasized that all chondrites were fractionated
relative to CIs in his series of papers on ‘‘Chemical
fractionations inmeteorites’’ (e.g.,Wolf et al., 1980).
That is, CMs and CVs, etc., are also fractionated, as
are planets. Jagoutz et al. (1979) recognized that the
fractionations of magnesium, silicon, and aluminum
were found in both the Earth and in CI, O, and E
chondrites, but not in C2–C3 chondrites, which
exhibit a fixed Mg/Si but variable Al/Si ratio, prob-
ably because of addition of CAIs.

One also can use chondrites to determine the
abundances of moderately volatile elements such
as potassium. Allègre et al. (2001) and Halliday
and Porcelli (2001) pursued this approach to show
that the Earth’s K/U is �104 (Figure 2). One can
calculate how much of the volatile chalcophile and
siderophile elements such as sulfur, cadmium, tell-
urium, and lead may have gone in to the Earth’s
core (Figure 6; Yi et al., 2000; Allègre et al.,
1995b; Halliday and Porcelli, 2001). Allègre et al.
(1995a) also have used this approach to estimate
the total Earth’s 238U/204Pb.

From the budgets of potassium, silicon, carbon,
and sulfur extrapolated from carbonaceous chon-
drite compositions, one can evaluate the amounts
of various light elements possibly incorporated in
the core (Allègre et al., 1995b; Halliday and
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Porcelli, 2001) and see if this explains the defi-
ciency in density relative to pure iron (Ahrens and
Jeanloz, 1987). Such approaches complement the
results of experimental solubility measurements
(e.g., Wood, 1993; Gessmann et al., 2001) and
more detailed comparisons with the geochemistry
of meteorites (Dreibus and Palme, 1996).

It should be noted that the Jagoutz et al. (1979)
approach and the later studies by Allègre and co-
workers (Allègre et al., 1995a,b, 2001) are
mutually contradictory, a fact that is sometimes
not recognized. Whereas Jagoutz et al. (1979)
used CI, ordinary, and enstatite chondrites,
Allègre and co-workers used CI, CM, CV, and
CO chondrites (the carbonaceous chondrite mixing
line) to define the bulk earth, ignoring the others.

These extrapolations and predictions are based
on two assumptions that some would regard as
rendering the approach flawed:

(i) The carbonaceous chondrites define very
nice trends for many elements that can be used to
define the Earth’s composition, but the ordinary
and enstatite chondrites often lie off these trends
(Figure 6). There is no obvious basis for simply
ignoring the chemical compositions of the ordinary
and enstatite chondrites unless they have under-
gone some parent body process of loss or
redistribution in their compositions. This is indeed
likely, particularly for volatile chalcophile elements
but is not well understood at present.

(ii) The Earth as well as the Moon, Mars, and
basaltic achondrite parent bodies are depleted in
moderately volatile elements, in particular the alkali
elements potassium and rubidium, relative to most
classes of chondrite (Figure 2). This needs to be
explained. Humayun and Clayton (1995) per-
formed a similar exercise, showing that since
chondrites are all more volatile rich than terrestrial
planets, the only way to build planets from chon-
drite precursors was to volatilize alkalis and other
volatile elements. This was not considered feasible
in view of the identical potassium isotope composi-
tions of chondrites, the Earth and the Moon. Taylor
and Norman (1990) made a similar observation that
planets formed from volatile-depleted and differen-
tiated precursors and not from chondrites. Clearly,
there must have been other loss mechanisms
(Halliday and Porcelli, 2001) beyond those respon-
sible for the volatile depletion in chondrites unless
the Earth, Moon, angrite parent body and Vesta
simply were accreted from parts of the disk that
were especially enriched in some highly refractory
component, like CAIs (Longhi, 1999).

This latter point and other similar concerns
represent such a major problem that some scien-
tists abandoned the idea of just using chondrites as
a starting point and instead invoked the former
presence of completely hypothetical components

in the inner solar system. This hypothesis has been
explored in detail as described below.

2.5.3 Simple Theoretical Components

In addition to making comparisons with chon-
drites, the bulk composition of the Earth also has
been defined in terms of a ‘‘model’’ mixture of
highly reduced, refractory material combined with
a much smaller proportion of a more oxidized
volatile-rich component (Wänke, 1981). These
models follow on from the ideas behind earlier
heterogeneous accretion models. According to
these models, the Earth was formed from two
components. Component A was highly reduced
and free of all elements with equal or higher vola-
tility than sodium. All other elements were in CI
relative abundance. The iron and siderophile ele-
ments were in metallic form, as was part of the
silicon. Component B was oxidized and contained
all elements, including those more volatile than
sodium in CI relative abundance. Iron and all side-
rophile and lithophile elements were mainly in the
form of oxides.

Ringwood (1979) first proposed these models
but the concept was more fully developed by
Wänke (1981). In Wänke’s model, the Earth
accretes by heterogeneous accretion with a mixing
ratio A:B�85:15. Most of component B would be
added after the Earth had reached about two thirds
of its present mass. The oxidized volatile-rich com-
ponent would be equivalent to CI carbonaceous
chondrites. However, the reduced refractory rich
component is hypothetical and never has been
identified in terms of meteorite components.

Eventually, models that involved successive
changes in accretion and core formation replaced
these. How volatiles played into this was not
explained except that changes in oxidation state
were incorporated. An advanced example of such
a model is that presented by Newsom (1990). He
envisaged the history of accretion as involving
stages that included concomitant core formation
stages (discussed under core formation).

2.5.4 The Nonchondritic Mg/Si of the Earth’s
Primitive Upper Mantle

It has long been unclear why the primitive upper
mantle of the Earth has a nonchondritic proportion
of silicon to magnesium. Anderson (1979) pro-
posed that the mantle was layered with the lower
mantle having higher Si/Mg. Although a number of
coeval papers presented a similar view (Herzberg,
1984; Jackson, 1983) it is thought by many geoche-
mists these days that the major element composition
of the mantle is, broadly speaking, well mixed and
homogeneous as a result of 4.5Gyr of mantle con-
vection (e.g., Hofmann, 1988; Ringwood, 1990).
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A notable exception is the enstatite chondrite model
of Javoy (1999).

Wänke (1981) and Allègre et al. (1995b) have
proposed that a significant fraction of the Earth’s
silicon is in the core. However, this is not well
supported by experimental data. To explain the
silicon deficiency this way conditions have to be
so reducing that niobium would be siderophile and
very little would be left in the Earth’s mantle (Wade
and Wood, 2001).

Ringwood (1989a) proposed that the nonchon-
dritic Mg/Si reflected a radial zonation in the solar
system caused by the addition of more volatile
silicon to the outer portions of the solar system.
That is, he viewed the Earth as possibly more
representative of the solar system than chondrites.

Hewins and Herzberg (1996) proposed that the
midplane of the disk from which the Earth accreted
was dominated by chondrules. Chondrules have
higher Mg/Si than chondrites and if the Earth
accreted in a particular chondrule rich area (as it
may well have done) the sorting effect could dom-
inate planetary compositions.

2.5.5 Oxygen Isotopic Models and
Volatile Losses

Some have proposed that one can use the oxy-
gen isotopic composition of the Earth to identify
the proportions of different kinds of chondritic
components (e.g., Lodders, 2000). The isotopic
composition of oxygen is variable, chiefly in a
mass-dependent way, in terrestrial materials.
However, meteorites show mass-independent var-
iations as well (Clayton, 1986, 1993). Oxygen has
three isotopes and a three-isotope system allows
discrimination between mass-dependent planetary
processes and mass-independent primordial nebu-
lar heterogeneities inherited during planet
formation (Clayton and Mayeda, 1996; Franchi
et al., 1999; Wiechert et al., 2001, 2003). Clayton
pursued this approach and showed that the mix of
meteorite types based on oxygen isotopes would
not provide a chemical composition that was simi-
lar to that of the Earth. In particular, the alkalis
would be too abundant. In fact, the implied relative
proportions of volatile-rich and volatile-poor con-
stituents are in the opposite sense of those derived
in the Wänke–Ringwood mixing models men-
tioned above (Clayton and Mayeda, 1996). Even
the differences in composition between the planets
do not make sense. Earth would need to be less
volatile-depleted than Mars, whereas the opposite
is true (Clayton, 1993; Halliday et al., 2001). The
oxygen isotope compositions of Mars (based on
analyses of SNC meteorites) show a smaller pro-
portion of carbonaceous-chondrite-like material in
Mars than in Earth (Clayton, 1993; Halliday et al.,
2001). It thus appears that, unless the Earth lost a

significant proportion of its moderately volatile
elements after it formed, the principal carrier of
moderately volatile elements involved in the for-
mation of the terrestrial planets was not of
carbonaceous chondrite composition. This, of
course, leads to the viewpoint that the Earth was
built from volatile-depleted material, such as dif-
ferentiated planetesimals (Taylor and Norman,
1990), but it still begs the question of how volatile
depletion occurred (Halliday and Porcelli, 2001).

Whether it is plausible, given the dynamics of
planetary accretion discussed above, that the Earth
lost a major fraction of its moderately volatile
elements during its accretion history is unclear.
This has been advanced as an explanation by
Lodders (2000) and is supported by strontium
isotope data for early solar system objects dis-
cussed below (Halliday and Porcelli, 2001). The
difficulty is to come up with a mechanism that
does not fractionate K isotopes (Humayun and
Clayton, 1995) and permits loss of heavy volatile
elements. The degree to which lack of fractiona-
tion of potassium isotopes offers a real constraint
depends on the mechanisms involved (Esat, 1996;
Young, 2000). There is no question that as the
Earth became larger, the accretion dynamics
would have become more energetic and the tem-
peratures associated with accretion would become
greater (Melosh and Sonett, 1986; Melosh and
Vickery, 1989; Ahrens, 1990; Benz and
Cameron, 1990; Melosh, 1990; Melosh et al.,
1993). However, the gravitational pull of the
Earth would have become so large that it would
be difficult for the Earth to lose these elements
even if they were degassed into a hot protoatmo-
sphere. This is discussed further below.

2.6 EARTH’S EARLIEST ATMOSPHERES
AND HYDROSPHERES

2.6.1 Introduction

The range of possibilities to be considered for
the nature of the earliest atmosphere provides such
a broad spectrum of consequences for thermal and
magmatic evolution that it is better to consider the
atmospheres first before discussing other aspects of
Earth’s evolution. Therefore, in this section a brief
explanation of the different kinds of early atmo-
spheres and their likely effects on the Earth are
given in cursory terms. More comprehensive infor-
mation on atmospheric components is found
elsewhere in this treatise.

2.6.2 Did the Earth Have a Nebular
Protoatmosphere?

Large nebular atmospheres have at various
times been considered a fundamental feature of
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the early Earth by geochemists (e.g., Sasaki and
Nakazawa, 1988; Pepin, 2000; Porcelli et al.,
1998). Large amounts of nebular gases readily
explain why the Earth has primordial 3He (Clarke
et al., 1969; Mamyrin et al., 1969; Lupton and
Craig, 1975; Craig and Lupton, 1976) and why a
component of solar-like neon with a solar He/Ne
ratio can be found in some plume basalts (Honda
et al., 1991; Dixon et al., 2000; Moreira et al.,
2001). Evidence for a solar component among the
heavier noble gases has been more scant (Moreira
and Allègre, 1998; Moreira et al., 1998). There is a
hint of a component with different 38Ar/36Ar in
some basalts (Niedermann et al., 1997) and this
may reflect a solar argon component (Pepin and
Porcelli, 2002). Also, Caffee et al. (1988, 1999)
have made the case that a solar component of
xenon can be found in well gases.

The consequences for the early behavior of the
Earth are anticipated to be considerable if there was
a large nebular atmosphere. Huge reducing proto-
atmospheres, be they nebular or impact-induced
can facilitate thermal blanketing, magma oceans
and core formation. For example, based on the
evidence from helium and neon, Harper and
Jacobsen (1996b) suggested that iron was reduced
to form the core during a stage with a massive early
H2–He atmosphere. A variety of authors had
already proposed that the Earth accreted with a
large solar nebular atmosphere. Harper and
Jacobsen’s model builds upon many earlier such
ideas primarily put forward by the Kyoto school
(Hayashi et al., 1979, 1985; Mizuno et al., 1980;
Sasaki and Nakazawa, 1988; Sasaki, 1990). The
thermal effects of a very large protoatmosphere
have been modeled by Hayashi et al. (1979), who
showed that surface temperatures might reach
>4,000 K. Sasaki (1990) also showed that incred-
ibly high temperatures might build up in the outer
portions of the mantle, leading to widespread
magma oceans. Dissolving volatiles like noble
gases into early silicate and metal liquids may
have been quite easy under these circumstances
(Mizuno et al., 1980; Porcelli et al., 2001;
Porcelli and Halliday, 2001).

Porcelli and Pepin (2000) and Porcelli et al.
(2001) recently summarized the noble gas argu-
ments pointing out that first-order calculations
indicate that significant amounts of noble gases
with a solar composition are left within the
Earth’s interior but orders of magnitude more
have been lost, based on xenon isotopic evidence
(see Chapter 6). Therefore, one requires a relatively
large amount of nebular gas during Earth’s accre-
tion. To make the Earth this way, the timescales for
accretion need to be characteristically short (�106–
107 yr) in order to trap such amounts of gas before
the remains of the solar nebula are accreted into the
Sun or other planets. Therefore, a problem may
exist reconciling the apparent need to acquire a

large nebular atmosphere with the longer time-
scales (�107–108 yr) for accretion implied by
Safronov–Wetherill models and by tungsten and
lead isotopic data. It is hard to get around this
problem because the nebular model is predicated
on the assumption that the Earth grows extremely
fast such that it can retain a large atmosphere
(Pepin and Porcelli, 2002).

Therefore, other models for explaining the
incorporation of solar-like noble gases should be
considered. The most widely voiced alternative is
that of accreting material that formed earlier else-
where that already had acquired solar-like noble
gases. For example, it has been argued that the
neon is acquired as ‘‘Ne–B’’ from accretion of
chondritic material (Trieloff et al., 2000). With
such a component in meteorites, one apparently
could readily explain the Earth’s noble gas com-
position, which may have a 20Ne/22Ne ratio that is
lower than solar (Farley and Poreda, 1992).
However, this component is no longer well
defined in meteorites and the argument is less
than certain because of this. In fact, Ne–B is
probably just a fractionated version of solar
(Ballentine et al., 2001). This problem apart, the
idea that the Earth acquired its solar-like noble
gases from accreting earlier-formed objects is an
alternative that is worth considering. Chondrites,
however, mainly contain very different noble
gases that are dominated by the so-called
‘‘Planetary’’ component (Ozima and Podosek,
2002). This component is nowadays more pre-
cisely identified as ‘‘Phase Q’’ (Wieler et al.,
1992; Busemann et al., 2000). In detail, the com-
ponents within chondrites show little sign of
having incorporated large amounts of solar-like
noble gases. Early melted objects like CAIs and
chondrules are, generally speaking, strongly
degassed (Vogel et al., 2002, 2003).

Podosek et al. (2003) recently have proposed
that the noble gases are incorporated into early
formed planetesimals that are irradiated by intense
solar-wind activity from the vigorous early Sun.
With the new evidence from young solar mass
stars of vastly greater flare activity (Feigelson
et al., 2002a,b), there is strong support for the
notion that inner solar system objects would have
incorporated a lot of solar-wind implanted noble
gases. The beauty of this model is that small
objects with larger surface-to-volume ratio trap
more noble gases. Unlike the nebular model it
works best if large objects take a long time to
form. As such, the model is easier to reconcile
with the kinds of long timescales for accretion
implied by tungsten and lead isotopes. Podosek
et al. (2003) present detailed calculations to illus-
trate the feasibility of such a scenario.

To summarize, although large nebular atmo-
spheres have long been considered the most likely
explanation for primordial solar-like noble gases
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in the Earth, the implications of such models
appear hard to reconcile with the accretionary
timescales determined from tungsten and lead
isotopes. Irradiating planetesimals with solar
wind currently appears to be the most promising
alternative. If this is correct, the Earth may still
at one time have had a relatively large atmo-
sphere, but it would have formed by degassing
of the Earth’s interior.

2.6.3 Earth’s Degassed Protoatmosphere

The discovery that primordial 3He still is being
released from the Earth’s interior (Clarke et al.,
1969; Mamyrin et al., 1969; Lupton and Craig,
1975; Craig and Lupton, 1976) is one of the great-
est scientific contributions made by noble gas
geochemistry. Far from being totally degassed,
the Earth has deep reservoirs that must supply
3He to the upper mantle and thence to the atmo-
sphere. However, the idea that the majority of the
components in the present-day atmosphere formed
by degassing of the Earth’s interior is much older
than this. Brown (1949) and Rubey (1951) pro-
posed this on the basis of the similarity in
chemical composition between the atmosphere
and hydrosphere on the one hand and the composi-
tions of volcanic gases on the other. In more recent
years, a variety of models for the history of degas-
sing of the Earth have been developed based on the
idea that a relatively undegassed lower mantle sup-
plied the upper mantle with volatiles, which then
supplied the atmosphere (Allègre et al., 1983,
1996; O’Nions and Tolstikhin, 1994; Porcelli and
Wasserburg, 1995).

Some of the elements in the atmosphere pro-
vide specific ‘‘time information’’ on the degassing
of the Earth. Of course, oxygen was added to the
atmosphere gradually by photosynthesis with a
major increase in the early Proterozoic (Kasting,
2001). However, the isotopic composition and
concentration of argon provides powerful evidence
that other gases have been added to the atmo-
sphere from the mantle over geological time
(O’Nions and Tolstikhin, 1994; Porcelli and
Wasserburg, 1995). In the case of argon, a mass
balance can be determined because it is domi-
nantly (>99%) composed of 40Ar, formed by
radioactive decay of 40K. From the Earth’s potas-
sium concentration and the atmosphere’s argon
concentration it can be shown that roughly half
the 40Ar is in the atmosphere, the remainder pre-
sumably being still stored in the Earth’s mantle
(Allègre et al., 1996). Some have argued that this
cannot be correct on geophysical grounds, leading
to the proposal that the Earth’s K/U ratio has been
overestimated (Davies, 1999). However, the rela-
tionship with Rb/Sr (Figure 2) provides strong
evidence that the Earth’s K/U ratio is �104

(Allègre et al., 2001; Halliday and Porcelli,
2001). Furthermore, support for mantle reser-
voirs that are relatively undegassed can be
found in both helium and neon isotopes
(Allègre et al., 1983, 1987; Moreira et al.,
1998, 2001; Moreira and Allègre, 1998;
O’Nions and Tolstikhin, 1994; Niedermann
et al., 1997; Porcelli and Wasserburg, 1995).
The average timing of this loss is poorly con-
strained from argon data. In principle, this
amount of argon could have been supplied cat-
astrophically in the recent past. However, it is
far more reasonable to assume that because the
Earth’s radioactive heat production is decaying
exponentially, the amount of degassing has been
decreasing with time. The argon in the atmo-
sphere is the time-integrated effect of this
degassing.

Xenon isotopes provide strong evidence that
the Earth’s interior may have undergone an early
and catastrophic degassing (Allègre et al., 1983,
1987). Allègre et al. discovered that the MORB-
source mantle had elevated 129Xe relative to atmo-
spheric xenon, indicating that the Earth and
atmosphere separated from each other at an early
stage. These models are hampered by a lack of
constraints on the xenon budgets of the mantle
and by atmospheric contamination that pervades
many mantle-derived samples. Furthermore, the
model assumes a closed system. If a portion of
the xenon in the Earth’s atmosphere was added
after degassing (Javoy, 1998, 1999) by cometary
or asteroidal impacts (Owen and Bar-Nun, 1995,
2000; Morbidelli et al., 2000), the model becomes
underconstrained. The differences that have been
reported between the elemental and atomic abun-
dances of the noble gases in the mantle relative to
the atmosphere may indeed be explained by het-
erogeneous accretion of the atmosphere (Marty,
1989; Caffee et al., 1988, 1999).

Isotopic evidence aside, many theoretical and
experimental papers have focused on the produc-
tion of a steam atmosphere by impact-induced
degassing of the Earth’s interior (Abe and
Matsui, 1985, 1986, 1988; O’Keefe and Ahrens,
1977; Lange and Ahrens, 1982, 1984; Matsui and
Abe, 1986a,b; Sasaki, 1990; Tyburczy et al.,
1986; Zahnle et al., 1988). Water is highly soluble
in silicate melts at high pressures (Righter and
Drake, 1999; Abe et al., 2000). As such, a large
amount could have been stored in the Earth’s
mantle and then released during volcanic
degassing.

Ahrens (1990) has modeled the effects of impact-
induced degassing on the Earth. He considers that the
Earth probably alternated between two extreme states
as accretion proceeded.When theEarthwasdegassed
it would accumulate a large reducing atmosphere.
This would provide a blanket that also allowed
enormous surface temperatures to be reached:
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Ahrens estimates �1,500 K. However, when an
impact occurred this atmosphere would be blown
off. The surface of the Earth would become cool
and oxidizing again (Ahrens, 1990). There is strong
isotopic evidence for such early losses of the early
atmospheres as explained in the next section.

2.6.4 Loss of Earth’s Earliest Atmosphere(s)

The xenon isotope data provide evidence that
much (>99%) of the Earth’s early atmosphere was
lost within the first 100Myr. Several papers on this
can be found in the literature and the most recent
ones by Ozima and Podosek (1999) and Porcelli
et al. (2001) are particularly useful. The basic argu-
ment for the loss is fairly simple and is not so
different from the original idea of using xenon iso-
topes to date the Earth (Wetherill, 1975a). We have
a rough idea of how much iodine exists in the
Earth’s mantle. The Earth’s current inventory is
not well constrained but we know enough
(Déruelle et al., 1992) to estimate the approximate
level of depletion of this volatile element. It is clear
from the degassing of noble gases that the present
ratio of I/Xe in the Earth is orders of magnitude
higher than chondritic values. We know that at the
start of the solar system 129I was present with an
atomic abundance of �10�4 relative to stable 127I
(Swindle and Podosek, 1988). All of this 129I
formed 129Xe, and should have produced xenon
that was highly enriched in 129Xe given the
Earth’s I/Xe ratio. Yet instead, the Earth has xenon
that is only slightly more radiogenic than is found in
meteorites rich in primordial noble gases; the 129Xe
excesses in the atmosphere and the mantle are both
minute by comparison with that expected from the
Earth’s I/Xe. This provides evidence that the Earth
had a low I/Xe ratio that kept its xenon isotopic
compositions close to chondritic. At some point
xenon was lost and by this time 129I was close to
being extinct such that the xenon did not become
very radiogenic despite a very high I/Xe.

The xenon isotopic arguments can be extended
to fissionogenic xenon. The use of the combined
129I–129Xe and 244Pu–132,134,136Xe (spontaneous
fission half-life �80Myr) systems provides esti-
mates of �100Myr for loss of xenon from the
Earth (Ozima and Podosek, 1999). The fission-
based models are hampered by the difficulties
with resolving the heavy xenon that is formed
from fission of 244Pu as opposed to longer-lived
uranium. The amount of 136Xe that is expected to
have formed from 244Pu within the Earth should
exceed that produced from uranium as found in
well gases (Phinney et al., 1978) and this has been
confirmed with measurements of MORBs (Kunz
et al., 1998). However, the relative amount of
plutonogenic Xe/uranogenic Xe will be a function

of the history of degassing of the mantle.
Estimating these amounts accurately is very hard.

This problem is exacerbated by the lack of con-
straint that exists on the initial xenon isotopic
composition of the Earth. The xenon isotopic com-
position of the atmosphere is strikingly different
from that found in meteorites (Wieler et al., 1992;
Busemann et al., 2000) or the solar wind (Wieler
et al., 1996). It is fractionated relative to solar, the
light isotopes being strongly depleted (Figure 7).
One can estimate the initial xenon isotopic composi-
tion of the Earth by assuming it was strongly
fractionated from something more like the composi-
tion found inmeteorites and the solar wind. By using
meteorite data to determine a best fit to atmospheric
Xe one obtains a composition called ‘‘U–Xe’’
(Pepin, 1997, 2000). However, this is based on find-
ing a composition that is consistent with the present-
day atmosphere. Therefore caution is needed when
using the fissionogenic xenon components to esti-
mate an accretion age for the Earth because the
arguments become circular (Zhang, 1998).

The strong mass-dependent fractionation of
xenon has long been thought to be caused by hydro-
dynamic escape (Hunten et al., 1987; Walker, 1986)
of the atmosphere. Xenon probably was entrained in
a massive atmosphere of light gases presumably
dominated by hydrogen and helium that was lost
(Sasaki and Nakazawa, 1988). This is consistent
with the view based on radiogenic and fissionogenic
xenon that a large fraction of the Earth’s atmosphere
was lost during the lifetime of 129I.

Support for loss of light gases from the
atmosphere via hydrodynamic escape can be found
in other ‘‘atmophile’’ isotopic systems.
The 20Ne/22Ne ratio in the mantle is elevated relative
to the atmosphere (Trieloff et al., 2000). The mantle

Figure 7 Mass fractionation of xenon in the
atmosphere relative to the solar value (Pepin and
Porcelli, 2002) (reproduced by permission of
Mineralogical Society of America from Rev. Mineral.

Geochem. 2002, 47, 191–246).
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value is close to solar (Farley and Poreda, 1992), but
the atmosphere plots almost exactly according to a
heavy mass-dependent fractionated composition.
Similarly, the hydrosphere has a D/H ratio that is
heavy relative to the mantle. However, argon and
krypton isotopes provide no support for the theory
(Pepin and Porcelli, 2002). Therefore, this model
cannot be applied in any simple way to all of the
atmophile elements.

It is possible that the atmosphere was blown off
by a major impact like the Moon-forming giant
impact, but this is far from clear at this stage.
Another mechanism that often is considered is the
effect of strong ultraviolet wavelength radiation
from the early Sun (Zahnle and Walker, 1982).
This might affect Xe preferentially because of the
lower ionization potential. It is of course possible
that the Earth simply acquired an atmosphere, with
xenon, like today’s (Marty, 1989; Caffee et al.,
1999). However, then it is not clear how to explain
the strong isotopic fractionation relative to solar
and meteorite compositions.

Taken together, the noble gas data provide evi-
dence that Earth once had an atmosphere that was
far more massive than today’s. If true, this would
have had two important geochemical conse-
quences. First, there would have been a
blanketing effect from such an atmosphere. This
being the case, the temperature at the surface of the
Earth would have been very high. There may well
have been magma oceans, rock vapor in the atmo-
sphere, and extreme degassing of moderately
volatile as well as volatile elements. Blow-off of
this atmosphere may have been related to the
apparent loss of moderately volatile elements
(Halliday and Porcelli, 2001). With magma oceans
there would be, at best, a weak crust, mantle mix-
ing would have been very efficient, and core
formation would have proceeded quickly.

The second consequence is that it would have
been relatively easy to dissolve a small amount of
this ‘‘solar’’ gas at high pressure into the basaltic
melts at the Earth’s surface (Mizuno et al., 1980).
This ‘‘ingassing’’ provides a mechanism for trans-
porting nebular gases into the Earth’s interior. The
ultimate source of solar helium and neon in the
mantle is unknown. At one time, it was thought to
be the mantle (Allègre et al., 1983) and this still
seems most likely (Porcelli and Ballentine, 2002)
but the core also has been explored (Porcelli and
Halliday, 2001) as a possible alternative.

2.7 MAGMA OCEANS AND CORE
FORMATION

Core formation is the biggest differentiation
process that has affected the planet, resulting in a
large-scale change of the distribution of density
and heat production. One would think that such a

basic feature would be well understood. However,
the very existence of large amounts of iron metal at
the center of an Earth with an oxidized mantle is
problematic (Ringwood, 1977). Large reducing
atmospheres and magma oceans together provide
a nice explanation. For example, Ringwood (1966)
considered that the iron metal in the Earth’s core
formed by reduction of iron in silicates and oxides
and thereby suggested a huge CO atmosphere.
Clearly, if the Earth’s core formed by reduction of
iron in a large atmosphere, the process of core
formation would occur early and easily.

However, there is very little independent evi-
dence from mantle or crustal geochemistry to
substantiate the former presence of magma oceans.
There has been no shortage of proposals and argu-
ments for and against on the basis of petrological
data for the Earth’s upper mantle. The key problem
is the uncertainty that exists regarding the relation-
ship between the present day upper mantle and that
that may have existed in the early Earth. Some have
argued that the present day lower mantle is compo-
sitionally distinct in terms of major elements (e.g.,
Herzberg, 1984; Jackson, 1983), whereas others
(e.g., Hofmann, 1988; Hofmann et al., 1986;
Davies, 1999) have presented strong evidence in
favor of large-scale overall convective interchange.
Although several papers have used the present-day
major, trace, and isotopic compositions of the
upper mantle to provide constraints on the earliest
history of the Earth (Allègre et al., 1983; Agee and
Walker, 1988; Kato et al., 1988a,b; McFarlane and
Drake, 1990; Jones et al., 1992; Drake and
McFarlane, 1993; Porcelli and Wasserburg, 1995;
O’Nions and Tolstikhin, 1994; Righter and Drake,
1996), it is unclear whether or not this is valid,
given 4.5Gyr of mantle convection.

For example, the trace element and hafnium
isotopic compositions of the upper mantle provide
no sign of perovskite fractionation in a magma
ocean (Ringwood, 1990; Halliday et al., 1995)
and even the heavy REE pattern of the upper man-
tle appears to be essentially flat (e.g., Lee et al.,
1996). This is not to be expected if majorite garnet
was a liquidus phase (Herzberg et al., 1988). One
explanation for the lack of such evidence is that the
magma ocean was itself an efficiently mixed sys-
tem with little if any crystal settling (Tonks and
Melosh, 1990). Another possibility is that the entire
mantle has been rehomogenized since this time.
Ringwood (1990) suggested this possibility,
which leaves some arguments regarding the rele-
vance of the composition of the upper mantle in
doubt. Of course, the subsequent introduction of
heterogeneities by entrainment and radioactive
decay and the development of an isotopically stra-
tified mantle (Hofmann et al., 1986, Moreira and
Allègre, 1998) are not inconsistent with this.

Whether or not magma oceans are a necessary
prerequisite for core formation is unclear. It is
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necessary to understand how it is possible for
metallic iron to migrate through the silicate mantle
(Shaw, 1978). Many have assumed that a part of
the mantle at least was solid during core formation.
A variety of mechanisms have been studied includ-
ing grain boundary percolation (Minarik et al.,
1996; Rushmer et al., 2000; Yoshino et al., 2003)
and the formation of large-scale metal structures in
the upper mantle that sink like diapirs into the
center of the Earth (Stevenson, 1981, 1990).
Under some circumstances these may break up
into small droplets of metal (Rubie et al., 2003).
To evaluate these models, it is essential to have
some idea of the physical state of the early Earth
at the time of core formation. All of these issues are
addressed by modern geochemistry but are not yet
well constrained. Most effort has been focused on
using the composition of the silicate Earth itself to
provide constraints on models of core formation.

The major problem presented by the Earth’s
chemical composition and core formation models
is providing mechanisms that predict correctly the
siderophile element abundances in the Earth’s
upper mantle. It long has been recognized that
siderophile elements are more abundant in the
mantle than expected if the silicate Earth and the
core were segregated under low-pressure and mod-
erate-temperature equilibrium conditions (Chou,
1978; Jagoutz et al., 1979). Several explanations
for this siderophile ‘‘excess’’ have been proposed,
including:

(i) partitioning into liquid metal alloy at high
pressure (Ringwood, 1979);

(ii) equilibrium partitioning between sulfur-rich
liquid metal and silicate (Brett, 1984);

(iii) inefficient core formation (Arculus and
Delano, 1981; Jones and Drake, 1986);

(iv) heterogeneous accretion and late veneers
(Eucken, 1944; Turekian and Clark, 1969; Clark
et al., 1972; Smith, 1977, 1980; Wänke et al.,
1984; Newsom, 1990);

(v) addition of material to the silicate Earth from
the core of a Moon-forming impactor (Newsom
and Taylor, 1986);

(vi) very high temperature equilibration
(Murthy, 1991); and

(vii) high-temperature equilibrium partitioning
in a magma ocean at the upper/lower mantle
boundary (Li and Agee, 1996; Righter et al., 1997).

Although the abundances and partition coeffi-
cients of some of the elements used to test these
models are not well established, sufficient knowl-
edge exists to render all of them problematic.
Model (vii) appears to work well for some mod-
erately siderophile elements. Righter and Drake
(1999) make the case that the fit of the side-
rophile element metal/silicate partion coefficient
data is best achieved with a high water content
(per cent level) in the mantle. This would have

assisted the formation of a magma ocean and
provided a ready source of volatiles in the
Earth. Walter et al. (2000) reviewed the state of
the art in this area. However, the number of
elements with well-established high-pressure par-
tition coefficients for testing this model is still
extremely small.

To complicate chemical models further, there is
some osmium isotopic evidence that a small flux of
highly siderophile elements from the core could be
affecting the abundances in the mantle (Walker
et al., 1995; Brandon et al., 1998). This model
has been extended to the interpretation of PGE
abundances in abyssal peridotites (Snow and
Schmidt, 1998). The inventories of many of these
highly siderophile elements are not that well estab-
lished and may be extremely variable (Rehkämper
et al., 1997, 1999b). In particular, the use of abys-
sal peridotites to assess siderophile element
abundances in the upper mantle appears to be pro-
blematic (Rehkämper et al., 1999a). Puchtel and
Humayun (2000) argued that if PGEs are being
fluxed from the core to the mantle then this is not
via the Walker et al. (1995) mechanism of physical
admixture by entrainment of outer core, but must
proceed via an osmium isotopic exchange, since
the excess siderophiles were not found in komatiite
source regions with radiogenic 187Os. Taken
together, the status of core to mantle fluxes is
very vague at the present time.

2.8 THE FORMATION OF THE MOON

The origin of the Moon has been the subject of
intense scientific interest for over a century but
particularly since the Apollo missions provided
samples to study. The most widely accepted current
theory is the giant impact theory but this idea has
evolved from others and alternative hypotheses
have been variously considered. Wood (1984) pro-
vides a very useful review. The main theories that
have been considered are as follows:

Co-accretion. This theory proposes that the
Earth and Moon simply accreted side by side. The
difficulty with this model is that it does not explain
the angular momentum of the Earth–Moon system,
nor the difference in density, nor the difference in
volatile depletion (Taylor, 1992).

Capture. This theory (Urey, 1966) proposes that
the Moon was a body captured into Earth’s orbit. It
is dynamically difficult to do this without the Moon
spiraling into the Earth and colliding. Also the
Earth and Moon have indistinguishable oxygen
isotope compositions (Wiechert et al., 2001) in a
solar system that appears to be highly heteroge-
neous in this respect (Clayton, 1986).

Fission. This theory proposes that the Moon
split off as a blob during rapid rotation of a
molten Earth. George Howard Darwin, the son of
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Charles Darwin originally championed this idea
(Darwin, 1878, 1879). At one time (before the
young age of the oceanfloor was known) it was
thought by some that the Pacific Ocean might have
been the residual space vacated by the loss of
material. This theory is also dynamically difficult.
Detailed discussions of the mechanisms can be
found in Binder (1986). However, this model
does have certain features that are attractive.
It explains why Earth and Moon have identical
oxygen isotope compositions. It explains why the
Moon has a lower density because the outer part of
the Earth would be deficient in iron due to core
formation. It explains why so much of the angular
momentum of the Earth–Moon system is in the
Moon’s motion. These are key features of any
successful explanation for the origin of the Moon.

Impact models. Mainly because of the difficul-
ties with the above models, alternatives were
considered following the Apollo missions.
Hartmann and Davis (1975) made the proposal
that the Moon formed as a result of major impacts
that propelled sufficient debris into orbit to produce
the Moon. However, an important new facet that
came from sample return was the discovery that the
Moon had an anorthositic crust implying a very hot
magma ocean. Also it was necessary to link the
dynamics of the Moon with that of the Earth’s spin.
If an impact produced the Moon it would be easier
to explain these features if it was highly energetic.
This led to a series of single giant impact models in
which the Moon was the product of a glancing
blow collision with another differentiated planet
(Cameron and Benz, 1991). A ring of debris
would have been produced from the outer silicate
portions of the Earth and the impactor planet
(named ‘‘Theia,’’ the mother of ‘‘Selene,’’ the god-
dess of the Moon). Wetherill (1986) calculated that
there was a realistic chance of such a collision. This
model explains the angular momentum, the ‘‘fiery
start,’’ the isotopic similarities and the density
difference.

The giant-impact theory has been confirmed by
a number of important observations. Perhaps most
importantly, we know now that the Moon must
have formed tens of millions of years after the
start of the solar system (Lee et al., 1997;
Halliday, 2000). This is consistent with a collision
between already formed planets. The masses of
the Earth and the impactor at the time of the giant
impact have been the subject of major uncertainty.
Two main classes of models are usually consid-
ered. In the first, the Earth was largely (90%)
formed at the time of the impact and the impacting
planet Theia was roughly Mars-sized (Cameron
and Benz, 1991). A recent class of models con-
siders the Earth to be only half-formed at the
time of the impact, and the mass ratio Theia/
proto-Earth to be 3:7 (Cameron, 2000). The latter
model is no longer considered likely; the most

recent simulations have reverted to a Mars-sized
impactor at the end of Earth accretion (Canup and
Asphaug, 2001). The tungsten isotope data for the
Earth and Moon do not provide a unique test
(Halliday et al., 2000).

The giant-impact model, though widely
accepted, has not been without its critics.
Geochemical arguments have been particularly
important in this regard. The biggest concern has
been the similarities between chemical and isoto-
pic features of the Earth and Moon. Most of the
dynamic simulations (Cameron and Benz, 1991;
Cameron, 2000; Canup and Asphaug, 2001) pre-
dict that the material that forms the Moon is
derived from Theia, rather than the Earth. Yet it
became very clear at an early stage of study that
samples from the Moon and Earth shared many
common features that would be most readily
explained if the Moon was formed from material
derived from the Earth (Wänke et al., 1983;
Wänke and Dreibus, 1986; Ringwood, 1989b,
1992). These include the striking similarity in
tungsten depletion despite a strong sensitivity to
the oxidation state of the mantle (Rammensee and
Wänke, 1977; Schmitt et al., 1989). Other basaltic
objects such as eucrites and martian meteorites
exhibit very different siderophile element deple-
tion (e.g., Treiman et al., 1986, 1987; Wänke and
Dreibus, 1988, 1994). Therefore, why should the
Earth and Moon be identical if the Moon came
from Theia (Ringwood, 1989b, 1992)? In a similar
manner, the striking similarity in oxygen isotopic
composition (Clayton and Mayeda, 1975), still
unresolvable to extremely high precision
(Wiechert et al., 2001), despite enormous hetero-
geneity in the solar system (Clayton et al., 1973;
Clayton, 1986, 1993; Clayton and Mayeda, 1996),
provides support for the view that the Moon was
derived from the Earth (Figure 3).

One can turn these arguments around, how-
ever, and use the compositions of lunar samples
to define the composition of Theia, assuming
the impactor produced most of the material in
the Moon (MacFarlane, 1989). Accordingly, the
similarity in oxygen isotopes and trace sidero-
phile abundances between the Earth and Moon
provides evidence that Earth and Theia were
neighboring planets made of an identical mix
of materials with similar differentiation his-
tories (Halliday and Porcelli, 2001). Their
similarities could relate to proximity in the
early solar system, increasing the probability
of collision.

Certain features of the Moon may be a con-
sequence of the giant impact itself. The volatile-
depleted composition of the Moon, in particular,
has been explained as a consequence of
the giant impact (O’Neill, 1991a; Jones and
Palme, 2000). It has been argued (Kreutzberger
et al., 1986; Jones and Drake, 1993) that the
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Moon could not have formed as a volatile
depleted residue of material from the Earth
because it has Rb/Cs that is lower than that of
the Earth and caesium supposedly is more vola-
tile. However, the assumptions regarding the
Earth’s Rb/Cs upon which this is based are
rather weak (McDonough et al., 1992).
Furthermore, the exact relative volatilities of
the alkalis are poorly known. Using the canoni-
cal numbers, the Earth, Moon, and Mars are all
more depleted in less volatile rubidium than
more volatile potassium (Figure 2). From the
slope of the correlation, it can be seen that the
terrestrial depletion in rubidium (50% condensa-
tion temperature �1,080 K) is �80% greater
than that in potassium (50% condensation tem-
perature �1,000 K) (Wasson, 1985). Similar
problems are found if one compares sodium
depletion, or alkali concentrations more gener-
ally for other early objects, including chondrites.

Attempts to date the Moon were initially
focused on determining the ages of the oldest
rocks and therefore providing a lower limit. These
studies emphasized precise strontium, neodymium,
and lead isotopic constraints (Tera et al., 1973;
Wasserburg et al., 1977a; Hanan and Tilton,
1987; Carlson and Lugmair, 1988; Shih et al.,
1993; Alibert et al., 1994). At the end of the
Apollo era, Wasserburg et al. (1977a) wrote ‘‘The
actual time of aggregation of the Moon is not pre-
cisely known, but the Moon existed as a planetary
body at 4.45Ga, based on mutually consistent
Rb–Sr and U–Pb data. This is remarkably close to
the 207Pb–206Pb age of the Earth and suggests that
the Moon and the Earth were formed or differen-
tiated at the same time.’’ Although these collective
efforts made a monumental contribution, such con-
straints on the age of the Moon still leave
considerable scope (>100Myr) for an exact age.

Some of the most precise and reliable early
ages for lunar rocks are given in Table 3. They
provide considerable support for an age of
>4.42Ga. Probably the most compelling evidence
comes from the early ferroan anorthosite 60025,
which defines a relatively low first-stage m (or
238U/204Pb) and an age of �4.5Ga. Of course,
the ages of the oldest lunar rocks only date
igneous events. Carlson and Lugmair (1988)
reviewed all of the most precise and concordant
data and concluded that the Moon had to have
formed in the time interval 4.44–4.51Ga. This is
consistent with the estimate of 4.47� 0.02Ga of
Tera et al. (1973).

Model ages can provide upper and lower limits
on the age of the Moon. Halliday and Porcelli
(2001) reviewed the strontium isotope data for
early solar system objects and showed that
the initial strontium isotopic compositions of
early lunar highlands samples (Papanastassiou
and Wasserburg, 1976; Carlson and Lugmair,

1988) are all slightly higher than the best esti-
mates of the solar system initial ratio (Figure 8).
The conservative estimates of the strontium iso-
tope data indicate that the difference between the
87Sr/86Sr of the bulk solar system initial at
4.566Ga is 0.69891� 2 and the Moon at
�4.515Ga is 0.69906� 2 is fully resolvable.
An Rb–Sr model age for the Moon can be calcu-
lated by assuming that objects formed from
material that separated from a solar nebula reser-
voir with the Moon’s current Rb/Sr ratio.
Because the Rb/Sr ratios of the lunar samples
are extremely low, the uncertainty in formation
age does not affect the calculated initial stron-
tium isotopic composition, hence the model age,
significantly. The CI chondritic Rb/Sr ratio
(87Rb/86Sr¼ 0.92) is assumed to represent the
solar nebula. This model provides an upper
limit on the formation age of the object, because
the solar nebula is thought to represent the most
extreme Rb/Sr reservoir in which the increase in
strontium isotopic composition could have been
accomplished. In reality, the strontium isotopic
composition probably evolved in a more complex
manner over a longer time. The calculated time
required to generate the difference in strontium
isotopic composition in a primitive solar nebula
environment is 11� 3Myr. This is, therefore, the
earliest point in time at which the Moon could
have formed (Halliday and Porcelli, 2001).

A similar model-age approach can be used
with the Hf–W system. In fact, Hf–W data pro-
vide the most powerful current constraints on the
exact age of the Moon. The tungsten isotopic
compositions of bulk rock lunar samples range
from "W�0 like the silicate Earth to "W>10 (Lee
et al., 1997, 2002). This was originally inter-
preted as the result of radioactive decay of
formerly live 182Hf within the Moon, which has
a variable but generally high Hf/W ratio in its
mantle (Lee et al., 1997). Now we know that a
major portion of the 182W excess in lunar samples
is cosmogenic and the result of the reaction
181Ta(n,�)182Ta(��)182W while these rocks were
exposed on the surface of the Moon (Leya et al.,
2000; Lee et al., 2002). This can be corrected
using (i) estimates of the cosmic ray flux from
samarium and gadolinium compositions, (ii) the
exposure age and Ta/W ratio, or (iii) internal
isochrons of tungsten isotopic composition
against Ta/W (Lee et al., 2002). The best current
estimates for the corrected compositions are
shown in Figure 9. The spread in the data is
reduced and the stated uncertainties are greater
relative to the raw tungsten isotopic compositions
(Lee et al., 1997). Most data are within error of
the Earth. A small excess 182W is still resolvable
for some samples, but these should be treated
with caution.
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Table 3 Recent estimates of the ages of early solar system objects and the age of the Moon.

Object Sample(s) Method References Age (Ga)

Earliest solar system Allende CAIs U–Pb Göpel et al. (1991) 4.566� 0.002
Earliest solar system Efremovka CAIs U–Pb Amelin et al. (2002) 4.5672� 0.0006
Chondrule formation Acfer chondrules U–Pb Amelin et al. (2002) 4.5647� 0.0006
Angrites Angra dos Reis and LEW 86010 U–Pb Lugmair and Galer (1992) 4.5578� 0.0005
Early eucrites Chervony Kut Mn–Cr Lugmair and Shukolyukov (1998) 4.563� 0.001
Earth accretion Mean age U–Pb Halliday (2000) �4.55
Earth accretion Mean age U–Pb Halliday (2000) �4.49
Earth accretion Mean age Hf–W Yin et al. (2002) �4.55
Lunar highlands Ferroan anorthosite 60025 U–Pb Hanan and Tilton (1987) 4.50� 0.01
Lunar highlands Ferroan anorthosite 60025 Sm–Nd Carlson and Lugmair (1988) 4.44� 0.02
Lunar highlands Norite from breccia 15445 Sm–Nd Shih et al. (1993) 4.46� 0.07
Lunar highlands Ferroan noritic anorthosite in breccia 67016 Sm–Nd Alibert et al. (1994) 4.56� 0.07
Moon Best estimate of age U–Pb Tera et al. (1973) 4.47� 0.02
Moon Best estimate of age U–Pb, Sm–Nd Carlson and Lugmair (1988) 4.44–4.51
Moon Best estimate of age Hf–W Halliday et al. (1996) 4.47� 0.04
Moon Best estimate of age Hf–W Lee et al. (1997) 4.51� 0.01
Moon Maximum age Hf–W Halliday (2000) �4.52
Moon Maximum age Rb–Sr Halliday and Porcelli (2001) �4.55
Moon Best estimate of age Hf–W Lee et al. (2002) 4.51� 0.01
Moon Best estimate of age Hf–W Kleine et al. (2002) 4.54� 0.01



The most obvious and clear implication of
these data is that the Moon, a high-Hf/W object,
must have formed late (Lee et al., 1997).
Halliday (2000) argued that the tungsten isotopic
composition was hard to explain if the Moon
formed before �50Myr after the start of the
solar system. The revised parameters for the
average solar system (Kleine et al., 2002)
mean that the Moon, like the Earth, has a well-
defined excess of 182W. This may have been
inherited from the protolith silicate reservoirs
from which the Moon formed. Alternatively, a
portion might reflect 182Hf decay within the
Moon itself. Assuming that the Moon started
as an isotopically homogeneous reservoir the
most likely explanation for the small but well-

defined excess 182W found in Apollo basalts
such as 15555 (Figure 10) relative to some of
the other lunar rocks is that the Moon formed at
a time when there was still a small amount of
live 182Hf in the lunar interior. This means that
the Moon had to have formed within the first
60Myr of the solar system (Halliday, 2000; Lee
et al., 2002). The Moon must also have formed
by the time defined by the earliest lunar rocks.
The earliest most precisely determined crystal-
lization age of a lunar rock is that of 60025
which has a Pb–Pb age of close to 4.50 Ga
(Hanan and Tilton, 1987). Therefore, the Moon
appears to have formed before �4.50 Ga.

Defining the age more precisely is proving
difficult at this stage. First, more precise esti-
mates of the Hf–W systematics of lunar rocks
are needed. The amount of data for which the
cosmogenically produced 182W effects are well
resolved is very limited (Lee et al., 2002) and
analysis is time consuming and difficult.
Second, the (182Hf/180Hf)BSSI is poorly defined,
as described above. If one uses a value of
1.0� 10�4 (Kleine et al., 2002; Schöenberg
et al., 2002; Yin et al., 2002), the small tungsten
isotopic effects of the Moon probably were pro-
duced 530Myr after the start of the solar
system (Kleine et al., 2002). If, however, the
(182Hf/180Hf)BSSI is slightly higher, as discussed
above, the model age would be closer to 40–
45Myr (Table 3). The uncertainty in the 182Hf
decay constant (��22%) also limits more pre-
cise constraints.

Either way, these Hf–W data provide very
strong support for the giant-impact theory of
lunar origin (Cameron and Benz, 1991). It is
hard to explain how the Moon could have
formed at such a late stage unless it was the
result of a planetary collision. The giant-impact

Figure 10 The tungsten isotopic composition of
Apollo 15 basalt 15555 shows no internal variation as a
function of Ta/W, consistent with its low exposure age

(source Lee et al., 2002).

Figure 8 Initial strontium isotope composition of early
lunar highland rocks relative to other early solar system
objects. APB: Angrite Parent Body; CEPB: Cumulate
Eucrite Parent Body; BSSI: Bulk Solar System Initial

(source Halliday and Porcelli, 2001).

Figure 9 The tungsten isotopic compositions of lunar
samples after calculated corrections for cosmogenic

contributions (source Leya et al., 2000).
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theory predicts that the age of the Moon should
postdate the origin of the solar system by some
considerable amount of time, probably tens of
millions of years if Wetherill’s predictions are
correct. This is consistent with the evidence
from tungsten isotopes.

The giant impact can also be integrated into
modeling of the lead isotopic composition of
the Earth (Halliday, 2000). Doing so, one can
constrain the timing. Assuming a Mars-sized
impactor was added to the Earth in the final
stages of accretion (Canup and Asphaug, 2001)
and that, prior to this, Earth’s accretion could
be approximated by exponentially decreasing
rates (Halliday, 2000), one can calibrate the
predicted lead isotopic composition of the
Earth in terms of the time of the giant impact
(Figure 11). It can be seen that all of the many
estimates for the lead isotopic composition of
the BSE compiled by Galer and Goldstein
(1996) plus the more recent estimates of
Kramers and Tolstikhin (1997) and Murphy
et al. (2003) appear inconsistent with a giant
impact that is earlier than �45Myr after the
start of the solar system.

Xenon isotope data have also been used to
argue specifically that the Earth lost its inventory
of noble gases as a consequence of the giant
impact (Pepin, 1997; Porcelli and Pepin, 2000).
The timing of the ‘‘xenon loss event’’ looks more

like 50–80Myr on the basis of the most recent
estimates of fissionogenic components (Porcelli
and Pepin, 2000) (Figure 12). This agrees nicely
with some estimates for the timing of the giant
impact (Tables 2 and 3, and Figure 11) based on
tungsten and lead isotopes. If the value of
�30Myr is correct (Kleine et al., 2002), there
appears to be a problem linking the xenon loss
event with the Moon forming giant impact, yet
it is hard to decouple these. If the tungsten
chronometry recently proposed by Yin et al.
(2002) and Kleine et al. (2002) is correct it
would seem that the giant impact cannot have
been the last big event that blew off a substan-
tial fraction of the Earth’s atmosphere. On the
basis of dynamic simulations, however, it is
thought that subsequent events cannot have
been anything like as severe as the giant impact
(Canup and Agnor, 2000; Canup and Asphaug,
2001). It is, of course, conceivable that the
protoatmosphere was lost by a different
mechanism such as strong UV radiation
(Zahnle and Walker, 1982). However, this begs
the question of how the (earlier) giant impact
could have still resulted in retention of noble
gases. It certainly is hard to imagine the giant
impact without loss of the Earth’s primordial
atmosphere (Melosh and Vickery, 1989;
Ahrens, 1990; Benz and Cameron, 1990;
Zahnle, 1993).

Figure 12 The relationship between the amounts of
radiogenic 129Xe inferred to come from 129I decay
within the Earth and fissionogenic 136Xe thought to
be dominated by decay of 244Pu within the Earth. The
differences in composition between the atmosphere and
upper mantle relate to the timing of atmosphere
formation. The compositions of both reservoirs are
not very different from solar or initial U–Xe. This
provides evidence that the strong depletion of xenon,
leading to very high I/Xe, for example, was late. The
data are shown modeled as a major loss event 50–
80Myr after the start of the solar system (Porcelli and
Ballentine, 2002). The exact correction for uranium-
derived fission 136Xe in the MORB-mantle is unclear.
Two values are shown from Phinney et al. (1978) and

Kunz et al. (1998).

Figure 11 Lead isotopic modeling of the composition
of the silicate Earth using continuous core formation
and a sudden giant impact when the Earth is 90%
formed. The impactor adds a further 9% to the mass
of the Earth. The principles behind the modeling are as
in Halliday (2000). See text for explanation. The field
for the BSE encompasses all of the estimates in Galer
and Goldstein (1996). The values suggested by
Kramers and Tolstikhin (1997) and Murphy et al.
(2002) are also shown. The figure is calibrated with
the time of the giant impact (Myr). The m values are the
238U/204Pb of the BSE. It is assumed that the m of the
total Earth is 0.7 (Allègre et al., 1995a). It can be seen
that the lead isotopic composition of the BSE is hard to
reconcile with formation of the Moon before �45Myr

after the start of the solar system.
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2.9 MASS LOSS AND COMPOSITIONAL
CHANGES DURING ACCRETION

Collisions like the giant impact may well repre-
sent an important growth mechanism for terrestrial
planets in general (Cameron and Benz, 1991;
Canup and Agnor, 2000). These collisions are
extraordinarily energetic and the question arises
as to whether it is to be expected that accretion
itself will lead to losses (‘‘erosion’’) of material
from the combined planetary masses. If this is the
case it is only to be expected that the composition
of the Earth does not add up to what one might
expect from ‘‘chondrite building blocks’’ and, for
example, the oxygen isotope composition (Clayton
and Mayeda, 1996). There are several indications
that the Earth may have lost a significant fraction of
some elements during accretion and earliest devel-
opment; all are circumstantial lines of evidence:

(i) As discussed above it has been argued that
impact processes in particular are responsible for
eroding protoatmospheres (Melosh and Vickery,
1989; Ahrens, 1990; Benz and Cameron, 1990;
Zahnle, 1993). If these atmospheres were very
dense and hot they may have contained a significant
fraction of Earth’s moderately volatile elements.

(ii) ‘‘Glancing blow’’ collisions between
already differentiated planets, as during the giant
impact, might be expected to preferentially remove
major portions of the outer silicate portions of the
planet as it grows. The Fe/Mg ratio of a planet is
the simplest chemical parameter relating to plane-
tary density and indicates the approximate size of
the core relative to the silicate mantle. Mercury,
with its high density, is a prime candidate for a
body that lost a great deal of its outer silicate
material by giant impacts (Benz et al., 1987).
Therefore, by analogy the proportional size of the
Earth’s core may have increased as a consequence
of such impact erosion. Conversely, Mars
(Halliday et al., 2001) with a density lower than
that of the Earth, may actually be a closer approx-
imation of the material from which Earth accreted
than Earth itself is (Halliday et al., 2001; Halliday
and Porcelli, 2001).

(iii) Such late collisional loss of Earth’s silicate
is clearly evident from the low density of the
Moon. The disk of material from which the Moon
accreted during the giant impact was silicate-rich.
Most simulations predict that Theia provided the
major source of lunar material. The density differ-
ence between silicate and metal leads to a loss of
silicate from the combined Theia–proto-Earth sys-
tem, even when the loss primarily is from the
impactor. Note, however, that the giant-impact
simulations retain most of the mass overall (Benz
and Cameron, 1990). Very little is lost to space
from a body as large as the Earth.

(iv) If there was early basaltic crust on the
Earth (Chase and Patchett, 1988; Galer and
Goldstein, 1991) or Theia or other impacting pla-
nets, repeated impact erosion could have had an
effect on the Si/Mg ratio of the primitive mantle.
However, the maximum effect will be very small
because silicon is a major element in the mantle.
Earth’s Si/Mg ratio is indeed low, as discussed
above, but this may instead represent other loss
processes. Nevertheless, the erosion effects could
have been accentuated by the fact that silicon is
relatively volatile and there probably was a
magma ocean. With extremely high temperatures
and a heavy protoatmosphere (Ahrens, 1990;
Sasaki, 1990; Abe et al., 2000), it seems possible
that one could form a ‘‘rock atmosphere’’ by boil-
ing the surface of the magma ocean. This
atmosphere would in turn be very vulnerable to
impact-induced blow-off.

(v) The budgets of other elements that are more
heavily concentrated in the outer portions of the
Earth, such as the highly incompatible lithophile
elements caesium, barium, rubidium, thorium,
uranium, niobium, and potassium and the light
rare earths, were possibly also depleted by impact
erosion. Indeed some people have argued that the
primitive mantle is slightly higher than chondritic
in Sm/Nd (Nägler and Kramers, 1998). However,
it is worth noting that there is no evidence for
europium anomalies in the BSE as might be
expected from impact loss of feldspathic flotation
cumulates. These issues are further complicated
by the fact that the early Earth (or impacting
planets) may have had magma oceans with liqui-
dus phases such as majorite or calcium- or
magnesium-perovskite (Kato et al., 1988a,b).
This in turn could have led to a very variable
element distribution in a stratified magma ocean.
There is no compelling evidence in hafnium iso-
topes, yet, for loss of a portion of the partially
molten mantle fractionated in the presence of per-
ovskite (Ringwood, 1990).

(vi) The oxygen isotopic compositions of lunar
samples have been measured repeatedly to extre-
mely high precision (Wiechert et al., 2001) using
new laser fluorination techniques. The�17O of the
Moon relative to the terrestrial fractionation line
can be shown to be zero (Figure 3). Based on a
99.7% confidence interval (triple standard error of
the mean) the lunar fractionation line is, within
�0.005‰, identical to that of the Earth. There
now is no doubt that the mix of material that
accreted to form the Earth and the Moon was
effectively identical in its provenance. Yet there is
a big difference in the budgets of moderately vola-
tile elements (e.g., K/U or Rb/Sr). One explanation
is that there were major losses of moderately vola-
tile elements during the giant impact (O’Neill,
1991a,b; Halliday and Porcelli, 2001).
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(vii) The strontium isotopic compositions of
early lunar highland rocks provide powerful support
for late losses of alkalis (Figure 8). Theia had a time
integrated Rb/Sr that was more than an order of
magnitude higher than the actual Rb/Sr of the
Moon, providing evidence that the processes of
accretion resulted in substantial loss of alkalis
(Halliday and Porcelli, 2001). Some of the calculated
time-integrated compositions of the precursors to the
present Earth and Moon are shown in Figure 6.

(viii) The abundances of volatile highly side-
rophile elements in the Earth are slightly depleted
relative to refractory highly siderophile elements
(Yi et al., 2000). This appears to reflect the com-
position of a late veneer. If this is representative of
the composition of material that accreted to form
the Earth as a whole it implies that there were
substantial losses of volatile elements from the
protoplanets that built the Earth (Yi et al., 2000).

Therefore, there exist several of lines of evi-
dence to support the view that impact erosion
may have had a significant effect on Earth’s com-
position. However, in most cases the evidence is
suggestive rather than strongly compelling.
Furthermore, we have a very poor idea of how
this is possible without fractionating potassium
isotopes (Humayun and Clayton, 1995), unless
the entire inventory of potassium is vaporized
(O’Neill, 1991a,b; Halliday et al., 1996; Halliday
and Porcelli, 2001). We also do not understand how
to lose heavy elements except via hydrodynamic
escape of a large protoatmosphere (Hunten et al.,
1987; Walker, 1986). Some of the loss may have
been from the proto-planets that built the Earth.

2.10 EVIDENCE FOR LATE ACCRETION,
CORE FORMATION, AND CHANGES
IN VOLATILES AFTER THE GIANT
IMPACT

There are a number of lines of evidence that the
Earth may have been affected by additions of further
material subsequent to the giant impact. Similarly,
there is limited evidence that there was additional
core formation. Alternatively, there also are geo-
chemical and dynamic constraints that strongly
limit the amount of core formation and accretion
since the giant impact. This is a very interesting
area of research that is ripe for further development.
Here are some of the key observations:

(i) It has long been recognized that there is an
apparent excess of highly siderophile elements in
the silicate Earth (Chou, 1978; Jagoutz et al.,
1979). These excess siderophiles already have
been discussed above in the context of core forma-
tion. However, until Murthy’s (1991) paper, the
most widely accepted explanation was that there
was a ‘‘late veneer’’ of material accreted after
core formation and corresponding to the final one

percent or less of the Earth’s mass. Nowadays the
effects of high temperatures and pressures on par-
titioning can be investigated and it seems clear that
some of the excess siderophile signature reflects
silicate-metal equilibration at depth. The volatile
highly siderophile elements carbon, sulfur, sele-
nium, and tellurium are more depleted in the
silicate Earth than the refractory siderophiles
(Figure 1; Yi et al., 2000). Therefore, if there was
a late veneer it probably was material that was on
average depleted in volatiles, but not as depleted as
would be deduced from the lithophile volatile ele-
ments (Yi et al., 2000).

(ii) The light xenon isotopic compositions of
well gases may be slightly different from those of
the atmosphere in a manner that cannot be easily
related to mass-dependent fractionation (Caffee
et al., 1988). These isotopes are not affected by
radiogenic or fissionogenic additions. The effect is
small and currently is one of the most important
measurements that need to be made at higher pre-
cision. Any resolvable differences need to then be
found in other reservoirs (e.g., MORBs) in order to
establish that this is a fundamental difference indi-
cating that a fraction of atmospheric xenon is not
acquired by outgassing from the interior of the
Earth. It could be that the Earth’s atmospheric
xenon was simply added later and that the isotopic
compositions have no genetic link with those found
in the Earth’s interior.

(iii) Support for this possibility has come from
the commonly held view that the Earth’s water was
added after the giant impact. Having lost so much
of its volatiles by early degassing, hydrodynamic
escape and impacts the Earth still has a substantial
amount of water. Some have proposed that comets
may have added a component of water to the Earth,
but the D/H ratio would appear to be incorrect for
this unless the component represented a minor
fraction (Owen and Bar-Nun, 1995, 2000). An
alternative set of proposals has been built around
volatile-rich chondritic planetary embryos
(Morbidelli et al., 2000).

(iv) Further support for this latter ‘‘asteroidal’’
solution comes from the conclusion that the aster-
oid belt was at one time relatively massive. More
than 99% of the mass of the asteroid belt has been
ejected or added to other objects (Chambers and
Wetherill, 2001). The Earth, being en route as some
of the material preferentially travels toward the Sun
may well have picked up a fraction of its volatiles
in this way.

(v) The Moon itself provides a useful monitor of
the amount of late material that could have been
added to the Earth (Ryder et al., 2000). The Moon
provides an impact history (Hartmann et al., 2000)
that can be scaled to the Earth (Ryder et al., 2000).
In particular, there is evidence of widespread and
intense bombardment of the Moon during the
Hadean and this can be scaled up, largely in terms
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of relative cross-sectional area, to yield an impact
curve for the Earth (Sleep et al., 1989).
(vi) However, the Moon also is highly depleted

in volatiles and its surface is very depleted in
highly siderophile elements. Therefore, the Moon
also provides a limit on how much can be added to
the Earth. This is one reason why the more recent
models of Cameron (2000) involving a giant
impact that left an additional third are hard to
accommodate. However, the database for this cur-
rently is poor (Righter et al., 2000).
(vii) It has been argued that the greater depletion

in iron and in tellurium in the silicate Earth relative
to the Moon reflects an additional small amount of
terrestrial core formation following the giant impact
(Halliday et al., 1996; Yi et al., 2000). It could also
simply reflect differences between Theia and the
Earth. If there was further post-giant-impact core
formation on Earth, it must have occurred prior to
the addition of the late veneer.

2.11 THE HADEAN

2.11.1 Early Mantle Depletion

2.11.1.1 Introduction

Just as the I–Pu–Xe system is useful for study-
ing the rate of formation of the atmosphere and U–
Pb and Hf–W are ideal for studying the rates of
accretion and core formation, lithophile element
isotopic systems are useful for studying the history
of melting of the silicate Earth. Two in particular,
92Nb (T1/2 = 36Myr) and 146Sm (T1/2 = 106Myr),
have sufficiently long half-lives to be viable but
have been explored with only limited success.
Another chronometer of use is the long-lived
chronometer 176Lu (T1/2 = 34–38Gyr).

2.11.1.2 92Nb–92Zr

92Nb decays by electron capture to 92Zr with a
half-life of 36� 3Myr. At one time it was thought
to offer the potential to obtain an age for the Moon
by dating early lunar ilmenites and the formation of
ilmenite-rich layers in the lunar mantle. Others
proposed that it provided constraints on the time-
scales for the earliest formation of continents on
Earth (Münker et al., 2000). In addition, it was
argued that it would date terrestrial core formation
(Jacobsen and Yin, 2001). There have been many
attempts to utilize this isotopic system over the past
few years. To do so, it is necessary to first deter-
mine the initial 92Nb abundance in early solar
system objects accurately and various authors
have made claims that differ by two orders of
magnitude.

Harper et al. (1991b) analyzed a single niobium-
rutile found in the Toluca iron meteorite and pre-
sented the first evidence for the former existence of

92Nb from which an initial 92Nb/93Nb of
(1.6� 0.3)� 10�5 was inferred. However, the
blank correction was very large. Subsequently,
three studies using multiple collector inductively
coupled plasma mass spectrometry proposed that
the initial 92Nb/93Nb ratio of the solar system was
more than two orders of magnitude higher (Münker
et al., 2000; Sanloup et al., 2000; Yin et al., 2000).
Early processes that should fractionate Nb/Zr
include silicate partial melting because niobium is
more incompatible than zirconium (Hofmann
et al., 1986). Other processes relate to formation
of titanium-rich (hence niobium-rich) and zirco-
nium-rich minerals, the production of continental
crust, terrestrial core formation (Wade and Wood,
2001) and the differentiation of the Moon.
Therefore, on the basis of the very high 92Nb
abundance proposed, it was argued that, because
there was no difference between the zirconium
isotopic compositions of early terrestrial zircons
and chondrites, the Earth’s crust must have formed
relatively late (Münker et al., 2000). Similarly,
because it is likely that a considerable amount of
the Earth’s niobium went into the core it was
argued that core formation must have been pro-
tracted or delayed (Jacobsen and Yin, 2001). We
now know that these arguments are incorrect.
Precise internal isochrons have provided evidence
that the initial abundance of 92Nb in the early solar
system is indeed low and close to 10�5

(Schönbächler et al., 2002).
Therefore, rather than proving useful, the

92Nb–92Zr has no prospect of being able to provide
constraints on these issues because the initial 92Nb
abundance is too low.

2.11.1.3 146Sm–142Nd

High-quality terrestrial data now have been gen-
erated for the 146Sm–142Nd (half-life=106Myr)
chronometer (Goldstein and Galer, 1992; Harper
and Jacobsen, 1992; McCulloch and Bennett,
1993; Sharma et al., 1996). Differences in
142Nd/144Nd in early Archean rocks would indicate
that the development of a crust on Earth was an
early process and that subsequent recycling had
failed to eradicate these effects. For many years,
only one sample provided a hint of such an effect
(Harper and Jacobsen, 1992) although these data
have been questioned (Sharma et al., 1996).
Recently very high precision measurements of
Isua sediments have resolved a 15� 4ppm effect
(Caro et al., 2003).

Any such anomalies are clearly small and far
less than might be expected from extensive,
repeated depletion of the mantle by partial melt-
ing in the Hadean. It seems inescapable that there
was melting on the early Earth. Therefore, the
interesting and important result of these studies
is that such isotopic effects must largely have
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been eliminated. The most likely mechanism is
very efficient mantle convection. In the earliest
Earth convection may have been much more
vigorous (Chase and Patchett, 1988; Galer and
Goldstein, 1991) because of the large amount of
heat left from the secular cooling and the greater
radioactive heat production.

2.11.1.4 176Lu–176Hf

A similar view is obtained from hafnium isoto-
pic analyses of very early zircons. The 176Lu–176Hf
isotopic system (T1/2 = 34–38Gyr) is ideally suited
for studying early crustal evolution, because haf-
nium behaves in an almost identical fashion to
zirconium. As a result, the highly resistant and
easily dated mineral zircon typically contains
�1wt% Hf, sufficient to render hafnium isotopic
analyses of single zircons feasible using modern
methods (Amelin et al., 1999). The concentration
of lutetium in zircon is almost negligible by com-
parison. As a result, the initial hafnium isotopic
composition is relatively insensitive to the exact
age of the grain and there is no error magnification
involved in extrapolating back to the early
Archean. Furthermore, one can determine the age
of the single zircon grain very precisely using
modern U–Pb methods. One can obtain an extre-
mely precise initial hafnium isotopic composition
for a particular point in time on a single grain,
thereby avoiding the problems of mixed popula-
tions. The U–Pb age and hafnium isotopic
compositions of zircons also are extremely resis-
tant to resetting and define a reliable composition at
a well-defined time in the early Earth. The hafnium
isotopic composition that zircon had when it grew
depends on whether the magma formed from a
reservoir with a time-integrated history of melt
depletion or enrichment. Therefore, one can use
these early zircons to search for traces of early
mantle depletion.

Note that this is similar to the approach adopted
earlier with 147Sm–143Nd upon which many ideas
of Hadean mantle depletion, melting processes and
early crust were based (Chase and Patchett, 1988;
Galer and Goldstein, 1991). However, the difficulty
with insuring closed-system behavior with bulk
rock Sm–Nd in metamorphic rocks and achieving
a robust age correction of long-lived 147Sm over
four billion years has meant that this approach
is now viewed as suspect (Nägler and Kramers,
1998). The 176Lu–176Hf isotopic system and use
of low-Lu/Hf zircons is far more reliable in this
respect (Amelin et al., 1999, 2000). In practice,
however, the interpretation is not that simple, for
two reasons:

(i) The hafnium isotopic composition and
Lu/Hf ratio of the Earth’s primitive mantle is
poorly known. It is assumed that it is broadly
chondritic (Blichert-Toft and Albarède, 1997), but

which exact kind of chondrite class best defines the
isotopic composition of the primitive mantle is
unclear. Without this information, one cannot
extrapolate back in time to the early Earth and
state with certainty what the composition of the
primitive mantle reservoir was. Therefore, one can-
not be sure what a certain isotopic composition
means in terms of the level of time-integrated
depletion.

(ii) The half-life of 176Lu is not well established
and is the subject of current debate and research
(Scherer et al., 2001). Although the determination
of the initial hafnium isotopic composition of zir-
con is not greatly affected by this, because the Lu/
Hf ratio is so low that the age correction is tiny, the
correction to the value for the primitive mantle is
very sensitive to this uncertainty.

With these caveats, one can deduce the fol-
lowing. Early single grains appear to have
recorded hafnium isotopic compositions that
provide evidence for chondritic or enriched
reservoirs. There is no evidence of depleted
reservoirs in the earliest (Hadean) zircons
dated thus far (Amelin et al., 1999). Use of
alternative values for the decay constants or
values for the primitive mantle parameters
increases the proportion of hafnium with an
enriched signature (Amelin et al., 2000), but
does not provide evidence for early mantle
depletion events. Therefore, there is little doubt
that the Hadean mantle was extremely well
mixed. Why this should be is unclear, but it
probably relates in some way to the lack of
preserved continental material from prior to
4.0 Ga.

2.11.2 Hadean Continents

Except for the small amount of evidence for
early mantle melting we are in the dark about
how and when Earth’s continents first formed
(Figure 13). We already have pointed out that in
its early stages Earth may have had a magma
ocean, sustained by heat from accretion and the
blanketing effects of a dense early atmosphere.
With the loss of the early atmosphere during pla-
netary collisions, the Earth would have cooled
quickly, the outer portions would have solidified
and it would thereby have developed its first pri-
mitive crust.

We have little evidence of what such a crust
might have looked like. Unlike on the Moon and
Mars, Earth appears to have no rock preserved that
is more than 4.0 Gyr old. There was intense bom-
bardment of the Moon until �3.9Gyr ago
(Wetherill, 1975b; Hartmann et al., 2000; Ryder
et al., 2000). Earth’s earlier crust may therefore
have been decimated by concomitant impacts.
It may also be that a hotter Earth had a surface that
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was inherently unstable. Some argued that the ear-
liest crust was like the lunar highlands—made from
a welded mush of crystals that had previously
floated on the magma ocean. Others have suggested
that it was made of denser rocks more like those of
the Earth’s present oceanfloor (Galer and Goldstein,
1991). But firm evidence has so far been sparse.

Froude et al. (1983) reported the exciting dis-
covery of pre-4.0 Ga zircon grains formed on
Earth. The host rock from which these grains
were recovered is not so old. The pre-4.0 Gyr
rocks were largely destroyed but the zircons sur-
vived by becoming incorporated in sands that
formed a sedimentary rock that now is exposed in
Australia as the Jack Hills Metaconglomerate. By
measuring uranium-lead ages a sizeable population
of grains between 4.1 Gyr and 4.2Gyr was discov-
ered (Froude et al., 1983). Subsequently, Wilde
et al. (2001) and Mojzsis et al. (2001) reported
uranium–lead ages and oxygen isotopic composi-
tions of further old zircon grains. A portion of one
grain appears to have formed 4.40Gyr ago and this
is the oldest terrestrial solid yet identified. More
recent work has been published by Peck et al.
(2001) and Valley et al. (2002).

These zircons provide powerful evidence for the
former existence of some unknown amount of con-
tinental crust in the Hadean. Nearly all zircons grew
from granite magmas, not similar at all to those
forming the oceanfloor or the lunar highlands.
Granite magmas usually form at >700 
C and >20
km depth, mainly by melting preexisting crust
above subduction zones. Being buoyant they are
typical of continental mountain regions such as the
Andes—sites of very active erosion. The existence
of such zircons would be consistent with continental
crust as far back as 4.40Gyr–�100Myr after the
formation of the Moon and the earliest atmosphere.

It would be nice to have more data and one is
extrapolating through many orders of magnitude
in mass when inferring extensive continents from
single zircons. Large ocean islands like Iceland
have small volumes of granitic magma and so
one can conceive of protocontinents that started
from the accumulation of such basaltic nuclei, the
overall mass of silicic crustal material increasing
gradually.

Oxygen isotopic measurements can be used to
infer the presence of liquid water on the Earth’s
early surface. The oxygen isotopic composition
reflects that of the magma from which the zircon
crystallized, which in turn reflects that of the rocks
that were melted to form the magma. Heavy oxy-
gen (with a high proportion of 18O) is produced by
low-temperature interactions between a rock and
liquid water such as those that form clay by weath-
ering. The somewhat heavy oxygen of these
zircons provides evidence that the rocks that were
melted to form the magma included components
that had earlier been at the surface in the presence
of liquid water. Early on, when Earth was hotter,
they might also have formed by melting of wet
oceanfloor basalt that was taken back into the man-
tle by a process potentially comparable to modern
subduction. Either way, the data indicate that sur-
face rocks affected by low-temperature fluids were
probably being transported to significant depths
and melted, as occurs today.

These grains represent a unique archive for
information on the early Earth. The potential is
considerable. For example, Wilde et al. (2001)
and Peck et al. (2001) also used trace elements
and tiny inclusions to reconstruct the composition
of the parent magma. In all of this work there is a
need to be very aware that the grains may have
been disturbed after they formed. Wet diffusion of

Figure 13 Schematic showing the timescales for various events through the ‘‘Dark Ages’’ of the Hadean.
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oxygen could lead to an 18O-rich composition that
was acquired during subsequent metamorphic or
magmatic histories. Thus, ancillary information
on diffusivities and the degree to which composi-
tions might have been perturbed by later
metamorphism must be acquired. Most impor-
tantly, however, there exists an urgent need of
many more grains.

2.11.3 The Hadean Atmosphere,
Hydrosphere, and Biosphere

The nature of the Earth’s atmosphere and hydro-
sphere after the Earth had cooled, following the
cessation of the main stages of accretion, has
been the subject of a fair amount of research
(Wiechert, 2002), particularly given the lack of
data upon which to base firm conclusions. An
interesting and important question is to what extent
it may have been possible for life to develop during
this period (Mojzsis et al., 1996; Sleep et al., 2001;
Zahnle and Sleep, 1996). A great deal has been
written on this and because it is covered elsewhere
in this treatise only cursory background is provided
here.

The first-order constraints that exist on the nat-
ure of Earth’s early exosphere (Sleep et al., 1989;
Sleep and Zahnle, 2001) are as follows:

(i) The Sun was fainter and cooler than today
because of the natural start-up of fusion reactions
that set it on the Main Sequence (Kasting and
Grinspoon, 1991; Sagan and Chyba, 1997; Pavlov
et al., 2000). Therefore, the level of radiation will
have been less.

(ii) Earth’s interior was a few 100 K hotter
because of secular cooling from accretion and far
greater radiogenic heat production. The Earth’s
heat flow was 2–3 times higher. Therefore, one
can assume that more heat was escaping via mantle
melting and production of oceanic crust.

(iii) This, in turn, means more mantle-derived
volatiles such as CO2 were being released.

(iv) It also means that there was more hydro-
thermal alteration of the oceanfloor. Therefore,
CO2 was converted to carbonate in altered basalt
and returned to the mantle at subduction zones (if
those really existed already).

(v) There may have been far less marine carbo-
nate. We can infer this from the geological record
for the Archean. Therefore, it appears that atmo-
spheric CO2 levels were low—most of the CO2

was being recycled to the mantle.
(vi) Because atmospheric CO2 exerts a pro-

found effect on temperature as a greenhouse gas,
low concentrations of CO2 imply that atmospheric
temperatures were cold, unless another green-
house gas such as methane (CH4) was very
abundant (Pavlov et al., 2000). However, clear

geochemical evidence for a strong role of methane
in the Archean currently is lacking.

(vii) Impacts, depending on their number and
magnitude (Hartmann et al., 2000; Ryder et al.,
2000), may have had a devastating effect on the
early biosphere. Impact ejecta will react with atmo-
spheric and oceanic CO2 and thereby lower
atmospheric CO2 levels reducing atmospheric tem-
peratures still further.

The Hadean is fast becoming one of the most
interesting areas of geochemical research. With so
little hard evidence (Figure 13), much of the pro-
gress probably will come from theoretical
modeling and comparative planetology.

2.12 CONCLUDING REMARKS—THE
PROGNOSIS

Since the early 1990s, there has been great pro-
gress in understanding the origins and early
development of the Earth. In some cases, this has
been a function of improved modeling. This is
particularly true for noble gases. However, in
most cases it has been the acquisition of new
kinds of data that has proven invaluable. The
most obvious examples are in isotope geochemis-
try and cosmochemistry.

It is perhaps worth finishing by pointing out the
kinds of developments that can be expected to have
an impact on our understanding of the early Earth.
One can ask a question like ‘‘what if we could
measure. . .?’’ Here are some things that would be
very interesting and useful to explore:

(i) If planets such as the Earth formed by very
energetic collisions that were sufficient to cause
vaporization of elements and compounds that nor-
mally are solid, it may be possible to find evidence for
the kinetic effects of boiling in isotopic fractionations.
Humayun and Clayton (1995) explored potassium at
per mil levels of precision and found no significant
evidence of fractionation. Poitrasson et al. (2003)
have found evidence that the iron on the Moon may
be very slightly heavy relative to other planetary
objects. Note that this has nothing to do with the
fractionations produced in the lunar surface during
irradiation and implantation (Wiesli et al., 2003).
Perhaps boiling during the giant impact caused this.
This is just a preliminary inference at this stage. But if
so, small fractionations also should be found in other
elements of similar volatility such as lithium, magne-
sium, silicon, and nickel. There is much to be done to
explore these effects at very high precision.

(ii) A vast amount of work still is needed on
core formation, understanding the depletion of
siderophile elements in the Earth’s mantle (Walter
et al., 2000), and determining the abundances of
light elements in the core (Gessmann et al., 2001).
Much of this depends on using proxy elements
that are very sensitive to pressure, temperature,
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water content or fO2
(e.g., Wade and Wood, 2001).

A problem at present is that too many of the ele-
ments of interest are sensitive to more than one
parameter and, therefore, the solutions are under
constrained. Also, new experiments are needed at
very high pressures—close to those of the
core–mantle boundary.

(iii) The origins of Earth’s water and volatiles
more generally are the subject of considerable
debate (e.g., Anders and Owen, 1977; Carr and
Wänke, 1992; Owen and Bar-Nun, 1995, 2000;
Javoy, 1998; Caffee et al., 1999; Righter and
Drake, 1999; Abe et al., 2000; Morbidelli et al.,
2000). A great deal probably will be learned from
further modeling. For example, it is very important
to understand what kinds of processes in the early
Earth could have caused loss of early atmospheres.
We do not understand how volatiles are retained
during a Moon-forming giant impact (Melosh and
Sonett, 1986; Melosh, 1990; Melosh et al., 1993)
or what the early Sun might have done to the atmo-
sphere. We need to acquire more reliable data on
the isotopic compositions of volatiles in the deep
Earth. We might be able to learn much more about
Earth’s volatile history from more precise measure-
ments of the volatile components in other planets.
In this respect more detailed studies of Mars and
how closely it resembles the Earth (Carr and
Wänke, 1992) could prove critical.

(iv) Mojzsis et al. (2001) and Wilde et al.
(2001) have made major advances in studying
the Hadean using single zircons. Apart from
needing many more such samples, one has to
ask what other kinds of information might be
extractable from such zircons. The oxygen iso-
topic composition provides evidence for early
low-temperature water. Exploring the melt inclu-
sions and the trace-element concentrations also
has been shown to have potential (Peck et al.,
2001). Zircons are also iron-rich and conceivably
could eventually be used to provide evidence for
biological processes in the Hadean. However, the
sensitivities of the techniques need to be
improved vastly for this to be achieved with
single grains. Furthermore, the current status of
the rapidly expanding field of iron isotope geo-
chemistry provides no clear basis for assuming a
distinctive signal of biotic effects will be realiz-
able. Also, the really interesting zircons are so
precious that one should use minimally destruc-
tive techniques like SIMS on single grains.
However, the required precision for measuring
isotopic ratios in a useful manner is not available
for trace elements in minerals using this method
at present. Similarly, hafnium isotopes on single
zircon grains provide the most reliable and
powerful constraints on the extent of mantle
depletion (Amelin et al., 1999) but require
destruction of a part of the grain. Developing

improved methods that achieve far higher overall
sensitivity is critical.

(v) Determining the rates of accretion of the
Earth and Moon more reliably will be critically
dependent on the correct and precise determination
of the initial tungsten and hafnium isotopic compo-
sitions of the solar system, and the 182Hf decay
constant. The initial isotopic compositions really
require the more widespread application of nega-
tive ion thermal ionization mass spectrometry
(N-TIMS) (Quitté et al., 2000). The decay constant
work is going to require the acquisition of 182Hf,
probably from neutron-irradiated 180Hf.

(vi) Similarly, progress in using hafnium isotopes
to study the degree of early mantle depletion is being
thwarted by the uncertainties associated with the
176Lu decay constant (Scherer et al., 2001), and
some new experimental work is needed in this area.

(vii) A major need is for a closer integration of
the modeling of different isotopic systems. As of
early 2000s, this has really only been attempted for
tungsten and lead (Halliday, 2000). In the future it
will be essential to integrate xenon isotopes in with
these and other accretion models.

(viii) Finally, another major area of modeling
has to occur in the area of ‘‘early Earth system
science.’’ There needs to be integrated modeling
of the evolution of the atmosphere, oceans, surface
temperature, mantle convection, and magma
oceans. This is now being attempted. For example,
the studies by Sleep and Zahnle (2001) and Sleep
et al. (1989, 2001) are paving the way for more
comprehensive models that might involve the fluid
dynamics of mantle convection.
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Lead–lead systematics, the ‘‘age of the Earth’’ and the
chemical evolution of our planet in a new representation
space. Earth Planet. Sci. Lett. 44, 91–104.

Marty B. (1989) Neon and xenon isotopes in MORB:
implications for the earth-atmosphere evolution. Earth
Planet. Sci. Lett. 94, 45–56.

Matsui T. and Abe Y. (1986a) Evolution of an impact-induced
atmosphere and magma ocean on the accreting Earth. Nature
319, 303–305.

Matsui T. and Abe Y. (1986b) Impact-induced atmospheres and
oceans on Earth and Venus. Nature 322, 526–528.

Mayor M. and Queloz D. (1995) A Jupiter-mass companion to a
solar-type star. Nature 378, 355–359.

McCaughrean M. J. and O’Dell C. R. (1996) Direct imaging of
circumstellar disks in the Orion nebula. Astronom. J. 111,
1977–1986.

McCulloch M. T. (1994) Primitive 87Sr/86Sr from an Archean
barite and conjecture on the Earth’s age and origin, Earth
Planet. Sci. Lett. 126, 1–13.

McCulloch M. T. and Bennett V. C. (1993) Evolution of the
early Earth: constraints from 143Nd–142Nd isotopic
systematics. Lithos 30, 237–255.

McDonough W. F. and Sun S.-S. (1995) The composition of the
Earth. Chem. Geol. 120, 223–253.

McDonough W. F., Sun S.-S., Ringwood A. E., Jagoutz E.,
and Hofmann A. W. (1992) Potassium, rubidium, and
cesium in the Earth and Moon and the evolution of the
mantle of the Earth, Geochim. Cosmochim. Acta 53,
1001–1012.

McFarlane E. A. and Drake M. J. (1990) Element partitioning
and the early thermal history of the Earth. In Origin of the
Earth (eds. H. E. Newsom and J. H. Jones). Lunar and
Planetary Institute, Houston, pp. 135–150.

McKeegan K. D., Chaussidon M., and Robert F. (2000)
Incorporation of short-lived Be-10 in a calcium–aluminum-
rich inclusion from the Allende meteorite. Science 289,
1334–1337.

Meibom A., Desch S. J., Krot A. N., Cuzzi J. N., Petaev M. I.,
Wilson L., and Keil K. (2000) Large-scale thermal events in
the solar nebula: evidence from Fe, Ni metal grains in
primitive meteorites. Science 288, 839–841.

Meisel T., Walker R. J., Irving A. J., and Lorand J.-P. (2001)
Osmium isotopic compositions of mantle xenoliths: a global
perspective. Geochim. Cosmochim. Acta 65, 1311–1323.

Melosh H. J. (1990) Giant impacts and the thermal state of the
early Earth. In Origin of the Earth (eds. H. E. Newsom and J.
H. Jones). Oxford University Press, Oxford, pp. 69–83.

Melosh H. J. and Sonett C. P. (1986)When worlds collide: jetted
vapor plumes and the Moon’s origin. In Origin of the Moon
(eds. W. K. Hartmann, R. J. Phillips, and G. J. Taylor). Lunar
and Planetary Institute, Houston, pp. 621–642.

Melosh H. J. and Vickery A. M. (1989) Impact erosion of the
primordial atmosphere of Mars. Nature 338, 487–489.

Melosh H. J., Vickery A.M., and TonksW. B. (1993) Impacts and
the early environment and evolution of the terrestrial planets.
In Protostars and Planets III (eds. E. H. Levy and J. I.
Lunine). University of Arizona Press, Tucson, pp. 1339–1370.

Mendybaev R. A., Beckett J. R., Grossman L., Stolper E.,
Cooper R. F., and Bradley J. P. (2002) Volatilization
kinetics of silicon carbide in reducing gases: an
experimental study with applications to the survival of
presolar grains in the solar nebula. Geochim. Cosmochim.
Acta 66, 661–682.

Minarik W. G., Ryerson F. J., and Watson E. B. (1996) Textural
entrapment of core-forming melts. Science 272, 530–533.

Mizuno H., Nakazawa K., and Hayashi C. (1980) Dissolution of
the primordial rare gases into the molten Earth’s material.
Earth Planet. Sci. Lett. 50, 202–210.

Mojzsis S. J., Arrhenius G., McKeegan K. D., Harrison T. M.,
Nutman A. P., and Friend C. R. L. (1996) Evidence for life

60 The Origin and Earliest History of the Earth



on Earth before 3,800 million years ago. Nature 384,
55–59.

Mojzsis S. J., Harrison T. M., and Pidgeon R. T. (2001) Oxygen
isotope evidence from ancient zircons for liquid water at the
Earth’s surface 4300 Myr ago Jack Hills, evidence for more
very old detrital zircons in Western Australia. Nature 409,
178–181.

Morbidelli A., Chambers J., Lunine J. I., Petit J. M., Robert F.,
Valsecchi G. B., and Cyr K. E. (2000) Source regions and
time-scales for the delivery of water to the Earth. Meteorit.
Planet. Sci. 35, 1309–1320.
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Schönbächler M., Rehkämper M., Halliday A. N., Lee D.
C., Bourot-Denise M., Zanda B., Hattendorf B., and
Günther D. (2002) Niobium–zirconium chronometry
and early solar system development. Science 295,
1705–1708.

Seager S. (2003) The search for Earth-like extrasolar
planets.Earth Planet. Sci. Lett. 208, 113–124.

Seeds M. A. (1996) Foundations of Astronomy. Wadsworth
Publishing Company, Belmont, California, USA.

Sharma M., Papanastassiou D. A., and Wasserburg G. J. (1996)
The issue of the terrestrial record of 146Sm. Geochim.
Cosmochim. Acta 60, 2037–2047.

Shaw G. H. (1978) Effects of core formation. Phys. Earth
Planet. Int. 16, 361–369.

Shih C.-Y., Nyquist L. E., Dasch E. J., Bogard D. D., Bansal
B. M., and Wiesmann H. (1993) Age of pristine noritic clasts
from lunar breccias 15445 and 15455.Geochim. Cosmochim.
Acta 57, 915–931.

Shu F. H., Shang H., and Lee T. (1996) Toward an astrophysical
theory of chondrites. Science 271, 1545–1552.

Shu F. H., Shang H., Glassgold A. E., and Lee T. (1997) X-rays
and fluctuating x-winds from protostars. Science 277,
1475–1479.

Sleep N. H. and Zahnle K. (2001) Carbon dioxide cycling and
implications for climate on ancient Earth. J. Geophys. Res.
106, 1373–1399.

Sleep N. H., Zahnle K. J., Kasting J. F., and Morowitz H. J.
(1989) Annihilation of ecosystems by large asteroid impacts
on the early Earth. Nature 342, 139–142.

Sleep N. H., Zahnle K., and Neuhoff P. S. (2001) Initiation of
clement surface conditions on the earliest Earth. Proc. Natl.
Acad. Sci. 98, 3666–3672.

Smith J. V. (1977) Possible controls on the bulk composition of
the Earth: implications for the origin of the earth and
moon.Proc. 8th Lunar Sci. Conf. 333–369.

Smith J. V. (1980) The relation of mantle heterogeneity to the
bulk composition and origin of the Earth. Phil. Trans.
Roy.Soc. London A 297, 139–146.

Snow J. E. and Schmidt G. (1998) Constraints on Earth
accretion deduced from noble metals in the oceanic mantle.
Nature 391, 166–169.

Solomon S. C. (1979) Formation, history and energetics of cores
in the terrestrial planets. Earth Planet. Sci. Lett. 19, 168–182.

Stevenson D. J. (1981) Models of the Earth’s core. Science 214,
611–619.

Stevenson D. J. (1990) Fluid dynamics of core formation. In
Origin of the Earth (eds. H. E. Newsom and J. H. Jones).
Oxford University Press, Oxford, pp. 231–249.

Suess (1965) Chemical evidence bearing on the origin of the
solar system. Rev. Astron. Astrophys. 3, 217–234.

Swindle T. D. (1993) Extinct radionuclides and evolutionary
timescales. In Protostars and Planets III (eds. E. H. Levy
and J. I. Lunine). University of Arirona Press, Tucson,
pp. 867–881.

Swindle T. D. and Podosek (1988) Iodine–xenon dating. In
Meteorites and the Early Solar System (eds. J. F. Kerridge
and M. S. Matthews). University of Arizona Press, Tucson,
pp. 1127–1146.

Takahashi H., Janssens M.-J., Morgan J. W., and Anders E.
(1978) Further studies of trace elements in C3 chondrites.
Geochim. Cosmochim. Acta 42, 97–106.

Taylor S. R. (1992) Solar System Evolution: A New Perspective.
Cambridge University Press, New York.

Taylor S. R. and Norman M. D. (1990) Accretion of
differentiated planetesimals to the Earth. In Origin of the
Earth (eds. H. E. Newsom and J. H. Jones). Oxford
University Press, Oxford, pp. 29–43.

Tera F. (1980) Reassessment of the ‘‘age of the Earth.’’
Carnegie Inst. Wash. Yearbook 79, 524–531.

Tera F., Papanastassiou D. A., and Wasserburg G. J. (1973)
A lunar cataclysm at �3.95 AE and the structure of the
lunar crust. In Lunar Sci. IV. The Lunar Science Institute,
Houston, pp. 723–725.

Tilton G. R. (1988) Age of the solar system. In Meteorites and
the Early Solar System (eds. J. F. Kerridge and
M. S. Matthews). University of Arizona Press, Tucson,
pp. 259–275.

Tonks W. B. and Melosh H. J. (1990) The physics of crystal
settling and suspension in a turbulent magma ocean. In
Origin of the Earth (eds. H. E. Newsom and J. H. Jones).
Oxford University Press, Oxford, pp. 17–174.

Treiman A. H., Drake M. J., Janssens M.-J., Wolf R., and
Ebihara M. (1986) Core formation in the Earth and
shergottite parent body (SPB): chemical evidence from
basalts. Geochim. Cosmochim. Acta 50, 1071–1091.

Treiman A. H., Jones J. H., and Drake M. J. (1987) Core
formation in the shergottite parent body and comparison
with the Earth. J. Geophys. Res. 92, E627–E632.

Trieloff M., Kunz J., Clague D. A., Harrison D., and Allègre
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3.1 INTRODUCTION

3.1.1 Early History of Mantle Geochemistry

Until the arrival of the theories of plate tec-
tonics and seafloor spreading in the 1960s, the
Earth’s mantle was generally believed to consist

of peridotites of uniform composition. This view
was shared by geophysicists, petrologists, and
geochemists alike, and it served to characterize
the compositions and physical properties of mantle
and crust as ‘‘Sial’’ (silica-alumina) of low density
and ‘‘Sima’’ (silica-magnesia) of greater density.
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Thus, Hurley and his collaborators were able to
distinguish crustal magma sources from those
located in the mantle on the basis of their initial
strontium-isotopic compositions (Hurley et al.,
1962; and Hurley’s lectures and popular articles
not recorded in the formal scientific literature). In
a general way, as of early 2000s, this view is still
considered valid, but literally thousands of papers
have since been published on the isotopic and
trace-elemental composition of oceanic basalts
because they come from the mantle and they are
rich sources of information about the composition
of the mantle, its differentiation history and its
internal structure. Through the study of oceanic
basalts, it was found that the mantle is composi-
tionally just as heterogeneous as the crust. Thus,
geochemistry became a major tool to decipher the
geology of the mantle, a term that seems more
appropriate than the more popular ‘‘chemical
geodynamics.’’

The pioneers of this effort were Gast, Tilton,
Hedge, Tatsumoto, and Hart (Hedge and
Walthall, 1963; Gast et al., 1964; Tatsumoto,
et al., 1965; Hart, 1971). They discovered from
isotope analyses of strontium and lead in young
(effectively zero age) ocean island basalts (OIBs)
and mid-ocean ridge basalts (MORBs) that these
basalts are isotopically not uniform. The isotope
ratios 87Sr/86Sr, 206Pb/204Pb, 207Pb/204Pb, and
208Pb/204Pb increase as functions of time and
the respective radioactive-parent/nonradiogenic
daughter ratios, 87Rb/86Sr, 238U/204Pb,
235U/204Pb, and 232Th/204Pb, in the sources of
the magmas. This means that the mantle must
contain geologically old reservoirs with different
Rb/Sr, U/Pb, and Th/Pb ratios. The isotope story
was complemented by trace-element geochemists,
led primarily by Schilling and Winchester (1967,
1969) and Gast (1968) on chemical trace-element
fractionation during igneous processes, and by
Tatsumoto et al. (1965) and Hart (1971). From
the trace-element abundances, particularly rare-
earth element (REE) abundances, it became
clear that not only some particular parent–daugh-
ter element abundance ratios but also the light-to-
heavy REE ratios of the Earth’s mantle are quite
heterogeneous. The interpretation of these
heterogeneities has occupied mantle geochemists
since the 1960s.

This chapter is in part an update of a previous,
more abbreviated review (Hofmann, 1997). It cov-
ers the subject in greater depth, and it reflects
some significant changes in the author’s views
since the writing of the earlier paper. In particular,
the spatial range of equilibrium attained during
partial melting may be much smaller than pre-
viously thought, because of new experimental
diffusion data and new results from natural set-
tings. Also, the question of ‘‘layered’’ versus
‘‘whole-mantle’’ convection, including the depth

of subduction and of the origin of plumes, has to
be reassessed in light of the recent breakthroughs
achieved by seismic mantle tomography. As the
spatial resolution of seismic tomography and
the pressure range, accuracy, and precision of
experimental data on melting relations, phase
transformations, and kinetics continue to improve,
the interaction between these disciplines and geo-
chemistry sensu stricto will continue to improve
our understanding of what is actually going on in
the mantle. The established views of the mantle
being engaged in simple two-layer, or simple
single-layer, convection are becoming obsolete.
In many ways, we are just at the beginning of
this new phase of mantle geology, geophysics,
and geochemistry.

3.1.2 The Basics

3.1.2.1 Major and trace elements: incompatible
and compatible behavior

Mantle geochemists distinguish between
major and trace elements. At first sight, this
nomenclature seems rather trivial, because
which particular elements should be called
‘‘major’’ and which ‘‘trace’’ depends on the
composition of the system. However, this dis-
tinction actually has a deeper meaning, because
it signifies fundamental differences in geochem-
ical behavior. We define elements as ‘‘major’’ if
they are essential constituents of the minerals
making up a rock, namely, in the sense of the
phase rule. Thus, on the one hand, silicon,
aluminum, chromium, magnesium, iron, cal-
cium, sodium, and oxygen are major elements
because they are essential constituents of the
upper-mantle minerals—olivine, pyroxene, gar-
net, spinel, and plagioclase. Adding or
subtracting such elements can change the
phase assemblage. Trace elements, on the
other hand just replace a few atoms of the
major elements in the crystal structures without
affecting the phase assemblage significantly.
They are essentially blind passengers in many
mantle processes, and they are therefore
immensely useful as tracers of such processes.
During solid-phase transformations, they will
redistribute themselves locally between the
newly formed mineral phases but, during melt-
ing, they are partitioned to a greater or lesser
degree into the melt. When such a melt is
transported to the Earth’s surface, where it can
be sampled, its trace elements carry a wealth of
information about the composition of the source
rock and the nature of the melting processes at
depth.

For convenience, the partitioning of trace ele-
ments between crystalline and liquid phases is
usually described by a coefficient D, which is

68 Sampling Mantle Heterogeneity through Oceanic Basalts



just a simple ratio of two concentrations at chemi-
cal equilibrium:

Di ¼ Ci
s

Ci
l

ð1Þ

where Di is the called the partition coefficient of
trace element i, Ci

s and Ci
l are the concentrations

(by weight) of this element in the solid and liquid
phases, respectively.

Goldschmidt (1937, 1954) first recognized that
the distribution of trace elements in minerals is
strongly controlled by ionic radius and charge.
The partition coefficient of a given trace element
between solid and melt can be quantitatively
described by the elastic strain this element causes
by its presence in the crystal lattice. When this
strain is large because of the magnitude of the
misfit, the partition coefficient becomes small,
and the element is partitioned into the liquid.

Most trace elements have values of D1, sim-
ply because they differ substantially either in ionic
radius or ionic charge, or both, from the atoms of
the major elements they replace in the crystal lat-
tice. Because of this, they are called incompatible.
Exceptions are trace elements such as strontium in
plagioclase, ytterbium, lutetium, and scandium in
garnet, nickel in olivine, and scandium in clinopyr-
oxene. These latter elements actually fit into their
host crystal structures slightly better than the major
elements they replace, and they are therefore called
compatible. Thus, most chemical elements of the
periodic table are trace elements, and most of them
are incompatible; only a handful are compatible.

Major elements in melts formed from mantle
rocks are by definition compatible, and most of
them are well buffered by the residual minerals,
so that their concentrations usually vary by factors
of less than two in the melts. In contrast, trace
elements, particularly those having very low parti-
tion coefficients, may vary by as many as three
orders of magnitude in the melt, depending on the
degree of melting. This is easily seen from the
mass-balance-derived equation for the equilibrium
concentration of a trace element in the melt, Cl,
given by (Shaw, 1970)

Cl ¼ C0

F þ Dð1 –FÞ ð2Þ

where the superscript i has been dropped for clarity,
C0 is the concentration in the bulk system, and F is
the melt fraction by mass. For highly incompatible
elements, which are characterized by very low
partition coefficients, so that DF, this equation
reduces to

Cl � C0

F
ð3Þ

This means that the trace-element concentration is
then inversely proportional to the melt fraction F,

because the melt contains essentially all of the
budget of this trace element. An additional conse-
quence of highly incompatible behavior of trace
elements is that their concentration ratios in the
melt become constant, independent of melt frac-
tion, and identical to the respective ratio in the
mantle source. This follows directly when
Equation (3) is written for two highly incompatible
elements:

C1
l

C2
l

� C1
0

F
� F

C2
0

¼ C1
0

C2
0

ð4Þ

In this respect, incompatible trace-element ratios
resemble isotope ratios. They are therefore very
useful in complementing the information obtained
from isotopes.

3.1.2.2 Radiogenic isotopes

The decay of long-lived radioactive isotopes
was initially used by geochemists exclusively for
the measurement of geologic time. As noted in the
introduction, their use as tracers of mantle pro-
cesses was pioneered by Hurley and co-workers
in the early 1960s. The decay

87Rb!87Sr ð	 ¼ 1:42� 10 – 11 yrÞ ð5Þ
serves as example. The solution of the decay equa-
tion is

87Sr ¼87Rb� ðe	t – 1Þ ð6Þ
Dividing both sides by one of the nonradiogenic
isotopes, by convention 86Sr, we obtain

87Sr
86Sr
¼

87Rb
86Sr

� ðe	t – 1Þ �
87Rb
86Sr

� 	t ð7Þ

The approximation in Equation (7) holds only for
decay systems with sufficiently long half-lives,
such as the Rb–Sr and the Sm–Nd systems, so
that 	t l and e	t – 1�	t. Therefore, the isotope
ratio 87Sr/86Sr in a system, such as some volume of
mantle rock, is a linear function of the parent/
daughter chemical ratio Rb/Sr and a nearly linear
function of time or geological age of the system.
When this mantle volume undergoes equilibrium
partial melting, the melt inherits the 87Sr/86Sr ratio
of the entire system. Consequently, radiogenic iso-
tope ratios such as 87Sr/86Sr are powerful tracers of
the parent–daughter ratios of mantle sources of
igneous rocks. If isotope data from several decay
systems are combined, a correspondingly richer
picture of the source chemistry can be constructed.

Table 1 shows a list of long-lived radionuclides,
their half-lives, daughter isotopes, and radiogenic-
to-nonradiogenic isotope rates commonly used as
tracers in mantle geochemistry. Noble-gas iso-
topes are not included here, because a separate
chapter of this Treatise is devoted to them. Taken
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together, they cover a wide range of geochemical
properties including incompatible and compatible
behavior. These ratios will be used, together with
some incompatible trace-element ratios, as tracers
of mantle reservoirs, crust–mantle differentiation
processes, and mantle melting processes in later
sections of this chapter.

3.2 LOCAL AND REGIONAL
EQUILIBRIUM REVISITED

How do we translate geochemical data from
basalts into a geological model of the present-day
mantle and its evolution? The question of chemi-
cal and isotopic equilibrium, and particularly its
spatial dimension, has always played a funda-
mental role in this effort of interpretation. The
basic, simple tenet of isotope geochemists and
petrologists alike has generally been that partial
melting at mantle temperatures, pressures, and
timescales achieves essentially complete chemi-
cal equilibrium between melt and solid residue.
For isotope data in particular, this means that at
magmatic temperatures, the isotope ratio of the
melt is identical to that of the source, and this is
what made isotope ratios of volcanic rocks appar-
ently ideal tracers of mantle composition. The
question of spatial scale seemed less important,
because heterogeneities in the mantle were
thought to be important primarily on the 102–
104 km scale (Hart et al., 1973; Schilling, 1973;
White and Schilling, 1978; Dupré and Allègre,
1983). To be sure, this simple view was never
universal. Some authors invoked special isotopic
effects during melting, so that the isotopic com-
position of the melt could in some way be
‘‘fractionated’’ during melting, in spite of the
high temperatures prevailing, so that the isotope
ratios observed in the melts would not reflect
those of the melt sources (e.g., O’Hara, 1973;
Morse, 1983). These opinions were invariably
raised by authors not directly familiar with the
analytical methods of isotope geochemistry, so
that they did not realize that isotopic

fractionation occurs in every mass spectrometer
and is routinely corrected in the reported results.

3.2.1 Mineral Grain Scale

Some authors invoked mineral-scale isotopic
(and therefore also chemical) disequilibrium and
preferential melting of phases, such as phlogopite,
which have higher Rb/Sr, and therefore also higher
87Sr/86Sr ratios than the bulk rock, in order to
explain unusually high 87Sr/86Sr ratios in OIBs
(e.g., O’Nions and Pankhurst, 1974; Vollmer,
1976). Hofmann and Hart (1978) reviewed this
subject in light of the available diffusion data in
solid and molten silicates. They concluded that
mineral-scale isotopic and chemical disequili-
brium is exceedingly unlikely, if melting
timescales are on the order of thousands of
years or more. More recently, Van Orman et al.
(2001) have measured REE diffusion coeffi-
cients in clinopyroxene and found that REE
mobility in this mineral is so low at magmatic
temperatures that chemical disequilibrium
between grain centers and margins will persist
during melting. Consequently, the melt will not
be in equilibrium with the bulk residue for geo-
logically reasonable melting times, if the
equilibration occurs by volume diffusion alone.
This means that the conclusions of Hofmann and
Hart (1978) must be revised significantly: The
slowest possible path of chemical reaction no
longer guarantees attainment of equilibrium.
However, it is not known whether other mechan-
isms such as recrystallization during partial
melting might not lead to much more rapid
equilibration. One possible test of this would
be the examination of mantle clinopyroxenes
from oceanic and ophiolitic peridotites. These
rocks have undergone various extents of partial
melting (Johnson et al., 1990; Hellebrand et al.,
2001), and the residual clinopyroxenes should
show compositional zoning if they had not
reached equilibrium with the melt via volume
diffusion. Although the above-cited studies
were not specifically conducted to test this ques-
tion, the clinopyroxenes were analyzed by ion

Table 1 Long-lived radionuclides.

Parent nuclide Daughter nuclide Half life
(yr)

Tracer ratio
(radiogenic/nonradiogenic)

147Sm 143Nd 106�109 143Nd/144Nd
87Rb 87Sr 48.8�109 87Sr/86Sr
176Lu 176Hf 35.7�109 176Hf/177Hf
187Re 187Os 45.6�109 187Os/188Os
40K 40Ar 1.25�109 40Ar/36Ar
232Th 208Pb 14.01�109 208Pb/204Pb
238U 206Pb 4.468�109 206Pb/204Pb
235U 207Pb 0.738�109 207Pb/204Pb
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microprobe, and these analyses showed no signifi-
cant signs of internal compositional gradients. It is,
of course, possible in principle that the internal
equilibration occurred after extraction of the melt,
so this evidence is not conclusive at present.
Nevertheless, these results certainly leave open
the possibility that the crystals re-equilibrated con-
tinuously with the melt during melt production and
extraction. There is at present no definitive case
from ‘‘natural laboratories’’ deciding the case one
way or the other, at least with respect to incompa-
tible lithophile elements such as the REE.

Osmium isotopes currently provide the stron-
gest case for mineral-to-mineral disequilibrium,
and for mineral–melt disequilibrium available
from observations on natural rocks. Thus, both
osmium alloys and sulfides from ophiolites and
mantle xenoliths have yielded strongly heteroge-
neous osmium isotope ratios (Alard et al., 2002;
Meibom et al., 2002). The most remarkable aspect
of these results is that these ophiolites were
emplaced in Phanerozoic times, yet they contain
osmium-bearing phases that have retained model
ages in excess of 2Ga in some cases. The melts that
were extracted from these ophiolitic peridotites
contained almost certainly much more radiogenic
osmium and could, in any case, not have been
in osmium-isotopic equilibrium with all of these
isotopically diverse residual phases.

Another strong indication that melts extracted
from the mantle are not in osmium-isotopic equi-
librium with their source is given by the fact that
osmium isotopes in MORBs are, on average, sig-
nificantly more radiogenic than osmium isotopes
from oceanic peridotites (see also Figure 9 further
below). Although it may be argued that there is no
one-to-one correspondence between basalts and
source peridotites, and further, that the total num-
ber of worldwide MORB and peridotite samples
analyzed is still small, these results strongly sug-
gest that, at least with regard to osmium, MORBs
are generally not in isotopic equilibrium with
their sources or residues. However, osmium-
isotopic disequilibrium does not automatically
mean strontium, neodymium, lead, or oxygen-
isotopic disequilibrium or incompatible-trace-ele-
ment disequilibrium. This is because osmium is
probably incompatible in all silicate phases
(Snow and Reisberg, 1995; Schiano et al., 1997;
Burton et al., 2000) but very highly compatible
with nonsilicate phases such as sulfides and, pos-
sibly, metal alloys such as osmiridium ‘‘nuggets,’’
which may form inclusions within silicate miner-
als and might therefore be protected from reaction
with a partial silicate melt. At the time of writing,
no clear-cut answers are available, and for the
time being, we will simply note that the geochem-
istry of osmium and rhenium is considerably less
well understood than that of silicate-hosted major

and trace elements such as strontium, neody-
mium, lead, and their isotopic abundances.

3.2.2 Mesoscale Heterogeneities

By ‘‘mesoscale’’ I mean scales larger than about
a centimeter but less than a kilometer. This inter-
mediate scale was addressed only briefly by
Hofmann and Hart, who called it a ‘‘lumpy mantle’’
structure. It was specifically invoked by Hanson
(1977) and Wood (1979), and others subsequently,
who invoked veining in the mantle to provide
sources for chemically and isotopically heteroge-
neous melts. Other versions of mesoscale
heterogeneities were invoked by Sleep (1984),
who suggested that preferential melting of ubiqui-
tous heterogeneities may explain ocean island-type
volcanism, and by Allègre and Turcotte (1986),
who discussed a ‘‘marble cake’’ structure of the
mantle generated by incomplete homogenization
of subducted heterogeneous lithosphere. These
ideas have recently been revived in several publi-
cations discussing a mantle containing pyroxenite
or eclogite layers, which may melt preferentially
(Phipps Morgan et al., 1995; Hirschmann and
Stolper, 1996; Phipps Morgan and Morgan,
1998; Yaxley and Green, 1998; Phipps Morgan,
1999).

One of the main difficulties with these mesos-
cale models is that they have been difficult to test
by direct geochemical and petrological field
observations. Recently, however, several studies
have been published which appear to support the
idea of selective melting of mesoscale heteroge-
neities. Most important of these are probably the
studies of melt inclusions showing that single
basalt samples, and even single olivine grains,
contain chemically and isotopically extremely
heterogeneous melt inclusions. Extreme heteroge-
neities in REE abundances from melt inclusions
had previously been explained by progressive
fractional melting processes of uniform sources
(Sobolev and Shimizu, 1993; Gurenko and
Chaussidon, 1995). In contrast, the more recent
studies have demonstrated that source heteroge-
neities must (also) be involved to explain the
extreme variations in isotopic and chemical com-
positions observed (Saal et al., 1998; Sobolev
et al., 2000). While the spatial scale of these
source heterogeneities cannot be directly inferred
from these melt inclusion data, it seems highly
plausible that it is in the range of what is here
called ‘‘mesoscale.’’

Other, more circumstantial, evidence for prefer-
ential melting of mesoscale heterogeneities has
been described by Regelous and Hofmann (2002/
3), who found that the Hawaiian plume delivered
MORB-like magmas�80Ma ago, when the plume
was located close to the Pacific spreading ridge.
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Unless this is a fortuitous coincidence, this implies
that the same plume produces ‘‘typical’’ OIB-like,
incompatible-element-enriched melts with elevated
87Sr/86Sr and low 143Nd/144Nd ratios when the
degree of melting is relatively low under a thick
lithosphere, and typically MORB-like, incompatible-
element-depleted melts when the degree of melting
is high because of the shallow melting level near a
spreading ridge. Such a dependence on the extent
of melting is consistent with a marble-cake mantle
containing incompatible-element-rich pyroxenite
or eclogite layers having a lower melting tempera-
ture than the surrounding peridotite matrix. This
melting model is further corroborated by the
observation that at least three other plumes located
at or near spreading ridges have produced MORB-
like lavas, namely, the Iceland, the Galapagos, and
the Kerguelen plume. The overall evidence is far
from clear-cut, however, because the Iceland and
Galapagos plumes have also delivered OIB-like
tholeiites and alkali basalts more or less in parallel
with the depleted MORB-like tholeiites or
picrites.

To sum up, the question of grain-scale equili-
bration with partial melts, which had apparently
been settled definitively by Hofmann and Hart
(1978), has been reopened by the experimental
work of Van Orman et al. (2001) and by recent
osmium isotope data. The mesoscale equilibrium
involving a veined or marble-cake mantle consist-
ing of a mixture of lherzolite (or harzburgite) and
pyroxenite (or eclogite) has also received substan-
tial support in the recent literature. In either case,
the isotopic composition of the melt is likely to
change as a function of the bulk extent of melting,
and the melts do not provide quantitative esti-
mates of the isotopic composition of the bulk
sources at scales of kilometers or more. It will
be seen in subsequent sections that this has rami-
fications particularly with respect to quantitative
estimates of the sizes and spatial distributions of
the reservoirs hosting the geochemical mantle
heterogeneities observed in basalts. While this
defeats one of the important goals of mantle geo-
chemistry, it will be seen in the course of this
chapter that the geochemical data can still be
used to map large-scale geochemical provinces
of the mantle and to reveal much about the smal-
ler-scale structure of the mantle heterogeneities.
In addition, they remain powerful tracers of recy-
cling and mixing processes and their history in
the mantle.

3.3 CRUST–MANTLE DIFFERENTIATION

Before discussing the internal chemical struc-
ture of the mantle, it is necessary to have a general
understanding of crust–mantle differentiation,
because this has affected the incompatible

trace-element and isotope budget of the mantle
rather drastically. This topic has been covered by
Hofmann (1988), but the most important points
will be summarized here again. The treatment
here differs in detail because more recent estimates
have been used for the bulk composition of the
continental crust and of the bulk silicate earth
(BSE), also called ‘‘primitive mantle.’’

3.3.1 Enrichment and Depletion Patterns

The growth of the continental crust has
removed major proportions of the highly incom-
patible elements from the mantle, and this
depletion is the chief (but not the sole) cause of
the specific isotope and trace-element character-
istics of MORBs. The effects of ionic radius and
charge, described in Section 3.1.2.1, on this
enrichment–depletion process can be readily
seen in a diagram (Figure 1) introduced by
Taylor and McLennan (1985). It is obvious from
this that those trace elements that have ionic
properties similar to the major silicate-structure-
forming elements, namely, nickel, cobalt, manga-
nese, scandium, and chromium are not enriched in
the continental crust but remain in the mantle. In
contrast, elements with deviating ionic properties
are more or less strongly enriched in the crust,
depending on the magnitude of the deviation.
Two main transfer mechanisms are available for
this differentiation, both of them are ultimately
driven by mantle convection. The first is partial
melting and ascent of the melt to the surface or
into the already existing crust. The second
involves dehydration (and decarbonation) reac-
tions during subduction, metasomatic transfer of
soluble elements via hydrothermal fluid from the
subducted crust-plus-sediment into the overlying

Figure 1 Ionic radius (in angstrom) versus ionic charge
for lithophile major and trace elements in mantle
silicates. Also shown are ranges of enrichment factors
in average continental crust, using the estimate of
(Rudnick and Fountain, 1995), relative to the
concentrations in the primitive mantle (or ‘‘bulk silicate

Earth’’) (source McDonough and Sun, 1995).
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mantle ‘‘wedge,’’ and partial melting of the meta-
somatized (or ‘‘fertilized’’) region. This partial
melt ascends and is added to the crust, carrying
the geochemical signature caused by mantle
metasomatic transfer into the crust. Both
mechanisms may operate during subduction,
and a large body of geochemical literature has
been devoted to the distinction between the two
(Elliott et al., 1997; Class et al., 2000; Johnson
and Plank, 2000). Continental crust may also be
formed by mantle plume heads, which are
thought to produce large volumes of basaltic
oceanic plateaus. These may be accreted to exist-
ing continental crust, or continental flood
basalts, which similarly add to the total volume
of crust (e.g., Abouchami et al., 1990; Stein and
Hofmann, 1994; Puchtel et al., 1998). The quan-
titative importance of this latter mechanism
remains a matter of some debate (Kimura et al.,
1993; Calvert and Ludden, 1999).

Hofmann (1988) showed that crust formation
by extraction of partial melt from the mantle
could well explain much of the trace-element
chemistry of crust–mantle differentiation.
However, a few elements, notably niobium, tan-
talum, and lead, do not fit into the simple pattern
of enrichment and depletion due to simple partial
melting (Hofmann et al., 1986). The fundamen-
tally different behavior of these elements in the
MORB–OIB environment on the one hand, and
in the subduction environment on the other,
requires the second, more complex, transfer

mechanism via fluids (Miller et al., 1994;
Peucker-Ehrenbrink et al., 1994; Chauvel et al.,
1995). Thus, local fluid transport is essential in
preparing the mantle sources for production of
continental crust, but the gross transport of
incompatible elements from mantle to crust is
still carried overwhelmingly by melting and
melt ascent.

The simplest case discussed above, namely,
crust–mantle differentiation by partial melting
alone is illustrated in Figure 2. This shows the
abundances of a large number of chemical ele-
ments in the continental crust, as estimated by
(Rudnick and Fountain, 1995) and divided by
their respective abundances in the primitive man-
tle or bulk silicate earth as estimated by
(McDonough and Sun, 1995). Each element is
assigned a nominal partition coefficient D as
defined in Equation (1), calculated by rearran-
ging Equation (2) and using a nominal ‘‘melt
fraction’’ F = 0.01. In this highly simplified
view, the continental crust is assumed to have
the composition of an equilibrium partial melt
derived from primitive mantle material. Also
shown is the hypothetical solid mantle residue
of such a partial melt and a second-stage partial
melt of this depleted residue. This second-stage
melt curve may then be compared with the actual
element abundances of ‘‘average’’ ocean crust.
Although this ‘‘model’’ of the overall crust–man-
tle differentiation is grossly oversimplified, it can
account for the salient features of the relationship
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between primitive mantle, continental crust,
depleted mantle, and oceanic crust quite well.
This representation is remarkably successful
because Equation (2) is essentially a mass-bal-
ance relationship and because these major
reservoirs are in fact genetically related by
enrichment and depletion processes in which
partial melting plays a dominant role.

The above model of extracting continental crust
and remelting the depleted residue also accounts
approximately for the isotopic relationships between
continental crust and residual mantle, where the
isotopic composition is directly represented by
MORB, using the assumption of complete local
and mesoscale equilibrium discussed in Section
3.2. This is illustrated by Figure 3, which is analo-
gous to Figure 2, but shows only the commonly
used radioactive decay systems Rb–Sr, Sm–Nd,
Lu–Hf, and Re–Os. Thus, the continental crust has
a high parent–daughter ratios Rb/Sr and Re/Os, but
low Sm/Nd and Lu/Hf, whereas the mantle residue
has complementary opposite ratios. With time, these
parent–daughter ratios will generate higher than pri-
mitive 87Sr/86Sr and 187Os/188Os, and lower than
primitive 143Nd/144Nd and 176Hf/177Hf, ratios in
the crust and complementary, opposite ratios in the
mantle, and this is indeed observed for strontium,

neodymium, and hafnium, as will be seen in the
review of the isotope data.

The case of lead isotopes is more compli-
cated, because the estimates for the mean
parent–daughter ratios of mantle and crust are
similar. This similarity is not consistent with
purely magmatic production of the crust, because
the bulk partition coefficient of lead during par-
tial mantle melting is expected to be only slightly
lower than that of strontium (see Figure 1), but
significantly higher than the coefficients for the
highly incompatible elements uranium and thor-
ium. In reality, however, the enrichment of lead
in the continental crust shown in Figure 2 is
slightly higher than the enrichments for thorium
and uranium, and the 206Pb/204Pb and
208Pb/204Pb ratios of continental rocks are simi-
lar to those of MORB. This famous–infamous
‘‘lead paradox,’’ first pointed out by Allègre
(1969), will be discussed in a separate section
below.

How do we know the parent–daughter ratios in
crust and mantle? When both parent and daughter
nuclides have refractory lithophile character, and
are reasonably resistant to weathering and other
forms of low-temperature alteration, as is the case
for the pairs Sm–Nd and Lu–Hf, we can obtain
reasonable estimates from measuring and aver-
aging the element ratios in representative rocks of
crustal or mantle heritage. But when one of the
elements was volatile during terrestrial accretion,
and/or is easily mobilized by low-temperature or
hydrothermal processes, such as rubidium, ura-
nium, or lead, the isotopes of the daughter
elements yield more reliable information about
the parent–daughter ratios of primitive mantle,
depleted mantle, and crust, because the isotope
ratios are not affected by recent loss (or addition)
of such elements. Thus, the U/Pb and Th/Pb ratios
of bulk silicate earth, depleted mantle and conti-
nental crust are essentially derived from lead
isotope ratios.

Similarly, the primitive mantle Rb/Sr ratio was
originally derived from the well-known negative
correlation between 87Sr/86Sr and 143Nd/144Nd
ratios in mantle-derived and crustal rocks, the so-
called ‘‘mantle array’’ (DePaolo and Wasserburg,
1976; Richard et al., 1976; O’Nions et al., 1977;
see also Figure 4(a)). To be sure, there is no
guarantee that this correlation will automatically
go through the bulk silicate earth value. However,
in this case, the primitive mantle (or ‘‘bulk silicate
earth’’) Rb/Sr value has been approximately con-
firmed using element abundance ratios of barium,
rubidium, and strontium. Hofmann and White
(1983) found that Ba/Rb ratios in mantle-derived
basalts and continental crust are sufficiently simi-
lar, so that the terrestrial value of Ba/Rb can be
estimated within narrow limits. The terrestrial Ba/
Sr ratio (comprising two refractory, lithophile

Figure 3 Crust–mantle differentiation patterns for the
decay systems Rb–Sr, Sm–Nd, Lu–Hf, and Re–Os. The
diagram illustrates the depletion-enrichment
relationships of the parent–daughter pairs, which lead
to the isotopic differences between continental crust
and the residual mantle. For example, the Sm/Nd ratio
is increased, whereas the Rb/Sr ratio is decreased in
the residual mantle. This leads to the isotopic
correlation in mantle-derived rocks plotted in
Figure 4(a). The construction is similar to that used in
Figure 2, but D values have been adjusted slightly for

greater clarity.
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elements) can be assumed to be identical to the
ratio in chondritic meteorites, so that the terrestrial
Rb/Sr ratio can be estimated as

Rb

Sr

� �
terr:

¼ Rb

Ba

� �
terr:

� Ba

Sr

� �
chondr:

ð8Þ

The terrestrial Rb/Sr ratio estimated in this way
turned out to be indistinguishable from the ratio
estimated by isotope correlations, and therefore the
consistency between isotope and element abun-
dance data is not circular. This example of internal
consistency has been disturbed by the more recent
crustal estimate of Ba/Rb= 6.7 (Rudnick and
Fountain, 1995), which is significantly lower than
the above mantle estimate Ba/Rb=11.0 (Hofmann
and White, 1983), based mostly on MORB and OIB
data. This shows that, for many elements, there are
greater uncertainties about the composition of the
continental crust than about the mantle. The reason
for this is that the continental crust has become
much more heterogeneous than the mantle because
of internal differentiation processes including intra-
crustal melting, transport of metamorphic fluids,
hydrothermal transport, weathering, erosion, and
sedimentation. In any case, assuming that
Rudnick’s crustal estimate is correct, the primitive
mantle Ba/Rb should lie somewhere between 7 and
11. The lesson from this is that we must be careful
when using ‘‘canonical’’ element ratios to make
mass-balance estimates for the sizes of different
mantle reservoirs.

3.3.2 Mass Fractions of Depleted and
Primitive Mantle Reservoirs

The simple crust–mantle differentiation
model shown in Figure 2 contains three ‘‘reser-
voirs:’’ continental crust, depleted residue, and
oceanic crust. However, the depleted reservoir
may well be smaller than the entire mantle, in
which case another, possibly primitive reservoir
would be needed. Thus, if one assumes that the
mantle consists of two reservoirs only, one
depleted and one remaining primitive, and if
one neglects the oceanic crust because it is
thin and relatively depleted in highly incompa-
tible elements, one can calculate the mass
fractions of these two reservoirs from their
respective isotopic and/or trace-element compo-
sitions (Jacobsen and Wasserburg, 1979;
O’Nions et al., 1979; DePaolo, 1980; Davies,
1981; Allègre et al., 1983, 1996; Hofmann
et al., 1986; Hofmann, 1989a). The results of
these estimates have yielded mass fractions of
the depleted reservoir ranging from �30–80%.
Originally, the 30% estimate was particularly
popular because it matches the mass fraction
of the upper mantle above the 660 km seismic

discontinuity. It was also attractive because at
least some of the mineral physics data indicated
that the lower mantle has a different, intrinsi-
cally denser, major-element composition.
However, more recent data and their evaluations
indicate that they do not require such composi-
tional layering (Jackson and Rigden, 1998).
Nevertheless, many authors argue that the
660 km boundary can isolate upper-mantle-
from lower-mantle convection, either because
of the endothermic nature of the phase changes
at this boundary, or possibly because of extreme
viscosity differences between upper and lower
mantle. Although this entire subject has been
debated in the literature for many years, there
appeared to be good reasons to think that the
660 km seismic discontinuity is the fundamental
boundary between an upper, highly depleted
mantle and a lower, less depleted or nearly
primitive mantle.

The most straightforward mass balance,
assuming that we know the composition of the
continental crust sufficiently well, can be calcu-
lated from the abundances of the most highly
incompatible elements, because their abundances
in the depleted mantle are so low that even rela-
tively large relative errors do not affect the mass
balance very seriously. The most highly enriched
elements in the continental crust have estimated
crustal abundances (normalized to the primitive
mantle abundances given by McDonough and Sun
(1995)) of Cs = 123, Rb = 97, and Th = 70
(Rudnick and Fountain, 1995). The estimate for
Cs is rather uncertain because its distribution
within the crust is particularly heterogeneous,
and its primitive-mantle abundance is afflicted
by special uncertainties (Hofmann and White,
1983; McDonough et al., 1992). Therefore, a
more conservative enrichment factor of 100
(close to the value of 97 for Rb) is chosen for
elements most highly enriched in the continental
crust. The simple three-reservoir mass balance
then becomes

Xlm ¼ 1 –Ccc � Xcc � Cum � Xum

Clm
ð9Þ

where C refers to primitive-mantle normalized con-
centrations (also called ‘‘enrichment factors’’), X
refers to the mass fraction of a given reservoir, and
the subscripts cc, lm, and um refer to continental
crust, lower mantle, and upper mantle, respectively.

If the lower mantle is still primitive, so that
Clm = 1, the upper mantle is extremely depleted,
so that Cum = 0, and Xcc = 0.005, the mass balance
yields

Xlm ¼ 1 – 100� 0:005 – 0� Xum

l
¼ 0:5 ð10Þ
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Remarkably, this estimate is identical to that
obtained using the amounts of radiogenic argon in
the atmosphere, the continental crust and the
depleted, upper mantle (Allègre et al., 1996).
There are reasons to think that the abundances of
potassium and rubidium in BSE used in these cal-
culations have been overestimated, perhaps by as
much as 30% (Lassiter, 2002), and this would of
course decrease the remaining mass fraction of
primitive-mantle material. Thus, we can conclude
that at least half, and perhaps 80%, of the most
highly incompatible element budget now resides
either in the continental crust or in the atmosphere
(in the case of argon).

Can we account for the entire silicate earth
budget by just these three reservoirs (crust
plus atmosphere, depleted mantle, primitive
mantle), as has been assumed in all of the
above estimates? Saunders et al. (1988) and
Sun and McDonough (1989) (among others)
have shown that this cannot be the case, using
global systematics of a single trace-element
ratio, Nb/La. Using updated, primitive-mantle
normalized estimates for this ratio, namely,
(Nb/La)n = 0.66 for the continental crust
(Rudnick and Fountain, 1995), and (Nb/
La)n = 0.81 for so-called N-type (‘‘normal’’)
MORB (Su, 2002), we see that both reservoirs
have lower than primitive Nb/La ratios. Using
the additional constraint that niobium is slightly
more incompatible than lanthanum during par-
tial melting, we find that the sources of all these
mantle-derived basalts must have sources with
Nb/La ratios equal to or lower than those of the
basalts themselves. This means that all the
major mantle sources as well as the continental
crust have (Nb/La)n� 1. By definition, the
entire silicate earth has (Nb/La)n = 1, so there
should be an additional, hidden reservoir con-
taining the ‘‘missing’’ niobium. A similar case
has more recently been made using Nb/Ta,
rather than Nb/La. Current hypotheses to
explain these observations invoke either a
refractory eclogitic reservoir containing high-
niobium rutiles (Rudnick et al., 2000), or parti-
tioning of niobium into the metallic core (Wade
and Wood, 2001). Beyond these complications
involving special elements with unexpected geo-
chemical ‘‘behavior,’’ there remains the question
whether �50% portion of the mantle not needed
to produce the continental crust has remained
primitive, or whether it is also differentiated
into depleted, MORB-source-like, and enriched,
OIB-source like subreservoirs. In the past, the
occurrence of noble gases with primordial iso-
tope ratios have been used to argue that the
lower part of the mantle must still be nearly
primitive. However, it will be seen below that
this inference is no longer as compelling as it
once seemed to be.

3.4 MID-OCEAN RIDGE BASALTS:
SAMPLES OF THE DEPLETED
MANTLE

3.4.1 Isotope Ratios of Strontium,
Neodymium, Hafnium, and Lead

The long-lived radioactive decay systems com-
monly used to characterize mantle compositions,
their half-lives, and the isotope ratios of the respec-
tive radiogenic daughter elements are given in
Table 1. The half-lives of 147Sm, 87Sr, 186Hf,
187Re, and 232Th are several times greater than the
age of the Earth, so that the accumulation of the
radiogenic daughter nuclide is nearly linear with
time. This is not the case for the shorter-lived 238U
and 235U, and this is in part responsible for the
more complex isotopic relationships displayed by
lead isotopes in comparison with the systematics of
strontium, neodymium, hafnium, and osmium iso-
topes. The mantle geochemistry of noble gases,
although of course an integral part of mantle
geochemistry.

Figures 4–6 show the isotopic compositions of
MORBs from spreading ridges in the three major
ocean basins. Figures 4(b) and 5(a) also show iso-
tope data for marine sediments, because these are
derived from the upper continental crust and should
roughly represent the isotopic composition of this
crust. In general, the isotopic relationships between
the continental and oceanic crust are just what is
expected from the elemental parent–daughter rela-
tionships seen in Figure 3. The high Rb/Sr and low
Sm/Nd and Lu/Hf ratios of continental materials
relative to the residual mantle are reflected by high
87Sr/86Sr and low 143Nd/144Nd and 176Hf/177Hf
ratios (not shown).

In lead isotope diagrams, the differences are
not nearly as clear, and they are expressed primar-
ily by slightly elevated 207Pb/204Pb ratios for
given values of 206Pb/204Pb (Figure 5(a)). This
topology in lead-isotope space requires a com-
paratively complex evolution of the terrestrial
U–Pb system. It involves an ancient period of
high U/Pb ratios in continental history (with com-
plementary, low ratios in the residual mantle). The
higher 235U/238U ratios prevailing during that time
led to elevated 207Pb/206Pb ratios in the crust. This
subject is treated more fully in the section on the
lead paradox (Section 3.6) further below.

Another important observation is that, while
strontium, neodymium, and hafnium isotopes all
correlate with each other, they form poorer, but
still significant, correlations with 206Pb/204Pb (or
208Pb/204Pb, not shown) ratios in the Pacific and
Atlantic, but no discernible correlation in the
Indian Ocean MORB (Figure 6(a)). Nevertheless,
if instead of 208Pb/204Pb or 206Pb/204Pb ratios one
plots the so-called ‘‘radiogenic’’ 208Pb�/206Pb�

ratio, the lead data do correlate with neodymium
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isotopes in all three ocean basins (Figure 6(b)).
This parameter is a measure of the radiogenic addi-
tions to 208Pb/204Pb and 206Pb/204Pb ratios during
Earth’s history; it is calculated by subtracting the
primordial (initial) isotope ratios from the mea-
sured values. The primordial ratios are those
found in the Th–U-free sulfide phase (troilite) of
iron meteorites. Thus, the radiogenic 208Pb�/206Pb�

ratio is defined as

208Pb�
206Pb�

¼
208Pb=204Pb-ð208Pb=204PbÞinit
206Pb=204Pb-ð206Pb=204PbÞinit

ð11Þ

Unlike 208Pb/204Pb or 206Pb/204Pb, which depend
on Th/Pb and U/Pb, respectively, 208Pb�/206Pb�

reflects the Th/U ratio integrated over the history
of the Earth. The existence of global correlations
between neodymium, strontium, and hafnium
isotope ratios and 208Pb�/206Pb� and the absence
of such global correlations with 208Pb/204Pb or
206Pb/204Pb, shows that the elements neodymium,

strontium, hafnium, thorium, and uranium behave
in a globally coherent fashion during crust–mantle
differentiation, whereas lead deviates from this
cohesion.

Figures 4–6 show systematic isotopic differences
between MORB from different ocean basins,
reflecting some very large scale isotopic heteroge-
neities in the source mantle of these basalts. Also,
the ranges of "(Nd) values present in a single ocean
basin are quite large. For example, the range of
neodymium isotope ratios in Atlantic MORB
(�10"(Nd) units) is somewhat smaller than the
respective range of Atlantic OIB values of about
14"(Nd) units (see Section 3.5 on OIB), but this
difference does not justify calling Atlantic MORB
‘‘isotopically homogeneous.’’ This heterogeneity
contradicts the widespread notion that the MORB-
source mantle reservoir is isotopically nearly uni-
form, a myth that has persisted through many
repetitions in the literature. One can just as easily
argue that there is no such thing as a typical

Figure 4 (a) 87Sr/86Sr versus "(Nd) for MORBs from the three major ocean basins. "(Nd) is a measure of the
deviation of the 143Nd/144Nd ratio from the chondritic value, assumed to be identical to the present-day value in the
bulk silicate earth. It is defined as "(Nd) = 104� (143Nd/144Ndmeasured–

143Nd/144NdChondrite)/
143Nd/144NdChondrite.

The chondritic value used is 143Nd/144NdChondrite = 0.512638. The data are compiled from the PETDB database
(http://petdb.Ideo.columbia.edu). (b) 87Sr/86Sr versus "(Nd) for MORBs compared with data for turbidites and other
marine sediments (Ben Othman et al., 1989; Hemming and McLennan, 2001). This illustrates the complementary

nature of continent-derived sediments and MORB expected from the relationships shown in Figure 3.
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‘‘normal’’ (usually called N-type) MORB composi-
tion. In particular, the 208Pb/204Pb and 208Pb�/206Pb�

ratios of Indian OceanMORB show very little over-
lap with Pacific MORB (but both populations
overlap strongly with Atlantic MORB). These very
large scale regional ‘‘domains’’ were first recog-
nized by Dupré and Allègre (1983) and named
DUPAL anomaly by Hart (1984).

The boundary between the Indian Ocean and
Pacific Ocean geochemical domains coincides with
the Australian–Antarctic Discordance (AAD)
located between Australia and Antarctica, an unu-
sually deep ridge segment with several unusual
physical and physiographic characteristics. The geo-
chemical transition in Sr–Nd–Hf–Pb isotope space
across the AAD is remarkably sharp (Klein et al.,
1988; Pyle et al., 1992; Kempton et al., 2002), and it
is evident that very little mixing has occurred
between these domains. The isotopic differences
observed cannot be generated overnight.
Rehkämper and Hofmann (1997), using lead iso-
topes, have estimated that the specific isotopic
characteristics of the Indian Ocean MORB must be
at least 1.5Ga old. An important conclusion from

this is that convective stirring of the mantle can be
remarkably ineffective in mixing very large scale
domains in the upper mantle.

When we further consider the fact that the
present-day ocean ridge system, though globe
encircling, samples only a geographically limited
portion of the total, present-day mantle, it is clear
that we must abandon the notion that we can char-
acterize the isotopic composition of the depleted
mantle reservoir by a single value of any isotopic
parameter. What remains is a much broader, never-
theless limited, range of compositions, which, on
average, differ from other types of oceanic basalts
to be discussed further below. The lessons drawn
from Section 3.2 (local and regional equilibrium)
merely add an additional cautionary note: although
it is possible to map the world’s ocean ridge system
using isotopic compositions of MORB, we cannot
be sure how accurately these MORB compositions
represent the underlying mantle. The differences
between ocean basins are particularly obvious in
the 208Pb/204Pb versus 206Pb/204Pb diagrams,
where Indian Ocean MORBs have consistently
higher 208Pb/204Pb ratios than Pacific Ocean

Figure 5 (a) 207Pb/204Pb versus 206Pb/204Pb for MORB from three major ocean basins and marine sediments.
(b) 208Pb/204Pb versus 206Pb/204Pb for MORB from three major ocean basins. Sediments are not plotted because of

strong overlap with the basalt data. For data sources see Figure 4.
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MORBs. Diagrams involving neodymium isotopes
show more overlap, but Indian Ocean MORBs
have many "(Nd) values lower than any sample
from the Pacific Ocean.

An intermediate scale of isotopic variations is
shown in Figures 7 and 8, using basalts from the
Mid-Atlantic Ridge (MAR). The isotope ratios of
strontium and neodymium (averaged over 1
 inter-
vals for clarity) vary along the ridge with obvious
maxima and minima near the oceanic islands of
Iceland, the Azores, and the Bouvet triple junction,
and with large scale, relatively smooth gradients in
the isotope ratios, e.g., between 20
S and 38
S. In
general, the equatorial region between 30
S and
30
N is characterized by much lower strontium
isotope ratios than the ridge segments to the north
and the south. Some of this variation may be
related to the vicinity of the mantle hotspots of

Iceland, the Azores, or Bouvet, and the literature
contains a continuing debate over the subject of
‘‘plume–asthenosphere interaction.’’ Some authors
argue the case where excess, enriched plume mate-
rial spreads into the asthenosphere and mixes with
depleted asthenospheric material to produce the
geochemical gradients observed (e.g., Hart et al.,
1973; Schilling, 1973). Others argue that the
hotspot or plume is internally heterogeneous and
contains depleted, MORB-like material, which
remains behind during normal plume-generated
volcanism, spreads out in the asthenosphere, and
becomes part of the asthenospheric mantle (Phipps
Morgan and Morgan, 1998; Phipps Morgan,
1999). Irrespective of the specific process of
plume–ridge interaction, the existence of composi-
tional gradients up to �2,000 km long implies
some rather large-scale mixing processes,

Figure 6 (a) 206Pb/204Pb versus 87Sr/86Sr for MORB from three major ocean basins. In contrast with the Sr–Nd and
the Pb–Pb diagrams (Figures 4 and 5), the 206Pb/204Pb–87Sr/86Sr data correlate well only for Pacific MORB and not at
all for Indian MORB. This indicates some anomalous behavior of the U–Pb decay system during global differentiation.
For data sources see Figure 4. (b) 208Pb�/206Pb� versus "(Nd) for MORB from three major ocean basins. The overall
correlation is similar to the Sr–Nd correlation shown in Figure 4(a). This indicates that the Th/U ratios, which control
208Pb�/206Pb�, do correlate with Sm/Nd (and Rb/Sr) ratios during mantle differentiation. Taken together, (a) and (b)

identify Pb as the element displaying anomalous behavior.
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quite distinct from the sharpness of the composi-
tional boundary seen at the AAD.

Isotopic heterogeneities are also observed on
much smaller scales than so far discussed. For
example, the region around 14 
N on the MAR
shows a sharp ‘‘spike’’ in neodymium and stron-
tium isotope ratios (see Figures 7 and 8) with an
amplitude in "(Nd) nearly as large as that of the
entire Atlantic MORB variation, even though there
is no obvious depth anomaly or other physio-
graphic evidence for the possible presence of a
mantle plume.

Finally, work on melt inclusions from pheno-
crysts has recently shown that sometimes extreme
isotopic and trace-element heterogeneities exist

within single hand specimens from mid-ocean
ridges. Initially, the extreme chemical heterogene-
ities found in such samples were ascribed to the
effects of progressive fractional melting of initi-
ally uniform source rocks (Sobolev and Shimizu,
1993), but recent Pb-isotope analyses of melt
inclusions from a single MORB sample have
shown a large range of isotopic compositions
that require a locally heterogeneous source
(Shimizu et al., 2003). This phenomenon had
previously also been observed in some OIBs
(Saal et al., 1998; Sobolev et al., 2000), and future
work must determine whether this is the exception
rather than the rule. In any case, the normally
observed local homogeneity of bulk basalt
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samples may turn out to be the result of homo-
genization in magma chambers rather than
melting of homogeneous sources.

In summary, it should be clear that the mantle
that produces MORB is isotopically heteroge-
neous on all spatial scales ranging from the size
of ocean basins down to kilometers or possibly
meters. The often-invoked homogeneity of
MORB and MORB sources is largely a myth,
and the definition of ‘‘normal’’ or N-type
MORB actually applies to the depleted end of
the spectrum rather than average MORB. It
would be best to abandon these obsolete con-
cepts, but they are likely to persist for years to
come. Any unbiased evaluation of the actual
MORB isotope data shows unambiguously, e.g.,
that Indian Ocean MORBs differ substantially
from Pacific Ocean MORBs, and that only about
half of Atlantic MORB conform to what is com-
monly referred to as ‘‘N-type’’ with 87Sr/86Sr
ratios lower than 0.7028 and "(Nd) values higher
than +9. Many geochemists think that MORB
samples with higher 87Sr/86Sr ratios and lower
"(Nd) values do not represent normal upper man-
tle but are generated by contamination of the
normally very depleted, and isotopically extreme,
upper mantle with plume material derived from
the deeper mantle. Perhaps this interpretation is
correct, especially in the Atlantic Ocean, where
there are several hotspots/plumes occurring near
the MAR, but its automatic application to all
enriched samples (such as those near 14
N on
the MAR) invites circular reasoning and it can get
in the way of an unbiased consideration of the
actual data.

3.4.2 Osmium Isotopes

The Re–Os decay system is discussed sepa-
rately, in part because there are far fewer
osmium isotope data than Sr–Nd–Pb data. This
is true because, until �10 years ago, osmium
isotopes in silicate rocks were extraordinarily dif-
ficult to measure. The advent of negative-ion
thermal ionization mass spectrometry has decisi-
vely changed this (Creaser et al., 1991; Völkening
et al., 1991), and subsequently the number of
publications providing osmium isotope data has
increased dramatically.

Osmium is of great interest to mantle geoche-
mists because, in contrast with the geochemical
properties of strontium, neodymium, hafnium,
and lead, all of which are incompatible elements,
osmium is a compatible element in most mantle
melting processes, so that it generally remains in
the mantle, whereas the much more incompatible
rhenium is extracted and enriched in the melt and
ultimately in the crust. This system therefore pro-
vides information that is different from, and

complementary to, what we can learn from stron-
tium, neodymium, hafnium, and lead isotopes.
However, at present there are still significant obsta-
cles to the full use and understanding of osmium
geochemistry. There are primarily three reasons for
this:

(i) Osmium is present in oceanic basalts
usually at sub-ppb concentration levels.
Especially, in low-magnesium basalts, the con-
centrations can approach low ppt levels. The
problem posed by this is that crustal rocks and
seawater can have 187Os/188Os ratios 10 times
higher than the (initial) ratios in mantle-derived
melts. Thus, incorporation of small amounts of
seawater-altered material in a submarine magma
chamber may significantly increase the
187Os/188Os ratio of the magma. Indeed, many
low-magnesium, moderately to highly differen-
tiated oceanic basalts have highly radiogenic
osmium, and it is not easy to know which basalts
are unaffected by this contamination.

(ii) The geochemistry of osmium is less well
understood than other decay systems, because
much of the osmium resides in non-silicate phases
such as sulfides, chromite and (possibly) metallic
phases, and these phases can be very heteroge-
neously distributed in mantle rocks. This frequently
leads to a ‘‘nugget’’ effect, meaning that a given
sample powder is not necessarily representative of
the system. Quite often, the reproducibility of con-
centration measurements of osmium and rhenium is
quite poor by normal geochemical standards, with
differences of several percent between duplicate ana-
lyses, and this may be caused either by intrinsic
sample heterogeneity (‘‘nugget effect’’) or by incom-
plete equilibration of sample and spike during
dissolution and osmium separation.

(iii) There are legitimate doubts whether the
osmium-isotopic composition of oceanic basalts
are ever identical to those of their mantle source
rocks (Section 3.2.1).

The Point (iii) above is illustrated in Figure 9,
which shows osmium isotope ratios and osmium
concentrations in abyssal peridotites and in
MORB. This diagram shows two remarkable fea-
tures: (i) The osmium isotope ratios of MORB and
abyssal peridotites have very little overlap, the
peridotites being systematically lower than those
of seafloor basalts. (ii) The MORB data show a
strong negative correlation between isotope ratios
and osmium concentrations. These results suggest
that the basalts may not be in isotopic equilibrium
with their source rocks, but we have no proof of
this, because we have no samples of specific
source rocks for specific basalt samples. Also, the
total number of samples represented in Figure 9 is
rather small. Nevertheless, the apparently system-
atically higher 187Os/188Os ratios of the basalts
compared with the peridotites seem to indicate
that unradiogenic portions of the source peridotites
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did not contribute to, or react with, the melt. The
negative correlation displayed by the MORB
data may mean that essentially all the melts are
contaminated by seawater-derived osmium and
that the relative contribution of the contaminat-
ing osmium to the measured isotopic
compositions is inversely correlated with the
osmium concentration of the sample. However,
the MORB samples also show a strong positive
correlation between 187Os/188Os and Re/Os (not
shown). Therefore, it is also possible that MORB
osmium is derived from heterogeneous sources
in such a way that low-osmium, high-Re/Os
samples are derived from high-Re/Os portions
of the sources (such as pyroxenitic veins),
whereas high-osmium, low-Re/Os samples are
derived from the peridotitic or even harzburgitic
matrix.

To avoid the risk of contamination by sea-
water, either through direct contamination of the
samples or contamination of the magma by assim-
ilation of contaminated material, many authors
disregard samples with very low osmium concen-
trations. Unfortunately, this approach does not
remove the inherent ambiguity of interpretation,
and it may simply bias the sampling. What is
clearly needed are independent measures of very
low levels of magma chamber and sample
contamination.

3.4.3 Trace Elements

The general model of crust–mantle differentia-
tion predicts that, after crust formation, the
residual mantle should be depleted in incompati-
ble elements. Melts from this depleted mantle
may be absolutely enriched but should still show

a relative depletion of highly incompatible ele-
ments relative to moderately incompatible
elements, as illustrated in Figure 2. Here I examine
actual trace-element data of real MORB and
their variability. An inherent difficulty is that
trace-element abundances in a basalt depend on
several factors, namely, the source composition,
the degree, and mechanism of melting and melt
extraction, the subsequent degree of magmatic
fractionation by crystallization, and finally, on pos-
sible contamination of the magma during this
fractionation process by a process called AFC
(assimilation with fractional crystallization). This
inherent ambiguity resulted in a long-standing
debate about the relative importance of these two
aspects. O’Hara, in particular, championed the
case of fractional crystallization and AFC pro-
cesses in producing enrichment and variability of
oceanic basalts (e.g., O’Hara, 1977; O’Hara and
Mathews, 1981). In contrast, Schilling and cow-
orkers argued that variations in trace-element
abundances, and in particular ratios of such abun-
dances, are strongly controlled by source
compositions. They documented several cases
where REE patterns vary systematically along
mid-ocean ridge segments, and they mapped such
variations specifically in the vicinity of hotspots,
which they interpreted as the products of mantle
plumes relatively enriched in incompatible ele-
ments. As was the case for the isotopic
variations, they interpreted the trace-element var-
iations in terms of mixing of relatively enriched
plume material with relatively depleted upper
mantle, the asthenospheric mantle (Schilling,
1973; White and Schilling, 1978). Figure 10
shows a compilation of La/Sm ratios (normalized
to primitive mantle values) of basalts dredged
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from the MAR. This parameter has been used
extensively by Schilling and co-workers as a mea-
sure of source depletion or enrichment, where they
considered samples with (La/Sm)n < 1.0 as normal
or ‘‘N-type’’ MORB derived from depleted sources
with similar or even lower La/Sm ratios. As was
found for the isotope ratios, only two-thirds of the
MAR shows ‘‘typical’’ or ‘‘normal’’ La/Sm ratios
lower than unity. In general, the pattern resembles
that of the isotope variations, especially in the
North Atlantic, where the coverage for both para-
meters is extensive. Thus, high La/Sm and
87Sr/86Sr values are found near the hotspots of
Iceland and the Azores, between 45
 S and 50
 S,
14
 N, and 43
 N. Because of these correlations,
the interpretation that the trace-element variations
are primarily caused by source variations has been
widely accepted. Important confirmation for this
has come from the study of Johnson et al. (1990).
They showed that peridotites dredged from near-
hotspot locations along the ridge are more depleted
in incompatible elements than peridotites from
normal ridge segments. This implies that they
have been subjected to higher degrees of melting
(and loss of that melt). In spite of this higher degree
of melting, the near-hotspot lavas are more
enriched in incompatible elements, and therefore
their initial sources must also have been more
enriched.

Trace-element abundance patterns, often called
‘‘spidergrams,’’ of MORB are shown in Figure 11
(‘‘spidergram’’ is a somewhat inappropriate but a
convenient term coined by R. N. Thompson
(Thompson et al., 1984), presumably because of a
perceived resemblance of these patterns to spider
webs, although the resemblance is tenuous at best).
The data chosen for this plot are taken from le
Roux et al. (2002) for MORB glasses from the
MAR (40–55
 S), which encompasses both

depleted regions and enriched regions resulting
from ridge–hotspot interactions. The patterns are
highly divergent for the most incompatible ele-
ments, but they converge and become more
parallel for the more compatible elements. This
phenomenon is caused by the fact that variations
in melt fractions produce the largest concentra-
tion variations in the most highly incompatible
elements in both melts and their residues. This is
a simple consequence of Equation (3), which
states that for elements with very small values
of D the concentration in the melt is inversely
proportional to the melt fraction. At the other end
of the spectrum, compatible elements, those with
D values close to unity or greater, become effec-
tively buffered by the melting assemblage.
For an element having D�F, Equation (2)
reduces to

Cl � C0

D
ð12Þ

and for D = 1, it reduces to

Cl ¼ C0 ð13Þ
In both cases, the concentration in the melt
becomes effectively buffered by the residual
mineral assemblage until the degree of melting is
large enough, so that the specific mineral respon-
sible for the high value of D is exhausted. This
buffering effect is displayed by the relatively low
and uniform concentrations of scandium
(Figure 11). It is caused by the persistence of resi-
dual clinopyroxene during MORB melting.

These relationships lead to the simple conse-
quence that the variability of element con-
centrations in large data sets of basalt analyses are
related to the bulk partition coefficients of these
elements (Hofmann, 1988; Dupré et al., 1994).
This can be verified by considering a set of trace

0.1

1

10

200–20–40–60 40 60 80

Latitude (˚N)

(L
a/

Sm
) n

Figure 10 La/Sm ratios in MORB (not smoothed), normalized to primitive-mantle values, as a function of latitude
along the MAR.
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elements for which enough experimental data are
available to be confident of the relative solid–
melt partition coefficients, namely, the REE.
These coefficients decrease monotonically from
the heavy to light REEs, essentially because the
ionic radii increase monotonically from heavy to
light REEs (with the possible exception of euro-
pium, which has special properties because of its
variable valence). Figure 12 shows three plots of

variability of REEs and other trace elements in
MORB as a function of mantle compatibility of
the elements listed. Variability is defined as the
standard deviation of the measured concentra-
tions divided by the respective mean value.
Compatibilities of elements other than the
REEs are estimated from global correlations of
trace-element ratios with absolute abundances as
derived from simple partial melting theory
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(Hofmann et al., 1986; Hofmann, 1988) (see
also Figures 17 and 18). Two sets of data are
from a new, ridge segment-by-segment compila-
tion made by Su (2002) using the MORB
database http://petdb.ldeo.columbia.edu. The
third represents data for 270 MORB glasses
from the South Atlantic ridge (40–55
 S) (le
Roux et al., 2002). The qualitative similarity of
the three plots is striking. It indicates that the
order of variabilities is a robust feature. For
example, the variabilities of the heavy REEs
(europium to lutetium) are all essentially identi-
cal at 20% in all three plots. For the light REEs,
the variability increases monotonically from
europium to lanthanum, consistent with their
decreasing partition coefficients in all mantle
minerals. As expected, variabilities are greatest
for the very highly incompatible elements
(VICEs) niobium, rubidium, and barium. The
same is true for thorium and uranium in South
Atlantic MORBs (le Roux et al., 2002), which
are not shown here because their averages and
standard deviations were not compiled by Su
(2002). All of this is consistent with the enrich-
ment pattern in the continental crust (Figure 2),
which shows the greatest enrichments for bar-
ium, rubidium, thorium, and uranium in the
continental crust, as well as monotonically
decreasing crustal abundances for the REEs
from lanthanum to lutetium, with a characteristic
flattening from europium to lutetium. Obvious
exceptions to this general consistency are the
elements niobium and lead. These will be dis-
cussed separately below.

Some additional lessons can be learned from
Figure 12:

(i) The flattening of the heavy-REE variabil-
ities in MORB are consistent with the flat heavy-
REE patterns almost universally observed in
MORB, and these are consistent with the flat
pattern of HREE partition coefficients in clino-
pyroxene. This does not rule out some role of
garnet during MORB melting, but it does prob-
ably rule out a major role of garnet.

(ii) Strontium, zirconium, and hafnium have
very similar variabilities as the REEs neodymium
and samarium. Again, this is consistent with the
abundance patterns of MORB and with experi-
mental data. Overall, the somewhat tentative
suggestion made by Hofmann (1988) regarding
the relationship between concentration variability
and degree of incompatibility, based on a very
small set of MORB data, is strongly confirmed
by the very large data sets now available. A note
of caution is in order for strontium, which has a
high partition coefficient in plagioclase. Thus,
when oceanic basalts crystallize plagioclase, the
REEs tend to increase in the residual melt, but
strontium is removed from the melt by the plagi-
oclase. The net effect of this is that the overall

variability of strontium is reduced in data sets
incorporating plagioclase-fractionated samples.
Such samples have been partly filtered out from
the South Atlantic data set. This is the likely
reason why strontium shows the greatest incon-
sistencies between the three plots shown in
Figure 12.

3.4.4 N-MORB, E-MORB, T-MORB, and
MORB Normalizations

It has become a widely used practice to define
standard or average compositions of N-MORB,
E-MORB, and T-MORB (for normal, enriched,
and transitional MORB), and to use these as stan-
dards of comparison for ancient rocks found on
land. In addition, many authors use ‘‘N-MORB’’
compositions as a normalization standard in trace-
element abundance plots (‘‘spidergrams’’) instead
of chondritic or primitive mantle. This practice
should be discouraged, because trace-element
abundances in MORB form a complete continuum
of compositions ranging from very depleted
to quite enriched and OIB-like. A plot of global
La/Sm ratios (Figure 13) demonstrates this:
there is no obvious typical value but a range of
lanthanum concentrations covering two orders
of magnitude and a range of La/Sm ratios
covering about one-and-a-half orders of magni-
tude. Although the term N-MORB was intended
to describe ‘‘normal’’ MORB, it actually refers to
depleted MORB, often defined by (La/Sm)n < 1.
Thus, while these terms do serve some purpose
for characterizing MORB compositions, there is
no sound basis for using any of them as normal-
izing values to compare other rocks with ‘‘typical’’
MORB.

The strong positive correlation seen in
Figure 13 is primarily the result of the fact that
lanthanum is much more variable than samarium.
Still, the overall coherence of this relationship is
remarkable. It demonstrates that the variations of
the REE abundances are not strongly controlled
by variations in the degree of crystal fractionation
of MORB magmas, because these would cause
similar variability of lanthanum and samarium.
Although this reasoning is partly circular because
highly fractionated samples containing less than
6% MgO have been eliminated, the total number
of such samples in this population of �2,000 is
less than 100. Thus, it is clear that the relationship
is primarily controlled either by source or by
partial melting effects. Figure 14 shows that the
La/Sm ratios are also negatively correlated with
143Nd/144Nd. Because this isotope ratio is a func-
tion of source Sm/Nd (and time), and neodymium
is intermediate in bulk partition coefficient
between lanthanum and samarium, such a nega-
tive correlation is expected if the variability of the
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REE abundances is (at least in part) inherited
from the source. Thus, while it would be perfectly
possible to generate the relationship seen in
Figure 13 purely by variations in partial melting,
we can be confident that La/Sm ratios (and other
highly incompatible element ratios) do track man-
tle source variations, as was shown by Schilling
many years ago. It is important to realize, how-
ever, that such differences in source compositions
were originally also produced by melting. These
sources are simply the residues of earlier melting

events during previous episodes of (continental or
oceanic) crust formation.

3.4.5 Summary of MORB and MORB-Source
Compositions

Klein and Langmuir (1987), in a classic paper,
have shown that the element sodium is almost
uniquely suited for estimating the degree of melt-
ing required to produce MORBs from their
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respective sources. This element is only slightly
incompatible at low melt fractions produced at
relatively high pressures. As a result, the extrac-
tion of the continental crust has reduced the
sodium concentration of the residual mantle by
no more than �10% relative to the primitive-
mantle value. We therefore know the approxi-
mate sodium concentration of all MORB
sources. In contrast, this element behaves much
more incompatibly during production of oceanic
crust, where relatively high melt fractions at
relatively low pressures produce ocean floor
basalts. This allowed Klein and Langmuir to esti-
mate effective melt fractions ranging from 8% to
20%, with an average of �10%, from sodium
concentrations in MORB. Once the melt fraction
is known, the more highly incompatible-element
concentrations of the MORB-source mantle can
be estimated from the measured concentrations
in MORB. For the highly incompatible elements,
the source concentrations are therefore estimated
at �10% of their respective values in the basalts.
This constitutes a significant revision of earlier
thinking, which was derived from melting experi-
ments and the assumption that essentially
clinopyroxene-free harzburgites represent the typi-
cal MORB residue, and which led to melt fraction
estimates of 20% and higher.

The compilation of extensive MORB data from
all major ocean basins has shown that they com-
prise wide variations of trace-element and isotopic
compositions and the widespread notion of great
compositional uniformity of MORB is largely a
myth. An exception to this may exist in helium-
isotopic compositions. From the state of heteroge-
neity of the more refractory elements it is clear,
however, that the apparently greater uniformity of
helium compositions is not the result of mechanical
mixing and stirring, because this process should
homogenize all elements to a similar extent.
Moreover, the isotope data of MORB from differ-
ent ocean basins show that different regions of the
upper mantle have not been effectively mixed in
the recent geological past, where ‘‘recent’’ prob-
ably means approximately the last 109 yr.

The general, incompatible-element depleted
nature of the majority of MORBs and their sources
is well explained by the extraction of the continen-
tal crust. Nevertheless, the bulk continental crust
and the bulk of the MORB sources are not exact
chemical complements. Rather, the residual mantle
has undergone additional differentiation, most
likely involving the generation of OIBs and their
subducted equivalents. In addition, there may be
more subtle differentiation processes involving
smaller-scale melt migration occurring in the
upper mantle (Donnelly et al., 2003). It is these
additional differentiation processes that have gen-
erated much of the heterogeneity observed in
MORBs and their sources.

3.5 OCEAN ISLAND, PLATEAU, AND
SEAMOUNT BASALTS

These basalts represent the oceanic subclass of
so-called intraplate basalts, which also include
continental varieties of flood and rift basalts.
They will be collectively referred to as ‘‘OIB,’’
even though many of them are not found on
actual oceanic islands either because they never
rose above sea level or because they were formed
on islands that have sunk below sea level.
Continental and island arc basalts will not be
discussed here, because at least some of them
have clearly been contaminated by continental
crust. Others may or may not originate in, or
have been ‘‘contaminated’’ by, the subcontinental
lithosphere. For this reason, they are not consid-
ered in the present chapter, which is concerned
primarily with the chemistry of the sublitho-
spheric mantle.

Geochemists have been particularly interested
in OIB because their isotopic compositions tend
to be systematically different from MORB, and
this suggests that they come from systematically
different places in the mantle (e.g., Hofmann
et al., 1978; Hofmann and Hart, 1978).
Morgan’s mantle plume theory (Morgan, 1971)
thus provided an attractive framework for inter-
preting these differences, though not quite in the
manner originally envisioned by Morgan. He
viewed the entire mantle as a single reservoir, in
which plumes rise from a lower boundary layer
that is not fundamentally different in composition
from the upper mantle. Geochemists, on the other
hand, saw plumes being formed in a fundamen-
tally different, more primitive, less depleted, or
enriched, deeper part of the mantle than MORB
sources (e.g., Wasserburg and Depaolo, 1979).
The debate about these issues continues to the
present day, and some of the mantle models
based on isotopic and trace-element characteris-
tics will be discussed below.

3.5.1 Isotope Ratios of Strontium,
Neodymium, Hafnium, and Lead
and the Species of the Mantle Zoo

Radiogenic isotope ratios of OIB are shown on
Figure 15. These diagrams display remarkably
similar topologies as the respective MORB data
shown in Figures 4–6. Strontium isotope ratios are
negatively correlated with neodymium and
hafnium isotopes, and correlations between stron-
tium, neodymium, and hafnium isotopes and lead
isotopes are confined to 208Pb�/206Pb�, and the
ranges of isotope ratios are even greater
(although not dramatically so) for OIBs than
MORBs. There is one important difference,
however, namely, a significant shift in all of
these ratios between MORBs and OIBs. To be
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sure, there is extensive overlap between the two
populations, but OIBs are systematically more
radiogenic in strontium and less radiogenic in neo-
dymium and hafnium isotopes. In lead isotopes,
OIBs overlap the MORB field completely but
extend to more extreme values in 206Pb/204Pb,
207Pb/204Pb, and 208Pb/204Pb. As was true for
MORBs, OIB isotopic composition can be
‘‘mapped,’’ and certain oceanic islands or island
groups can be characterized by specific isotopic
characteristics. Recognition of this feature has
led to the well-known concept of end-member com-
positions or ‘‘mantle components’’ initially
identified byWhite (1985) and subsequently labeled
HIMU, PREMA, EM-1, and EM-2 by Zindler and

Hart (1986). These acronyms refer to mantle
sources characterized by high m values (HIMU;
m = (238U/204Pb)t=0), ‘‘prevalent mantle’’ (PREMA),
‘‘enriched mantle-1’’ (EM-1), and ‘‘enriched
mantle-2’’ (EM-2). ‘‘PREMA’’ has, in recent years,
fallen into disuse. It has been replaced by three new
terms, namely, ‘‘FOZO’’ (for ‘‘focal zone,’’ Hart
et al., (1992)), ‘‘C’’ (for ‘‘common’’ component,
Hanan and Graham (1996)), or ‘‘PHEM’’ (for ‘‘pri-
mitive helium mantle,’’ Farley et al. (1992)), which
differ from each other only in detail, if at all. In
contrast with the illustration chosen by Hofmann
(1997), which used color coding to illustrate how
the isotopic characteristics of, e.g., extreme HIMU
samples appear in different isotope diagrams,

Figure 15 (a) 87Sr/86Sr versus "(Nd) for OIB (excluding island arcs). The islands or island groups selected are
chosen to represent extreme isotopic compositions in isotope diagrams. They are the ‘‘type localities’’ for HIMU
(Cook-Austral Islands and St. Helena), EM-1 (Pitcairn-Gambier and Tristan), EM-2 (Society Islands, Samoa,
Marquesas), and PREMA (Hawaiian Islands and Iceland). See text for explanations of the acronyms.
(b) 207Pb/204Pb versus 206Pb/204Pb for the same OIB as plotted in (a). Note that the 207Pb/204Pb ratios of St.
Helena and Cook-Australs are similar but not identical, whereas they overlap completely in the other isotope
diagrams. (c) 208Pb/204Pb versus 206Pb/204Pb for the same OIB as plotted in (a). (d) 206Pb/204Pb versus 87Sr/86Sr
for the same OIB as plotted in (a). Note that correlations are either absent (e.g., for the EM-2 basalts from
Samoa, the Society Islands and Marquesas) or point in rather different directions, a situation that is similar to
the MORB data (Figure 6(a)). (e) 208Pb�/206Pb� versus "(Nd) for the same OIB as plotted in (a). Essentially all
island groups display significant negative correlations, again roughly analogous to the MORB data. Data were

assembled from the GEOROC database (htpp://georoc.mpch-mainz.gwdg.de).
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irrespective of their geographic location, here I use
the more conventional representation of identifying
‘‘type localities’’ of the various ‘‘species’’ of this
mantle isotope zoo.

Two extreme notions about the meaning of these
components or end members (sometimes also
called ‘‘flavors’’) can be found in the literature.
One holds that the extreme isotopic end members
of these exist as identifiable ‘‘species,’’ which may
occupy separate volumes or ‘‘reservoirs’’ in the

mantle. In this view, the intermediate compositions
found in most oceanic basalts are generated by
instantaneous mixing of these species during melt-
ing and emplacement of OIBs. The other notion
considers them to be merely extremes of a conti-
nuum of isotopic compositions existing in mantle
rocks.

Apparent support for the ‘‘species’’ hypothesis
is provided by the observation that the isotopically
extreme compositions can be found in more than a

Figure 15 (continued).
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single ocean island or island group, namely,
Austral Islands and St. Helena for HIMU, Pitcairn
Island and Walvis-Ridge-Tristan Island for EM-1,
and Society Islands and Samoa for EM-2
(Hofmann, 1997). Nevertheless, it seems to be
geologically implausible that mantle differentia-
tion, by whatever mechanism, would consistently
produce just four (or five, when the ‘‘depleted
MORB mantle’’ DMM (Zindler and Hart, 1986)
is included) species of essentially identical ages,
which would then be remixed in variable proportions.
It is more consistent with current understanding of
mantle dynamics to assume that the mantle is
differentiated and remixed continuously through
time. Moreover, we can be reasonably certain
that a great many rock types with differing che-
mistries are continuously introduced into the
mantle by subduction and are thereafter subjected
to variable degrees of mechanical stirring and
mixing. These rock types include ordinary peri-
dotites, harzburgites, gabbros, tholeiitic and
alkali basalts, terrigenous sediments, and pelagic
sediments. Most of these rock types have been
affected by seafloor hydrothermal and low-tem-
perature alteration, submarine ‘‘weathering,’’ and
subduction-related alteration and metasomatism.
Finally, it is obvious that, overall, the OIB
isotopic data constitute a continuously heteroge-
neous spectrum of compositions, just as is the
case for MORB compositions.

In spite of the above uncertainties about the
meaning of mantle components and reservoirs, it
is clear that the extreme isotopic compositions
represent melting products of sources subjected
to some sort of ancient and comparatively extreme
chemical differentiation. Because of this, they
probably offer the best opportunity to identify
the specific character of the types of mantle dif-
ferentiation also found in other OIBs of less
extreme isotopic composition. For example, the
highly radiogenic lead isotope ratios of HIMU
samples require mantle sources with exception-
ally high U/Pb and Th/Pb ratios. At the same
time, HIMU samples are among those OIBs with
the least radiogenic strontium, requiring source-
Rb/Sr ratios nearly as low as those of the more
depleted MORBs. Following the currently popu-
lar hypothesis of Hofmann and White (1980,
1982); Chase, 1981, it is widely thought that
such rocks are examples of recycled oceanic
crust, which has lost alkalis and lead during altera-
tion and subduction (Chauvel et al., 1992).
However, there are other possibilities. For exam-
ple, the characteristics of HIMU sources might
also be explained by enriching oceanic litho-
sphere ‘‘metasomatically’’ by the infiltration of
low-degree partial melts, which have high U/Pb
and Th/Pb ratios because of magmatic enrichment
of uranium and thorium over lead (Sun and
McDonough, 1989). The Rb/Sr ratios of these

sources should then also be elevated over those
of ordinary MORB sources, but this enrichment
would be insufficient to significantly raise
87Sr/86Sr ratios because the initial Rb/Sr of these
sources was well below the level where any sig-
nificant growth of radiogenic 87Sr could occur.
Thus, instead of recycling more or less ordinary
oceanic crust the enrichment mechanism would
involve recycling of magmatically enriched ocea-
nic lithosphere.

The origin of EM-type OIBs is also controver-
sial. Hawkesworth et al. (1979) had postulated a
sedimentary component in the source of the island
of Sao Miguel (Azores), and White and Hofmann
(1982) argued that EM-2 basalt sources from
Samoa and the Society Islands are formed by
recycled ocean crust with an addition of the small
amount of subducted sediment. This interpretation
was based on the high 87Sr/86Sr and high
207Pb/204Pb (for given 206Pb/204Pb) ratios of EM-
2 basalts, which resemble the isotopic signatures of
terrigenous sediments. However, this interpretation
continues to be questioned on the grounds that
there are isotopic or trace-element parameters that
appear inconsistent with this interpretation (e.g.,
Widom and Shirey, 1996). Workman et al. (2003)
argue that the geochemistry of Samoa is best
explained by recycling of melt-impregnated ocea-
nic lithosphere, because their Samoa samples do
not show the trace-element fingerprints character-
istic of other EM-2 suites (see discussion of
neodymium below). In addition, it has been argued
that the sedimentary signature is present, but it
is not part of a deep-seated mantle plume but is
introduced as a sedimentary contaminant into
plume-derived magmas during their passage
through the shallow mantle or crust (Bohrson and
Reid, 1995).

The origin of the EM-1 flavor is similarly
controversial. Its distinctive features include
very low 143Nd/144Nd coupled with relatively
low 87Sr/86Sr, and very low 206Pb/204Pb coupled
with relatively high 208Pb/204Pb (leading to high
208Pb�/206Pb� values). The two leading conten-
ders for the origin of this are (i) recycling of
delaminated subcontinental lithosphere and (ii)
recycling of subducted ancient pelagic sediment.
The first hypothesis follows a model originally
proposed by McKenzie and O’Nions (1983) to
explain the origin of OIBs in general. The
more specific model for deriving EM-1 type
basalts from such a source was developed by
Hawkesworth et al. (1986), Mahoney et al.
(1991), and Milner and le Roex (1996). It is
based on the observation that mantle xenoliths
from Precambrian shields display similar isotopic
characteristics. The second hypothesis is based on
the observation that many pelagic sediments are
characterized by high Th/U and low (U,Th)/Pb
ratios (Ben Othman et al., 1989; Plank and
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Langmuir, 1998), and this will lead to relatively
unradiogenic lead with high 208Pb�/206Pb� ratios
after passage of 1–2Ga (Weaver, 1991; Chauvel
et al., 1992; Rehkämper and Hofmann, 1997;
Eisele et al., 2002). Additional support for this
hypothesis has come from hafnium isotopes.
Many (though not all) pelagic sediments have
high Lu/Hf ratios (along with low Sm/Nd ratios),
because they are depleted in detrital zircons, the
major carrier of hafnium in sediments (Patchett
et al., 1984; Plank and Langmuir, 1998). This is
expected to lead to relatively high 176Hf/177Hf
ratios combined with low 143Nd/144Nd values,
and these relationships have indeed been
observed in lavas from Koolau volcano, Oahu
(Hawaiian Islands) (Blichert-Toft et al., 1999)
and from Pitcairn (Eisele et al., 2002). Gasperini
et al. (2000) have proposed still another origin for
EM-1 basalts from Sardinia, namely, recycling of
gabbros derived from a subducted, ancient plume
head.

Recycling of subducted ocean islands and ocea-
nic plateaus was suggested by Hofmann (1989b) to
explain not the extreme end-member compositions
of the OIB source zoo, but the enrichments seen in
the basalts forming the main ‘‘mantle array’’ of
negatively correlated 143Nd/144Nd and 87Sr/86Sr
ratios. The 143Nd/144Nd values of many of these
basalts (e.g., many Hawaiian basalts) are too low,
and their 87Sr/86Sr values too high, for these OIBs
to be explained by recycling of depleted oceanic
crust. However, if the recycled material consists of
either enriched MORB, tholeiitic or alkaline OIB,
or basaltic oceanic plateau material, such a source
will have the pre-enriched Rb/Sr and Nd/Sm ratios
capable of producing the observed range of stron-
tium- and neodymium-isotopic compositions of the
main OIB isotope array.

Melt inclusions in olivine phenocrysts have
been shown to preserve primary melt composi-
tions, and these have revealed a startling degree
of chemical and isotopic heterogeneity occurring
in single-hand specimens and even in single
olivine crystals (Sobolev and Shimizu, 1993;
Sobolev, 1996; Saal et al., 1998; Sobolev
et al., 2000; Hauri, 2002). These studies have
demonstrated that rather extreme isotopic and
chemical heterogeneities exist in the mantle on
scales considerably smaller than the melting
region of a single volcano, as discussed in
Section 3.2.2 on ‘‘mesoscale’’ heterogeneities.
One of these studies, in particular, demonstrated
the geochemical fingerprint of recycled oceanic
gabbros in melt inclusions from Mauna Loa
Volcano, Hawaii (Sobolev et al., 2000). These
rare melt inclusions have trace-element patterns
that are very similar to those of oceanic and
ophiolitic gabbros. They are characterized by
very high Sr/Nd and low Th/Ba ratios that can
be ascribed to cumulus plagioclase, which

dominates the modes of many of these gabbros.
Chemical and isotopic studies of melt inclusions
therefore have great potential for unraveling the
specific source materials found in oceanic
basalts. These inclusions can preserve primary
heterogeneities of the melts much better than the
bulk melts do, because the latter go through
magma chamber mixing processes that attenuate
most of the primary melt features.

The origin of FOZO-C-PHEM-PREMA, simply
referred to as ‘‘FOZO’’ hereafter, may be of farther-
reaching consequence than any of the other isotope
flavors, if the inference of (Hart et al., 1992) is
correct, namely, that it represents material from the
lower mantle that is present as a mixing component
in all deep-mantle plumes. The evidence for this is
that samples from many individual OIB associa-
tions appear to form binary mixing arrays that
radiate from this ‘‘focal zone’’ composition in var-
ious directions toward HIMU, EM-1, or EM-2.
These relationships are shown in Figure 16. The
FOZO composition is similar, but not identical, to
DMM represented by MORB. It is only moderately
more radiogenic in strontium, less radiogenic in
neodymium and hafnium, but significantly more
radiogenic in lead isotopes than DMM. If plumes
originate in the very deep mantle and rise from the
core–mantle boundary, rather than from the 660 km
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Figure 16 Three-dimensional projection of
87Sr/86Sr, 143Nd/144Nd, 206Pb/204Pb isotope arrays of
a large number of OIB groups (after Hart et al.,
1992). Most of the individual arrays appear to
radiate from a common region labeled ‘‘FOZO’’
(for focal zone) thought to represent the
composition of the deep mantle. The diagram was

kindly made available by S. R. Hart.
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seismic discontinuity, they are likely to entrain far
more deep-mantle material than upper-mantle
material (Griffiths and Campbell, 1990; Hart
et al., 1992). It should be noted, however, that the
amount of entrained material in plumes is contro-
versial, with some authors insisting that plumes
contain very little entrained material (e.g.,
Farnetani et al., 2002).

3.5.2 Trace Elements in OIB

Most OIBs are much more enriched in incompa-
tible trace elements than most MORB, and there are
two possible reasons for this: (i) their sources may
bemore enriched thanMORB sources, and (ii) OIBs
may be produced by generally lower degrees of
partial melting than MORBs. Most likely, both fac-
tors contribute to this enrichment. Source
enrichment (relative to MORB sources) is required
because the isotopic compositions require relative
enrichment of the more incompatible of the parent–
daughter element ratios. Low degrees of melting are
caused by the circumstance that most OIB are also
within-plate basalts, so a rising mantle diapir under-
going partial melting encounters a relatively cold
lithospheric lid, and melting is confined to low
degrees and relatively deep levels. This is also the
reason why most OIBs are alkali basalts rather than
tholeiites, the predominant rock type in MORBs.
Important exceptions to this rule are found primarily
in OIBs erupted on or near-ocean ridges (such as on
Iceland and the Galapagos Islands) and on hotspots
created by especially strong plume flux, which gen-
erates tholeiites at relatively high melt fractions,
such as in Hawaii.

The high incompatible-element enrichments
found in most OIBs are coupled with compara-
tively low abundances of aluminum, ytterbium,
and scandium. This effect is almost certainly
caused by the persistence of garnet in the melt
residue, which has high partition coefficients for
these elements, and keeps them buffered at rela-
tively low abundances. Haase (1996) has shown
that Ce/Yb and Tb/Yb increase systematically with
increasing age of the lithosphere through which
OIBs are erupting. This effect is clearly related to
the increasing influence of residual garnet, which is
stable in peridotites at depths greater than �80 km.
Allègre et al. (1995) analyzed the trace-element
abundances of oceanic basalts statistically and con-
cluded that OIBs are more variable in isotopic
compositions, but less variable in incompatible
element abundances than MORBs. However, their
sampling was almost certainly too limited to prop-
erly evaluate the effect of lithospheric thickness on
the abundances and their variability. In particular,
their near-ridge sampling was confined to 11 sam-
ples from Iceland and 4 samples from Bouvet. The
actual range of abundances of highly incompatible

elements, such as thorium and uranium, from
Iceland spans nearly three orders of magnitude. In
contrast, ytterbium varies by only a factor of 10.
This means that either the source of Iceland basalts
is internally extremely heterogeneous, or the melt
fractions are highly variable, or both. Because of
this ambiguity, the REE abundance patterns and
most of the moderately incompatible elements,
sometimes called ‘‘MICE,’’ are actually not very
useful to unravel the relative effects of partial melt-
ing and source heterogeneity.

The very highly incompatible elements, some-
times called ‘‘VICE,’’ are much less fractionated
from each other in melts (through normal
petrogenetic processes), but they are more severely
fractionated in melt residues. This is the reason
why their relative abundances vary in the mantle
and why these variations can be traced by VICE
ratios in basalts, which are in this respect similar to,
though not as precise as, isotope ratios. VICE ratios
thus enlarge the geochemical arsenal for determin-
ing mantle chemical heterogeneities and their
origins. These differences are conventionally
illustrated either by the ‘‘spidergrams’’ (primitive-
mantle normalized element abundance diagrams),
or by plotting trace-element abundance ratios.

Spidergrams have the advantage of representing
a large number of trace element abundances of a
given sample by a single line. However, they can be
confusing because there are no standard rules about
the specific sequence in which the elements are
shown or about the normalizing abundances used.
The (mis)use of N-MORB or E-MORBs as
reference values for normalizations has already
been discussed and discouraged in Section 3.4.4.
However, there are other pitfalls to be aware of:
One of the most widely used normalizations is that
given by Sun and McDonough (1989), which uses
primitive-mantle estimates for all elements
except lead, the abundance of which is adjusted
by a factor of 2.5, presumably in order to generate
smoother abundance patterns in oceanic basalts.
The great majority of authors using this normal-
ization simply call this ‘‘primitive mantle’’ without
any awareness of the fudge factor applied. Such
ad hoc adjustments for esthatic reasons should be
strongly discouraged. Spidergrams communicate
their message most effectively if they are standar-
dized as much as possible, i.e., if they use only one
standard for normalization, namely primitive-man-
tle abundances, and if the sequence of elements
used is in the order of increasing compatibility
(see also Hofmann, 1988). The methods for deter-
mining this order of incompatibility are addressed
in the subsequent Section 3.5.2.1.

Spidergrams tend to carry a significant amount
of redundant information, most of which is useful
for determining the general level of incompatible-
element enrichment, rather than specific informa-
tion about the sources. Therefore, diagrams of
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critical trace-element (abundance) ratios can be
very effective in focusing on specific source differ-
ences. Care should be taken to use ratios of
elements with similar bulk partition coefficients
during partial melting (or, more loosely speaking,
similar incompatibilities). Otherwise, it may be
difficult or impossible to separate source effects
from melting effects. Some rather popular element
pairs of mixed incompatibility, such as Zr/Nb,
which are almost certainly fractionated at the rela-
tively low melt fractions prevailing during
intraplate melting, are often used in a particularly
confusing manner. For example, in the popular plot
of Zr/Nb versus La/Sm, the more incompatible
element is placed in the numerator of one ratio
(La/Sm) and in the denominator of the other (Zr/
Nb). The result is a hyperbolic relationship that
looks impressive, but carries little if any useful
information other than showing that the more
enriched rocks have high La/Sm and low Zr/Nb,
and the more depleted rocks have low La/Sm and
high Zr/Nb.

Trace-element ratios of similarly incompatible
pairs, such as Th/U, Nb/U, Nb/La, Ba/Th, Sr/Nd,
or Pb/Nd, tend to be more useful in identifying
source differences, because they are fractionated
relatively little during partial melting. Elements
that appear to be diagnostic of distinctive source
types in the mantle are niobium, tantalum, lead, and
to a lesser extent strontium, barium, potassium, and
rubidium. These will be discussed in connection
with the presentation of specific ‘‘spidergrams’’ in
Section 3.5.2.2.

3.5.2.1 ‘‘Uniform’’ trace-element ratios

In order to use geochemical anomalies for
tracing particular source compositions, it is
necessary to establish ‘‘normal’’ behavior first.
Throughout the 1980s, Hofmann, Jochum, and
co-workers noticed a series of trace-element
ratios that are globally more or less uniform in
both MORBs and OIBs. For example, the ele-
ments barium, rubidium, and caesium, which vary
by about three orders of magnitude in absolute
abundances, have remarkably uniform relative
abundances in many MORBs and OIBs
(Hofmann and White, 1983). This became clear
only when sufficiently high analytical precision
(isotope dilution at the time) was applied to
fresh glassy samples. Hofmann and White
(1983) argued that this uniformity must mean
that the Ba/Rb and Rb/Cs ratios found in the
basalts reflect the respective ratios in the source
rocks. And because these ratios were so similar
in highly depleted MORBs and in enriched
OIBs, these authors concluded that these element
ratios have not been affected by processes of
global differentiation, and they therefore also
reflect the composition of the primitive mantle.

Similarly, Jochum et al. (1983) estimated the
K/U ratio of the primitive mantle to be 1.27�104,
a value that became virtually canonical for 20
years, even though it was based on remarkably
few measurements. Other such apparently uni-
form ratios were Sn/Sm and Sb/Pr (Jochum
et al., 1993; Jochum and Hofmann, 1994) and
Sr/Nd (Sun and McDonough, 1989). Zr/Hf and
Nb/Ta were also thought to be uniform (Jochum
et al., 1986), but recent analyses carried out at
higher precision and on a greater variety of rock
types have shown systematic variations of these
ratios.

The above approach of determining primitive-
mantle abundances from apparently globally
unfractionated trace-element ratios was up-ended
by the discovery that Nb/U and Ce/Pb are also
rather uniform in MORBs and OIBs the world
over, but these ratios are higher by factors of
�5–10 than the respective ratios in the continen-
tal crust (Hofmann et al., 1986). This invalidated
the assumption that primitive-mantle abundances
could be obtained simply from MORB and OIB
relations, because the continental crust contains
such a large portion of the total terrestrial budget
of highly incompatible elements. However, these
new observations meant that niobium and lead
could potentially be used as tracers for recycled
continental material in oceanic basalts. In other
words, while ratios such as Nb/U show only
limited variation when comparing oceanic
basalts as a function of enrichment or depletion
on a global or local scale, this uniformity can be
interpreted to mean that such a specific ratio is
not significantly fractionated during partial melt-
ing. If this is true, then the variations that do
exist may be used to identify differences in
source composition.

Figure 17 shows updated versions of the Nb/U
variation diagram introduced by Hofmann et al.
(1986). It represents an attempt to determine
which other highly incompatible trace element is
globally most similar to niobium in terms bulk
partition coefficient during partial melting. The
form of the diagram was chosen because an ele-
ment ratio will systematically increase as the melt
fractions decrease and the absolute concentration
of the elements increase. It is obvious that Nb/Th
and Nb/La ratios vary systematically with niobium
concentration, but Nb/U does not. Extending the
comparison to other elements, such as the heavier
REEs (not shown), simply increases the slopes of
such plots. Thus, while Nb/U is certainly not
constant in oceanic basalts, its variations are the
lowest and the least systematic. To be sure, there is
possible circularity in this argument, because it is
possible, in principle, that enriched sources have
systematically lower Nb/U ratios, which are sys-
tematically (and relatively precisely) compensated
by partition coefficients that are lower for niobium
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than uranium, thus systematically compensating
the lower source ratio during partial melting.
Such a compensating mechanism has been advo-
cated by Sims and DePaolo (1997), who criticized
the entire approach of Hofmann et al. (1986) on
this basis. Such fortuitously compensating circum-
stances, as postulated in the model of Sims and

DePaolo (1997), may be ad hoc assumptions, but
they are not a priori impossible.

The model of Hofmann et al. (1986) can be
tested by examining more local associations of
oceanic basalts characterized by large variations
in melt fraction. Figure 18 shows Nb–Th–U–
La–Nd relationships on Iceland, for volcanic
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Figure 17 Nb/Th, Nb/U, and Nb/La ratios versus Nb concentrations of global MORB and (non-EM-2-type) OIBs
(Hawaiian Isl., Iceland, Australs, Pitcairn, St. Helena, Cnary, Bouvet, Gough Tristan, Ascension, Madeira, Fernando de
Noronha, Cameroon Line Isl., Comores, Cape Verdes, Azores, Galapagos, Easter, Juan Fernandez, San Felix). The
diagram shows a systematic increase of Nb/Th, approximately constant Nb/U, and systematic decrease of La/Nb as Nb

concentrations increase over three orders of magnitude.
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rocks ranging from picrites to alkali basalts, as
compiled from the recent literature. The repre-
sentation differs from Figure 17, which has the
advantage of showing the element ratios
directly, but the disadvantage pointed out by
Sims and DePaolo (1997) that the two variables
used are not independent. The simple log–log
plot of Figure 18 is less intuitively obvious but
in this sense more rigorous. In this plot, a con-
stant concentration ratio yields a slope of unity.
The Th–Nb, U–Nb, La–Nb, and Nd–Nb plots
show progressively increasing slopes, with the
log U–log Nb and the log La–log Nb plots
being closest to unity. The data from Iceland
shown in Figure 18 are therefore consistent with
the global data set shown in Figure 17. This
confirms that uranium and niobium have nearly
identical bulk partition coefficients during mantle
melting in most oceanic environments.

The point of these arguments is not that an
element ratio such as Nb/U in a melt will always
reflect the source ratio very precisely. Rather,
because of varying melting conditions, the specific
partition coefficients of two such chemically dif-
ferent elements must vary in detail, as expected
from the partitioning theory of Blundy and Wood
(1994). The nephelinites and nepheline melilitites
of the Honolulu Volcanic Series, which represent
the post-erosional, highly alkalic phase of Koolau
Volcano, Oahu, Hawaii, may be an example where
the partition coefficients of niobium and uranium
are significantly different. These melts are highly
enriched in trace elements and must have been
formed by very small melt fractions from relatively
depleted sources, as indicated by their nearly
MORB-like strontium and neodymium isotopic

compositions. Their Nb/U ratios average 27,
whereas the alkali basalts average Nb/U = 44
(Yang et al., 2003). This may indicate that under
melting conditions of very low melt fractions, Nb is
significantly more compatible than uranium, and
the relationships that are valid for basalts cannot
necessarily be extended to more exotic rock types
such as nephelinite.

In general, the contrast between Nb/U in most
OIBs and MORBs and those in sediments, island
arcs and continental rocks is so large that it appears
to provide an excellent tracer of recycled continen-
tal material in oceanic basalts. A significant
obstacle in applying this tracer is the lack of high-
quality Nb–U data, partly because of analytical
limitations and partly because of sample alteration.
The latter can, however, often be overcome by
‘‘interpolating’’ the uranium concentration between
thorium and lanthanium (the nearest neighbors in
terms of compatibility) and replacing Nb/U by the
primitive-mantle normalized Nb/(Th + La) ratio
(e.g., Weaver, 1991; Eisele et al., 2002).

Having established that Nb/U or Nb/(Th + La)
ratios can be used to trace-mantle source composi-
tions of basalts, this parameter can be turned into a
tool to trace recycled continental material in the
mantle. The mean Nb/U of 166 MORBs is Nb/
U = 47� 11, and mean of nearly 500 ‘‘non-EM-
type’’ OIBs is Nb/U = 52� 15. This contrasts with
a mean value of the continental crust of Nb/U = 8
(Rudnick and Fountain, 1995). As is evident from
Figure 4(b), continent-derived sediments also have
consistently higher 87Sr/86Sr ratios than ordinary
mantle rocks; therefore, any OIB containing sig-
nificant amounts of recycled sediments should be
distinguished by high 87Sr/86Sr and low Nb/U
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Figure 18 Concentrations of Th, U, La, and Nd versus Nb for basalts and picrites from Iceland. On this logarithmic
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in Figure 17. The correlations of U and La versus Nb yields the slope closest to unity (= 1.08 and 0.93).
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ratios. Figure 19 shows that this is indeed observed
for EM-2 type OIBs and, to a lesser extent, for EM-
1 OIBs as well. Of course, this does not ‘‘prove’’
that EM-type OIBs contain recycled sediments.
However, there is little doubt that sediments have
been subducted in geological history. Much of their
trace-element budget is likely to have been short-
circuited back into island arcs during subduction.
But if any of this material has entered the general
mantle circulation and is recycled at all, then EM-
type OIBs are the best candidates to show it.
Perhaps the greater surprise is that there are so
few EM-type ocean islands.

Finding the ‘‘constant-ratio partner’’ for lead has
proved to be more difficult. Originally, Hofmann
et al. (1986) chose cerium because, on average, the
Ce/Pb ratio of their MORB data was most similar
to their OIB average. However, Sims and DePaolo
(1997) pointed out one rather problematic aspect,
namely, that even in the original, very limited data
set, each separate population showed a distinctly
positive slope. In addition, they showed that Ce/Pb
ratios appear to correlate with europium anomalies
in the MORB population, and this is a strong
indication that both parameters are affected by
plagioclase fractionation. Recognizing these pro-
blems, Rehkämper and Hofmann (1997) argued
on the basis of more extensive and more recent
data that Nd/Pb is a better indicator of source
chemistry than Ce/Pb. Unfortunately, lead concen-
trations are not often analyzed in oceanic basalts,
partly because lead is subject to alteration and
partly because it is difficult to analyze, so a litera-
ture search tends to yield highly scattered data.
Nevertheless, the average MORB value of

Pb/Nd = 0.04 is lower than the average continental
value of 0.63 by a factor of 15. Because of this
great contrast, this ratio is potentially an even more
sensitive tracer of continental contamination or
continental recycling in oceanic basalts.

But why are Pb/Nd ratios so different in con-
tinental and oceanic crust in the first place? An
answer to that question will be attempted in the
following section.

3.5.2.2 Normalized abundance diagrams
(‘‘Spidergrams’’)

The techniques illustrated in Figures 17 and 18
can be used to establish an approximate compat-
ibility sequence of trace elements for mantle-
derived melts. In general, this sequence corre-
sponds to the sequence of decreasing
(normalized) abundances in the continental crust
shown in Figure 2, but this does not apply to
niobium, tantalum, and lead for which the results
discussed in the previous section demand rather
different positions (see also Hofmann, 1988).
Here I adopt a sequence similar to that used by
Hofmann (1997), but with slightly modified posi-
tions for lead and strontium.

Figure 20 shows examples of ‘‘spidergrams’’ for
representative samples of HIMU, EM-1, EM-2,
and Hawaiian basalts, in addition to average
MORB and average ‘‘normal’’ MORB, average
subducting sediment, and average continental
crust. Prominent features of these plots are negative
spikes for niobium in average continental crust and
in sediment, and corresponding positive anomalies
in most oceanic basalts except EM-type basalts.

Figure 19 Nb/U versus 87Sr/86Sr for basalts from the Society Islands using data of White and Duncan (1996).
Two samples with Th/U > 6.0 have been removed because they form outliers on an Nb/Th versus Nb/U
correlation and are therefore suspected of alteration or analytical effects on the U concentration. One strongly
fractionated trachyte sample has also been removed. This correlation and a similar one of Nd/Pb versus
87Sr/86Sr (not shown) is consistent with the addition of a sedimentary or other continental component to the

source of the Society Island (EM-2) basalts.
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Similarly, the positive spikes for lead in average
continental crust and in sediments is roughly
balanced by negative anomalies in most oceanic
basalts. More subtle features distinguishing the
isotopically different OIB types are relative deficits
for potassium and rubidium in HIMU basalts and
high Ba/Th ratios coupled with elevated Sr/Nd
ratios in Mauna Loa basalts.

The prominent niobium and lead spikes of
continental materials are not matched by any of
the OIBs and MORBs reviewed here. They are,
however, common features of subduction-related
volcanic rocks found on island arcs and continen-
tal margins. It is therefore likely that the
distinctive geochemical features of the continental
crust are produced during subduction, where
volatiles can play a major role in the element
transfer from mantle to crust. The net effect of
these processes is to transfer large amounts of
lead (in addition to mobile elements like
potassium and rubidium) into the crust. At the
same time, niobium and tantalum are retained in
the mantle, either because of their low solubility
in hydrothermal solutions, or because they are
partitioned into residual mineral phases such as
Ti-minerals or certain amphiboles. These pro-
cesses are the subject of much ongoing research,
but are beyond the scope of this chapter.

For the study of mantle circulation, these che-
mical anomalies can help trace the origin of
different types of OIBs and some MORBs.
Niobium and lead anomalies, coupled with high
87Sr/86Sr ratios, seem to be the best tracers for

material of continental origin circulating in the
mantle. They have been found not only in EM-2-
type OIBs but also in some MORBs found on the
Chile Ridge (Klein and Karsten, 1995). Other
trace-element studies, such as the study of the
chemistry of melt inclusions, have already identi-
fied a specific recycled rock type, namely, a
gabbro, which could be recognized by its highly
specific trace-element ‘‘fingerprint’’ (Sobolev
et al., 2000).

Until quite recently, the scarceness of high-
quality data for the diagnostic elements has been
a serious impediment to progress in gaining a full
interpretation of the origins of oceanic basalts
using complete trace-element data together with
complete isotope data. All data compilations
aimed at detecting global geochemical patterns
are currently seriously hampered by spotty litera-
ture data of uncertain quality on samples of
unknown freshness. This is now changing,
because of the advent of new instrumentation
capable of producing large quantities of high-
quality data of trace elements at low abundances.
The greater ease of obtaining large quantities of
data also poses significant risks from lack of qual-
ity control. Nevertheless, we are currently
experiencing a dramatic improvement in the gen-
eral quantity and quality of geochemical data, and
we can expect significant further improvements in
the very near future. These developments offer a
bright outlook for the future of deciphering the
chemistry and history of mantle differentiation
processes.

Figure 20 Examples of primitive-mantle normalized trace element abundance diagrams (‘‘spidergrams’’) for
representative samples of HIMU (Mangaia, Austral Islands, sample M-11; Woodhead (1996)), EM-1 (Pitcairn
Seamount sample 49DS1; Eisele et al. (2002)), EM-2 (Tahaa, Society Islands, sample 73-190; White and Duncan
(1996)); Average Mauna Loa (Hawaii) tholeiite (Hofmann, unpublished data), average continental crust (Rudnick and
Fountain, 1995), average subducting sediment, GLOSS (Plank and Langmuir, 1998), and Average Normal MORB (Su,
2002). Th, U, and Pb values for MORB were calculated from average Nb/U = 47, and Nd/Pb = 26. All abundances are

normalized to primitive/mantle values of McDonough and Sun (1995).
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3.6 THE LEAD PARADOX

3.6.1 The First Lead Paradox

One of the earliest difficulties in understanding
terrestrial lead isotopes arose from the observation
that almost all oceanic basalts (i.e., both MORBs
and OIBs) have more highly radiogenic lead than
does the primitive mantle (Allègre, 1969). In effect,
most of these basalts lie to the right-hand side of the
so-called ‘‘geochron’’ on a diagram of 207Pb/204Pb
versus 206Pb/204Pb ratios (Figure 21). The Earth was
assumed to have the same age as meteorites, so that
the ‘‘geochron’’ is identical to the meteorite iso-
chron of 4.56Ga. If the total silicate portion of the
Earth remained a closed system involved only in
internal (crust–mantle) differentiation, the sum of
the parts of this system must lie on the geochron.
The reader is referred to textbooks (e.g., Faure,
1986) on isotope geology for fuller explanations
of the construction and meaning of the geochron
and the construction of common-lead isochrons.

The radiogenic nature of MORB lead was
surprising because uranium is expected to be
considerably more incompatible than lead during
mantle melting. The MORB source, being
depleted in highly incompatible elements, is
therefore expected to have had a long-term his-
tory of U/Pb ratios lower than primitive ones,
just as was found to be the case for Rb/Sr and

Nd/Sm. Thus, the lead paradox (sometimes also
called the ‘‘first paradox’’) is given by the obser-
vation that, although one would expect most
MORBs to plot well to the left of the geochron,
they actually do plot mostly to the right of the
geochron. This expectation is reinforced by a
plot of U/Pb versus U, as first used by White
(1993), an updated version of which is shown in
Figure 22. This shows that the U/Pb ratio is
strongly correlated with the uranium concentra-
tion, thus confirming the much greater
incompatibility of uranium during mantle
melting.

Numerous explanations have been advanced for
this paradox. The most recent treatment of the
subject has been given by Murphy et al. (2003),
who have also reviewed the most important solu-
tions to the paradox. These include delayed uptake
of lead by the core (‘‘core pumping,’’ Allègre et al.
(1982)) and storage of unradiogenic lead (to bal-
ance the excess radiogenic lead seen in MORBs,
OIBs, and upper crustal rocks) in the lower con-
tinental crust or the subcontinental lithosphere
(e.g., Zartman and Haines, 1988; Kramers and
Tolstikhin, 1997).

An important aspect not addressed by
Murphy et al. is the actual position of the geo-
chron. This is the locus of any isotopic mass
balance of a closed-system silicate earth. This is
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Figure 21 Illustration of the first lead paradox. Estimates of the average composition of the continental crust
(Rudnick and Goldstein, 1990), of average ‘‘global subducted sediments’’ (GLOSS, Plank and Langmuir, 1998)
mostly derived from the upper continental crust, and a global compilation of MORB and OIB data (from
GEOROC and PETDB databases) lie overwhelmingly on the right-hand side of the 4.53Ga geochron. One part
of the paradox is that these data require a hidden reservoir with lead isotopes to the left of the geochron in order
to balance the reservoirs represented by the data from the continental and oceanic crust. The other part of the
paradox is that both continental and oceanic crustal rocks lie rather close to the geochron, implying that there is
surprisingly little net fractionation of the U/Pb ratio during crust–mantle differentiation, even though U is

significantly more incompatible than Pb (see Figure 22).
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not the meteorite isochron of 4.56Ga, because
later core formation and giant impact(s) are
likely to have prevented closure of the bulk
silicate earth with regard to uranium and lead
until lead loss by volatilization and/or loss to the
core effectively ended. Therefore, the reference
line (geochron) that is relevant to balancing
the lead isotopes from the various silicate reser-
voirs is younger than, and it lies to the right of,
the meteorite isochron. The analysis of the effect
of slow accretion on the systematics of terres-
trial lead isotopes (Galer and Goldstein, 1996)
left reasonably wide latitude as to where the
relevant geochron should actually be located.
This was further reinforced by publication of
early tungsten isotope data (daughter product
of the short-lived 182Hf), which appeared to
require terrestrial core formation to have been
delayed by at least 50Myr (Lee and Halliday,
1995). This would have moved the possible
locus of bulk silicate lead compositions closer
to the actual positions of oceanic basalts, thus
diminishing the magnitude of the paradox, or
possibly eliminating it altogether. However, the
most recent redeterminations of tungsten iso-
topes in chondrites by Kleine et al. (2002) and
Yin et al. (2002) have shown the early tungsten
data to be in error, so that core and moon
formation now appear to be constrained at
�4.53Ga. This value is not sufficiently lower
than the meteorite isochron of 4.56Ga to resolve
the problem.

This means that the lead paradox is alive and
well, and the search for the unradiogenic, hidden
reservoir continues. The lower continental crust
remains (in the author’s opinion) a viable candi-
date, even though crustal xenolith data appear to
be, on the whole, not sufficiently unradiogenic (see

review of these data by Murphy et al. (2003)). It is
not clear how representative the xenoliths are, par-
ticularly of the least radiogenic, Precambrian lower
crust. Another hypothetical candidate is a garnetite
reservoir proposed by Murphy et al. (2003).

The above discussion, and most of the rele-
vant literature, does not address the perhaps
geochemically larger and more interesting ques-
tion, namely, why are the continental crust and
the oceanic basalts so similar in lead isotopes in
the first place? It is quite remarkable that most
MORBs and most continent-derived sediments
cover the same range of 206Pb/204Pb ratios,
namely, �17.5–19.5. This means that MORB
sources and upper continental crust, from which
these sediments are derived, have very similar U/
Pb ratios, when integrated over the entire Earth
history. The main offset between lead isotope
data for oceanic sediments and MORBs is in
terms of 207Pb/204Pb, and even this offset is
only marginally outside the statistical scatter of
the data. In the previous section we have seen
that lead behaves as a moderately incompatible
element such as neodymium or cerium, but both
uranium and thorium are highly incompatible
elements. So the important question remains
why lead and uranium are nearly equally
enriched in the continental crust, whereas they
are very significantly fractionated during the for-
mation of the oceanic crust and ocean islands.
Therefore, the unradiogenic reservoir (lower
crust or hidden mantle reservoir) needed to bal-
ance the existing, slightly radiogenic reservoirs in
order to obtain full, bulk-silicate-earth lead iso-
tope values represents only a relatively minor
aspect of additional adjustment to this major
discrepancy. The answer is, in my opinion, that
lead behaves relatively compatibly during

Figure 22 U/Pb versus U concentrations for MORB from three ocean basins. The positive slope of the correlation
indicates that U is much more incompatible than Pb during mantle melting. This means that the similarity of Pb
isotopes in continental and oceanic crust (see Figure 21) is probably caused by a nonmagmatic transport of lead from

mantle to the continental crust.
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MORB–OIB production because it is partially
retained in the mantle by a residual phase(s),
most likely sulfide(s). This would account for
the relationships seen in Figure 22. However,
when lead is transferred from mantle to the con-
tinental crust, two predominantly nonigneous
processes become important: (i) hydrothermal
transfer from oceanic crust to metalliferous sedi-
ment (Peucker-Ehrenbrink et al., 1994), and
(ii) transfer from subducted oceanic crust-plus-
sediment into arc magma sources (Miller et al.,
1994). This additional, nonigneous transfer
enriches the crust to a similar extent as uranium
and thorium, and this explains why the
206Pb/204Pb ratios of crustal and mantle rocks
are so similar to each other and so close to the
geochron. Thus, the anomalous geochemical
behavior of lead is the main cause of the ‘‘lead
paradox,’’ the high Pd/Nd ratios of island arc and
continental rocks, and the lead ‘‘spikes’’ seen in
Figure 20.

The above explanation does not account for
the elevated 207Pb/204Pb ratios of continental
rocks and their sedimentary derivatives relative
to mantle-derived basalts (Figures 5(a) and 21).
This special feature can be explained by a more
complex evolution of continents subsequent to
their formation. New continental crust formed
during Archean time by subduction and accretion
processes must have initially possessed a U/Pb
ratio slightly higher than that of the mantle. At
that time, the terrestrial 235U/238U ratio was sig-
nificantly higher than today, and this produced
elevated 207Pb/204Pb relative to 206Pb/204Pb.
Some of this crust was later subjected to high-
grade metamorphism, causing loss of uranium
relative to lead in the lower crust, and transport-
ing the excess uranium into the upper crust. From
there, uranium was lost by the combined action of
oxidation, weathering, dissolution, and transport
into the oceans. This uranium loss retarded the
growth of 206Pb/204Pb while preserving the rela-
tively elevated 207Pb/204Pb of the upper crust.
The net result of this two-stage process is
the present position of sediments directly above
the mantle-derived basalts in
207Pb/204Pb–207Pb/204Pb space. Another conse-
quence of this complex behavior of uranium will
be further discussed in the following section.
Here it is important to reiterate that lead, not
uranium or thorium, is the major player in gen-
erating the main part of the lead paradox.

3.6.2 The Second Lead Paradox

Galer and O’Nions (1985) made the important
observation that measured 208Pb�/206Pb� ratios
(see Equation (11)) in most MORBs are higher
than can be accounted for by the relatively low

Th/U ratios actually observed in MORBs, if the
MORB source reservoir had maintained similarly
low Th/U ratios over much of Earth’s history. A
simple two-stage Th/U depletion model with a
primitive, first-stage value of

= (232Th/238U)today = 3.9 changing abruptly to a
second stage value of 
= 2.5 yields a model age
for the MORB source of only �600 Ma. Because
much of the continental mass is much older than
this, and because the development of the depleted
MORB source is believed to be linked to this, this
result presented a dilemma. Galer and O’Nions
(1985) and Galer et al. (1989) resolved this with a
two-layer model of the mantle, in which the
upper, depleted layer is in a steady state of incom-
patible-element depletion by production of
continental crust and replenishment by leakage
of less depleted material from the lower layer.
This keeps the 208Pb�/206Pb� ratio of the upper
mantle at a relatively high value in spite of the
low chemical Th/U ratio. However, such two-
layer convection models have fallen from grace
in recent years, mostly because of the results of
seismic mantle tomography (see below).
Therefore, other solutions to this second lead
paradox have been sought.

A fundamentally different mechanism for
lowering the Th/U ratio of the mantle has been
suggested by Hofmann and White (1982),
namely, preferential recycling of uranium
through dissolution of oxidized (hexavalent) ura-
nium at the continental surface, riverine
transport into the oceans, and fixation by
ridge-crest hydrothermal circulation and reduc-
tion to the tetravalent state. The same
mechanism was invoked in the quantitative
‘‘plumbotectonic’’ model of Zartman and
Haines (1988). Staudigel et al. (1995) intro-
duced the idea that this preferential recycling
of uranium into the mantle may be connected
to a change toward oxidizing conditions at the
Earth’s surface relatively late in Earth’s history.
Geological evidence for a rapid atmospheric
change toward oxidizing conditions during
Early Proterozoic time (i.e., relatively late in
Earth’s history) has been presented by Holland
(1994), and this has been confirmed by new
geochemical evidence showing that sulfides
and sulfates older than �2.4Ga contain non-
mass-dependent sulfur isotope fractionations,
which can be explained by high-intensity UV
radiation in an oxygen-absent atmosphere
(Farquhar et al., 2000). Kramers and Tolstikhin
(1997) and Elliott et al. (1999) have developed
quantitative models to resolve the second lead
paradox by starting to recycle uranium into the
mantle �2.5Ga ago. This uranium cycle is an
excellent example how mantle geochemistry,
surface and atmospheric chemistry, and the evo-
lution of life are intimately interconnected.
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3.7 GEOCHEMICAL MANTLE MODELS

The major aim of mantle geochemistry has
been, from the beginning, to elucidate the struc-
ture and evolution of the Earth’s interior, and it
was clear that this can only be done in concert
with observations and ideas derived from con-
ventional field geology and from geophysics.
The discussion here will concentrate on the che-
mical structure of the recent mantle, because the
early mantle evolution and dynamics and history
of convective mixing.

The isotopic and chemical heterogeneities
found in mantle-derived basalts, reviewed on the
previous pages, mandate the existence of similar or
even greater heterogeneities in the mantle. The
questions are: how are they spatially arranged in
the mantle? When and how did they originate?
Because these heterogeneities have their primary
expression in trace elements, they cannot be trans-
lated into physical parameters such as density
differences. Rather, they must be viewed as passive
tracers of mantle processes. These tracers are sepa-
rated by melting and melt migration, as well as
fluid transport, and they are stirred and remixed
by convection. Complete homogenization appears
to be increasingly unlikely. Diffusion distances in
the solid state have ranges of centimeters at best
(Hofmann and Hart, 1978), and possibly very
much less (Van Orman et al., 2001), and homoge-
nization of a melt source region, even via the
movement and diffusion through a partial melt,
becomes increasingly unlikely. This is attested by
the remarkable chemical and isotopic heterogene-
ity observed in melt inclusions preserved in
magmatic crystals from single basalt samples
(Saal et al., 1998; Sobolev et al., 2000). The mod-
els developed for interpreting mantle
heterogeneities have, with some exceptions, lar-
gely ignored the possibly extremely small scale of
these heterogeneities. Instead, they have usually
relied on the assumption that mantle-derived
basalts are, on the whole, representative of some
chemical and isotopic average for a given volcanic
province or source volume.

In the early days of mantle geochemistry, the
composition of the bulk silicate earth, also called
‘‘primitive mantle’’ (i.e., mantle prior to the for-
mation of any crust) was not known for strontium
isotopes because of the obvious depletion of
rubidium of the Earth relative to chondritic
meteorites (Gast, 1960). The locus of primitive-
mantle lead was assumed to be on the meteorite
isochron (which was thought to be identical to
the geochron until the more recent realization of
delayed accretion and core formation; see above),
but the interpretation of the lead data was con-
founded by the lead paradox discussed above.
This situation changed in the 1970s with the
first measurements of neodymium isotopes in

oceanic basalts (DePaolo and Wasserburg, 1976;
Richard et al., 1976; O’Nions et al., 1977) and
the discovery that 143Nd/144Nd was negatively
correlated with 87Sr/86Sr (see Figures 6 and 15).
Because both samarium and neodymium are
refractory lithophile elements, the Sm/Nd and
143Nd/144Nd ratios of the primitive mantle can
be safely assumed to be chondritic. With this
information, a primitive-mantle value for the
Rb/Sr and 87Sr/86Sr was inferred, and it became
possible to estimate the size of the MORB source
reservoir primarily from isotopic abundances.
The evolution of a silicate Earth consisting of
three boxes—primitive mantle, depleted mantle,
and continental crust—were subsequently mod-
eled by Jacobsen and Wasserburg (1979),
O’Nions et al. (1979), DePaolo (1980),
Allègre et al. (1983), and Davies (1981) cast
this in terms of a simple mass balance similar to
that given above in Equation (11) but using iso-
tope ratios:

Xdm ¼ XccCccðRdm –RccÞ
CpmðRdm –RpmÞ ð13Þ

where X are mass fractions, R are isotope or trace-
element ratios, C are the concentrations of the
denominator element of R, and the subscripts cc,
dm, and pm refer to continental crust, depleted
mantle, and primitive mantle reservoirs,
respectively.

With the exception of Davies, who favored
whole-mantle convection all along, the above
authors concluded that it was only the upper mantle
above the 660 km seismic discontinuity that was
needed to balance the continental crust. The corol-
lary conclusion was that the deeper mantle must be
in an essentially primitive, nearly undepleted state,
and consequently convection in the mantle had to
occur in two layers with only little exchange
between these layers. These conclusions were
strongly reinforced by noble gas data, especially
3He/4He ratios and, more recently, neon isotope
data. These indicated that hotspots such as Hawaii
are derived from a deep-mantle source with a more
primordial, high 3He/4He ratio, whereas MORBs
are derived from a more degassed, upper-mantle
reservoir with lower 3He/4He ratios. In the present
context, two points must be mentioned. Essentially
all quantitative evolution models dealing with the
noble gas evidence concluded that, although
plumes carry the primordial gas signature from
the deep mantle to the surface, the plumes them-
selves do not originate in the deep mantle. Instead
they rise from the base of the upper mantle, where
they entrain very small quantities of lower-mantle,
noble-gas-rich material. However, all these models
have been constrained by the present-day very low
flux of helium from the mantle into the oceans.
This flux does not allow the lower mantle to be
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significantly degassed over the Earth’s history.
Other authors, who do not consider this constraint
on the evolution models to be binding, have inter-
preted the noble gas data quite differently: they
argue that the entire plume comes from a nearly
primitive deep-mantle source and rises through
the upper, depleted mantle. The former view is
consistent with the geochemistry of the refractory
elements, which strongly favors some type of
recycled, not primitive mantle material to supply
the bulk of the plume source. The latter interpreta-
tion can be reconciled with the refractory-element
geochemistry, if the deep-mantle reservoir is not
actually primitive (or close to primitive), but con-
sists of significantly processed mantle with the
geochemical characteristics of the FOZO (C,
PHEM, etc.) composition, which is characterized
by low 87Sr/86Sr but relatively high 206Pb/204Pb
ratios, together with high 3He/4He and solar-like
neon isotope ratios. The processed nature of this
hypothetical deep-mantle reservoir is also evident
from its trace-element chemistry, which shows the
same nonprimitive (high) Nb/U and (low) Pb/Nd
ratios as MORBs and other OIBs. It is not clear
how and why the near-primordial noble gas com-
positions would have survived this processing. So
far, except for the two-layer models, no internally
consistent mantle evolution model has been pub-
lished that accounts for all of these observations.

The two-layer models have been dealt a rather
decisive blow by recent results of seismic mantle
tomography. The images of the mantle produced by
this discipline appear to show clear evidence for
subduction reaching far into the lower mantle
(Grand, 1994; van der Hilst et al., 1997). If this is
correct, then there must be a counterflow from the
lower mantle across the 660 km boundary, which in
the long run would surely destroy the chemical
isolation between upper- and lower-mantle reser-
voirs. Most recently, mantle tomography appears to
be able to track some of the major mantle plumes
(Hawaii, Easter Island, Cape Verdes, Reunion) into
the lowermost mantle (Montelli et al., 2003). If
these results are confirmed, there is, at least in
recent mantle history, no convective isolation, and
mantle evolution models reconciling all the geo-
chemical aspects with the geophysical evidence
clearly require new ideas.

As of early 2000s, the existing literature and
scientific conferences all show clear signs of a
period preceding a significant or even major para-
digm shift as described by Thomas Kuhn in his
classic work The Structure of Scientific Revolutions
(Kuhn, 1996): The established paradigm is severely
challenged by new observations. While some
scientists attempt to reconcile the observations
with the paradigm by increasingly complex adjust-
ments of the paradigm, others throw the established
conventions overboard and engage in increasingly
free speculation. This process continues until a

new paradigm evolves or is discovered, which is
consistent with all the observations. Examples of
the effort of reconciliation are the papers by Stein
and Hofmann (1994) and Allègre (1997). These
authors point out that the current state of whole-
mantle circulation may be episodic or recent, so
that whole-mantle chemical mixing has not been
achieved.

Examples of the more speculative thinking are
the papers by Albarède and van der Hilst (1999)
and Kellogg et al. (1999), who essentially invent
new primitive reservoirs within the deep mantle,
which are stabilized by higher chemical density,
and may be very irregularly shaped. In the same
vein, Porcelli and Halliday (2001) have proposed
that the storage reservoir of primordial noble gases
may be the core, whereas Tolstikhin and Hofmann
(2002) speculate that the lowermost layer of the
mantle, called D0 by seismologists, contains the
‘‘missing’’ budget of heat production and primor-
dial noble gases. Finally, an increasing number of
convection and mantle evolution modelers are
throwing the entire concept of geochemical reser-
voirs overboard.For example, Phipps Morgan and
Morgan (1998) and Phipps Morgan (1999) suggest
that the specific geochemical characteristics of
plume-type mantle are randomly distributed in the
deeper mantle. Plumes rising from the core–mantle
boundary constitute the main upward flux balan-
cing the subduction flux. They preferentially lose
their enriched components during partial melting,
leaving a depleted residue that replenishes the
depleted upper mantle.

Starting with the contribution of Christensen
and Hofmann (1994), a steadily increasing num-
ber of models have recently been published, in
which geochemical heterogeneities are specifically
incorporated in mantle convection models (e.g.,
van Keken and Ballentine, 1998; Tackley, 2000;
van Keken et al., 2001; Davies, 2002; Farnetani
et al., 2002; Tackley, 2002). Thus, while the cur-
rent state of understanding of the geochemical
heterogeneity of the mantle is unsatisfactory, to
say the least, the formerly quite separate disci-
plines of geophysics and geochemistry have
begun to interact intensely. This process surely
offers the best approach to reach a new paradigm
and an understanding of how the mantle really
works.
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Allègre C. J. (1969) Comportement des systèmes U–Th–Pb dans
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cours de temps géologiques. Earth Planet. Sci. Lett. 5, 261–
269.
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4.1 INTRODUCTION

The remote setting of the Earth’s core tests our
ability to assess its physical and chemical charac-
teristics. Extending out to half an Earth radii, the
metallic core constitutes a sixth of the planet’s
volume and a third of its mass (see Table 1 for
physical properties of the Earth’s core). The bound-
ary between the silicate mantle and the core (CMB)
is remarkable in that it is a zone of greatest contrast
in Earth properties. The density increase across this
boundary represents a greater contrast than across
the crust-ocean surface. The Earth’s gravitational
acceleration reaches a maximum (10.7 m s�2) at
the CMB and this boundary is also the site of the
greatest temperature gradient in the Earth. (The

temperature at the base of the mantle (�2,900 
C)
is not well established, and that at the top of the
inner core is even less securely known (�3,500–
4,500 
C).) The pressure range throughout the core
(i.e., 136 GPa to >360GPa) makes recreating
environmental conditions in most experimental
labs impossible, excepting a few diamond anvil
facilities or those with high-powered, shock-melt-
ing guns. Thus, our understanding of the core is
based on very few pieces of direct evidence and
many fragments of indirect observations. Direct
evidence comes from seismology, geodesy, geo-
and paleomagnetism, and, relatively recently iso-
tope geochemistry (see Section 4.6). Indirect
evidence comes from geochemistry, cosmochemis-
try, and meteoritics; further constraints on the core
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system are gained from studies in experimental
petrology, mineral physics, ab initio calculations,
and evaluations of the Earth’s energy budget (e.g.,
geodynamo calculations, core crystallization, heat
flow across the core–mantle boundary). Figure 1
provides a synopsis of research on the Earth’s core,
and the relative relationship between disciplines.
Feedback loops between all of these disciplines
refine other’s understanding of the Earth’s core.

4.2 FIRST-ORDER GEOPHYSICS

The Earth’s three-layer structure (the core, the
silicate shell (mantle and crust), and the atmo-
sphere–hydrosphere system) is the product of
planetary differentiation and is identified as the
most significant geological process to have
occurred since the formation of the Earth. Each
layer is distinctive in its chemical composition,

Table 1 Physical properties of the Earth’s core.

Units Refs.

Mass
Earth 5.9736Eþ 24 kg 1
Inner core 9.675Eþ 22 kg 1
Outer core 1.835Eþ 24 kg 1
Core 1.932Eþ 24 kg 1
Mantle 4.043Eþ 24 kg 1
Inner core to core (%) 5.0%
Core to Earth (%) 32.3%

Depth
Core–mantle boundary 3,483� 5 km 2
Inner–outer core boundary 1,220� 10 km 2
Mean radius of the Earth 6,371.01� 0.02 km 1

Volume relative to planet
Inner core 7.606Eþ 09 (0.7%) km3

Inner core relative to the bulk core 4.3%
Outer core 1.694Eþ 11 (15.6%) km3

Bulk core 1.770Eþ 11 (16.3%) km3

Silicate earth 9.138Eþ 11 (84%) km3

Earth 1.083Eþ 12 km3

Moment of inertia constants
Earth mean moment of inertia (I) 0.3299765 Ma2 1
Earth mean moment of inertia (I) 0.3307144 MR2

0
1

Mantle: Im/Ma2 0.29215 Ma2 1
Fluid core: If/Ma2 0.03757 Ma2 1
Inner core: Iic/Ma2 2.35E�4 Ma2 1
Core: Ifþic/Mfþica2f 0.392 Ma2 1

1—Yoder (1995), 2—Masters and Shearer (1995).
M is the Earth’s mass, a is the Earth’s equatorial radius, R0 is the radius for an oblate spheroidal Earth, Im is the moment of inertia for the mantle, If is the
moment of inertia for the outer (fluid) core, Iic is the moment of inertia for the inner core, and Ifþic/Mfþicaf

2 is the mean moment of inertia for the core.

Figure 1 The relative relationship between disciplines involved in research on the Earth’s core and the nature of
data and information that come from these various investigations. Studies listed in the upper row yield direct evidence
on properties of the core. Those in the middle row yield indirect evidence on the composition of the Earth’s core,
whereas findings from disciplines listed on the bottom row provide descriptions of the state conditions for the core

and its formation.
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the nature of its phase (i.e., solid, liquid, and
gas), and physical properties. Evidence for the
existence and nature of the Earth’s core comes
from laboratory studies coupled with studies that
directly measure physical properties of the
Earth’s interior including its magnetic field, seis-
mological profile, and orbital behavior, with the
latter providing a coefficient of the moment of
inertia and a model for the density distribution
in the Earth.

There is a long history of knowing indirectly
or directly of the existence of Earth’s core. Our
earliest thoughts about the core, albeit indirect
and unwittingly, may have its roots in our
understanding of the Earth’s magnetic field.
The magnetic compass and its antecedents
appear to be �2,000 yr old. F. Gies and
J. Gies (1994) report that Chinese scholars
make reference to a south-pointing spoon, and
claim its invention to ca. AD 83 (Han dynasty).
A more familiar form of the magnetic compass
was known by the twelfth century in Europe.
With the discovery of iron meteorites followed
by the suggestion that these extraterrestrial spe-
cimens came from the interior of fragmented
planets in the late-nineteenth century came the
earliest models for planetary interiors. Thus, the
stage was set for developing Earth models with
a magnetic and metallic core. Later development
of geophysical tools for peering into the deep
Earth showed that with increasing depth the
proportion of metal to rock increases with a
significant central region envisaged to be wholly
made up of iron.

A wonderful discussion of the history of the
discovery of the Earth’s core is given in the Brush
(1980) paper. The concept of a core perhaps
begins with understanding the Earth’s magnetic
field. Measurements of the Earth’s magnetic
field have been made since the early 1500s.
By 1600 the English physician and physicist,
William Gilbert, studied extensively the properties
of magnets and found that their magnetic field
could be removed by heating; he concluded that
the Earth behaved as a large bar-magnet. In 1832,
Johann Carl Friedrich Gauss, together with
Wilhelm Weber, began a series of studies on
the nature of Earth’s magnetism, resulting in the
1839 publication of Allgemeine Theorie des
Erdmagnetismus (General Theory of the Earth’s
Magnetism), demonstrating that the Earth’s mag-
netic field was internally generated.

With the nineteenth-century development of the
seismograph, studies of the Earth’s interior and
core accelerated rapidly. In 1897 Emil Wiechert
subdivided the Earth’s interior into two main
layers: a silicate shell surrounding a metallic core,
with the core beginning at �1,400 km depth. This
was the first modern model of the Earth’s internal
structure, which is now confirmed widely by many

lines of evidence. Wiechert was a very interesting
scientist; he invented a seismograph that saw
widespread use in the early twentieth century,
was one of the founders of the Institute of
Geophysics at Göttingen, and was the PhD super-
visor of Beno Gutenberg. The discoverer of the
Earth’s core is considered to be Richard Dixon
Oldham, a British seismologist, who first distin-
guished P (compressional) and S (shear) waves
following his studies of the Assam earthquake of
1897. In 1906 Oldham observed that P waves
arrived later than expected at the surface antipodes
of epicenters and recognized this as evidence for a
dense and layered interior. Oldham placed the
depth to the core–mantle boundary at 3,900 km.
Later, Gutenberg (1914) established the core–mantle
boundary at 2,900 km depth (cf. the modern esti-
mate of 2,891� 5 km depth; Masters and Shearer,
1995) and suggested that the core was at least partly
liquid (Gutenberg, 1914). Subsequently, Jeffreys
(1926) established that the outer core is liquid, and
Lehmann (1936) identified the existence of a solid
inner core using seismographic records of large
earthquakes, which was later confirmed by
Anderson et al. (1971) and Dziewonski and Gilbert
(1972) using Earth’s free-oscillation frequencies.
Finally, Washington (1925) and contemporaries
reported that an iron core would have a significant
nickel content, based on analogies with iron meteor-
ites and the cosmochemical abundances of these
elements.

The seismological profile of the Earth’s
core (Figure 2) combined with the first-order
relationship between density and seismic wave
speed velocity (i.e., Vp ¼ððK þ 4=3mÞ=�Þ0:5,
Vs ¼ ðm=�Þ0:5, d�=dr ¼ –GMr�ðrÞ=r2F (the
latter being the Adams–Williamson equation),

Figure 2 Depth versus P- and S-wave velocity and
density for the PREM model (after Dziewonski and

Anderson, 1981 and Masters and Shearer, 1995).
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where Vp is the P-wave velocity, Vs is the S-wave
velocity, K is the bulk modulus, � is the shear
modulus, � is the density, �(r) is the density of the
shell within radius r, G is gravitational constant, Mr

is the mass of the Earth within radius r, and
F ¼ V 2

p – ð4=3ÞV 2
s ) provides a density profile for

the core that, in turn, is perturbed to be consistent
with free oscillation frequencies (Dziewonski and
Anderson, 1981). Combining seismological data
with mineral physics data (e.g., equation of state
(EOS) data for materials at core appropriate condi-
tions) from laboratory studies gives us the necessary
constraints for identifying the mineralogical and
chemical constituents of the core and mantle.

Birch (1952) compared seismically determined
density estimates for the mantle and core with the
available EOS data for candidate materials. He
argued that the inner core was ‘‘a crystalline
phase, mainly iron’’ and the liquid outer core is
perhaps some 10–20% less dense than that
expected for iron or iron–nickel at core conditions.
Later, Birch (1964) showed that the Earth’s outer
core is�10% less dense than that expected for iron
at the appropriate pressures and temperatures and
proposed that it contained (in addition to liquid iron
and nickel) a lighter alloying element or elements
such as carbon, or hydrogen (Birch, 1952) or sul-
fur, silicon, or oxygen (Birch, 1964).

Uncertainties in estimates of the composition
of the Earth’s core derive from uncertainties in
the core density (or bulk modulus, or bulk sound
velocity) and in that of candidate materials
(including pure liquid iron) when calculated for
the temperatures and pressures of the outer core.
Although there is an excellent agreement
between the static compression data for "-Fe
(and Fe–Ni mixtures) at core pressures (Mao
et al., 1990) and isothermal-based Hugoniot
data for "-Fe (Brown and McQueen, 1986),
extrapolation of these data to core conditions
requires knowledge of the thermal contribution
to their EOS. Boehler (2000) calculated an outer
core density deficit of �9% using these data
coupled with an assumed value for the pressure
dependence of � (thermal expansion coefficient)
and outer core temperatures of 4,000–4,900 K.
In a review of these and other data, Anderson
and Isaak (2002) concluded that the core density
deficit is �5% (with a range from 3% to 7%,
given uncertainties) and argued that the density
deficit is not as high as the often-cited �10%.
Their revised estimate is derived from a re-ex-
amination of EOS calculations with revised
pressure and temperature derivatives for core
materials at inner–outer core boundary condi-
tions over a range of temperatures
(4,800–7,500 K). This is a topic of much debate
and a conservative estimate of the core density
deficit is �5–10%.

The solid inner core, which has a radius of
1,220� 10 km (Masters and Shearer, 1995), repre-
sents 5% of the core’s mass and <5% of its volume.
It is estimated to have a slightly lower density than
solid iron and, thus, it too would have a small
amount of a light element component (Jephcoat
and Olson, 1987). Birch (1952) may have recog-
nized this when he said that it is ‘‘a crystalline
phase, mainly iron.’’ Like the outer core, uncertain-
ties in the amount of this light element component
is a function of seismically derived density models
for the inner core and identifying the appropriate
temperature and pressure derivatives for the EOS
of candidate materials. Hemley and Mao (2001)
have provided an estimate of the density deficit of
the inner core of 4–5%.

The presence of an iron core in the Earth is also
reflected in the Earth’s shape. The shape of the Earth
is a function of its spin, mass distribution, and rota-
tional flattening such that there is an equatorial
bulge and flattening at the poles. The coefficient of
the moment of inertia for the Earth is an expression
that describes the distribution of mass within the
planet with respect to its rotational axis. If the
Earth was a compositionally homogenous planet
having no density stratification, its coefficient of
the moment of inertia would be 0.4Ma2, with M as
the mass of the Earth and a as the equatorial radius.
The equatorial bulge, combined with the precession
of the equinoxes, fixes the coefficient of the moment
of inertia for the Earth at 0.330Ma2 (Yoder, 1995)
reflecting a marked concentration of mass at its
center (see also Table 1).

Finally, studies of planets and their satellites
show that internally generated magnetic fields do
not require the existence of a metallic core, parti-
cularly given the diverse nature of planetary
magnetic fields in the solar system (Stevenson,
2003). Alternatively, the 500þ years of global
mapping of the Earth’s magnetic field in time and
space demonstrates the existence of the Earth’s
central magnetic core (Bloxham, 1995; Merrill
et al., 1996). The generation of this field in the
core also requires the convection of a significant
volume of iron (or similar electrically conducting
material) as it creates a self-exciting dynamo
(Buffett, 2000). In the Earth, as with the other
terrestrial planets, iron is the most abundant
element, by mass (Wänke and Dreibus, 1988). Its
high solar abundance is the result of a highly stable
nuclear configuration and processes of nucleo-
synthesis in stars.

4.3 CONSTRAINING THE COMPOSITION
OF THE EARTH’S CORE

The major ‘‘core’’ issues in geochemistry
include: (i) its composition (both inner and
outer core), (ii) the nature and distribution of
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the light element, (iii) whether there are radioactive
elements in the core, (iv) timing of core formation,
and (v) what evidence exists for core–mantle
exchange. The answers to some or all of
these questions provide constraints on the
conditions (e.g., P, T, fO2

) under which the core
formed.

4.3.1 Observations from Meteorites and
Cosmochemistry

That the core is not solely an Fe–Ni alloy, but
contains �5–10% of a light mass element alloy,
is about the extent of the compositional guidance
that comes from geophysics. Less direct infor-
mation on the makeup of the Earth is provided
by studies of meteorites and samples of the
silicate Earth. It is from these investigations
that we develop models for the composition of
the bulk Earth and primitive mantle (or the
silicate Earth) and from these deduce the
composition of the core.

The compositions of the planets in the solar
system and those of chondritic meteorites pro-
vide a guide to the bulk Earth composition.
However, the rich compositional diversity of
these bodies presents a problem insofar as there
is no single meteorite composition that can be
used to characterize the Earth. The solar system
is compositionally zoned; planets with lesser
concentrations of volatile elements are closer to
the Sun. Thus, as compared to Mercury and
Jupiter, the Earth has an intermediate uncom-
pressed density (roughly a proportional measure
of metal to rock) and volatile element inventory,
and is more depleted in volatile elements than
CI-chondrites, the most primitive of all of the
meteorites.

There is a wide range of meteorite types,
which are readily divided into three main groups:
the irons, the stony irons and the stones. With
this simple classification, we obtain our first
insights into planetary differentiation. All stony
irons and irons are differentiated meteorites.
Most stony meteorites are chondrites, undiffer-
entiated meteorites, although lesser amounts are
achondrites, differentiated stony meteorites. The
achondrites make up �4% of all meteorites, and
<5% of the stony meteorites. A planetary bulk
composition is analogous to that of a chondrite,
and the differentiated portions of a planet—the
core, mantle, and crust—have compositional
analogues in the irons, stony irons (for core–
mantle boundary regions), and achondrites (for
mantle and crust).

Among the chondrites there are three main
classes: the carbonaceous, enstatite, and ordinary
chondrites. One simple way of thinking about
these three classes is in terms of their relative

redox characteristics. First, the carbonaceous
chondrites, some of which are rich in organic
carbon, have more matrix and Ca–Al inclusions
and are the most oxidized of the chondrites, with
iron existing as an FeO component in silicates.
Second, the enstatite chondrites are the most
reduced, with most varieties containing native
metals, especially iron. Finally, the ordinary
chondrites, the most abundant meteorite type,
have an intermediate oxidation state (see review
chapters in Volume 1 and Palme (2001)). Due to
chemical and isotopic similarities, some
researchers have argued that the bulk Earth is
analogous to enstatite chondrites (Javoy, 1995).
In contrast, others believe that the formation of
the Earth initially began from materials such as
the enstatite chondrites with the later 20–40% of
the planet’s mass forming from more oxidized
accreting materials like the carbonaceous chon-
drites (Wänke, 1987; Wänke and Dreibus, 1988).
As of early 2000s, we do not have sufficient data
to resolve this issue and at best we should treat
the chondrites and all meteoritic materials as
only a guide to understanding the Earth’s
composition.

A subclass of the carbonaceous chondrites
that uniquely stands out among all others is the
CI (or C1) carbonaceous chondrite. These chon-
drites possess the highest proportional
abundances of the highly volatile and moder-
ately volatile elements, are chondrule free, and
they possess compositions that match that of the
solar photosphere when compared on a silicon-
based scale. The photosphere is the top of the
Sun’s outer convection zone, which can be
thought of as an analogue to the Sun’s surface.
The Sun’s photospheric layer emits visible light
and hence its composition can be measured
spectroscopically. This, plus the fact that the
Sun contains >99.9% of the solar system’s
mass, makes the compositional match with CI
carbonaceous chondrites seem all that more
significant.

For this review the Earth’s composition will
be considered to be more similar to carbonac-
eous chondrites and somewhat less like the high-
iron end-members of the ordinary or enstatite
chondrites, especially with regard to the most
abundant elements (iron, oxygen, silicon, and
magnesium) and their ratios. However, before
reaching any firm conclusions about this
assumption, we need to develop a compositional
model for the Earth that can be compared with
different chondritic compositions. To do this we
need to: (i) classify the elements in terms of
their properties in the nebula and the Earth and
(2) establish the absolute abundances of the
refractory and volatile elements in the mantle
and bulk Earth.
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4.3.2 Classification of the Elements

Elements can be classified according to their
volatility in the solar nebular at a specific partial
pressure (Larimer, 1988). This classification
scheme identifies the major components (e.g.,
magnesium, iron, silicon, and nickel), which are
intermediate between refractory and volatile, and
then assigns the other, less abundant elements to
groups based on volatility distinguishing refractory
(condensation temperatures >1,250K), moderately
volatile (condensation temperatures <1,250K and
>600 K), and highly volatile (condensation tem-
peratures <600K) elements, depending on their
sequence of condensation into mineral phases
(metals, oxides, and silicates) from a cooling gas
of solar composition (Larimer, 1988). In terms of
accretionary models for chondrites and planetary
bodies, it is often observed that a model assuming
a 10�4 atm partial pressure best fits the available
data (Larimer, 1988). Those with the highest
condensation temperatures (>1,400K) are the
refractory elements (e.g., calcium, aluminum, tita-
nium, zirconium, REE, molybdenum, and
tungsten), which occur in all chondrites with simi-
lar relative abundances (i.e., chondritic ratios of
Ca/Al, Al/Ti, Ti/Zr). Major component elements
(aside from oxygen and the gases) are the most
abundant elements in the solar system, including
silicon, magnesium, and iron (as well as cobalt
and nickel); these elements have condensation
temperatures of �1,250K. Moderately volatile
elements (e.g., chromium, lithium, sodium, potas-
sium, rubidium, manganese, phosphorus, iron,
tin, and zinc) have condensation temperatures of
�1,250–600K (Palme et al., 1988), whereas
highly volatile elements (e.g., thallium, cadmium,
bismuth, and lead) have condensation temperatures
�600–400K. Below this temperature the gas-
phase elements (carbon, hydrogen, and nitrogen)
condense. The relative abundance ratios of the
major components, moderately volatile and highly
volatile elements all vary considerably between the
different types of chondritic meteorites. Figure 3
illustrates the differing proportions of the major
component elements in chondrite groups and the
Earth, which together with oxygen make up some
90% of the material in the Earth and other
terrestrial planets.

Elements can also be classified according to
their chemical behavior based on empirical obser-
vations from meteorites and systems in the Earth;
this leads to the following groups: lithophile, side-
rophile, chalcophile, or atmophile. The lithophile
elements are ones that bond readily with oxygen
and are concentrated in the silicate shell (crust and
mantle) of the Earth. The siderophile elements
readily bond with iron and are concentrated in the
core. The chalcophile elements bond readily with
sulfur and are distributed between the core and

mantle, with a greater percentage of them likely
to be in the core. Finally, the atmophile elements
(e.g., hydrogen, carbon, nitrogen, oxygen, and
noble gases) are gaseous and are concentrated
in the atmosphere–hydrosphere system surround-
ing the planet. A combination of these two different
classification schemes provides a better under-
standing of the relative behavior of the elements,
particularly during accretion and large-scale plane-
tary differentiation.

Developing a model for the composition of
the Earth and its major reservoirs can be estab-
lished in a four-step process. The first involves
estimating the composition of the silicate Earth
(or primitive mantle, which includes the crust
plus mantle after core formation). The second
step involves defining a volatility curve for the
planet, based on the abundances of the moder-
ately volatile and highly volatile lithophile
elements in the silicate Earth, assuming that
none have been sequestered into the core (i.e.,
they are truly lithophile). The third step entails
calculating a bulk Earth composition using the
planetary volatility curve established in step two,
chemical data for chondrites, and the first-order

Figure 3 A ternary plot (upper) and binary ratio plot
(lower) of the differing proportions (in wt.%) of Si, Fe,
and Mg (three out of the four major elements) in
chondrites and the Earth. These elements, together with
oxygen, constitute >90% by mass of chondrites, the
Earth, and other terrestrial planets. Data for the
chondrites are from Wasson and Kellemeyn (1988) and
for the Earth are from Table 2. The regression line is
derived using only chondrites and does not include the

EH data.
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features of the planets in the solar system.
Finally, a core composition is extracted by sub-
tracting the mantle composition from the bulk
planetary composition, revealing the abundances
of the siderophile and chalcophile elements in
the core. Steps three and four are transposable
with different assumptions, with the base-level
constraints being the compositions of meteorites
and the silicate Earth and the solar system’s
overall trend in the volatile element abundances
of planets outward from the Sun.

4.3.3 Compositional Model of the Primitive
Mantle and the Bulk Earth

The silicate Earth describes the solid Earth
minus the core. There is considerable agreement
about the major, minor, and trace element abun-
dances in the primitive mantle (Allegre et al.,
1995; McDonough and Sun, 1995). The relative
abundances of the lithophile elements (e.g., cal-
cium, aluminum, titanium, REE, lithium,
sodium, rubidium, boron, fluorine, zinc, etc.) in
the primitive mantle establish both the absolute
abundances of refractory elements in the Earth
and the planetary signature of the volatile ele-
ment depletion pattern (Figure 4). The details of
how these compositional models are developed
can be found in Allegre et al. (1995);
McDonough and Sun (1995), and Palme and
O’Neill. A model composition for the silicate
Earth is given in Table 2, which is adapted
from McDonough (2001); Palme and O’Neill
present a similar model.

A first-order assumption is that lithophile ele-
ments, inclusive of the refractory, moderately
volatile, and highly volatile ones, are excluded
from the core. The moderately volatile and highly
volatile lithophiles are depleted relative to those in
CI-chondrites. Together, the lithophiles describe a
coherent depletion or volatility pattern. This nega-
tive correlation (Figure 4) thus establishes the
planetary volatile curve at �1AU, which is an
integrated signature of accreted nebular material
in the coalescing region of the proto-Earth. By
comparison, Mars has a less depleted abundance
pattern (Wänke, 1981), whereas Mercury has a
more depleted abundance pattern (BVSP, 1981).
The most significant feature of this pattern is that
potassium follows all of the other moderately vola-
tile and highly volatile lithophiles. This
observation demonstrates that the potassium bud-
get of the silicate Earth is sufficient to describe that
in the planet and argue against any sequestration of
potassium into the core.

Data for the content of lithophile elements in
the Earth plus knowledge of the iron content of
the mantle and core together establish a bulk
Earth compositional model (McDonough,
2001). This model assumes chondritic propor-
tions of Fe/Ni in the Earth, given limited Fe/Ni
variation in chondritic meteorites (see below).
This approach yields an Fe/Al of 20� 2 for

Figure 4 The relative abundances of the lithophile
elements in the primitive mantle (or silicate Earth)
plotted versus the log of the 50% condensation
temperature (K) at 10�4 atm pressure. The relative
abundances of the lithophile elements are reported as
normalized to CI carbonaceous chondrite on an equal
basis of Mg content. The planetary volatility trend
(negative sloping shaded region enclosing the lower
temperature elements) establishes integrated flux of
volatile elements at 1 AU. Data for condensation
temperatures are from Wasson (1985); chemical data
for the chondrites are from Wasson and Kellemeyn

(1988) and for the Earth are from Table 2.

Table 2 The composition of the silicate Earth.

H 100 Zn 55 Pr 0.25
Li 1.6 Ga 4 Nd 1.25
Be 0.07 Ge 1.1 Sm 0.41
B 0.3 As 0.05 Eu 0.15
C 120 Se 0.075 Gd 0.54
N 2 Br 0.05 Tb 0.10
O (%) 44 Rb 0.6 Dy 0.67
F 15 Sr 20 Ho 0.15
Na (%) 0.27 Y 4.3 Er 0.44
Mg (%) 22.8 Zr 10.5 Tm 0.068
Al (%) 2.35 Nb 0.66 Yb 0.44
Si (%) 21 Mo 0.05 Lu 0.068
P 90 Ru 0.005 Hf 0.28
S 250 Rh 0.001 Ta 0.037
Cl 17 Pd 0.004 W 0.029
K 240 Ag 0.008 Re 0.0003
Ca (%) 2.53 Cd 0.04 Os 0.003
Sc 16 In 0.01 Ir 0.003
Ti 1,200 Sn 0.13 Pt 0.007
V 82 Sb 0.006 Au 0.001
Cr 2,625 Te 0.012 Hg 0.01
Mn 1,045 I 0.01 Tl 0.004
Fe (%) 6.26 Cs 0.021 Pb 0.15
Co 105 Ba 6.6 Bi 0.003
Ni 1,960 La 0.65 Th 0.08
Cu 30 Ce 1.68 U 0.02

Concentrations are given in mg g�1 (ppm), unless stated as ‘‘%,’’ which

are given in wt.%.
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the Earth. Aluminum, a refractory lithophile ele-
ment, is considered the least likely of the
lithophile elements (e.g., silicon, magnesium,
and calcium) to be incorporated in the core.
Thus, an aluminum content for the mantle trans-
lates directly into the aluminum content for the
bulk Earth. This tightly constrained Fe/Al value
also provides a first-order compositional estimate
of the planet that requires no knowledge of light
elements in the core.

Chondritic meteorites display a range of Fe/Al
ratios, with many having a value close to 20
(Allegre et al., 1995), although high Fe/Al
values (35) are found in the iron-rich (EH) ensta-
tite chondrites (Wasson and Kallemeyn, 1988).
Combining these data and extending the deple-
tion pattern for the abundances of nonrefractory,
nonlithophile elements provides a model compo-
sition for the bulk Earth (Figure 5). A model
composition for the bulk Earth is given in
Table 3, which is adapted from McDonough
(2001); Palme and O’Neill present a similar
model. In terms of major elements this Earth
model is iron and magnesium rich and coincident
with the Fe/Mg–Fe/Si compositional trend estab-
lished by chondrites (Figure 3). The Earth’s
volatility trend is comparable, albeit more
depleted, than that of other carbonaceous chon-
drites (data in gray field in Figure 5).

4.4 A COMPOSITIONAL MODEL FOR
THE CORE

As stated earlier, the Earth’s core is domi-
nantly composed of a metallic Fe–Ni mixture.

This fact is well established by seismic data
(P-wave velocity, bulk modulus, and density),
geodynamo observations (the need for it to be
reasonably good electrical conductor), and cos-
mochemical constraints. This then requires that
the core, an iron- and nickel-rich reservoir,

Figure 5 The relative abundances of the elements in the Earth and various carbonaceous chondrites plotted versus the
log of the 50% condensation temperature (K) at 10�4 atm pressure. Data are normalized to CI carbonaceous chondrite
on an equal basis of Mg content. The overall volatility trend for the Earth is comparable to that seen in these chondrites.
The carbonaceous chondrites include CM (filled circles), CV (filled squares), and CO (open triangles) and define the
shaded region. Data for condensation temperatures are from Wasson (1985); chemical data for the chondrites are from

Wasson and Kellemeyn (1988) and for the Earth are from Table 3.

Table 3 The composition of the bulk Earth.

H 260 Zn 40 Pr 0.17
Li 1.1 Ga 3 Nd 0.84
Be 0.05 Ge 7 Sm 0.27
B 0.2 As 1.7 Eu 0.10
C 730 Se 2.7 Gd 0.37
N 25 Br 0.3 Tb 0.067
O (%) 29.7 Rb 0.4 Dy 0.46
F 10 Sr 13 Ho 0.10
Na (%) 0.18 Y 2.9 Er 0.30
Mg (%) 15.4 Zr 7.1 Tm 0.046
Al (%) 1.59 Nb 0.44 Yb 0.30
Si (%) 16.1 Mo 1.7 Lu 0.046
P 715 Ru 1.3 Hf 0.19
S 6,350 Rh 0.24 Ta 0.025
Cl 76 Pd 1 W 0.17
K 160 Ag 0.05 Re 0.075
Ca (%) 1.71 Cd 0.08 Os 0.9
Sc 10.9 In 0.007 Ir 0.9
Ti 810 Sn 0.25 Pt 1.9
V 105 Sb 0.05 Au 0.16
Cr 4,700 Te 0.3 Hg 0.02
Mn 800 I 0.05 Tl 0.012
Fe (%) 32.0 Cs 0.035 Pb 0.23
Co 880 Ba 4.5 Bi 0.01
Ni 18,200 La 0.44 Th 0.055
Cu 60 Ce 1.13 U 0.015

Concentrations are given in mg g�1 (ppm), unless stated as ‘‘%,’’ which
are given in wt.%.
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chemically balances the silicate Earth to make
up a primitive, chondritic planet. Many iron
meteorites, which are mixtures of iron and
nickel in various proportions, are pieces of for-
mer asteroidal cores. These meteorites provide
insights into the compositions of smaller body
cores, given they are products of low-pressure
differentiation, whereas the Earth’s core likely
formed under markedly different conditions.
Thus, the Earth’s core superficially resembles
an iron meteorite; however, such comparisons
are only first-order matches and in detail
we should anticipate significant differences
given contrasting processes involved in their
formation.

4.4.1 Major and Minor Elements

A compositional model for the primitive
mantle and bulk Earth is described above,
which indirectly prescribes a core composition,
although it does not identify the proportion of
siderophile and chalcophile elements in the core
and mantle. The mantle abundance pattern for
the lithophile elements shown in Figure 4 pro-
vides a reference state for reviewing the

abundances of the siderophile and chalcophile
elements in the silicate Earth, which are shown
in Figure 6. All of the siderophile (except gal-
lium) and chalcophile elements plot below the
shaded band that defines the abundance pattern
for the lithophile elements. That these nonlitho-
phile elements fall below this band (i.e., the
planetary volatility trend) indicates that they
are depleted in the mantle, and therefore the
remaining planetary complement of these ele-
ments are in the core. The relative effects of
core subtraction are illustrated in both panels
with light-gray arrows, extending downward
from the planetary volatility trend. The displace-
ment length below the volatility trend (or length
of the downward-pointing arrow) reflects the
element’s bulk distribution coefficient between
core and mantle (e.g., bulk Dmetal/silicate for
Mo > P� Sb).

By combining the information derived from
Figures 4–6, one can construct a compositional
model for the Earth’s core (Table 4), which is
adapted from McDonough (1999). A first-order
comparison of the composition of the bulk Earth,
silicate Earth, and core in terms of weight percent
and atomic proportion is presented in Table 5. The

Figure 6 The relative abundances of the siderophile elements (upper panel) and chalcophile elements (lower panel) in
the primitive mantle (or silicate Earth) plotted versus the log of the 50% condensation temperature (K) at 10�4 atm
pressure. Data are normalized to CI carbonaceous chondrite on an equal basis of Mg content. The gray shaded region
illustrates the relative abundances of the lithophile elements as reported in Figure 4. The light gray, downward pointing
arrows reflect the element’s bulk distribution coefficient between core and mantle during core formation; the longer the

length of the arrow, the greater the bulk D (data sources are as in Figure 4).
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compositional model for the core has a light
element composition that seeks to fit the density
requirements for the outer core and is consistent
with cosmochemical constraints. Significantly,
along with iron and nickel the core contains
most of the planet’s sulfur, phosphorus, and car-
bon budget. Finally, this model composition is
notable in that it is devoid of radioactive elements.
The discussion that follows reviews the issues
associated with compositional models for the
core.

4.4.2 The Light Element in the Core

Given constraints of an outer core density defi-
cit of 5–10% and a host of candidate elements (e.g.,
hydrogen, carbon, oxygen, silicon, and sulfur), we
need to evaluate the relative potential of these ele-
ments to explain core density deficit. Uniformly,
the bolstering of one’s view for these components
in the core involve metallurgical or cosmochemical
arguments, coupled with the identification of can-
didate minerals found in meteorites, particularly
iron meteorites and reduced chondrites (the classic
example being the high-iron (EH) enstatite
chondrite).

Washington (1925), of the Carnegie Institution
of Washington, developed a model for the chemical
composition of the Earth based on the Wiechert
structural model, the Oldham–Gutenburg revised
core radius, and the newly derived Adams–
Williamson relationship (Williamson and Adams,
1923) for determining the density profile of the
planet. Washington’s model for the core assumed
an average density for the core of �10 g cm�3

(cf. �11.5 g cm�3 for today’s models), and a ‘‘con-
siderable amount, up to �5% or so, of phosphides
(schreibersite, (Fe,Ni)3P), carbides (cohenite,
Fe3C), sulfides (troilite, FeS) and carbon (diamond
and graphite).’’ This amazing and insightful model,
which is now �80 yr old, provides us with a good
point from which to consider the light element
component in the core.

There are good reasons to assume that the core
contains some amount of carbon, phosphorus,
and sulfur. These three elements are among the
12 most common in the Earth that account for
>99% of the total mass (Table 5), as based on
geochemical, cosmochemical, and meteoritical
evidence. Seven out of 12 of these elements (not
including carbon, phosphorus, and sulfur) are
either refractory or major component elements,

Table 4 The composition of the Earth’s core.

H 600 Zn 0 Pr 0
Li 0 Ga 0 Nd 0
Be 0 Ge 20 Sm 0
B 0 As 5 Eu 0
C (%) 0.20 Se 8 Gd 0
N 75 Br 0.7 Tb 0
O (%) 0 Rb 0 Dy 0
F 0 Sr 0 Ho 0
Na (%) 0 Y 0 Er 0
Mg (%) 0 Zr 0 Tm 0
Al (%) 0 Nb 0 Yb 0
Si (%) 6.0 Mo 5 Lu 0
P (%) 0.20 Ru 4 Hf 0
S (%) 1.90 Rh 0.74 Ta 0
Cl 200 Pd 3.1 W 0.47
K 0 Ag 0.15 Re 0.23
Ca (%) 0 Cd 0.15 Os 2.8
Sc 0 In 0 Ir 2.6
Ti 0 Sn 0.5 Pt 5.7
V 150 Sb 0.13 Au 0.5
Cr (%) 0.90 Te 0.85 Hg 0.05
Mn 300 I 0.13 Tl 0.03
Fe (%) 85.5 Cs 0.065 Pb 0.4
Co 0.25 Ba 0 Bi 0.03
Ni (%) 5.20 La 0 Th 0
Cu 125 Ce 0 U 0

Concentrations are given in mg g�1 (ppm), unless stated as ‘‘%,’’ which
are given in wt.%.

Table 5 The composition of the bulk Earth, mantle, and core and atomic proportions for abundant elements.

wt.% Earth Mantle Core Atomic prop. Earth Mantle Core

Fe 32.0 6.26 85.5 Fe 0.490 0.024 0.768
O 29.7 44 0 O 0.483 0.581 0.000
Si 16.1 21 6 Si 0.149 0.158 0.107
Mg 15.4 22.8 0 Mg 0.165 0.198 0.000
Ni 1.82 0.20 5.2 Ni 0.008 0.001 0.044
Ca 1.71 2.53 0 Ca 0.011 0.013 0.000
Al 1.59 2.35 0 Al 0.015 0.018 0.000
S 0.64 0.03 1.9 S 0.005 0.000 0.030
Cr 0.47 0.26 0.9 Cr 0.002 0.001 0.009
Na 0.18 0.27 0 Na 0.002 0.002 0.000
P 0.07 0.009 0.20 P 0.001 0.000 0.003
Mn 0.08 0.10 0.03 Mn 0.000 0.000 0.000
C 0.07 0.01 0.20 C 0.002 0.000 0.008
H 0.03 0.01 0.06 H 0.007 0.002 0.030

Total 99.88 99.83 99.97 Total 1.000 1.000 1.000
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and so their abundances in the Earth are relatively
fixed for all planetary models (see also Figure 2).
The remaining five elements are sodium, chro-
mium, carbon, phosphorus, and sulfur (Table 5);
all of these are highly volatile to moderately vola-
tile and estimates of their abundances in the bulk
Earth and core are established from cosmochem-
ical constraints. A significant question concerning
the abundance of carbon, phosphorus, and sulfur
in the core, however, is whether their incorpora-
tion into the core can account for the density
discrepancy?

The planetary volatility trend illustrated in
Figures 4 and 5 does not extend out to the lowest
temperature components, including the ices and
gases (e.g., hydrogen, carbon, nitrogen, oxygen,
and the noble gases). Estimates for the Earth’s
content of these components (Figure 7) are from
McDonough and Sun (1995) and McDonough
(1999, 2001) and are based on data for the Earth’s
mantle and a comparison of carbonaceous chon-
drite data. Figure 7 provides a comparison of the
Earth’s estimate of these elements relative to the
data for chondrites; the estimate for the Earth
comes from an extrapolation of the trend shown
in Figure 5. Although these extrapolations can only
provide an approximate estimate, the abundance of
carbon in the Earth is suggested to be of the order
<0.1 wt.%. This estimate translates to a core having
only �0.2 wt.% carbon (Tables 3 and 4). By com-
parison Wood (1993) estimated a factor of 10–20
times more carbon in the core. Wood’s estimate
seems most unlikely insofar as it is inconsistent
with data for meteorites, which are not markedly
enriched in highly volatile elements (Figure 7).
This view is untenable when compared with data

trends in Figure 5 for the Earth and the carbonac-
eous chondrites. It is also noted that the Earth’s
budget for hydrogen and nitrogen are such that
the core would likely contain a minor amount of
these elements. The consequences of having
hydrogen in the core are significant and have
been reviewed by Williams and Hemley (2001).

There is �90 ppm of phosphorus in the silicate
Earth (McDonough et al., 1985), and the bulk
Earth is estimated to have �0.1 wt.% phosphorus.
Using the relationships in Figure 6 the core is thus
estimated to have �0.20 wt.% phosphorus
(Table 4). Thus, 90% of the planet’s inventory of
phosphorus is in the core (Table 6) and the core’s
metal/silicate phosphorus enrichment factor is
�22. Similarly, the core hosts�90% of the planet’s
carbon budget, and has a metal/silicate enrichment
factor only slightly lower at �17.

The sulfur content of the core is said to
be �1.5–2wt.% (McDonough and Sun, 1995;
Dreibus and Palme, 1996). This number is based
on calculating the degree of sulfur depletion in the
silicate Earth relative to the volatility trend
(Figure 6). Figure 8 illustrates the problem with
suggesting that the core contains 10% sulfur,
which is commonly invoked as the light element
required to compensate for the density deficit in the
outer core. Accordingly, the total sulfur, carbon,
and phosphorus content of the core constitute
only a minor fraction (�2.5wt%) and this mixture
of light elements cannot account for the core’s
density discrepancy. Thus, it is likely that there is
another, more abundant, light element in the core in
addition to these other components.

A model core composition has been con-
structed using silicon as the other light element
in the outer core, which is also consistent with

Figure 7 The relative abundances of C, N, and H in the
Earth plotted versus the log of the 50% condensation
temperature (K) at 10�4 atm pressure. The Earth’s
estimate is based on compositional estimates of these
gases in the mantle and the Earth’s surface, as well as
by comparison with data for carbonaceous chondrites

(data sources are as in Figure 5).

Table 6 The metal/silicate enrichment factor and the
proportion of element in the core relative to the

planet.

Elements Metal/silicate
enrichment

factor

% of planetary
inventory in
the core

Re, PGE >800 98
Au �500 98
S, Se, Te, Mo, As �100 96
N �40 97
Ni, Co, Sb, P �25 93
Ag, Ge, C, W �17 91
Fe (%) �14 87
Cl, Br, and I 10–15 85
Bi and Tl �10 80
H and Hg �6 70
Cu, Sn, Cd, Cr 3–4 60–65
Cs and Pb �3 55–60
V �2 50
Si and Mn 0.3 �10
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evidence for core formation at high pressures
(e.g., 20–30 GPa). This model is at best tentative,
although comparisons of Mg/Si and Fe/Si in the
Earth and chondrites (Figure 2) show that it is
permissible. Silicon is known to have siderophilic
behavior under highly reducing conditions and is
found as a metal in some enstatite chondrites. A
number of earlier models have suggested silicon
as the dominant light element in core (Macdonald
and Knopoff, 1958; Ringwood, 1959; Wänke,
1987; O’Neill, 1991b; Allegre et al., 1995;
O’Neill and Palme, 1997). The estimate for sili-
con in the core is based on the volatility curve for
lithophile elements in the Earth (Figure 4).

An alternative case can be made for oxygen as
the predominant light element in the core. On the
grounds of availability, oxygen is a good candi-
date; it is the second most abundant element in the
Earth and only a few percent might be needed to
account for the core’s density discrepancy.
However, O’Neill et al. (1998) point out that
oxygen solubility in iron liquids increases with
temperature but decreases with pressure and thus
showed that only �2% or less oxygen could be
dissolved into a core forming melt. The planetary
volatility trend provides no guidance to the core’s
oxygen abundance. A plot of the log 50% con-
densation temperature versus element abundance
(i.e., Figure 5) does not consider oxygen, because
its 50% condensation temperature is not consid-
ered in systems where it is the dominant element
in rocks and water ice. The core and Earth

model composition, assuming oxygen as the
light element in the core, is presented in Table 7,
along with that for the silicon-based model. Both
model compositions attempt to fit the density
requirements for the outer core by assuming a
mean atomic number of �23, following Birch
(1966). In terms of the light-element-alloy compo-
nent in the core, this results in �9% (by weight) for
the silicon-based model and �6% (by weight)
for the oxygen-based model (Table 7).

Less attractive models that consider complex
mixtures (e.g., Si–O mixture) are unlikely, given
the conditions required for core formation.
O’Neill et al. (1998), Hillgren et al. (2000), and
Li and Fei have reviewed the literature on the
topic concluding that silicon and oxygen are
mutually exclusive in metallic iron liquids over
a range of pressures and temperatures. Until there
is a clear resolution as to which compositional
model is superior, we must entertain multiple
hypotheses on the core’s composition. The two
compositional models for the core presented here
(a silicon-bearing core versus an oxygen-bearing
core) are offered as competing hypotheses.

4.4.3 Trace Elements in the Core

The abundance of trace siderophile elements
in the bulk Earth (and that for the core) may be
constrained by examining their abundance ratios

Figure 8 An illustration showing where S would plot if
the core contained 10 wt.% sulfur so to account for the
core’s density discrepancy (see text for further
discussion). The relative abundances of the elements in
the Earth are plotted versus the log of the 50%
condensation temperature (K) at 10�4 atm pressure.
Data are normalized to CI carbonaceous chondrite on
an equal basis of Mg content. The overall volatility
trend for the Earth is comparable to that seen in these
chondrites. The shaded region for the carbonaceous
chondrites is the same as in Figure 5 (data sources are

as in Figure 5).

Table 7 Compositional comparison of two models for
the Earth and core.

wt.% Si-bearing O-bearing

Earth Core Earth Core

Fe 32.0 85.5 32.9 88.3
O 29.7 0 30.7 3
Si 16.1 6 14.2 0
Ni 1.82 5.2 1.87 5.4
S 0.64 1.9 0.64 1.9
Cr 0.47 0.9 0.47 0.9
P 0.07 0.20 0.07 0.20
C 0.07 0.20 0.07 0.20
H 0.03 0.06 0.03 0.06

Mean atomic # 23.5 23.2

Atomic proportions
Fe 0.768 0.783
O 0.000 0.093
Si 0.107 0.000
Ni 0.044 0.045
S 0.030 0.029
Cr 0.009 0.009
P 0.003 0.003
C 0.008 0.008
H 0.030 0.029

Total 1.000 1.000

120 Compositional Model for the Earth’s Core



in chondrites. Figure 9 presents data for various
groups of chondrites, which show limited
variation for Fe/Ni (17.5) and Ni/Co (20), and
slightly more variation for Fe/Cr (67) and Cr/V
(45). Using the iron content for the core and the
silicate Earth abundances for iron, nickel,
cobalt, chromium, and vanadium, the Earth’s
core composition is established by assuming
chondritic ratios of the elements for the planet.
Following similar lines of reasoning for
siderophile and chalcophile elements, the
trace element composition of the core is also
determined (Tables 4 and 6).

Based on these results, the core appears to be
rich in chromium and vanadium (i.e., 50–60% of
the planet’s budget for these elements, Table 6),
with a minor amount of manganese in the core
(�10% of the planet’s budget). Discussions relat-
ing to incorporation of chromium into the core
usually also involve that for manganese and vana-
dium, because the partitioning behavior of these
three elements during core formation may have
been similar (Ringwood, 1966; Dreibus and
Wänke, 1979; Drake et al., 1989; Ringwood
et al., 1990; O’Neill, 1991a; Gessmann and
Rubie, 2000). However the model presented here
does not take into account element partitioning
behavior during core formation, it is solely based
on the planetary volatility trend and a model com-
position for the silicate Earth.

The minor amount of manganese in the core
reflects the volatility model assumed for this
element. O’Neill and Palme (1997) argue that man-
ganese and sodium have similar volatilities based
on the limited variation in Mn/Na ratios in chon-
drites. However, a plot of Na/Ti versus Mn/Na in
chondrites (Figure 10) shows that indeed Mn/Na
varies as a function of volatility; this illustration
monitors volatility by comparing titanium, a refrac-
tory lithophile element, with sodium, a moderately

lithophile element. Therefore, given the planetary
volatility trend (Figure 4) and a reasonably well-
constrained value for Na/Ti in the silicate Earth
(McDonough and Sun, 1995), one estimates a pla-
netary Mn/Na value of 0.45 for the Earth, implying
that the core hosts�10% of the planet’s manganese
budget.

The behavior of gallium, a widely recognized
siderophile element, during core formation appears
to be the most anomalous; this is most clearly
illustrated by noting that gallium plots directly on
the planetary volatility trend (Figure 6, top panel),
indicating its undepleted character in the mantle.
This result implies that there is little to no gallium
in the Earth’s core, which is a most unexpected

Figure 9 A plot of the variation in Fe/Ni, Ni/Co, Fe/Cr, and Cr/V values in various chondrites and the Earth. The
different groups of carbonaceous chondrites include CI, CM, CV, CO, CR, and CK; the ordinary chondrites include H-,
L-, and LL-types, and the enstatite chondrites include EH- and EL-types. The error bars represent the 1 SD of the data
population. The Earth’s composition is shown in the shaded bar and data are from Table 3 (including data are from

various papers of Wasson and Kellemeyn cited in Wasson and Kellemeyn (1988)).

Figure 10 A plot of the variation in Na/Ti versus Mn/
Na ratios in chondritic meterorites and the Earth. Data for
chondrites are from Wasson and Kellemeyn (1988). The
value for the Na/Ti ratio of the silicate Earth is indicated
with an arrow (data from McDonough and Sun, 1995).
The regression line, R2 value, and the coefficients for the
line equation are derived from the data for chondrites, not
including the low-Fe enstatite chondrite. This regression
and the Na/Ti ratio of the silicate Earth together provide a
method to estimate the Mn/Na ratio for the Earth and
indicate that the core is likely to contain a small fraction

of the Earth’s Mn budget.
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result. The silicate Earth’s gallium content of 4
ppm is well established and there is little uncer-
tainty to this number (McDonough, 1990). In the
silicate Earth gallium follows aluminum (these
elements are above one another on the periodic
table) during magma generation, as well as during
the weathering of rocks, with overall limited and
systematic variations in Al/Ga values in rocks.
That gallium plots within the field defined by
the moderately volatile and highly volatile litho-
phile elements (Figure 6) suggests that either
the assumed temperature at 50% condensation is
incorrect (unlikely given a wide spectrum of
supporting meteorite data), or gallium behaves
solely as a lithophile element during core forma-
tion. If the latter is true, then determining under
what conditions gallium becomes wholly litho-
phile provides an important constraint on core
formation.

The composition of the Earth’s core, which
was likely established at relatively high pres-
sures (�20 GPa), can be compared with that of
iron meteorites, which are low-pressure
(<1 GPa) differentiates. Wasson’s (1985) chemi-
cal classification of iron meteorites uses nickel,
gallium, germanium, and iridium to divide them
into 13 different groups. He shows that gallium
is clearly a siderophile element found in abun-
dance in the metal phases of iron meteorites.
Also, gallium is highly depleted in achondrites.
A comparison of the composition of the Earth’s
core with that of different iron meteorites is
given in Figure 11. The Earth’s core and some
iron meteorites have comparable nickel, germa-
nium, and iridium contents, albeit on the low
end of the nickel spectrum. In contrast, the gal-
lium content of the Earth’s core (Figure 11) is
substantially lower than that found in all iron

meteorites, which may reflect the markedly dif-
ferent conditions under which core separation
occurred in the Earth.

It has been suggested that there is niobium in
the core (Wade and Wood, 2001). This suggestion
is based on the observation that niobium is side-
rophile under reducing conditions (it is not
uncommon to find niobium in steels) and if core
extraction were sufficiently reducing, then some
niobium would have been sequestered into the
core. In addition, Wade and Wood (2001)
observed that the partitioning data for niobium
mimicked that for chromium and vanadium.
Given the distribution of chromium and vanadium
between the core and mantle, it is expected that a
considerable portion of the Earth’s niobium bud-
get is hosted in the core. The Wade and Wood
model was, in part, developed in response to the
observations of McDonough (1991) and Rudnick
et al. (2000), who reported that niobium and tan-
talum are depleted in the upper mantle and crust
and that both reservoirs have low Nb/Ta values
relative to chondrites. These observations lead
to the suggestion that refractory components
of subducting oceanic crust would contain the
complementary niobium- and tantalum-enriched
reservoir of the silicate Earth (McDonough,
1991; Rudnick et al., 2000). However, Wade and
Wood (2001) proposed an alternative model in
which niobium, but not tantalum, is extracted
into the core. To address this issue it is useful to
examine the relative abundances of Nb–Ta–La
in the crust–mantle system, because this triplet
may characterize silicate Earth processes and
reservoirs.

The range of Nb/Ta and La/Ta values in the
continental crust and depleted mantle (MORB
source) are given in Figure 12. This illustration

Figure 11 A plot of the variation in Ni versus Ir, Ni versus Ga, and Ni versus Ge in iron meteorites and the Earth.
Data for the iron meteorites are adapted from the work of Wasson (1985). Data for the Earth’s core are from Table 4.
The plot of Ni–Ir shows that the composition of the Earth’s core is comparable to that of various iron meteorites,
whereas the Earth’s core appears to have a slightly lower Ge content and a markedly lower Ga; the latter being unlike
anything seen in iron meteorites. These four elements are the ones that are used to define the chemical classification
of iron meteorites (reproduced by permission of W. H. Freeman fromMeteorites, Their Record of Early Solar-system

History, 1985, p. 41, 42).
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shows that both of these major silicate reservoirs
are clearly depleted in Nb/Ta relative to chon-
drites. In addition, both the continental crust and
the depleted source regions of MORBs plot in
the field that characterizes depletions of both
niobium and tantalum relative to lanthanum,
and tantalum relative to niobium. Niu and
Batiza (1997) showed that during melting
DNb <DTa <DLa such that increasing melt extrac-
tion depletes the MORB source regions
respectively and progressively in these elements
so that they would plot in the same field as
continental crust (Figure 12). This demonstrates
that both the production of continental and ocea-
nic crusts result in the production of a crustal
component that, when processed through a sub-
duction zone filter, generates residues with high
Nb/Ta and low La/Ta that remain in the mantle.
Is the core another niobium-enriched reservoir in
the Earth? As of early 2000s, this is an unre-
solved issue, but crucial tests of this hypothesis
will be gained by further examination of silicate
Earth samples, iron meteorites, and further tests
from experimental petrology.

Finally, Table 4 lists the halides—chlorine,
bromium, and iodine—in the core. McDonough
and Sun (1995) noted the marked depletion of
these elements in the silicate Earth and suggested
that this effect is due possibly to their incorpora-
tion into the Earth’s core, or that the region of the
nebula at 1 AU was anomalously depleted in the
halides. There are iron halides, some of which are
found in chondrites. However, such halides in
chondrites are believed to be decompositional
products created during terrestrial weathering
(Rubin, 1997).

4.5 RADIOACTIVE ELEMENTS IN
THE CORE

Those that have suggested the presence of
radioactive elements in the Earth’s core have
usually done so in order to offer an alterative
explanation for the energy needed to run the geo-
dynamo, and/or as a way to explain Earth’s
volatile elements inventory. Potassium is com-
monly invoked as being sequestered into the
Earth’s core due to: (i) potassium sulfide found
in some meteorites; (ii) effects of high-pressure
s–d electronic transitions; and/or (iii) solubility of
potassium in Fe–S (and Fe–S–O) liquids at high
pressure. Each of these is considered below and
rejected.

The cosmochemical argument for potassium in
the core is based on the presence of a potassium
iron sulfide (djerfisherite) and sodium chromium
sulfide (carswellsilverite) in enstatite chondrites,
and the plausibility of these phases in core-forming
liquids (Lodders, 1995). However, this hypothesis
does not consider that enstatite chondrites also
contain a myriad of other (and more abundant)
sulfides, including niningerite ((Mg,Fe)S), tita-
nium-bearing troilite (FeS), ferroan alabandite
((Mn,Fe)S), and oldhamite (CaS). These common,
higher-temperature sulfide phases contain substan-
tial concentrations of REE and other refractory
lithophile elements (see review in Brearley and
Jones (1998)). If these were incorporated into the
Earth’s core, the composition of the silicate Earth
would be grossly changed on both an elemental
and isotopic level. However, there is no evidence,
even at the isotopic level (e.g., Sm/Nd and Lu/Hf
systems), for REE depletion in the silicate Earth
and, thus, it is unlikely that such sulfides were
incorporated into the core. The mere identification
of a potassium-bearing sulfide does not demon-
strate the existence of potassium in the core; it
simply allows for the possibility. Plausibility argu-
ments need to be coupled with corroborating
paragenetic evidence that is also free of negating
geochemical consequences.

The s–d electronic transitions occur at higher
pressures, particularly for larger alkali metal ions
(e.g., caesium, rubidium, and potassium). Under
high confining pressures the outer most s-orbital
electron transforms to a d1-orbital configuration,
resulting in transition metal-like ions. This electro-
nic transition changes the chemical characteristics
of the ion making it more siderophilic and poten-
tially allowing it to be sequestered into the core. It
has been suggested that some amount of caesium
(see Figure 4) may have been sequestered into the
Earth’s core via this mechanism (McDonough and
Sun, 1995). However, data for rubidium and
potassium show that this effect is unlikely to have
taken place based on the depletion pattern for the
moderately volatile lithophile elements.

Figure 12 A plot of the Nb/Ta and La/Ta variation in
MORB and the continental crust. The continental crust,
MORBs, and their source regions all plot below the
chondritic Nb/Ta value. Likewise, the continental crust
plots and depleted MORB source regions are strongly
depleted in Ta relative to La. See text for further details
(data for MORB are from the PetDB resource on
the web (http://petdb.ldeo.columbia.edu/petdb/); the
estimate of the continental crust from Rudnick and

Gao (Chapter 5).
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The third argument for the presence of radio-
activity in the core usually involves finding a
condition (P–T–X–fO2

) under which potassium is
soluble (Hall and Rama Murthy, 1971; Lewis,
1971; Chabot and Drake, 1999). Gessmann and
Wood (2002) demonstrated that potassium is solu-
ble in Fe–S and Fe–S–O liquids at high pressure;
these authors argued that potassium was seques-
tered into the core. However, these experimental
studies suffer from either examining only simple
liquid systems (e.g., synthetic Fe–Ni–S), or over-
looking the consequences of other minor and trace
elements (e.g., Th, U, and REE). In the case of the
Gessmann and Wood (2002) study, calcium is also
incorporated into the metallic liquid and the con-
sequences of this are that it creates even more
problems. For example, the silicate Earth has a
calcium content that is in chondritic proportions
to other refractory lithophile elements (e.g., Ca/
Al, Ca/Sc, Ca/Yb), demonstrating that there was
neither calcium nor potassium incorporated into the
core. Similar arguments can also be made for ura-
nium and thorium, which are also based on ratios
with other refractory lithophile elements. No
experimental evidence exists that shows similar
solubility for uranium and thorium (i.e., two ele-
ments with significantly different siderophilic
behavior) in Fe–S and Fe–S–O liquids at high
pressure that does not incorporate other refractory
lithophile elements.

An Earth’s core containing a significant
amount of radioactive elements has been proposed
by Herndon (1996). This model envisages a
highly reduced composition for the whole Earth
and, in particular, for the core. Unfortunately,
Herndon has developed a core compositional
model that is inconsistent with chemical and iso-
topic observations of the Earth’s mantle and a
chondritic planetary composition. Herndon’s core
contains significant quantities of calcium, magne-
sium, uranium, and other elements typically
considered lithophile. Drawing upon analogies
with enstatite chondrites (highly reduced meteor-
ites), Herndon has suggested that these elements
were extracted into a metal phase as sulfides (e.g.,
oldhamite and niningerite). However, these phases
are known to grossly fractionate many lithophile
elements from one another (Crozaz and Lundberg,
1995), which would lead to a mantle with signifi-
cantly nonchondritic ratios of Sm/Nd, Lu/Hf,
and Th/U (element pairs constrained by isotopic
evidence), as well Ca/Ti, Ca/Al, Ti/Sc, and others
(element pairs whose bulk mantle properties are
well constrained to be chondritic in the mantle),
and this is not observed (McDonough and Sun,
1995).

Finally, there is a question of the need for
radioactive heating of the core to support the
necessary energy budget. Some geophysicists
have speculated that there is either potassium or

uranium in the core that supplies a portion of the
core’s power budget. These model calculations
for the energy budget in the Earth’s core are
nontrivial and involve a number of parameters,
with many assumptions and extrapolations of
data to appropriate core conditions (Gubbins,
1977; Gubbins et al., 1979; Buffett and
Bloxham, 2002). The competing models of the
geodynamo require different amounts of energy
to drive convection in the outer core, and the
details of the various models are vastly different
(Glatzmaier, 2002). Labrosse et al. (2001) pro-
posed a model for the timing and rate of inner
core solidification that requires radioactive heat-
ing. Likewise, Anderson (2002) examined the
energy balance at the CMB and concluded that
there is a need for some amount of radioactive
heating in the core. In contrast, no radioactive
heating is required in other models of the core’s
energy budget (Stacey, 1992), which is consistent
with geochemical evidence for its general
absence in the core.

4.6 TIMING OF CORE FORMATION

Defining the age and duration of core formation
depends on having an isotope system in which the
parent–daughter isotope pairs are fractionated by
core subtraction over a time interval within the
functional period of the system’s half-life.
Fortunately, analytical advances in the W–Hf iso-
tope system provide us with a tool to gauge the
timing of core formation (Kleine et al., 2002; Yin
et al., 2002).

The W–Hf isotope system involves the decay
of 182Hf to 182W with a half-life of 9Myr (thus
the system became extinct within the first
100Myr of Earth history). Both hafnium and
tungsten are refractory elements (lithophile and
siderophile, respectively) and thus their relative
concentration in the Earth is set at chondritic.
Some 90% of the Earth’s budget of tungsten is
hosted in the core (Table 6), whereas all of the
planet’s hafnium is hosted in the silicate Earth.
Early studies found that iron meteorites have
lower 182W/184W isotopic compositions (by
about some 4"182W units, where " units express
difference in parts per 10,000) than the Earth
(Lee and Halliday, 1995; Harper and Jacobsen,
1996; Horan et al. (1998)); the Lee and Halliday
(1995) study found no difference between the
Earth and chondrites for their tungsten isotopic
compositions. The findings of Lee and Halliday
(1995), however, have been challenged by
Yin et al. (2002), Kleine et al. (2002), and
Schoenberg et al. (2002), who found that the
Earth’s tungsten isotopic composition is some
2"182W units higher than that of chondrites.
(These studies measured some of the same
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chondrites as reported in the Lee and Halliday
(1995) study and were able to resolve the com-
positional differences between the Earth and
chondrites.) This difference means that core
separation was very early, and happened prior
to the effective decay of the 182Hf system such
that the tungsten remaining in the silicate Earth
became enriched in 182W relative to that in the
core. These studies demonstrate that much of the
core’s separation must have been completed by
�30Ma after t0 (4.56 Ga) in order to explain the
Earth’s higher "182W signature (Figure 13). There
are possible scenarios in which one could argue
for significantly shorter, but not longer time
interval for core formation (Kleine et al., 2002;
Yin et al., 2002). By implication the core must
have an "182W of about �2.2 compared to the zero
value for the silicate Earth.

The U–Pb, Tc–Ru (98Tc has a half-life between
4 Ma and 10 Ma), and Pd–Ag (107Pd has a half-
life of 9.4 Ma) isotope systems have also been
examined in terms of providing further insights
into the timing of core separation. Overall, the
results from these systems are definitive, but not
very instructive. The extinct systems of Tc–Ru
and Ag–Pd have parent and daughter isotopes
that are siderophilic and so were strongly parti-
tioned into the core during its formation. The
absence of isotopic anomalies in these systems
indicates that core separation left no signature
on the silicate Earth. The extant U–Pb system
(235U with a half-life of 0.7 Ga) has also been
examined with respect to the incorporation of

lead into the core, with the result being that
core separation must have happened within the
first 100Myr of the Earth’s formation in order
to reconcile the lead isotopic evolution of the
silicate Earth (see review of Galer and Goldstein
(1996)).

4.7 NATURE OF CORE FORMATION

Core formation is not a well-understood pro-
cess. Constraints for this process come from
pinning down the timing of the event, characteriz-
ing its bulk chemical properties, and establishing a
bulk Earth compositional model. The W–Hf iso-
tope studies dictate that core formation happened
early and was virtually completed within 30 Ma of
solar system formation. The findings of Li and
Agee (1996) and related studies demonstrate that
the integrated pressure and temperature of core
formation was accomplished at mid- to upper-man-
tle conditions, not in predifferentiated planetismals.
This finding, however, does not preclude the accre-
tion of predifferentiated planetismals; it simply
requires that these additions were rehomogenized
back into the larger and still evolving Earth system.
Finally, the nickel content of the silicate Earth
places significant restrictions on oxidation poten-
tial of the mantle during core formation. These
findings have led to the competing hypotheses
of homogeneous and heterogeneous planetary
accretion (Wänke, 1981; Jones and Drake, 1986).
The former envisages the composition of accreting
materials to remain constant throughout Earth’s
growth history, whereas heterogeneous accretion
models postulate that there was a significant com-
positional shift during the latter stages of the
Earth’s growth history. These models were devel-
oped in order to account for the observed chemical
features of the mantle.

The homogeneous accretion model requires a
fairly restricted set of conditions to attain the
silicate Earth composition observed today (Jones
and Drake, 1986). Continued support for this
model is wanning given its failure to reconcile
a number of rigorous chemical and isotopic con-
straints (see reviews of O’Neill, 1991b; O’Neill
and Palme, 1997; and Palme and O’Neil). For
example, it is well established from osmium iso-
tope studies (Meisel et al., 1996; Walker et al.,
1997, 2002) that the mantle abundances of rhe-
nium, osmium, and platinum are in chondritic
proportions (to within 3% and 10% uncertainty,
respectively, for Re/Os and Pt/Os) and as of 2003
no model of homogeneous accretion has been
successful in generating such a result. In order
to address these and other issues (e.g., the high
nickel, sulfur, and selenium content of the mantle)
many have appealed to models of heterogeneous

Figure 13 An evolutionary model of time versus the
"182W composition of the silicate Earth for the first 50 of
Earth’s history. The higher "182W composition of the
Earth relative to chondrites can only be balanced by a
complementary lower than chondrites reservoir in the
core. Extraction age models for the core are a function
of the decay constant, the difference between the silicate
Earth and chondrites, the proportion of W and Hf in the
mantle and core and the rate of mass extraction to the
core. Details of these models are given in the above
citations, with the upper limit of the age curves shown
here (sources Yin et al., 2002; Kleine et al., 2002;

Schoenberg et al., 2002).
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accretion (Morgan et al., 1981; Wänke, 1981;
Wänke and Dreibus, 1982; Ringwood, 1984;
O’Neill, 1991b; O’Neill and Palme, 1997).

Heterogeneous accretion models for the forma-
tion of the Earth advocate the initial accretion of
refractory, less-oxidized components that make up
the bulk of the planet (some 50–80%), followed
by the accretion of a lower-temperature, more
oxidized component (e.g., perhaps comparable to
carbonaceous chondrites). The overall nature of the
initially refractory material is not well character-
ized, but it could have affinities to ordinary or
enstatite chondrites. These two-component mixing
models seek to reconcile the observational con-
straints from chemical and isotopic studies of
the silicate Earth. As of early 2000s, we do not
have sufficient data to identify in detail the nature
of these two components of accretion if they
existed.

Data for sulfur, selenium, and tellurium (the
sulfonic elements, the latter two are also strongly
chalcophile and sit below sulfur on the periodic
table) show that these elements were sequestered
into the core in equal proportions (Figure 6). The
upper and lower panels of Figure 6 also show that
the mantle content of the highly siderophile
elements (HSEs)—rhenium and gold—and the
platinum group elements (PGEs)—ruthenium,
rhodium, palladium, osmium, iridium, and plati-
num—are depleted to approximately the same
level as that for the sulfonic elements. This is
consistent with all of these elements being deliv-
ered to the mantle by either the entrainment of
small amounts of a core material in plumes com-
ing off of the early CMB (McDonough, 1995) or a
model that invokes the addition of a late stage
veneer component added to the Earth (Kimura
et al., 1974; Chou, 1978; Morgan et al., 1981).
Quantitatively, it has been demonstrated that
either an endogenous delivery mechanism (former
model) or an exogenous delivery model (the latter
model) is consistent with the early (ca. pre-4.0 Ga)
addition of a sulfonic-HSE component to the
mantle (McDonough, 1995).

The endogenous delivery mechanism is ineffi-
cient in that it requires core entrainment by plumes
that arise off of a newly formed CMB. Kellogg and
King (1993) and Kellogg (1997) have shown that
such plumes can incorporate �<1% of core mate-
rial and that this material can be re-entrained back
into the mantle. However, such plumes would have
been considerably more vigorous during the
Hadean, assuming a significant temperature con-
trast across the core–mantle boundary (i.e.,
established some 105–108 yr following accretion
and core formation) and a higher-temperature
state of the planet resulting from accretion, Moon
formation, and core separation. Therefore, it is
likely that some degree of entrainment of core

material into the mantle occurs in the aftermath of
establishing a core–mantle boundary.

Walker et al. (2002) demonstrated that the pri-
mitive upper mantle has 187Os/188Os values similar
to ordinary and enstatite chondrites, and that this
mantle signature is distinct from that of carbonac-
eous chondrites. These observations translate to
different Re/Os values in different chondrite
classes (ordinary, enstatite, and carbonaceous),
with the mantle having Re/Os a value unlike that
of carbonaceous chondrites. This raises the impor-
tance of this late addition (i.e., the sulfonic-HSE
signature material), given its distinctive composi-
tion. Therefore, the diagnostic sulfonic-HSE
signature of the mantle reflects either the nature
of the very earliest accreted material delivered to
the forming Earth (the endogenous model) or that
delivered at the final stages of accretion (the exo-
genous model).

If the sulfonic-HSE signature derives from
material extracted from the core, we can use
its HSE signature to characterize the nature of
material delivered to the early accreting Earth.
Standard heterogeneous accretion models argue
that this early accreting material is reduced,
with compositional characteristics comparable to
ordinary chondrites. Thus, the observations of
Walker et al. (2002) on Re/Os values of the silicate
Earth are consistent with the early accretion of a
reduced component. Alternatively, the exogenous
delivery model (i.e., late veneer component)
would contradict standard heterogeneous accretion
models, which envisage accretion of an initial
reduced component followed by the subsequent
accretion of a more oxidized component. Thus,
the exogenous model requires yet another, final
shift in the oxidation state of the late accretion
material.

In summary, core formation was early and fast
and was accomplished at mid- to upper-mantle
conditions in a hot energetic Earth. Given silicon
as the dominant light element component in the
core, then core–mantle equilibrium occurred
under fairly reducing conditions. (If instead oxygen
was the dominant light element component in the
core, then core–mantle equilibrium occurred under
fairly oxidizing conditions.)

4.8 THE INNER CORE,
ITS CRYSTALLIZATION,
AND CORE–MANTLE EXCHANGE

The solid inner core represents only �5% of the
core’s mass and �4% of its volume. Geophysical
models of the inner core have identified its
structure, elastic properties, and modeled its crys-
tallization history. This, without question, is the
most remote region of the planet and little is
known of its properties and origins. There are no
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direct insights to be gained from either composi-
tional studies of the mantle or those of meteorites.
The high-pressure conditions of the inner core
limit the applicability of any insights drawn from
analogies with iron meteorites, which were formed
at <1 GPa conditions.

Labrosse et al. (1997, 2001) examined the
power budget for the core and its implications
for inner core crystallization. These calculations
generally find that inner core crystallization began
in the latter half of Earth’s history (ca. 1–2Ga) and
that some amount of radioactive heating is neces-
sary to extend the age of crystallization back in
time (Labrosse et al., 2001). Similarly, Brodholt
and Nimmo (2002) concluded that models for
inner core crystallization could perhaps be devel-
oped with long lifetimes (�2.5Ga) for inner core
crystallization with some potassium in the core
producing radioactive heating. A long protracted
history for inner core crystallization, however,
would satisfy those who view the paleomagnetic
record in 3.5Ga old rocks as evidence for an
inner core, which gave rise to the early Earth’s
geomagnetic field. The fundamental problem with
developing an early inner core (i.e., older than
2.5Ga) is with Earth’s cooling rates, and the
power needed to drive the geodynamo.

Isotopic studies have also considered ways in
which to constrain the timing of inner core crystal-
lization. Walker et al. (1995) argued that
enrichment of 187Os/188Os in some plume-derived
systems relative to the ambient mantle was a sig-
nature from the outer core delivered by CMB-
originating plumes. The origin of this isotopic sig-
nature would be due to inner core crystallization,
which produces an outer core relatively enriched in
187Re (the parent isotope) but still overall depleted
in rhenium and osmium. Following this, Brandon
et al. (1998) found coupled enrichments in
187Os/188Os and 186Os/188Os similar to those pre-
dicted by Walker et al. (1995), which provided
further support for Walker’s model of inner core
crystallization that left behind an outer core rela-
tively enriched in 187Re and 190Pt (the parent
isotopes) with respect to osmium. These con-
straints, however, argued for significant element
fractionation due to inner core crystallization that
was relatively early and rapid in the Earth’s history
(<1Ga) in order to obtain the observed elevated
isotopic compositions. Brandon et al. (2003) have
extended these observations to include the
Cretaceous komatiite suite from Gorgona Island
and again re-enforced a model of early and rapid
growth of the inner core, conclusions that are
not mutually exclusive with findings from
Labrosse et al. (2001) but are more difficult to
reconcile.

In summary, there are two models of inner core
crystallization: one involving early and rapid
growth (osmium isotopic model) and one involving

later, slow growth (energy balance model). These
models address very different problems and con-
cerns, are mutually independent, and reach
somewhat divergent conclusions. The inner core
exists and began forming after core formation
(i.e., after the first 30 Ma of Earth’s history). In
addition, the generation and maintenance of a pla-
netary dynamo does not require inner core growth
(Stevenson, 2003). Thus, as of 2003, we are unable
to resolve the issue of when inner core crystalliza-
tion began.

A final observation on the amount of core–
mantle exchange, albeit on a less sensitive scale,
can be gained from studies of peridotites. It is
recognized that by �3.8 Ga, when we begin to
have a substantial suite of crust and mantle sam-
ples, the mantle’s composition is relatively fixed
as far as key ratios of lithophile-to-siderophile
elements in mantle samples. McDonough and
Sun (1995) showed that ratios of Mg/Ni and
Fe/Mn in the mantle have been fixed (total of
�15% SD for both ratios) for mantle peridotites
spanning the age range 3.8 Ga to present (their
Figure 7), which is inconsistent with continued
core–mantle exchange. At a finer scale, there is
�20% variation in P/Nd values of Archean to
modern basalts and komatiites, which because of
the core’s high P/Nd value (virtually infinity) and
mantle’s low value (�70� 15) restricts mass
exchange between the core and mantle to <1%.
Collectively, these and other ratios of lithophile
(mantle)-to-siderophile (core) elements bound the
potential core–mantle exchange to <1% by mass
since core formation. The suggested mass fraction
of core–mantle exchange based on Re–Os and
Pt–Os isotopic studies is at a much smaller scale
by at least two orders of magnitude, the scaling is
only relative to the mass of the upwelling plume.

4.9 SUMMARY

An estimate of the density deficit in the core is
�5–10% (Boehler, 2000; Anderson and Isaak,
2002); the uncertainty in this estimate is domi-
nantly a function of uncertainties in the pressure
and temperature derivatives of EOS data for candi-
date core materials and knowledge of the
temperatures conditions in the core. A tighter con-
straint on this number will greatly help to refine
chemical and petrological models of the core. A
density deficit estimate for the inner core is 4–5%
(Hemley and Mao, 2001).

The Fe/Ni value of the core (16.5) is well
constrained by the limited variation in chondritic
meteorites (17.5� 0.5) and the mantle ratio (32),
as well as the mass fraction of these elements in
the two terrestrial reservoirs. The total content of
sulfur, carbon, and phosphorus in the core repre-
sents only a minor fraction (�2.5 wt.%) of the
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light element component and this mixture is
insufficient to account for the core’s density dis-
crepancy. A model composition of the core using
silicon as the additional light element in the outer
core is preferred over an alternative composition
using oxygen as the other light element. Within
the limits of our resolving power, either model is
tenable.

The trace element content of the core can be
determined by using constraints derived from the
composition of the mantle and that of chondritic
meteorites. This approach demonstrates that there
is no geochemical evidence for including any
radioactive elements in the core. Relative to the
bulk Earth, the core contains about half of the
Earth’s vanadium and chromium budget and it is
equivocal as to whether the core hosts any niobium
and tantalum. As compared to iron meteorites, the
core is depleted in germanium and strongly
depleted in (or void of) gallium. Collectively,
the core’s chemical signature provides a robust set
of restrictions on core formation conditions
(i.e., pressure, temperature, and gas fugacity).

The W–Hf isotope system constrains the age of
core–mantle differentiation to within the first 30
Ma years of Earth’s history (Kleine et al., 2002;
Yin et al., 2002). However, the age of inner core
crystallization is not resolved.
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5.1 INTRODUCTION

The Earth is an unusual planet in our solar
system in having a bimodal topography that
reflects the two distinct types of crust found on

our planet. The low-lying oceanic crust is thin
(�7 km on average), composed of relatively
dense rock types such as basalt and is young
(�200 Ma old). In contrast, the high-standing
continental crust is thick (�40 km on average),
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is composed of highly diverse lithologies (vir-
tually every rock type known on Earth) that
yield an average intermediate or ‘‘andesitic’’
bulk composition (Taylor and McLennan (1985)
and references therein), and contains the oldest
rocks and minerals yet observed on Earth (cur-
rently the 4.0 Ga Acasta gneisses (Bowring and
Williams, 1999) and 4.4 Ga detrital zircons from
the Yilgarn Block, Western Australia (Wilde et al.,
2001)), respectively. Thus, the continents pre-
serve a rich geological history of our planet’s
evolution and understanding their origin is critical
for understanding the origin and differentiation of
the Earth.

The origin of the continents has received wide
attention within the geological community, with
hundreds of papers and several books devoted to
the topic (the reader is referred to the following
general references for further reading: Taylor and
McLennan (1985), Windley (1995), and Condie
(1997). Knowledge of the age and composition of
the continental crust is essential for understanding
its origin. Patchett and Samson review the pre-
sent-day age distribution of the continental crust
and Kemp and Hawkesworth review secular evo-
lution of crust composition. Moreover, to
understand fully the origin and evolution of con-
tinents requires an understanding of not only the
crust, but also the mantle lithosphere that formed
more-or-less contemporaneously with the crust
and translates with it as the continents move
across the Earth’s surface.

This chapter reviews the present-day composi-
tion of the continental crust, the methods employed
to derive these estimates, and the implications of
the continental crust composition for the formation
of the continents, Earth differentiation, and its
geochemical inventories.

5.1.1 What is the Continental Crust?

In a review of the composition of the continental
crust, it is useful to begin by defining the region
under consideration and to provide some general-
ities regarding its structure. The continental crust, as
considered here, extends vertically from the Earth’s
surface to the Mohorovicic discontinuity, a jump in
compressional wave speeds from �7 km s�1 to �8
km s�1 that is interpreted to mark the crust–mantle
boundary. In some regions the Moho is transitional
rather than discontinuous and there may be some
debate as to where the crust–mantle boundary lies
(cf. Griffin and O’Reilly, 1987; McDonough et al.,
1991). The lateral extent of the continents is marked
by the break in slope on the continental shelf. Using
this definition, �31% of continental area is sub-
merged beneath the oceans (Figure 1; Cogley,
1984), and is thus less accessible to geological
sampling. For this reason, most estimates of con-
tinental crust composition derive from exposed
regions of the continents. In some cases the limited
geophysical data for submerged continental shelves
reveal no systematic difference in bulk properties
between the shelves and exposed continents; the
shelves simply appear to be thinned regions of the
crust. In other cases, such as volcanic rifted mar-
gins, the submerged continent is characterized by
high-velocity layers interpreted to represent mas-
sive basaltic intrusions associated with continental
breakup (Holbrook and Kelemen, 1993).
Depending on the extent of the latter type of con-
tinental margin (which is yet to be quantified), crust
compositional estimates derived from exposed
regions may not be wholly representative of the
total continental mass.

The structure of the continental crust is defined
seismically to consist of upper-, middle-, and lower
crustal layers (Christensen and Mooney, 1995;

Figure 1 Map of continental regions of the Earth, including submerged continents (Cogley (1984); reproduced by
permission of American Geophysical Union from Rev. Geophys. Space Phys., 1984, 22, 101–122).
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Holbrook et al., 1992; Rudnick and Fountain,
1995). The upper crust is readily accessible to
sampling and robust estimates of its composition
are available for most elements (Section 5.2).
These show the upper crust to have a granodioritic
bulk composition, to be rich in incompatible ele-
ments, and generally depleted in compatible
elements. The deeper reaches of the crust are
more difficult to study. In general, three probes of
the deep crust are employed to unravel its compo-
sition: (i) studies of high-grade metamorphic rocks
(amphibolite or granulite facies) exposed in surface
outcrops (Bohlen and Mezger, 1989) and, in some
cases, in uplifted cross-sections of the crust reach-
ing to depths of 20 km or more (Fountain et al.,
1990a; Hart et al., 1990; Ketcham, 1996; Miller
and Christensen, 1994); (ii) studies of granulite-
facies xenoliths (foreign rock fragments) that are
carried from great depths to the Earth’s surface by
fast-rising magmas (see Rudnick (1992) and refer-
ences therein); and (iii) remote sensing of lower
crustal lithologies through seismic investigations
(Christensen and Mooney, 1995; Holbrook et al.,
1992; Rudnick and Fountain, 1995; Smithson,
1978) and surface heat-flow studies. Collectively,
the observations from these probes show that the
crust becomes more mafic with depth (Section 5.3).
In addition, the concentration of heat-producing
elements drops off rapidly from the surface down-
wards. This is due, in part, to an increase in
metamorphic grade but is also due to increasing
proportions of mafic lithologies. Thus, the crust is
vertically stratified in terms of its chemical
composition.

In addition to this stratification, the above stu-
dies also show that the crust is heterogeneous
from place to place, with few systematics avail-
able for making generalizations about crustal
structure and composition for different tectonic
settings. For example, the crust of Archean cra-
tons in some regions is relatively thin and has low
seismic velocities, suggesting an evolved compo-
sition (e.g., Yilgarn craton (Drummond, 1988);
Kaapvaal craton (Durrheim and Green, 1992;
Niu and James, 2002); and North China craton
(Gao et al., 1998a,b)). However, in other cratons,
the crust is thick (40–50 km) and the deep crust is
characterized by high velocities, which imply
mafic-bulk compositions (Wyoming craton
(Gorman et al., 2002) and Baltic shield (Luosto
and Korhonen, 1986; Luosto et al., 1990)). The
reasons for these heterogeneities are not fully
understood and we return to this topic in Section
5.3. Similar heterogeneities are observed for
Proterozoic and Paleozoic regions (see Rudnick
and Fountain (1995) and references therein).
Determining an average composition of such a
heterogeneous mass is difficult and, at first
glance, may seem like a futile endeavor. Yet it is
just such averages that allow insights into the

relative contribution of the crust to the whole
Earth-chemical budget and the origin of the con-
tinents. Thus, deriving average compositions is
critical to studies of the continents and the whole
Earth.

5.1.2 The Importance of Determining Crust
Composition

Although the continental crust constitutes only
�0.6% by mass of the silicate Earth, it contains a
very large proportion of incompatible elements
(20–70%, depending on element and model con-
sidered; Rudnick and Fountain (1995)), which
include the heat-producing elements and members
of a number of radiogenic-isotope systems (Rb–
Sr, U–Pb, Sm–Nd, Lu–Hf). Thus the continental
crust factors prominently in any mass-balance
calculation for the Earth as a whole and in esti-
mates of the thermal structure of the Earth (Sclater
et al., 1980).

In addition, knowledge of the bulk composition
of the crust and determining whether this composi-
tion has changed through time is important for:
(i) understanding the processes by which the crust
is generated and modified and (ii) determining
whether there is any secular evolution in crust
generation and modification processes. The latter
has important implications for the evolution of our
planet as a whole.

In this chapter we review the composition of the
upper, middle, and lower continental crust
(Sections 5.2 and 5.3). We then examine the bulk
crust composition and the implications of this com-
position for crust generation and modification
processes (Sections 5.4 and 5.5). Finally, we com-
pare the Earth’s crust with those of the other
terrestrial planets in our solar system (Section 5.6)
and speculate about what unique processes on
Earth have given rise to this unusual crustal
distribution.

5.2 THE UPPER CONTINENTAL CRUST

The upper continental crust, being the most
accessible part of our planet, has long been the
target of geochemical investigations (Clarke,
1889). There are two basic methods employed to
determine the composition of the upper crust:
(i) establishing weighted averages of the composi-
tions of rocks exposed at the surface and
(ii) determining averages of the composition of
insoluble elements in fine-grained clastic sedimen-
tary rocks or glacial deposits and using these to
infer upper-crust composition.

The first method was utilized by F. W. Clarke
and colleagues over a century ago (Clarke, 1889;
Clarke and Washington, 1924) and entails
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large-scale sampling and weighted averaging of the
wide variety of rocks that crop out at the Earth’s
surface. All major-element (and a number of solu-
ble trace elements) determinations of upper-crust
composition rely upon this method.

The latter method is based on the concept that
the process of sedimentation averages wide areas
of exposed crust. This method was originally
employed by Goldschmidt (1933) and his
Norwegian colleagues in their analyses of glacial
sediments to derive average composition of the
crystalline rocks of the Baltic shield and has sub-
sequently been applied by a number of
investigators, including the widely cited work by
Taylor and McLennan (1985) to derive upper-crust
composition for insoluble trace elements. In the
following sections we review the upper-crust com-
position determined from each of these methods,
then provide an updated estimate of the composi-
tion of the upper crust.

5.2.1 Surface Averages

In every model for the composition of the upper-
continental crust, major-element data are derived
from averages of the composition of surface expo-
sures (Table 1). Several surface-exposure studies
have also provided estimates of the average com-
position of a number of trace elements (Table 2).
For soluble elements that are fractionated during
the weathering process (e.g., sodium, calcium,
strontium, barium, etc.), this is the only way in
which a reliable estimate of their abundances can
be obtained.

The earliest of such studies was the pioneering
work of Clarke (1889), who, averaging hundreds of
analyses of exposed rocks, determined an average
composition for the crust that is markedly similar to
present-day averages of the bulk crust (cf. Tables 1
and 9). Although Clarke’s intention was to derive
the average crust composition, his samples are
limited to the upper crust; there was little knowl-
edge of the structure of the Earth when these
studies were undertaken; oceanic crust was not
distinguished as different from continental and the
crust was assumed to be only 16 km thick. Clarke’s
values are, therefore, most appropriately compared
to upper crustal estimates. Later, Clarke, joined by
H. S. Washington, used a larger data set to deter-
mine an average composition of the upper-crust
that is only slightly different from his original
1889 average (Clarke and Washington, 1924;
Table 1). Compared to more recent estimates of
upper-crust composition, these earliest estimates
are less evolved (lower silicon, higher iron, mag-
nesium, and calcium), but contain similar amount
of the alkali elements, potassium and sodium.

The next major undertakings in determining
upper-crust composition from large-scale surfaceT
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Table 2 Estimates of the trace-element composition of the upper continental crust. Columns 1–4 represent averages of surface exposures. Columns 5–8 are estimates derived from
sedimentary and loess data. Column 9 is a previous estimate, where bracketed data are values derived from surface exposure studies. Column 10 is our recommended value (see Table 3).

Element Units 1 2 3 4 5 6 7 8 9 10
Shaw et al.
(1967, 1976)

Eade and
Fahrig
(1973)

Condie
(1993)

Gao
et al.

(1998a)

Sims
et al.
(1990)

Plank and
Langmuir
(1998)

Peucker-Eherenbrink
and Jahn (2001)

Taylor and
McLennan
(1985, 1995)

Wedepohl
(1995)a

This
studyb

Li mg g�1 22 20 20 [22] 21
Be ’’ 1.3 1.95 3 3.1 2.1
B ’’ 9.2 28 15 17 17
N ’’ 83 83
F ’’ 500 561 611 557
S ’’ 600 309 953 621
Cl ’’ 100 142 640 370
Sc ’’ 7 12 13.4 15 13.6c [7] 14.0
V ’’ 53 59 86 98 107c [53] 97
Cr ’’ 35 76 112 80 85c [35] 92
Co ’’ 12 18 17 17c [12] 17.3
Ni ’’ 19 19 60 38 44c [19] 47
Cu ’’ 14 26 32 25 [14] 28
Zn ’’ 52 60 70 71 [52] 67
Ga ’’ 14 18 17 [14] 17.5
Ge ’’ 1.34 1.6 1.4 1.4
As ’’ 4.4 5.1 1.5 2 4.8
Se ’’ 0.15 0.05 0.083 0.09
Br ’’ 1.6 1.6
Rb ’’ 110 85 83 82 112 110 84
Sr ’’ 316 380 289 266 350 [316] 320
Y ’’ 21 21 24 17.4 22 [21] 21
Zr ’’ 237 190 160 188 190 [237] 193
Nb ’’ 26 9.8 12 13.7 12c [26] 12
Mo ’’ 0.78 1.2 1.5 1.4 1.1
Ru ng g�1 0.34 0.34
Pd ’’ 1.46 0.52 0.5 0.52
Ag ’’ 55 50 55 53
Cd mg g�1 0.075 0.079 0.098 0.102 0.09
In ’’ 0.05 0.061 0.056
Sn ’’ 1.73 5.5 2.5 2.1
Sb ’’ 0.3 0.45 0.2 0.31 0.4

(continued )



Table 2 (continued).

Element Units 1 2 3 4 5 6 7 8 9 10
Shaw et al.
(1967, 1976)

Eade and
Fahrig
(1973)

Condie
(1993)

Gao
et al.

(1998a)

Sims
et al.
(1990)

Plank and
Langmuir
(1998)

Peucker-Eherenbrink
and Jahn (2001)

Taylor and
McLennan
(1985, 1995)

Wedepohl
(1995)a

This
studyb

I ’’ 1.4 1.4
Cs ’’ 3.55 7.3 4.6c 5.8 4.9
Ba ’’ 1070 730 633 678 550 668 624
La ’’ 32.3 71 28.4 34.8 30 [32.3] 31
Ce ’’ 65.6 57.5 66.4 64 [65.7] 63
Pr ’’ 7.1 6.3 7.1
Nd ’’ 25.9 25.6 30.4 26 27
Sm ’’ 4.61 4.59 5.09 4.5 4.7 4.7
Eu ’’ 0.937 1.05 1.21 0.88 0.95 1.0
Gd ’’ 4.21 3.8 2.8 4.0
Tb ’’ 0.481 0.66 0.82 0.64 [0.5] 0.7
Dy ’’ 2.9 3.5 [2.9] 3.9
Ho ’’ 0.62 0.8 [0.62] 0.83
Er ’’ 2.3 2.3
Tm ’’ 0.33 0.30
Yb ’’ 1.47 1.91 2.26 2.2 [1.5] 2.0
Lu ’’ 0.233 0.32 0.35 0.32 [0.27] 0.31
Hf ’’ 5.8 4.3 5.12 5.8 [5.8] 5.3
Ta ’’ 5.7 0.79 0.74 0.96 1.0c 1.5 0.9
W ’’ 0.91 3.3 2 1.4 1.9
Re ng g�1 0.198 0.4 0.198
Os ’’ 0.031 0.05 0.031
Ir ’’ 0.02 0.022 [0.02] 0.022
Pt ’’ 0.51 0.5
Au ’’ 1.81 1.24 [1.8] 1.5
Hg mg g�1 0.096 0.0123 0.056 0.05
Tl ’’ 0.524 1.55 0.75 0.75 0.9
Pb ’’ 17 18 17 18 17c 17 17
Bi ’’ 0.035 0.23 0.13 0.123 0.16
Th ’’ 10.3 10.8 8.6 8.95 10.7 [10.3] 10.5
U ’’ 2.45 1.5 2.2 1.55 2.8 [2.5] 2.7

aWedepohl’s upper crust is largely derived from the Canadian Shield composites of Shaw et al. (1967, 1976). Values taken directly from Shaw et al. are shown in brackets. b See Table 3 for derviation of this estimate. c Updated in
McLennan (2001b).



sampling campaigns did not appear until twenty
years later in studies centered on the Canadian,
Baltic, and Ukranian Shields. It is these studies
that form the foundation on which many of the
more recent estimates of upper-crust composition
are constructed (e.g., Taylor and McLennan, 1985;
Wedepohl, 1995).

Shaw et al. (1967, 1976, 1986) and Eade and
Fahrig (1971, 1973) independently derived esti-
mates for the average composition of the
Canadian Precambrian shield. Both studies created
composites from representative samples taken over
large areas that were weighted to reflect their sur-
face outcrop area. The estimates of Shaw et al. are
based on a significantly smaller number of samples
than that of Eade and Fahrig’s (i.e., �430 versus

�14,000) and cover different regions of the shield,
but the results are remarkably similar (Figure 2).
All major elements agree to within �10% except
for CaO, which is �20% higher, and MnO, which
is 15% lower in the estimates of Shaw et al.
estimates.

Shaw et al. (1967, 1976, 1986) also measured a
number of trace elements in their shield composites
and these are compared to the smaller number of
trace elements determined by Eade and Fahrig in
Table 2 and Figure 3. As might be expected, con-
sidering the generally greater variability in trace-
element concentrations and the greater analytical
challenge, larger discrepancies exist between the
two averages. For example, scandium, chromium,
copper, lanthanum, and uranium values vary by
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Figure 2 Comparison of different models for the major-element composition of the upper continental crust. All
values normalized to the new composition provided in Table 3. Gray shaded field represents �10% variation from this
value. (a) Compositions derived from Canadian Shield samples (Shaw et al., 1967, 1976, 1986; Fahrig and Eade, 1968;
Eade and Fahrig, 1971, 1973) and the Taylor and McLennan model (1985, 1995, as modified by McLennan, 2001b).
(b) Compositions derived from surface sampling of the former Soviet Union (Ronov and Yaroshevsky, 1967, 1976;
Borodin, 1998) and China (Gao et al., 1998a) and a global compilation of upper crustal rock types weighted in
proportion to their areal distribution (Condie, 1993). The Canadian shield averages appear to be more evolved (having

lower Mg, Fe, and higher Na and K) than other estimates.
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�50% or more. In some cases this may reflect
compromised data quality (e.g., lanthanum was
determined by optical-emission spectroscopy in
the Eade and Fahrig study) and in other cases it
may reflect real differences in the composition
between the two averages. However, for a number
of trace elements (e.g., vanadium, nickel, zinc,
rubidium, strontium, zirconium, and thorium), the
averages agree within 30%.

In a similar study, Ronov and Yaroshevsky
(1967, 1976) determined the average major-element
composition of the upper crust based on extensive
sampling of rocks from the Baltic and Ukranian
shields and the basement of the Russian platform
(Table 1). While the SiO2, Al2O3, and K2O values
fall within 5% of those of the average Canadian
Shield, as determined by Eade and Fahrig (1971,
1973), FeOT, MgO, and CaO are �10–30%
higher, and Na2O is �30% lower than the

Canadian average, suggesting a slightly more
mafic composition.

The generally good correspondence between
these independent estimates of the composition
of shield upper crust lends confidence in the meth-
odologies employed. However, questions can be
raised about how representative the shields are of
the global upper continental crust. For example,
Condie (1993) suggests that shield averages may
be biased because (i) shields are significantly
eroded and thus may not be representative of the
5–20 km of uppermost crust that has been
removed from them and (ii) they include only
Precambrian upper crust and largely ignore any
Phanerozoic contribution to upper crust. Condie
(1993) derived an upper-crust composition based
on over 3,000 analyses of upper crustal rock types
weighted according to their distributions on geo-
logic maps and stratigraphic sections, mainly
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covering regions of North America, Europe, and
Australia. He utilized two methods in calculating
an average upper-crust composition: (i) using the
map distributions, irrespective of level of erosion
and (ii) for areas that have been significantly
eroded, restoring the eroded upper crust, assum-
ing it has a ratio of supracrustal rocks to plutonic
rocks similar to that seen in uneroded upper crus-
tal regions. The latter approach was particularly
important for his study, as one of his primary
objectives was to evaluate whether there has
been any secular change in upper crust composi-
tion. However, in this review, we are interested in
the present-day composition of the upper crust
(eroded or not), so it seems most appropriate to
consider his ‘‘map model’’ for comparisons with
other models (for a discussion of the secular evo-
lution of the continents.

Condie’s ‘‘map model’’ is compared with other
estimates of the upper crust in Tables 1 and 2 and
Figures 2 and 3. For major elements, his upper
crust composition is within 10% of the Canadian
Shield values of Eade and Fahrig. It is also within
10% of some of the major elements estimated by
Shaw, but has generally higher magnesium and
iron, and lower calcium and potassium compared
to Shaw’s estimate (Figure 2). Many trace ele-
ments in Condie’s upper-crust composition are
similar (i.e., within 20%) to those of Shaw’s
Canadian Shield composites (Figure 3), including
the light rare-earth elements (LREEs), strontium,
yttrium, thorium, and uranium. However, several
trace elements in Condie’s average vary by550%
from those of Shaw et al. (1967, 1976, 1986) as
can be seen in the figure. These include transition
metals (scandium, vanadium, chromium, and
nickel), which are considerably higher in
Condie’s upper crust, and niobium, barium and
tantalum, which are significantly lower in
Condie’s upper crust compared to Shaw’s. These
differences may reflect regional variations in
upper crust composition (i.e., the Canadian
Shield is not representative of the worldwide
upper crust) or inaccuracies in either of the esti-
mates due to data quality or insufficiency. As will
be discussed below, it is likely that Condie’s
values for transition metals, niobium, tantalum,
and barium are the more robust estimates of the
average upper crust composition.

A recent paper by Borodin (1998) provides an
average composition of the upper crust that
includes much Soviet shield and granite data not
included in most other worldwide averages. For
this reason, it makes an interesting comparison
with other data sets. Like other upper crustal esti-
mates, major elements in the Borodin average
upper crust (Table 1 and Figure 2) fall within
10% of the Eade and Fahrig average for the
Canadian Shield, except for TiO2 and FeO, which
are�13% higher, and Na2O, which is�20% lower

than the Canadian average. Borodin’s limited trace
element averages (for chromium, nickel, rubidium,
strontium, zirconium, niobium, barium, lanthanum,
thorium, and uranium—not given in table or fig-
ures) fall within 50% of Shaw’s Canadian Shield
values except for niobium, which, like other upper
crustal estimates, is about a factor of 2 lower than
the Canadian average.

The more recent and comprehensive study of
upper-crust composition derived from surface
exposures was carried out by Gao et al. (1998a).
Nine hundred and five composite samples were
produced from over 11,000 individual rock sam-
ples covering an area of 9.5�105 km2 in eastern
China, which includes samples from Precambrian
cratons as well as Phanerozoic fold belts. The
samples comprised both crystalline basement
rocks and sedimentary cover, the thickness of
which was determined from seismic and aeromag-
netic data. Averages were derived by combining
compositions of individual map units weighted
according to their thicknesses (in the cases of
sedimentary cover) and areal exposure, for
shields. The upper crust is estimated to be �15
km thick based on seismic studies (Gao et al.,
1998a) and the crystalline rocks exposed at the
surface area assumed to maintain their relative
abundance through this depth interval. Average
upper crust was calculated both as a grand aver-
age and on a carbonate-free basis; carbonates
comprise a significant rock type (7–22%) in
many of the areas sampled (e.g., Yangtze craton).
The grand average (including carbonate) has a
significantly different bulk composition than
other estimates of the upper crust (Gao et al.,
1998a; Table 2). Most of the latter are derived
from crystalline shields and so a difference is
expected. However, Condie’s map model incorpo-
rates sedimentary cover as well as crystalline
basement. The differences between Condie’s
map model and Gao et al. grand-total upper
crust suggest that the carbonate cover in eastern
China is thicker than most other areas. For this
reason, we use Gao et al. (1998a) carbonate-free
compositions in further discussions, but with the
caveat that carbonates may be an overlooked
upper crustal component in many upper crustal
estimates.

The Gao et al. (1998a) major- and trace-ele-
ment results are presented in Tables 1 and 2 and
plotted in Figures 2 and 3, respectively. Unlike the
model of Condie (1993), several of the major
elements fall beyond 10% of Eade and Fahrig’s
Canadian Shield data (Figures 2 and 3). These
include TiO2, FeO, MnO, and MgO, which are
higher, and Na2O, which is lower in the eastern
China upper crust compared to the Canadian
Shield. Gao et al. (1998a) attribute these differ-
ences to erosional differences between the two
areas. Whereas the Canadian Shield composites
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comprised mainly metamorphic rocks of the
amphibolite facies, the eastern China composites
contain large proportions of unmetamorphosed
supracrustal units that are considered to have, on
average, higher proportions of mafic volcanics. In
this respect, the Gao et al. model composition
compares favorably to Condie’s map model and
the Russian estimates for all major elements.
However, the Na2O content of the eastern China
upper crust is one of lowest of all (�20% lower
than Condie’s average and 10% lower than
Borodin’s values, but similar to Ronov and
Yaroshevsky’s average) (Figure 2).

The trace-element composition estimated by
Gao et al. (1998a) for the Chinese upper crust is
very similar to that of Condie (1993). Like the latter
model, many lithophile trace elements in the Gao
et al. model are within 50% of the Canadian Shield
averages of Shaw et al. (e.g., LREEs, yttrium,
rubidium, strontium, zirconium, hafnium, thorium,
and uranium), and the Chinese average has signifi-
cantly higher transition metals and lower niobium,
barium, and tantalum than the Canadian Shield
average. In addition, Gao et al. (1998a) provide
values for some of the less well-constrained ele-
ment concentrations. Of these, averages for
lithium, beryllium, zinc, gallium, cadmium, and
gold fall within 40% of the Shaw et al. averages,
but boron, thallium, and bismuth are significantly
higher, and mercury is significantly lower in Gao’s
average than in Shaw’s. There is too little informa-
tion for these elements in general to fully evaluate
the significance of these differences.

Several generalizations can be made from the
above studies of surface composites.

(i) Major element data are very consistent from
study to study, with most major-element averages
falling within 10% of Eade and Fahrig’s Canadian
Shield average. When differences do occur, they
appear to reflect a lower percentage of mafic lithol-
ogies in the Canadian averages: all other estimates
(including the Russian shield data) have higher
FeO and TiO2 than the Canadian averages and
most also have higher CaO and MgO (Figures 2
and 3). The Eade and Fahrig average also has
higher Na2O than all other estimates (including
Shaw’s estimate for the Canadian Shield).

(ii) Trace elements show more variation than
major elements from study to study, but some
lithophile trace elements are relatively constant:
rare earth elements (REEs), yttrium, lithium, rubi-
dium, caesium, strontium, zirconium, hafnium,
lead, thorium, and uranium do not vary beyond
50% between studies. Transition metals (scandium,
cobalt, nickel, chromium, and vanadium) are con-
sistently lower in the Canadian Shield estimates
than in other studies, which may also be attributed
to a lower percentage of mafic lithologies in the
Canadian Shield (a conclusion supported by

studies of sediment composition, as discussed in
the next section). Barium is �40% higher in the
Shaw et al. average than in all other averages,
including that of Eade and Fahrig, suggesting that
this value is too high. Finally, niobium and tanta-
lum are both about a factor of 2 higher in the Shaw
et al. average than in any other average, suggesting
that the former is not representative of the upper
continental crust, a conclusion reached indepen-
dently by Plank and Langmuir (1998) and Gallet
et al. (1998) based on the composition of marine
sediments and loess (see next section).

5.2.2 Sedimentary Rocks and Glacial Deposit
Averages

While the large-scale sampling campaigns out-
lined above are the primary means by which the
major-element composition of the upper continen-
tal crust has been determined, many estimates of
the trace-element composition of the upper crust
rely on the natural wide-scale sampling processes
of sedimentation and glaciation. These methods are
used primarily for elements that are insoluble dur-
ing weathering and are, therefore, transported
quantitatively from the site of weathering/glacial
erosion to deposition. This methodology has been
especially useful for determining the REE compo-
sition of the upper crust (see Taylor and McLennan
(1985) and references therein). The averages
derived from each of these natural large-scale sam-
ples are discussed in turn. When the upper crustal
concentration of elements is discussed, the element
name is printed in italic text so that the reader can
quickly scan the text to the element of interest.

5.2.2.1 Sedimentary rocks

Processes that produce sedimentary rocks
include weathering, erosion, transportation,
deposition, and diagenesis. Elemental fractionation
during weathering is discussed in detail by Taylor
and McLennan (1985) (see also Chapter 7) and the
interested reader is referred to these works for more
extensive information. Briefly, elements with high
solubilities in natural waters (Figure 4) have greater
potential for being fractionated during sedimentary
processing; thus, their concentration in fine-
grained sedimentary rocks may not be representa-
tive of their source region. These elements include
the alkali and alkaline-earth elements as well as
boron, rhenium, molybdenum, gold, and uranium.

In contrast, a number of elements have very low
solubilities in waters. Their concentrations in sedi-
mentary rocks may, therefore, provide robust
estimates of the average composition of their
source regions (i.e., average upper-continental
crust). Taylor and McLennan (1985) identified
that REEs, yttrium, scandium, thorium, and possi-
bly cobalt as being suitably insoluble and thus
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providing useful information on upper crust
composition.

The REE patterns for post-Archean shales
show striking similarity worldwide (Figure 5):
they are light REE enriched, with a negative
europium anomaly and relatively flat heavy
REEs. This remarkable consistency has led to
the suggestion that the REE patterns of shales
reflect that of the average upper-continental
crust (Taylor and McLennan (1985) and refer-
ences therein). Thus, Taylor and McLennan’s
(1985) upper crustal REE pattern is parallel to
average shale, but lower in absolute abundances
due to the presence of sediments with lower
REE abundances such as sandstones, carbo-
nates, and evaporites. Using a mass balance
based on the proportions of different types of
sedimentary rocks, they derive an upper crustal
REE content that is 80% that of post-Archean
average shale.

Comparison of various upper crustal REE
patterns is provided in Figure 5. All estimates,
whether from shales, marine sediments, or sur-
face sampling, agree to within 20% for the
LREEs and �50% for the heavy rare-earth ele-
ments (HREEs). The estimate of Shaw et al.

(1976) has the lowest HREEs and if these data
are excluded, the HREEs agree to within 15%
between the models of Condie (1993), Gao et al.
(1998a), and Taylor and McLennan (1985).
Thus, the REE content of the upper continental
crust is established to within 10–25%, similar to
the uncertainties associated with its major-ele-
ment composition.

Once the REE concentration of the upper crust
has been established, values for other insoluble
elements can be determined from their ratios with
an REE. Using the constant ratios of La/Th and La/
Sc observed in shales, McLennan et al. (1980) and
Taylor and McLennan (1985) estimated the upper
crustal thorium and scandium contents at 11 ppm
and 10.7 ppm, respectively. The scandium value
increased slightly (to 13.7 ppm) and the thorium
value remained unchanged when a more compre-
hensive sediment data set was employed by
McLennan (2001b). The sediment-derived scan-
dium and thorium averages agree to within 20%
of the surface-sample averages (Table 2 and
Figure 3).

Other insoluble elements include the high-field
strength elements (HFSEs—titanium, zirconium,
hafnium, niobium, tantalum, molybdenum,
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tungsten), beryllium, aluminum, gallium, germa-
nium, indium, tin, lead, and a number of transition
metals (chromium, cobalt, nickel, copper, and
zinc). Taylor and McLennan (1985) noted that
some of these insoluble elements (e.g., HFSEs)
may be fractionated during sedimentary proces-
sing if they reside primarily in heavy minerals.
More recent evaluations have suggested that this
effect is probably not significant for niobium and
tantalum, and fractionations of zirconium and haf-
nium due to heavy mineral sorting are only really
apparent in loess (Barth et al., 2000; McLennan,
2001b; Plank and Langmuir, 1998). Plank and
Langmuir (1998) noted that the niobium, tanta-
lum, and titanium concentrations derived for the

upper crust using marine sediments are consider-
ably different from those of the Taylor and
McLennan’s upper continental crust composition.
As oceanic processes are unlikely to fractionate
these elements, Plank and Langmuir (1998) sug-
gested that marine sediments provide a reliable
estimate of the average composition of the upper
continental crust. Using correlations between
Al2O3 and niobium, they derived a niobium con-
centration for the upper crust of 13.7 ppm, and
tantalum of 0.96 ppm (assuming Nb/Ta = 14);
these values are about a factor of 2 lower than
Taylor and McLennan’s (1985) upper crustal esti-
mates. Taylor and McLennan (1985) adopted their
niobium value from Shaw et al. (1976), and their
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tantalum value was derived by assuming a Nb/Ta
ratio of �12 for the upper crust. The Plank and
Langmuir niobium and tantalum values are simi-
lar to those derived from the surface-sampling
studies of Condie (1993), Gao et al. (1998a), and
Borodin (1998) and from more recent evaluations
of these elements in shales, loess and other terri-
genous sedimentary rocks (Barth et al., 2000;
Gallet et al., 1998; McLennan, 2001b). All of
these estimates range between 10 ppm and 14
ppm niobium and 0.74 ppm to 1.0 ppm tantalum,
an overall variation of �30%. Thus, niobium and
tantalum concentrations now appear to be nearly
as well constrained as the REE in the upper con-
tinental crust.

Plank and Langmuir (1998) also suggested,
from their analyses of marine sediments, increasing
the upper crustal TiO2 values by �40% (from 0.5
wt. % to 0.76 wt. %). Thus the TiO2 content of the
upper-continental crust probably lies between 0.55
wt.% and 0.76 wt.%, a difference of �30%.

Of the remaining insoluble elements, recent eva-
luation of zirconium and hafnium concentrations
derived from terrigenous sediment (McLennan,
2001b) show no significant differences with Taylor
and McLennan’s estimates, whose upper crustal
zirconium value derives from the Handbook of
Geochemistry (Wedepohl, 1969–1978), with
hafnium determined from an assumed Zr/Hf ratio
of 33. These values lie within �20% of the
surface-exposure averages (Table 2, Figure 3).

For the insoluble transition metals chromium,
cobalt, and nickel, McLennan’s (2001b) recent
evaluation suggests approximate factor of 2
increases in average upper crustal values over
those of Taylor and McLennan (1985). Taylor
and McLennan’s (1985) values were taken from
a variety of sources (see Table 1 of Taylor and
McLennan, 1981) and are similar to the Canadian
Shield averages, which appear to represent a more
felsic upper-crust composition, as discussed
above. Even after eliminating these lower values,
30–40% variation exists for chromium, cobalt,
and nickel between different estimates (Table 2
and Figure 3), and the upper crustal concentra-
tions of these elements remains poorly
constrained relative to REE.

McLennan (2001b) evaluated the upper crustal
lead concentration from sediment averages and
suggested a slight (�15%) downward revision
(17 ppm) from the value of Taylor and McLennan
(1985), whose value derives from a study by
Heinrichs et al. (1980). McLennan’s value is iden-
tical to that of surface averages (Table 2) and
collectively these should be considered as a robust
estimate for the lead content of the upper crust. For
the remaining insoluble elements—beryllium, cop-
per, zinc, gallium, germanium, indium, and tin—no
newer data are available for terrigenous sediment
averages. Estimates for some elements (e.g., zinc,

gallium, germanium, and indium) vary by only
�20–30% between different studies, but others
(beryllium, copper, and tin) vary by a factor of 2
or more (Table 2 and Figure 3).

It may also be possible to derive average upper
crustal abundances of elements that have inter-
mediate solubilities (e.g., vanadium, arsenic,
silver, cadmium, antimony, caesium, barium, tung-
sten, and bismuth) using their concentrations in
fine-grained sedimentary rocks, if they show sig-
nificant correlations with lanthanum. Using this
method McLennan (2001b) derived estimates of
the upper crustal composition for barium (550
ppm) and vanadium (107 ppm). McLennan’s bar-
ium value does not differ from that of Taylor and
McLennan (1985), which derives from the
Handbook of Geochemistry (Wedepohl,
1969–1978). This value is �10% to a factor of 2
lower than the shield estimates; 630–700 ppm
seems to be the most common estimate for barium
from surface exposures. McLennan’s vanadium
estimate is �50% higher than that of Taylor and
McLennan (1985), which was derived from a
50 : 50 mixture of basalt:tonalite (Taylor and
McLennan, 1981) and is similar to the Canadian
Shield averages (Table 2). The revised vanadium
value is similar to the surface-exposure averages
from eastern China (Gao et al., 1998a) and
Condie’s (1993) global average.

Several studies have used data for sedimentary
rocks to derive the concentration of caesium in the
upper crust. McDonough et al. (1992) found that a
variety of sediments and sedimentary rocks
(including loess) have an Rb/Cs ratio of 19
(�11, 1�), which is lower than the value of 30 in
Taylor and McLennan’s (1985) upper crust. Using
this ratio and assuming a rubidium content of 110
ppm (from Shaw et al., 1986; Shaw et al., 1976;
Taylor and McLennan, 1981), led them to an
upper crustal caesium concentration of �6 ppm.
Data for marine sediments compiled by Plank and
Langmuir (1998) also support a lower Rb/Cs ratio
of the upper crust. Using the observed Rb/Cs ratio
of 15 and a rubidium concentration of 112 ppm,
they derived an upper crustal caesium concentra-
tion of 7.8 ppm. Although caesium data show only
a poor correlation with lanthanum, the apparent
La/Cs ratio of sediments led McLennan (2001b)
to a revised caesium estimate of 4.6 ppm, which
yields an Rb/Cs ratio of 24. Very few data exist for
caesium from shield composites. Gao et al. deter-
mined a value of 3.6 ppm caesium, which is very
similar to the estimate of Taylor and McLennan
(1985). However, the Gao et al. rubidium estimate
(83 ppm) is lower than Taylor and McLennan’s
(112 ppm), leading to an Rb/Cs ratio of 23 in the
upper crust of eastern China. Caesium concentra-
tions in all estimates vary by up to 70% and there
thus appears to be substantial uncertainty in the
upper crust’s caesium concentration. Further
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evidence for the caesium content of the upper
continental crust is derived from loess (see next
section).

The upper crustal abundances of arsenic, anti-
mony, and tungsten were determined by Sims
et al. (1990), based on measurements of these
elements in loess and shales. They find As/Ce to
be rather constant at 0.08, leading to an arsenic
content of 5.1�1 ppm. In a similar fashion they
estimate the upper crustal antimony content to be
0.45� 0.08 ppm and tungsten to be 3.3� 1.1
ppm. The antimony and arsenic values are factors
of 2 and 3 higher, respectively, than the values
given by Taylor and McLennan (1985), and the
tungsten contents are a factor of 2 lower than
Taylor and McLennan’s (1985), which were
adopted from the Handbook of Geochemistry
(Wedepohl, 1969–1978). For all three elements,
the Sims et al. estimates lie within uncertainty of
the values given by Gao et al. (1998a) for the
upper crust of eastern China, and these new esti-
mates can thus be considered as representative of
the upper crust to within �30% uncertainty.

For the remaining moderately soluble elements
silver, cadmium, and bismuth, there are no data for
sedimentary composites. Taylor and McLennan
(1985) adopted values from Heinrichs et al. (1980)
for cadmium and bismuth and from the Handbook
of Geochemistry (Wedepohl, 1969–1978) for silver.
The only other data come from the study of Gao
et al. (1998a). So essentially there are only two
studies that address the concentrations of these ele-
ments in the upper crust: Gao et al. (1998a) and
Wedepohl (1995) (which incorporates data from the
Handbook of Geochemistry and Heinrichs et al.
(1980)). For silver and cadmium, the two estimates
converge: silver is identical and cadmium varies by
25% between Gao et al. and Wedepohl et al. esti-
mates. In contrast, bismuth shows a factor of 2 of
variation, with the Gao et al. estimates being higher.

5.2.2.2 Glacial deposits and loess

The concept of analyzing glacial deposits in
order to determine average upper crustal composi-
tion originated with Goldschmidt (1933, 1958). The
main attraction of this approach is that glaciers
mechanically erode the rock types that they traverse,
giving rise to finely comminuted sediments that
represent averages of the bedrock lithologies.
Because the timescale between erosion and sedi-
mentation is short, glacial sediments experience
little chemical weathering associated with their
transport and deposition. In support of this metho-
dology for determining upper crust composition,
Goldschmidt noted that the major-element composi-
tion of composite glacial loams from Norway
(analysed by Hougen et al., 1925, as cited in
Goldschmidt, 1933, 1958), which sample �2� 105

km2 of Norwegian upper crust, compares favorably

with the average igneous-rock composition deter-
mined by Clarke and Washington (1924) (Table 1).
It would take another fifty years before geochemists
returned to this method of determining upper crustal
composition.

More recent studies using glacial deposits to
derive average upper-crust composition have
focused on the chemical composition of loess—
fine-grained eolian sediment derived from glacial
outwash plains (Taylor et al., 1983; Gallet et al.,
1998; Peucker-Ehrenbrink and Jahn, 2001; Hattori
et al., 2003). This can be accomplished in two
ways: either using the average composition of
loess as representative of the upper continental
crust or, if an element correlates with an insoluble
element such as lanthanum whose upper concen-
tration is well established, using the average X/La
ratio of loess (where ‘‘X’’ is the element of inter-
est), and assuming an upper crustal lanthanum
value to determine the concentration of ‘‘X’’ (e.g.,
McLennan, 2001b). In this and subsequent discus-
sion of loess, we derive upper crustal
concentrations for particular elements using this
method and assuming an upper crustal lanthanum
value of 31 ppm, and compare these to previous
estimates for these elements. The quoted uncer-
tainty reflects 1� on that ratio.

Loess is rich in SiO2 (most carbonate-free
loess has 73 wt.% to 80 wt.% SiO2 (Taylor
et al., 1983; Gallet et al., 1998), which probably
reflects both the preferential eolian transport of
quartz into loess and sedimentary recycling pro-
cesses. This enrichment causes other elemental
concentrations to be diluted. In addition, some
other elements may be similarly fractionated
during eolian processing. For example, loess
shows anomalously high concentrations of zir-
conium and hafnium (Taylor et al., 1983; Barth
et al., 2000), which, like the SiO2 excess, have
been attributed to size sorting through eolian
concentration of zircon (Taylor et al., 1983).
Thus, loess Zr/La and Hf/La are enriched rela-
tive to the upper continental crust and cannot be
used to derive upper crustal zirconium and haf-
nium concentrations. In addition, a recent study
of rhenium and osmium in loess suggests that
osmium contents are enhanced in loess com-
pared to its source regions (Hattori et al.,
2003). This is explained by Hattori et al.
(2003) as being due to preferential sampling of
the fine sediment fraction by the wind, which
may be enriched in mafic minerals that are soft
and hence more easily ground to finer, transpor-
table particle sizes. Mafic-mineral enhancement
could give rise to similar fractionations between
lanthanum and elements that are found primarily
in mafic minerals (e.g., nickel, vanadium, scan-
dium, chromium, cobalt, manganese, etc.). In
such cases neither averages nor La/X ratios can
be used to determine a reliable estimate of upper
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crustal composition. However, it is not apparent
that eolian processing has significantly fractio-
nated incompatible elements from lanthanum
(e.g., barium, strontium, potassium, rubidium,
niobium, thorium, etc.) that are not hosted pri-
marily in mafic minerals. Indeed, the close
correspondence of the thorium content of the
upper crust derived from loess La–Th correla-
tions (10.5� 1 ppm; Figure 6) to that deduced
from shales (10.7 ppm, Taylor and McLennan,
1985) suggests that upper crustal concentrations
of these elements derived from loess La–X cor-
relations are not significantly affected by eolian
processing.

Taylor et al. (1983), and later Gallet et al.
(1998), determined the trace-element composition
of a variety of loess samples from around the world
and found that their REE patterns are remarkably

constant and similar to that of average shales (see
previous section and Figure 5). Likewise, niobium,
tantalum, and thorium show strong positive corre-
lations with the REE (Figure 6; Barth et al., 2000;
Gallet et al., 1998). Thus, it appears that loess
provides a robust estimate of average upper crustal
composition for insoluble, incompatible trace
elements.

Because loess is glacially derived, weathering
effects are significantly reduced compared to
shales (Taylor et al., 1983), raising the possibi-
lity that loess may provide robust upper crustal
estimates for the more soluble trace elements.
However, examination of the major-element
compositions of loess shows that all bear the
signature of chemical weathering (Gallet et al.,
1998). Gallet et al. attributed this to derivation of
loess particles from rocks that had previously
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experienced sedimentary differentiation. Likewise,
Peucker-Ehernbrink and Jahn (2001) noted a posi-
tive correlation between 87Rb/86Sr and 87Sr/86Sr in
loess, indicating that the weathering-induced frac-
tionation is an ancient feature, and therefore
inherited from the glacially eroded bedrocks. Even
so, the degree of weathering in loess, as measured
by the ‘‘chemical index of alteration’’ (CIA=molar
Al2O3/(Al2O3þCaOþNa2OþK2O) Nesbit and
Young (1984)), is small relative to that seen in
shales (Gallet et al., 1998), and it is likely that
loess would provide a better average upper crustal
estimate for moderately soluble trace elements (e.g.,
arsenic, silver, cadmium, antimony, caesium, bar-
ium, tungsten, and bismuth) than shales.
Unfortunately, few measurements of these elements
in loess are available (Barth et al., 2000; Gallet
et al., 1998; Jahn et al., 2001; Taylor et al., 1983).
Barium data show a scattered, positive correlation
with lanthanum, yielding an upper crustal average
of 510� 139 ppm (Figure 6). This value of barium
concentration is similar to the one adopted by
Taylor and McLennan (1985) and is within the
uncertainty of all the other estimates save those of
the Canadian Shield, which are significantly higher
(Table 2). Caesium also shows a positive, scattered
correlation with lanthanum, yielding an uncertain
upper crustal caesium content of 4.8� 1.6 ppm,
which is similar to that recently suggested by
McLennan (2001b). However, caesium shows a
better correlation with rubidium (Figure 7), defining
an Rb/Cs ratio of �17 in loess. Thus, if the upper
crustal rubidium concentration can be determined,
better constraints on the caesium content can be
derived.

The highly soluble elements (lithium, potas-
sium, rubidium, strontium, and uranium) show
variable degrees of correlation with lanthanum
in loess. Strontium shows no correlation with
lanthanum, which is likely due to variable

amounts of carbonate in the loess samples
(Taylor et al., 1983). Teng et al. (2003) recently
reported lithium contents and isotopic composi-
tions of shales and loess. Lithium contents of
loess show no correlation with lanthanum, but
fall within a limited range of compositions (17–
41 ppm), yielding an average of 29� 10 ppm
ðn ¼ 14Þ. A similar value is derived using the
correlation observed between lithium and nio-
bium in shales. Thus, Teng et al. (2002)
estimated the upper crustal lithium content at
31�10 ppm, which is within error of previous
estimates (Shaw et al., 1976; Taylor and
McLennan, 1985; Gao et al., 1998a).

Potassium and rubidium show scattered, posi-
tive correlations with lanthanum (the Rb–La
correlation is better, and the K–La is worse
than the Ba–La correlation) (Figure 6). These
correlations yield an upper crustal rubidium con-
centration of 84�17 ppm. This rubidium value is
identical to those derived from surface sampling
by Eade and Fahrig (1973), Condie (1993), and
Gao et al. (1998a), but is lower than the widely
used value of Shaw et al. (1976) at 110 ppm.
The latter was adopted by both Taylor and
McLennan (1985) and Wedepohl (1995) for
their upper crustal estimates. The weak K–La
correlation yields an upper crustal K2O value of
2.4� 0.5 wt.%. This is within error of the sur-
face-exposure averages of Fahrig and Eade
(1968), Condie (1993), and Gao et al. (1998a),
but is lower than the Shaw et al. surface averages
of the Canadian shield (Shaw et al., 1967),
values for the Russian platform and the value
adopted by Taylor and McLennan (1985) based
on K/U and Th/U ratios. The loess-derived K/Rb
ratio is 238, which is similar to the ‘‘well estab-
lished’’ upper crustal K/Rb ratio of 250 (Taylor
and McLennan, 1985). Because both potassium
and rubidium are highly soluble elements, and
loess shows evidence for some weathering, the
potassium and rubidium contents derived from
loess are best viewed as minimum values for
the upper crust.

Uranium shows a reasonable correlation with
lanthanum (Figure 6), which yields an upper
crustal uranium content of 2.7� 0.6 ppm. This
value is within error of the averages derived
from surface exposures, except for the value of
Gao et al. (1998a) and Eade and Fahrig (1973),
which are distinctly lower. The loess-derived
K/U ratio of 7,400 is lower than that assumed
for the upper crust of 10,000 (Taylor and
McLennan, 1985), and may reflect some potas-
sium loss due to weathering, as discussed
above.

Peucker-Ehrenbrink and Jahn (2001) analyzed
loess in order to determine the concentrations of
the platinum-group element (PGE) in the upper
continental crust. To do this they examined
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PGE-major-element trends and used previously
determined major-element compositions of the
upper continental crust to infer the PGE concen-
trations (Table 2). Of the elements analyzed
(ruthenium, palladium, osmium, iridium, and pla-
tinum), they found positive correlations for
ruthenium, palladium, osmium, and iridium with
major and trace elements for which upper crustal
values had previously been established, leading
to suggested upper crustal abundances of 340 ppt,
520 ppt, 31 ppt, and 22 ppt, respectively. They
found no correlation between platinum contents
and other elements, and so they simply used the
average loess platinum content (510 ppt) as
representative of the upper continental crust. We
have estimated uncertainty on these values
(shown in Table 2) by using the 95% confidence
limit on the correlations published by Peucker-
Ehrenbrink and Jahn (2001) and, for platinum,
the standard deviation of the mean (Table 3).
Recently, Hattori et al. (2003) suggested that
preferential sampling of mafic minerals in loess
may lead to enhancement of PGE and thus, loess-
derived estimates may represent maximum con-
centrations for the upper crust. Based on samples
of glacially derived desert sands and glacial mor-
aines, Hattori et al. (2003) estimated an upper
crustal osmium abundance of �10 ppt.

Prior to these studies, few estimates were avail-
able for the PGE content of the upper continental
crust. Peucker-Ehrenbrink and Jahn’s loess-derived
palladium value is similar to the value published by
Taylor and McLennan (1985), which derives from
the Handbook of Geochemistry (S. R. Taylor, per-
sonal communication), but is a factor of 3 smaller
than that determined by Gao et al. (1998a) for the
upper crust of eastern China. Peucker-Ehrenbrink
and Jahn’s (2001) loess-derived osmium abun-
dance is �65% lower than the estimate of Esser
and Turekian (1993), which Peucker-Ehrenbrink
and Jahn attribute to the hydrogenous uptake of
osmium by the riverine sediments used in that
study. Furthermore, the desert-sand and glacial
moraine-derived osmium value of Hattori et al.
(2003) is a factor of 3 lower than the estimate of
Peucker-Ehrenbrink and Jahn (2001). Peucker-
Ehrenbrink and Jahn’s (2001) loess-derived iri-
dium content is the same as that published for the
Canadian Shield by Shaw et al. (1976). Thus, the
upper crustal concentration of some PGE may be
reasonably well constrained (e.g., palladium and
iridium), while considerable uncertainty remains
for others (e.g., platinum and osmium).

Rhenium is a highly soluble element that is
easily leached during weathering, so the rhenium
abundances of loess cannot be used directly to infer
its upper crustal abundance. Following Esser and
Turekian (1993), Peucker-Ehrenbrink and Jahn
(2001) used the average 187Os/188Os ratio, osmium
concentration, and average neodymium-model age

of the crust to calculate the rhenium content of the
upper continental crust. Their value (198 ppt) is
about half that reported in Taylor and McLennan
(1985) and calculated by Esser and Turekian
(1993), who used the higher osmium abundance
in their calculation. Using a similar methodology
and osmium-isotopic composition, and the lower
osmium abundance determined for glacially
derived desert sands, Hattori et al. (2003) deter-
mined an upper crustal 187Re/188Os ratio of 35,
which (assuming an average neodymium model
age of 2.2Ga for the crust) corresponds to a rhe-
nium content of 74 ppt, about a third of the
concentration determined by Peucker-Ehrenbrink
and Jahn from loess data. Sun et al. (2003) used
the rhenium contents of undegassed arc lavas to
estimate the rhenium content of the bulk continen-
tal crust, assuming that the crust grows primarily
by arc accretion. Their value of 2.0� 0.1 ppb is
over an order of magnitude higher than that esti-
mated by Peucker-Ehrenbrink and Jahn (2001) and
Hattori et al. (2003) and is�5 times higher than the
Esser and Turekian (1993) and Taylor and
McLennan (1985) values. Because rhenium is a
moderately incompatible element, the rhenium
concentration of the upper crust should be compar-
able to or higher than the bulk crust value (similar
to ytterbium). However, this extreme rhenium con-
centration would require an order of magnitude
higher osmium concentration in the crust or an
extremely radiogenic crust composition, neither of
which are consistent with any current estimates.
Sun et al. (2003) suggest that rhenium may be
lost from the continents by either rhenium degas-
sing during arc volcanism or continental rhenium
deposition into anoxoic sediments that are recycled
into the mantle. Thus the value of 2 ppb rhenium is
a maximum value for the upper continental crust
and our knowledge of the rhenium content of the
upper crust remains uncertain.

5.2.3 An Average Upper-crustal Composition

In Table 3 we present our best estimate for the
chemical composition of the upper continental
crust. The footnote provides detailed information
on how the value for each element was derived. In
general, major-element values represent averages
of the different surface-exposure studies, and errors
represent one standard deviation of the mean.
Because two independent studies are available for
the Canadian Shield, and because it appears the
Canadian Shield has lower abundances of mafic
lithologies and higher abundances of sodium-rich
tonalitic–trondhjemitic granitic gneisses compared
to other areas (see Section 5.2.1), we include only
values from one of these studies—the Fahrig and
Eade (1968) study, which encompasses a greater
number of samples compared to that of Shaw et al.
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(1967). We also incorporate TiO2 values derived
from recent sedimentary studies (McLennan,
2001b; Plank and Langmuir, 1998) and the K2O
value from loess (Section 5.2.2) into the upper
crustal averages (note that including the latter

value in the average does not significantly change
it). The standard deviation for most major-element
averages is 10% or less. Only the ferromagnesian
elements (iron, manganese, magnesium, and tita-
nium), Na2O, and P2O5 vary by up to 15%.

Table 3 Recommended composition of the upper continental crust. Major elements in weight percent.

Element Units Upper
crust

1
Sigma

% Sourcea Element Units Upper
crust

1
Sigma

% Sourcea

SiO2 wt.% 66.6 1.18 2 1 Ag ng g�1 53 3 5 4
TiO2 ’’ 0.64 0.08 13 2 Cd mg g�1 0.09 0.01 15 4
Al2O3 ’’ 15.4 0.75 5 1 In ’’ 0.056 0.008 14 4
FeOT ’’ 5.04 0.53 10 1 Sn ’’ 2.1 0.5 26 14
MnO ’’ 0.10 0.01 13 1 Sb ’’ 0.4 0.1 28 12
MgO ’’ 2.48 0.35 14 1 I ’’ 1.4 50 5
CaO ’’ 3.59 0.20 6 1 Cs ’’ 4.9 1.5 31 15
Na2O ’’ 3.27 0.48 15 1 Ba ’’ 628 83 13 16
K2O ’’ 2.80 0.23 8 3 La ’’ 31 3 9 4
P2O5 ’’ 0.15 0.02 15 1 Ce ’’ 63 4 6 4
Li mg g�1 24 5 21 11 Pr ’’ 7.1 4
Be ’’ 2.1 0.9 41 4 Nd ’’ 27 2 8 4
B ’’ 17 8 50 4 Sm ’’ 4.7 0.3 6 4
N ’’ 83 5 Eu ’’ 1.0 0.1 14 4
F ’’ 557 56 10 4 Gd ’’ 4.0 0.3 7 4
S ’’ 62 33 53 4 Tb ’’ 0.7 0.1 21 4
Cl ’’ 370 382 103 4 Dy ’’ 3.9 17
Sc ’’ 14.0 0.9 6 6 Ho ’’ 0.83 17
V ’’ 97 11 11 6 Er ’’ 2.3 4
Cr ’’ 92 17 19 6 Tm ’’ 0.30 17
Co ’’ 17.3 0.6 3 6 Yb ’’ 1.96 0.4 18 4
Ni ’’ 47 11 24 6 Lu ’’ 0.31 0.05 17 4
Cu ’’ 28 4 14 7 Hf ’’ 5.3 0.7 14 4
Zn ’’ 67 6 9 7 Ta ’’ 0.9 0.1 13 11
Ga ’’ 17.5 0.7 4 8 W ’’ 1.9 1 54 18
Ge ’’ 1.4 0.1 9 4 Re ng g�1 0.198 13
As ’’ 4.8 0.5 10 9 Os ’’ 0.031 0.009 29 13
Se ’’ 0.09 0.05 54 4 Ir ’’ 0.022 0.007 32 13
Br ’’ 1.6 5 Pt ’’ 0.5 0.5 95 13
Rb ’’ 84 17 20 10 Au ’’ 1.5 0.4 26 4
Sr ’’ 320 46 14 4 Hg mg g�1 0.05 0.04 76 4
Y ’’ 21 2 11 4 Tl ’’ 0.9 0.5 57 4
Zr ’’ 193 28 14 4 Pb ’’ 17 0.5 3 4
Nb ’’ 12 1 12 11 Bi ’’ 0.16 0.06 38 19
Mo ’’ 1.1 0.3 28 12 Th ’’ 10.5 1.0 10 20
Ru ng g�1 0.34 0.02 6 13 U ’’ 2.7 0.6 21 20
Pd ’’ 0.52 0.02 3 13 ’’

a Sources: (1) Average of all surface exposure data from Table 1, excluding Shaw et al. (1967), which is replicated by Fahrig and Eade (1968). (2) As (1)
above, but including sediment-derived data from Plank and Langmuir (1998) and McLennan (2001b). (3) As (1) above, but also including K2O value
derived from loess (see text). (4) Average of all values in Table 2, excluding Wedepohl (1995) value or Taylor and McLennan (1985) value for Au, if it is
derivitive from Shaw et al. (1976) and Taylor and McLennan (1985). (5) Wedepohl (1995). (6) Average of all surface composite data in Table 2,
excluding Shaw et al. (1976), and including additional data from sediments (McLennan, 2001b). (7) Average of all surface composite data in Table 2,
excluding Shaw et al. (1976), and including Taylor and McLennan (1985) values. (8) Average of all surface composite data in Table 2, excluding Shaw

et al. (1976) due to their fractionated Ga/Al ratio. (9) Average of sedimentary data from Table 2 (Sims et al., 1990) andGao et al. (1998a) surface
averages. (10) Dervied from La/Rb correlation in loess (see text). Value is identical to surface exposure data except for the Shaw et al. (1976) values. Data
from Handbook of Geochemistry are about a factor of 2 lower than the latter and are not included in the average. (11) Average of all surface exposure data
in Table 2 (minus Shaw et al. (1976), values) plus data from sediments and loess (Plank and Langmuir, 1998; Barth et al., 2000; McLennan, 2001b; Teng
et al., 2003). (12) Average of all data in Table 2, excluding Taylor and McLennan (1985), which derive from same source as Wedephol’s. (13) From
Peucker-Ehrenbrink and Jahn (2001); see text for origin of error estimates. (14) Average of all data in Table 2, excluding Taylor and McLennan (1985),

which is a factor of two higher than all other estimates. (15) Derived from Rb/Cs = 17 and upper crustal Rb value (see text). (16) Average of all data in
Table 2, excluding the Shaw et al. (1976) and including additional data from loess (see text). (17) Value interpolated from REE pattern. (18) Average of
all values in Table 2, plus correlation from Newsom et al. (1996), assuming W/Th = 0.2 (19) Average of all values in Table 2, excluding the Shaw et al.
(1976) value, which is a factor of 5 lower than the others. (20) From loess correlations with La (see text). Both values are within error of the average of all
surface exposure data and other sedimentary data (Taylor and McLennan, 1985; McLennan, 2001b).
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The trace-element abundances shown in Table 3
derive from different methods depending on their
solubility. For most insoluble elements (see Section
5.2.2 and Figure 4 for definitions of solubility), we
average the surface composites in addition to sedi-
ment or loess-derived estimates to derive the upper
crustal composition. The uncertainty reported
represents 1� from the mean of all estimates. For
moderately and highly soluble elements, we use the
data derived from loess, if the elements show cor-
relations with lanthanum ðr2 > 0:4Þ, to infer their
concentrations. In this case, the error represents the
SD of the X/La ratio (where X is the element of
interest). For elements that show no or only a poor
correlation with lanthanum in loess and sediments
(e.g., K2O, Li, Ba, and Sr), we use the average of
surface composites and sedimentary data (if some
correlations exist with lanthanum) to derive an
average. In most cases, the loess or sediment-
derived values are within error of the surface-com-
posite averages and these are noted in the footnote.
Caesium is a special case. The loess caesium data
show a poor correlation with lanthanum, but good
correlation with rubidium. We thus use the
observed Rb/Cs ratio of 17 (which is similar to
the previous determination of this ratio in sedimen-
tary rocks (McDonough et al., 1992)) and the
upper crustal rubidium concentration of 84 ppm
to derive the caesium concentration of 4.9 ppm in
the upper crust. The error on this estimate derives
from the standard deviation of the Rb/Cs ratio. For
some elements, only single estimates are available
(e.g., bromine, nitrogen, iodine), and these are
adopted as reported. The uncertainty of these esti-
mates is likely to be very high, but there is no way
to estimate uncertainty quantitatively with such

few data. Remarkably, the SD on a large number
of trace elements is below 20%, and the concentra-
tions of a few (flourine, scandium, vanadium,
cobalt, zinc, gallium, germanium, arsenic, yttrium,
niobium, LREEs, tantalum, lead, and thorium)
would appear to be known within �10%
(Table 3). However, in a number of these cases
(e.g., flourine, cobalt, gallium, germanium, and
arsenic), the small uncertainties undoubtedly
reflect the fact that there have been few indepen-
dent estimates made of the upper crust composition
for these elements. It is likely that the true uncer-
tainty for these elements is considerably greater
than expressed in Table 3.

The upper crustal composition in Table 3 has
many similarities to the widely used estimate of
Taylor and McLennan (1985, with recent revision
by McLennan (2001b)), but also some notable
differences (Figure 8). Most of the elements that
vary by more than 20% from the estimate of Taylor
and McLennan are elements for which new data are
recently available and few data exist overall (i.e.,
beryllium, arsenic, selenium, molybdenum, tin,
antimony, rhenium, osmium, iridium, thallium,
and bismuth). However, a number of estimates
exist for K2O, P2O5, and rubidium contents of the
upper crust and our estimates are significantly
lower (by 20–40%) than Taylor and McLennan’s
upper crust. The difference in P2O5 may simply be
due to rounding errors. Taylor and McLennan
(1985) report P2O5 of 0.2 wt.% versus 0.15 wt.%
in our and other estimates of the upper crust—
Tables 2 and 3). Taylor and McLennan (1985)
derived their upper crustal K2O indirectly from
thorium abundances by assuming Th/U¼ 3.8 and
K/U = 10,000. The resulting K2O value is the

Figure 8 Plot of upper crustal compositional estimate of Taylor and McLennan (1995) (updated with values from
McLennan, 2001b), divided by recommended values from this study. Horizontal lines mark 20% variation. Most
elements fall within the�20% bounds; elements falling beyond these bounds are labeled. Of the elements that differ by
over 20%, potassium and rubidium are probably the most significant, since these elements are commonly analyzed to

high precision in crustal rocks.

The Upper Continental Crust 149



highest of any of the estimates (Table 2 and
Figure 2). Likewise, Taylor and McLennan’s rubi-
dium value was determined from their K2O
content, assuming a K/Rb ratio of the upper crust
of 250. Their rubidium concentration matches the
Canadian Shield value of Shaw et al. (1976), but is
higher than all other surface-exposure studies,
including Fahrig and Eades Canadian Shield esti-
mate (Table 2 and Figure 3). In contrast, the
remaining surface-exposure studies match the rubi-
dium value we derived from the loess Rb–La
correlation (Figure 6). We conclude that the upper
crust may have lower potassium and rubidium con-
tents than estimated by Taylor and McLennan
(1985). This finding has implications for total crus-
tal heat production (see Section 5.4).

5.3 THE DEEP CRUST

The deep continental crust is far less accessible
than the upper crust and consequently, estimates of
its composition carry a greater uncertainty.
Compared to the upper crust, the earliest estimates
of the composition of the deep crust are relatively
recent (i.e., 1950s and later) and derive from both
seismological and geological studies.

On the basis of observed isostatic equilibrium
of the continents and a felsic upper crust compo-
sition, Poldervaart (1955) suggested a two-layer
crust with granodioritic upper crust underlain by
a basaltic lower crust. The topic of deep crustal
composition doesn’t seem to have been consid-
ered again until �20 years later, when a series of
works in the 1970 s and 1980 s made significant
headway into the nature of the deep continental
crust. On the basis of surface heat-flow, geo-
chemical studies of high-grade metamorphic
rocks and seismological data, Heier (1973) pro-
posed that the deep crust is composed of
granulite-facies rocks that are depleted in heat-
producing elements. A similar conclusion was
reached by Holland and Lambert (1972) based
on their studies of the Lewisian complex of
Scotland. Smithson (1978) used seismic reflec-
tions and velocities to derive both structure and
composition of the deep crust. He divided the
crust into three, heterogeneous regions: (i) an
upper crust composed of supracrustal meta-
morphic rocks intruded by granites, (ii) a
migmatitic middle crust and (iii) a lower crust
composed of a heterogenous mixture of igneous
and metamorphic rocks ranging in composition
from granite to gabbro, with an average inter-
mediate (dioritic) composition. This three-layer
model of the crust survives today in most seis-
mologically based studies. Weaver and Tarney
(1980, 1981, 1984) derived a felsic and inter-
mediate composition for the Archean middle
and lower crust, respectively, based on studies

of amphibolite to granulite-facies rocks exposed
in the Lewisian complex, Scotland. R. W. Kay
and S. M. Kay (1981) were one of the first to
stress the importance of xenolith studies to unra-
velling deep-crustal composition. They
highlighted the heterogeneous nature of the
deep crust and suggested its composition should
vary depending on tectonic setting, cautioning
against the use of singular cross sections or
deep-crustal exposures to derive global models.
Taylor and McLennan (1985) considered the
lower crust to be the portion of the crust from
10 km depth to the Moho. Their ‘‘lower crust’’
thus includes both middle and lower crust, as
used here (see Section 5.3.1). Taylor and
McLennan’s (1985) lower-crust composition
was derived by subtracting the upper crust from
their total-crust composition (see Section 5.4).
The Taylor and McLennan (1985) lower crust is
thus not based on observed lower crustal rock
compositions, but rather on models of upper- and
total-crust compositions and assumptions about
the origin of surface heat flow.

More recent attempts to define deep crust com-
position have relied upon linking geophysical data
(principally seismic velocities) to deep crustal
lithologies and their associated compositions to
derive the bulk composition of the deep crust as
a function of tectonic setting (Christensen and
Mooney, 1995; Rudnick and Fountain, 1995;
Wedepohl, 1995; Gao et al., 1998a,b). Despite
the attendant large uncertainties in deriving com-
position from velocity (Rudnick and Fountain,
1995; Brittan and Warner, 1996, 1997; Behn and
Kelemen, 2003) and the lack of thorough geo-
chemical sampling of the deep crust in many
regions, these efforts nevertheless provide the
best direct estimates of present-day deep crustal
composition.

In this section we examine the composition of
the deep crust by first defining its structure and
lithology and the methods employed to determine
deep crust composition. We then examine observa-
tions on middle and lower crustal samples, average
seismic velocities and the resulting models of deep
crust composition.

5.3.1 Definitions

Following recent compilations of the seismic-
velocity structure of the continental crust, we
divide the deep crust into middle and lower crust
(Holbrook et al., 1992; Christensen and Mooney,
1995; Rudnick and Fountain, 1995). Holbrook
et al. (1992) defined the middle crust as: (i) the
middle-third, where the velocity structure suggests
a natural division of the crust into thirds; (ii) the
region beneath the upper crust and above a Conrad
discontinuity, if there is a layer beneath the Conrad;
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and (iii) the region immediately beneath the
Conrad if there are two distinct velocity layers
beneath a Conrad discontinuity. The lower crust is
thus the layer beneath the middle crust and above
the Moho.

For a �40 km thick average global continental
crust (Christensen and Mooney, 1995; Rudnick and
Fountain, 1995), the middle crust is 11 km thick
and ranges in depth from 12 km, at the top, to 23
km at the bottom (Gao et al. (1998b) based on the
compilations of data for crustal structure in various
tectonic settings by Rudnick and Fountain (1995)).
The average lower crust thus begins at 23 km depth
and is 17 km thick. However, the depth and thick-
ness of both middle and lower crust vary from
setting to setting. In fore-arcs, active rifts, and
rifted margins, the crust is generally thinner: mid-
dle crust extends from 8 km to 17 km depth and
lower crust from 17 km to 27 km depth. In
Mesozoic–Cenozoic orogenic belts the crust is
thicker and middle crust extends from 16 km to
27 km depth and the lower crust from 27 km to 51
km depth (Rudnick and Fountain, 1995).

5.3.2 Metamorphism and Lithologies

Studies of exposed crustal cross-sections and
xenoliths indicate that the middle crust is domi-
nated by rocks metamorphosed at amphibolite
facies to lower granulite facies, while the lower
crust consists mainly of granulite facies rocks
(Fountain et al., 1990a; Fountain and Salisbury,
1981; Mengel et al., 1991; Weber et al., 2002).
However, exceptions to these generalities do
occur. For thin crust in rifted areas, greenschist-
facies and amphibolite-facies rocks may predomi-
nate in the middle and lower crust, respectively. In
overthickened Mesozic and Cenozoic orogenic
belts (e.g., Alps, Andes, Tibet, and Himalyas),
and paleo-orogenic belts that now have normal
crustal thicknesses (e.g., Appalachains,
Adirondacks, Variscan belt), granulite-facies and
eclogite-facies rocks may be important constituents
of the middle and lower crust (Leech, 2001;
LePichon et al., 1997; Lombardo and Rolfo,
2000). In contrast, amphibolite-facies lithologies
may be present in the deep crust of continental
arcs (Aoki, 1971; Miller and Christensen, 1994;
Weber et al., 2002), where hydrous fluids are
fluxed from the subducting slab and the water
contents of underplating magmas are high.

Lithologically, both middle and lower crust are
highly heterogeneous, as seen in surface exposures
of high-grade metamorphic rocks, crustal cross-
sections, and deep-crustal xenolith suites.
However, there is a general tendency for the middle
crust to have a higher proportion of evolved rock
compositions (as observed in cross-sections and
granulite-facies terranes) while the lower crust has

a higher proportion of mafic rock types (as
observed in xenolith suites (Bohlen and Mezger,
1989)). Metasedimentary lithologies are often pre-
sent, albeit in small proportions. The exact
proportions of felsic to mafic lithologies in the
deep crust varies from place to place and can only
be established through the study of crustal cross-
sections or inferred from seismic velocity profiles
of the crust (Christensen and Mooney, 1995;
Rudnick and Fountain, 1995; Wedepohl, 1995;
Gao et al., 1998b).

5.3.3 Methodology

There are three approaches to derive the com-
position of the deep crust (see Rudnick and
Fountain (1995) for a review).

(i) By studying samples derived from the deep
crust. These occur as surface outcrops of high-
grade metamorphic terranes (e.g., Bohlen and
Mezger, 1989; Harley, 1989), tectonically uplifted
crustal cross-sections (e.g., Fountain and Salisbury,
1981; Percival et al., 1992), and as deep-crustal
xenoliths carried in volcanic pipes (Rudnick,
1992; Downes, 1993).

(ii) By correlating seismic velocities with rock
lithologies (Christensen and Mooney, 1995;
Rudnick and Fountain, 1995; Wedepohl, 1995,
Gao et al., 1998a,b).

(iii) From surface heat-flow measurements.
As pointed out by Jaupart and Mareschal, surface
heat flow is the only geophysical parameter that is a
direct function of crustal composition. In general,
however, heat flow provides only very broad con-
straints on deep-crust composition due to the
ambiguity involved in distinguishing the amount
of surface heat flow arising from crustal radioac-
tivity versus the Moho heat flux; Rudnick et al.,
1998). Most models of the deep-crust composition
fall within these broad constraints. The exception is
the global model of Wedepohl, 1995, which pro-
duces more heat than the average surface heat flow
in the continents, thereby allowing no mantle heat
flux into the base of the crust (Rudnick et al.,
1998). In addition, the regional model of Gao
et al. (1998a) for eastern China produces too
much heat to be globally representative of the con-
tinental crust composition (see discussion in
Rudnick et al. (1998) and Jaupart and Mareschal).
However, the Gao et al. composition may be repre-
sentative of the continental crust of eastern China,
where the crust is relatively thin (30–35 km) and
the heat flow is high (>60 mWm�2). In the remain-
ing discussion of deep-crust composition, we rely
most heavily on methods (i)–(ii), above, but return
to the question of heat flow when considering the
bulk crust composition in Section 5.4.

In addition to mineralogy, which is in turn a
function of bulk composition and metamorphic
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grade, factors affecting the seismic velocities of the
continental crust include temperature, pressure,
and the presence or absence of volatiles, fractures,
and mineralogical anisotropy. It is generally
assumed that cracks and fractures are closed
under the ambient confining pressures of the mid-
dle to lower crust (0.4–1.2 GPa). In addition,
although evidence for volatile transport is present
in many rocks derived from the deep crust, the low
density of these fluids allows for their escape to the
upper crust shortly after their formation. Hence,
most studies assume the deep crust does not, in
general, contain an ambient, free volatile phase
(Yardley, 1986).

Some minerals are particularly anisotropic with
respect to seismic-wave speeds (e.g., olivine, silli-
manite, mica (Christensen, 1982)), which can lead
to pronounced seismic anisotropy in rocks if these
minerals are crystallographically aligned through
deformational processes (Meltzer and Christensen,
2001). This, in turn, could lead to over- or under-
estimation of representative seismic velocities of
the deep crust if deformed rocks with such aniso-
tropic minerals occur there. Olivine is not
commonly stable in the deep crust, but other
strongly anisotropic minerals are (e.g., mica,
which is predominantly stable in the middle crust,
and sillimanite, which is found in metapelitic rocks
in the middle-to-lower crust). Some of the largest
seismic anisotropies have been recorded in mica
schists and gneisses, which can have average ani-
sotropies over 10% (Christensen and Mooney,
1995; Meltzer and Christensen, 2001). Amphibole
is also anisotropic and the average anisotropies for
amphibolite are also �10% (Christensen and
Mooney, 1995; Kern et al., 1996). In general, ani-
sotropy is expected to be highest in metapelitic
rocks and amphibolites, which contain the highest
proportions of anisotropic minerals. These litholo-
gies appear to be subordinate in middle-crustal
sections and outcrops (described in the next sec-
tion) compared to felsic gneisses, which typically
have low anisotropies (<5%). In contrast, studies of
xenoliths show metapelite to be a common lithol-
ogy in the lower crust, albeit proportionally minor,
and amphibolite may be important in some regions
(Section 5.3.5.1). Thus, seismic anisotropy could
be especially important in regions having large
amounts of metasedimentary rocks (e.g., accretion-
ary wedges) and amphibolite (arc crust?) in the
deep crust, but is less likely to be important in
crust dominated by felsic metaigneous rocks or
mafic granulites.

Changes inP-wave velocity of a rock as a function
of temperature and pressure are generally assumed to
be on the order of �4� 10�4 km s�1
C�1 and
2� 10�4 km s�1MPa�1 (see Rudnick and Fountain
(1995 and references7 therein). Becausemost labora-
torymeasurements of ultrasonic velocities are carried
out at confining pressures of 0.6–1.0 GPa, no

pressure correction needs to be made in order to
compare field and laboratory-based velocity mea-
surements. However, temperature influence on
seismic-wave speeds can be significant, especially
when comparing laboratory data collected at room
temperature to field-based measurements in areas
of high heat flow (e.g., rifts, arcs, extentional set-
tings). The decrease in compressional wave
velocities in the deep crust under these high
geotherms can be as much as 0.3 km s�1 (see
Rudnick and Fountain, 1995, figure 1). For these
reasons, Rudnick and Fountain (1995) used regio-
nal surface heat flow and assumed a conductive
geothermal gradient, to correct the field-based
velocities to room-temperature conditions. In this
way, direct comparisons can be made between
velocity profiles and ultrasonic velocities of
lower-crustal rock types measured in the labora-
tory. Another benefit of this correction is that deep-
crustal velocities from areas with grossly different
geotherms can be considered directly in light of
possible lithologic variations. In subsequent sec-
tions we quote deep-crustal velocities corrected to
room-temperature conditions as ‘‘temperature-cor-
rected velocities.’’

5.3.4 The Middle Crust

5.3.4.1 Samples

The best evidence for the compositional
makeup of the middle crust comes from studies
of high-grade metamorphic terranes and crustal
cross-sections. There are far fewer studies of
amphibolite-facies xenoliths derived from mid-
crustal depths (Grapes, 1986; Leeman et al.,
1985; Mattie et al., 1997; Mengel et al., 1991;
Weber et al., 2002) compared to their granulite-
facies counterparts. This may be due to the fact
that it can be difficult to distinguish such xeno-
liths from the exposed or near-surface
amphibolite-facies country rocks through which
the xenolith-bearing volcanic rocks erupted. For
this reason, xenolith studies have not been
employed to any large extent in understanding
the composition of the middle crust, and most
information about the middle crust comes from
studies of high-grade terranes, crustal cross-sec-
tions, and seismic profiles.

Interpreting the origin of granulite-facies ter-
ranes and hence their significance towards
determining deep-crustal composition depends on
unraveling their pressure–temperature–time his-
tory. Those showing evidence for a ‘‘clockwise’’
P–T path (i.e., heating during decompression) are
often interpreted as having been only transiently in
the lower crust; they represent upper crustal assem-
blages that passed through high P–T conditions on
their way back to the surface during continent-scale
collisional orogeny. In contrast, granulite terrains
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showing evidence for isobaric cooling can have
extended lower-crustal histories, and thus may
shed light on deep-crustal composition (see discus-
sion in Rudnick and Fountain (1995)). Bohlen and
Mezger (1989) pointed out that isobarically cooled
granulite-facies terranes show evidence of equili-
bration at relatively low pressures (i.e., �0.6–0.8
GPa), corresponding to mid-crustal depths (�25
km). Although a number of high-pressure and
even ultra-high-pressure metamorphic belts have
been recognized since their study, it remains true
that the majority of isobarically cooled granulite-
facies terranes show only moderate equilibration
depths and, therefore, may provide evidence
regarding the composition of the middle crust.

Although lithologically diverse, the average
composition of rocks analyzed from granulite ter-
rains is evolved (Rudnick and Presper, 1990),
with median compositions corresponding to gran-
odiorite/dacite (64–66wt.% SiO2, 4.1–5.2 wt.%
Na2OþK2O, based on classification of Le Bas
and Streckeisen (1991)). Rudnick and Fountain
(1995) suggested that isobarically cooled granu-
lite terrains have a higher proportion of mafic
lithologies than granulites having clockwise P–T
paths. However, the median composition of rocks
analyzed from isobarically cooled terranes is
indistinguishable (62 wt.% SiO2, 4.6 wt.%
Na2OþK2O) from the median composition of
the entire granulite-terrane population given in
Rudnick and Presper (1990). Collectively, these
data point to a chemically evolved mid-crustal
composition.

Observations from crustal cross-sections also
point to an evolved mid-crust composition
(Table 4). Most of these cross-sections have been
exposed by compressional uplift due to thrust fault-
ing (e.g., Kapuskasing, Ivrea, Kohistan, and
Musgrave). Other proposed origins for the uplift
include wide, oblique transitions (Pikwitonei),
impactogenesis (Vredefort), and transpression
(Sierra Nevada) (Percival et al., 1992). In nearly
all these sections, sampling depth ranges from
upper to middle crust; only a few (e.g., Vredefort,
Ivrea, Kohistan) appear to penetrate into the lower
crust. In the following paragraphs we review the
insights into middle (and lower) crust lithologies
gained from the studies of these crustal cross-
sections.

The Vredefort dome represents a unique,
upturned section through �36 km of crust of
the Kaapvaal craton, possibly exposing a paleo-
Moho at its base (Hart et al., 1981, 1990;
Tredoux et al., 1999; Moser et al., 2001). The
origin of this structure is debated, but one likely
scenario is that it was produced by crustal
rebound following meteorite impact. The shal-
lowest section of basement (corresponding to
original depths of 10–18 km depth) is composed
of amphibolite-facies rocks consisting of granitic

gneiss (the outer granite gneiss). The underlying
granulite-facies rocks (original depths of 18–36
km) are composed of charnockites and leucogra-
nofels with �10% mafic and ultramafic
granulites (the Inlandsee Leucogranofels terrain).
The mid-crust, as defined here, is thus composed
of amphibolite-facies felsic gneisses in fault con-
tact with underlying charnockites and mixed
felsic granulites and mafic/ultramafic granulites
(Hart et al., 1990). The lower crust, which is only
partially exposed, consists of mixed felsic and
mafic/ultramafic granulites, with the proportion
of mafic rocks increasing with depth. The mantle
beneath the proposed paleo-Moho, as revealed by
borehole drilling, is dominated by 3.3–3.5 Ga
serpentinized amphibole-bearing harzburgite
(Tredoux et al., 1999).

The Kapuskasing Structural Zone represents
an exposed middle-to-lower crustal section
through a greenstone belt of the Archean
Canadian Shield, where the middle crust is repre-
sented by the amphibolite-facies Wawa gneiss
dome and lower granulite-facies litihologies
along the Kapuskasing uplift. Altogether, �25
km of crust are exposed out of a total crustal
thickness of 43 km (Fountain et al., 1990b;
Percival and Card, 1983). The Wawa gneiss
dome is dominated by tonalite–granodiorite
gneisses and their igneous equivalents (87%),
but also contains small amounts of paragneiss
(5%) and mafic gneiss and intrusives (8%)
(Burke and Fountain, 1990; Fountain et al.,
1990b; Shaw et al., 1994). The slightly deeper-
level Kapuskasing Structural Zone has a greater
proportion of paragneisses and mafic lithologies.
It contains 35% mafic or anorthositic gneisses,
25% dioritic gneisses, 20% paragneiss, and only
20% tonalite gneisses.

Like the high-grade rocks of the Kapusksasing
Structural Zone, those in the Pikwitonei crustal
cross-section represent high-grade equivalents of
granite–gneiss–greenstone successions (Fountain
and Salisbury, 1981; Percival et al., 1992).
Approximately 25 km of upper-to-middle crust is
exposed in this section out of a total-crustal thick-
ness of 37 km (Fountain et al., 1990b). Both
amphibolite- and granulite-facies rocks are domi-
nated by tonalitic gneiss with minor mafic gneiss,
and metasedimentary rocks.

The Wutai–Jining Zone is suggested to be an
exposed cross-section through the Archean North
China craton (Kern et al., 1996). Rocks from this
exposure equilibrated at depths of up to �30 km,
thus sampling middle and uppermost lower crust,
but leaving the lowermost 10 km of crust unex-
posed (Kern et al., 1996). Like the previously
described cross-sections, felsic gneisses dominate
the middle crust; tonalitic–trondhjemitic–grano-
dioritc, and granitic gneisses comprise 89% of
the dominant amphibolite to granulite-facies
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Table 4 Chemical and petrological composition of crustal cross-sections.

Referencea Age Setting,
(uplift
origin)b

Current
crustal

thickness (km)

Maximum
depth (km)

Middle crust lithologies Lower crust lithologies

Archean
Vredefort Dome 1–3 2.6–3.6Ga Kaapvaal craton, (3) 36 36 (w/paleo

Moho)
Amphibolite-faciesgranitic gneiss Granulite-facies charnockites, leucogranofels, mafic, and

ultramafic granulites
KapuskasingUplift 4–5 2.5–2.7Ga Superior craton, (1) 43 25 Amphibolite-facies87% felsic Lower granulite-facies35% mafic/anorthositic

8% mafic-intermediate 25% diorite
5% metasediment 20% metasediments

20% felsic
Pikwitonei
granulite domain

6–9 2.5–3.1Ga Superior craton, (2) 37 25 Amphibolite-lower granulite facies. Dominately
tonalite gneiss, minor mafic gneisses, quartzites,
anorthosites.

Granulite-facies. Predominantly silicic to intermediate gneiss,
with minor paragneiss, mafic-ultramafic bodies and
anorthosites

Wutai-Jining zone 10 2.5–2.8Ga North China Craton, (2) 40 30 Amphibolite-lower granuilte facies.89% tonalitic-
trondhjemitic-granodioritic-granitic gneiss

Granulite-facies.54% tonalitic-trondhjemitic-granodioritic-
granitic gneiss

8% amphibolite and mafic granulite 32% mafic granulite
3% metapelite 6% metapelite

8% metasandstone
Proterozoic
Musgrave ranges 6, 8, 11 1.1–2.0Ga Central Australia, (1) 40 Unknown Quartzofeldspathic gneiss, amphibolite, metapelite,

marble, calc-silicate gneiss
Silicic to intermediate gneiss, mafic granulite, layered mafic-

ultramafic intrusions
S. Norway 12–13 1.5–2.0Ga Baltic Shield, (2) 35 Unknown Quartzofeldspathic gneiss, amphibolite,

metasediments
Felsic granulite, mafic granulite, metasediments

Phanerozoic
Ivrea-Verbano zone 14–17 Permian Alps, (1) 35 30 Amphibolite-facies. felsic gneiss, amphibolite,

metapelite (kinzigite), marble
Granulite facies. mafic intrusivesand ultramafic cumulates,

resistic metapelite (stronalite), diorite
Sierra Nevada,
California

8, 18–20 Cretaceous Continental arc, (4) 27–43 30 Mafic to felsic gneiss, amphibolite, diorite–tonalite Granofels, mafic granulite, graphite-bearing metasediments

Kohistan, Pakistan 8, 21 Late Jurassic-
Eocene

Oceanic arc, (1) Unknown 45 Diroite, metadiorite, gabbronorite Amphibolite, metagabbro, gabbronorite, garnet gabbro, garnet
hornblendite, websterite

Talkeetna, Alaska 22–23 Jurassic Oceanic arc, (1) 25–35 13 Gabbro, tonalite, diorite Garnet gabbro, amphibole gabbro, dunite, wehrlite,
pyroxenite

a References: 1. Hart et al. 1990, 2. Tredoux et al., 1999, 3. Moser et al., 2001, 4. Fountain et al., 1990a, 5. Shaw et al., 1994, 6. Fountain and Salisbury, 1981, 7. Fountain et al., 1987, 8. Percival et al., 1992, 9. Fountain and Salisbury 1995, 10.
Kern et al., 1996, 11. Clitheroe et al., 2000, 12. Pinet and Jaupart, 1987, 13. Alirezaei and Cameron, 2002, 14. Mehnert, 1975, 15. Fountain, 1976, 16. Voshage et al., 1990, 17. Mayer et al., 2000, 18. Ross, 1985, 19. Saleeby, 1990, 20. Ducea,
2001, 21. Miller and Christensen, 1994, 22. Pearcy et al., 1990, 23. b The different mechanisms responsible for uplift of these crustal cross sections include (1) compressional uplifts along thrust faults, (2) wide, oblique transitions, which are
also compressional in origin, but over wide transitions, with no one thrust fault obviously responsible for their uplift, (3) meteorite impact, and (4) transpressional uplifts, which are vertical uplifts along a transcurrent faults (Percival et al., 1992).



Henshan-Fuping terrains, the remaining lithologies
are amphibolite-mafic granulite (8%) and metape-
lite (3%). Tonalitic–trondhjemitic–granodioritc and
granitic gneiss (54%) are less significant but still
dominant in the lower-crustal Jining terrain.

The Musgrave Range (Fountain and Salisbury,
1981; Percival et al., 1992) and the Bamble Sector
of southern Norway (Pinet and Jaupart, 1987;
Alirezaei and Cameron, 2002)) represent two crus-
tal sections through Proterozoic crust of central
Australia and the Baltic Shield, respectively. In
both sections, the middle crust is dominated by
quartzofeldspathic gneiss. The lower crust consists
of silicic to intermediate gneiss, felsic granulite,
and mafic granulite with layered mafic and ultra-
mafic intrusions being important lithological
components in the Musgrave Range and metasedi-
ments being important in the lower crust of
southern Norway.

The Ivrea–Verbano Zone in the southern Alps
of Italy was the first to be proposed as an exposed
deep-crustal section by Berckhemer (1969) and
has subsequently been the focus of extensive geo-
logical, geochemical, and geophysical studies
(e.g., Mehnert, 1975; Fountain, 1976; Dostal and
Capedri, 1979; Voshage et al., 1990; Quick et al.,
1995). The Paleozoic rocks of the Ivrea zone are
unusual when compared with Precambrian granu-
lite outcrops because they contain a large
proportion of mafic lithologies and, as such, clo-
sely resemble granulite xenoliths in composition
(Rudnick, 1990b). Amphibolite-facies rocks of
the middle crust consist of felsic gneiss, amphibo-
lite, metapelite (kinzigite), and marble, whereas
the lower crustal section comprises mafic granu-
lite and diorite, which formed by intrusion and
subsequent fractionation of basaltic melts that
partially melted the surrounding metasediments
(now resistic stronalite) (Mehnert, 1975; Dostal
and Capedri, 1979; Fountain et al., 1976;
Voshage et al., 1990). Detailed mapping by
Quick et al. (1995) demonstrated that mantle peri-
dotites in the southern Ivrea Zone are lenses that
were tectonically interfingered with metasedi-
mentary rocks prior to intrusion of the gabbroic
complex and the present exposures reside an
unknown distance above the pre-Alpine contigu-
ous mantle. Thus reference to the section as a
complete crust–mantle transition could be mis-
leading. Altogether, the exposed rocks represent
�30 km of crust with �5 km lowermost crust
remaining unexposed (Fountain et al., 1990a).
The similarity in isotope composition and age
between the Ivrea zone cumulates and Hercynian
granites in the upper crust led Voshage et al.
(1990) to speculate that these granites were
derived from lower-crustal magma chambers
similar to those in the Ivrea Zone, suggesting
that basaltic underplating may be important in

the formation and modification of the lower con-
tinental crust (Rudnick, 1990a).

Three sections through Mesozoic arcs show
contrasting bulk compositions, depending on
their settings (continental versus oceanic). In the
southern Sierra Nevada, a tilted section exposes
the deeper reaches of the Sierra Nevada batholith,
which is part of a continental arc formed during
the Mesozoic. This section is dominated by arc-
related granitoids to depths of �30 km, which
have a tonalitic bulk chemistry (Ducea and
Saleeby, 1996; Ducea, 2001). At the deepest
structural levels, the mafic Tehachapi Complex
comprises mafic and felsic gneiss, amphibolite,
diorite, tonalite, granulite, and rare metasediments
(Percival et al., 1992; Ross, 1985). In contrast,
two sections through accreted intraoceanic arcs
have considerably more mafic middle-crust com-
positions. In the Jurassic Talkeetna section of
southeastern Alaska, the middle crust comprises
gabbro and tonalite (4.5 km), which is underlain
by variably deformed garnet gabbro and gabbro
with cumulate dunite, wehrlite, and pyroxenite
(2.2 km) in the lower crust (Pearcy et al., 1990).
The upper, middle, and lower crustal units are
estimated to have an average SiO2 of 57%, 52%,
and 44–45%, respectively. The Late Jurassic–
Eocene Kohistan arc of Pakistan represents a 45
km thick reconstructed crustal column through a
deformed, intruded intraoceanic arc sequence
exposed in the Himalayan collision zone (Miller
and Christensen, 1994). The depth interval from
10 km to 18 km is dominated by diorite and
metadiorite. Rocks below this level, from �18
km to the Moho, are dominated by metamor-
phosed mafic to ultramafic rocks from a series of
layered mafic intrusions.

In summary, exposed amphibolite- to granulite-
facies terranes and middle crustal cross-sections
contain a wide variety of lithologies, including
metasedimentary rocks, but they are dominated
by igneous and metamorphic rocks of the diorite–
tonalite–trondhjemite–granodiorite (DTTG), and
granite suites. This is true not only for
Precambrian shields but also for Phanerozoic
crust and continental arcs, as documented in the
crustal cross-sections described above. However,
intra-oceanic arcs may contain substantially greater
proportions of mafic rocks in the middle and lower
crust, as illustrated by the Kohistan and Talkeetna
arc sections (Pearcy et al., 1990; Miller and
Christensen, 1994).

5.3.4.2 Seismological evidence

The samples described above provide evidence
of the lithologies likely to be present in the middle
crust. By definition, however, these samples no
longer reside in the middle crust and additional
information is required in order to determine the
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composition of the present-day middle crust. For
this, we turn to seisomological data for continental
crust from a variety of tectonic settings.

Except for active rifts and some intra-oceanic
island arcs, which exhibit the highest middle-crust
P-wave velocities (6.7� 0.3 km s�1 (Rudnick and
Fountain, 1995) and 6.8� 0.2 km s�1 (data from
Holbrook et al., 1992) corrected to room tempera-
ture), other continental tectonic units have room-
temperature middle-crustal P-wave velocities
between 6.4 km s�1 and 6.6 km s�1 (Rudnick
and Fountain, 1995). This range overlaps the aver-
age velocity of in situ middle crust, which was
determined by Christensen and Mooney (1995) to
be from 6.3 km s�1 to 6.6� 0.3 km s�1, with an
average of 6.5�0.2 km s�1 over the depth range of
15–25 km. When corrected for temperature (an
increase of 0.1–0.2 km s�1, depending on the
regional geotherm), these average middle-crustal
velocities are similar to the room-temperature
velocities considered by Rudnick and Fountain
(1995). Thus, the middle crust has average,
room-temperature-corrected velocity between 6.4
km s�1 and 6.7 km s�1.

Amphibolite-facies felsic gneisses have room
temperature P-wave velocities of 6.4� 0.1 km
s�1 (Rudnick and Fountain, 1995). This com-
pares well with the room-temperature velocity
of average biotite (tonalite) gneiss at
6.32� 0.17 km s�1 (20 km depth; Christensen
and Mooney, 1995). Granitic gneiss has a
slightly lower velocity (6.25� 0.11 km s�1;
Christensen and Mooney (1995)), but is within
uncertainty of the tonalite. A mixture of such
gneisses with 0–30% amphibolite or mafic
gneiss of the same metamorphic grade (Vp = 7.0
km s�1; Rudnick and Fountain, 1995,
Christensen and Mooney, 1995) yields P-wave
velocities in the range observed for most middle
crust. The above seismic data are thus consistent
with the observations from granulite terranes and
crustal cross-sections, and suggest that the mid-
dle crust is dominated by felsic gneisses.

5.3.4.3 Middle-crust composition

Compared to other regions of the crust (upper,
lower, and bulk), few estimates have been made
of the composition of the middle crust (Table 5,
and Figures 9 and 10). Moreover, these estimates
provide data for a far more limited number of
elements, and large differences exist between
different estimates. The estimates of Weaver
and Tarney (1984), Shaw et al. (1994) and Gao
et al. (1998a) are based on surface sampling of
amphibolite-facies rocks in the Lewisian
Complex, the Canadian Shield, and Eastern
China, respectively. Rudnick and Fountain
(1995) modeled the middle crust as 45% inter-
mediate amphibolite-facies gneisses, 45% mixed

amphibolite and felsic amphibolite-facies
gneisses, and 10% metapelite. This mixture is
very similar to that of Christensen and Mooney
(1995), who proposed a middle crust of 50%
tonalitic gneiss, 35% amphibolite, and 15%
granitic gneiss. Unfortunately, compositional
data are not available for Christensen and
Mooney’s samples and so the chemical composi-
tion of their middle crust cannot be calculated.

The estimates of Rudnick and Fountain
(1995) and Gao et al. (1998a) show a broad
similarity, although the latter is more evolved,
having higher SiO2, K2O, barium, lithium, zirco-
nium, and LREEs and LaN/YbN and lower total
FeO, scandium, vanadium, chromium, and cobalt
with a significant negative europium anomaly
(Figures 9 and 10). These differences are
expected, based on the slightly higher compres-
sional velocity of Rudnick and Fountain’s global
middle crust compared to that of Eastern China
(6.6 km s�1 versus 6.4 km s�1; Gao et al.,
1998b). The consistency is surprising consider-
ing that the two estimates are based on different
sample bases and different approaches, one glo-
bal and the other regional.

The middle-crustal compositions of Weaver
and Tarney (1984) and Shaw et al. (1994) deviate
from the above estimates by being markedly
higher in SiO2 and lower in TiO2, FeO, MgO,
and CaO. Moreover, these middle-crust composi-
tions are more felsic (based on the above
elements) than all estimates of the upper-conti-
nental crust composition given in Table 1. Thus,
it is unlikely that the Weaver and Tarney (1984)
and Shaw et al. (1994) compositions are represen-
tative of the global average middle crust, as both
heat flow and seismic observations require that
the crust becomes more mafic with depth. It
should be noted, however, that heat production
for Shaw’s middle-crust composition is indistin-
guishable from those of Rudnick and Fountain
(1995) and Gao et al. (1998a) at �1.0 mW m�3,
due largely to the very high K/Th and K/U of
Shaw et al. estimate. The middle crust of Weaver
and Tarney (1984) has significantly higher heat
production, at 1.4 mW m�3.

Generally speaking, it would be best to derive
the middle-crust composition from observed seis-
mic-wave speeds and chemical analyses of
amphibolite-facies rocks. However, few such
data sets exist. Only two studies attempt to define
the global average seismic-wave speeds for the
middle crust (Christensen and Mooney, 1995;
Rudnick and Fountain, 1995) and neither provides
chemical data for amphibolite facies samples.
Rudnick and Fountain used compiled chemical
data for granulite-facies rocks and inferred the
concentrations of fluid-mobile elements (e.g.,
rubidium, uranium) of their amphibolite facies
counterparts, while Christensen and Mooney

156 Composition of the Continental Crust



Table 5 Compositional estimates of the middle continental crust. Major elements in weight percent. Trace element
concentration units the same as in Table 2.

1 2 3 4 5 1 %
Weaver and
Tarney (1984)

Shaw et al.
(1994)

Rudnick and
Fountain (1995)

Gao et al.
(1998a)

This studya Sigmaa

SiO2 68.1 69.4 62.4 64.6 63.5 2 2
TiO2 0.31 0.33 0.72 0.67 0.69 0.04 6
Al2O3 16.33 16.21 15.96 14.08 15.0 1 9
FeOT

b 3.27 2.72 6.59 5.45 6.02 0.8 13
MnO 0.04 0.03 0.10 0.11 0.10 0.00 2
MgO 1.43 1.27 3.50 3.67 3.59 0.1 3
CaO 3.27 2.96 5.25 5.24 5.25 0.01 0
Na2O 5.00 3.55 3.30 3.48 3.39 0.1 4
K2O 2.14 3.36 2.07 2.52 2.30 0.3 14
P2O5 0.14 0.15 0.10 0.19 0.15 0.06 43
Mg# 43.8 45.5 48.6 54.5 51.5
Li 20.5 7 16 12 6 55
Be 2.29 2.29
B 3.2 17 17
N
F 524 524
S 20 20
Cl 182 182
Sc 5.4 22 15 19 5 27
V 46 118 95 107 16 15
Cr 32 43 83 69 76 10 13
Co 30 25 18 22 5 23
Ni 20 18 33 34 33.5 0.7 2
Cu 8 20 32 26 8 33
Zn 50 70 69 69.5 0.7 1
Ga 17 18 17.5 0.7 4
Ge 1.13 1.13
As 3.1 3.1
Se 0.064 0.064
Br
Rb 74 92 62 67 65 4 5
Sr 580 465c 281 283 282 1 1
Y 9 16 22 17.0 20 4 18
Zr 193 129 125 173 149 34 23
Nb 6 8.7 8 11 10 2 22
Mo 0.3 0.60 0.60
Ru
Pd 0.76 0.76
Ag 48 48
Cd 0.061 0.061
In
Sn 1.30 1.30
Sb 0.28 0.28
I
Cs 0.98 2.4 1.96 2.2 0.3 14
Ba 713 1376 402 661 532 183 34
La 36 22.9 17 30.8 24 10 41
Ce 69 42.1 45 60.3 53 11 21
Pr 5.8 5.8
Nd 30 18.3 24 26.2 25 2 6
Sm 4.4 2.8 4.4 4.74 4.6 0.2 5
Eu 1.09 0.78 1.5 1.20 1.4 0.2 16
Gd 2.11 4.0 4.0
Tb 0.41 0.28 0.58 0.76 0.7 0.1 19
Dy 1.54 3.8 3.8
Ho 0.82 0.82
Er 2.3 2.3
Tm 0.14 0.32

(continued)
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(1995) did not publish their chemical data for the
amphibolite-facies rocks they studied. For this
reason, we have chosen to estimate the middle-
crust composition by averaging the estimates of
Rudnick and Fountain (1995) and Gao et al.
(1998a) (Table 5), where corresponding data are
available. Although the latter study is regional in
nature, its similarity to the global model of
Rudnick and Fountain (1995) suggests that it is
not anomalous from a global perspective (unlike
the lower crust of Eastern China as described in
Section 5.3.5) and it provides additional estimates
for little-measured trace elements.

This middle crust has an intermediate compo-
sition with lower SiO2 and K2O concentrations
and higher FeO, MgO, and CaO concentrations
than average upper crust (Table 1), consistent with
the geophysical evidence (cited above) of a che-
mically stratified crust. Differences in trace-
element concentrations between these two esti-
mates are generally less than 30%, with the
exceptions of P2O5, lithium, copper, barium,
lanthanum, and uranium (Figure 10). The concen-
trations of these elements are considered to be less
constrained. The middle crust is LREE enriched
and exhibits the characteristic depletion of

Table 5 (continued).

1 2 3 4 5 1 %
Weaver and
Tarney (1984)

Shaw et al.
(1994)

Rudnick and
Fountain (1995)

Gao et al.
(1998a)

This studya Sigmaa

Yb 0.76 0.63 2.3 2.17 2.2 0.09 4
Lu 0.1 0.12 0.41 0.32 0.4 0.06 17
Hf 3.8 3.3 4.0 4.79 4.4 0.6 13
Ta 1.8 0.6 0.55 0.6 0.04 6
W 0.60 0.60
Re
Os
Ir
Pt 0.85 0.85
Au 0.66 0.66
Hg 0.0079 0.0079
Tl 0.27 0.27
Pb 22 9.0 15.3 15 15.2 0.2 1
Bi 0.17 0.17
Th 8.4 6.4 6.1 6.84 6.5 0.5 8
U 2.2 0.9 1.6 1.02 1.3 0.4 31

Units for trace elements are the same as in Table 2. Major elements recast to 100% anhydrous.
a Averages and standard deviations of middle crustal composition by Rudnick and Fountain (1995) and Gao et al. (1998a), or from either of these two
studies if data from the other one are unavailable. b Total Fe as FeO. c Recalculated from original data given by Shaw et al. (1994; Table 4), due to a
typographical error in the published table. Mg# =molar 100�Mg/(Mg + Fetot).

2.0

1.5

1.0

0.5

0.0
AlSi

N
or

m
al

iz
ed

to
R

&
G

Fe Mg Ca Na K

Weaver and Tarney
Shaw et al.
Gao et al.
Rudnick and Fountain

Figure 9 Comparison of the major-element composition of the middle continental crust as determined by sampling of
surface exposures (Shaw et al., 1994; Weaver and Tarney, 1984) and inferred from middle-crustal seismic velocities
combined with surface and xenolith samples (Rudnick and Fountain, 1995; Gao et al., 1998a). All values normalized to
the new composition provided in Table 5 (‘‘R&G’’), which is an average between the values of Gao et al. (1998a) and

Rudnick and Fountain (1995). Gray shaded field represents �10% variation from this value.
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niobium relative to lanthanum and enrichment of
lead relative to cerium seen in all other parts of the
crust (Figure 11).

In summary, our knowledge of middle-crustal
composition is limited by the small number of
studies that have focused on the middle crust and
the ambiguity in deriving chemical compositions
from seismic velocities. Thus, the average compo-
sition given in Table 5 is poorly constrained for a
large number of elements. Seismological and heat-
flow data suggest an increase in seismic-wave
speeds and a decrease in heat production with
depth in the crust. Studies of crustal cross-sections
show the middle crust to be dominated by felsic
gneisses of tonalitic bulk composition. The average
middle-crust composition given in Table 5 is con-
sistent with these broad constraints and
furthermore suggests that the middle crust contains
significant concentrations of incompatible trace
elements. However, the uncertainty on the mid-
dle-crust composition, particularly the trace
elements, remains large.

5.3.5 The Lower Crust

5.3.5.1 Samples

Like the middle crust, the lower crust also
contains a wide variety of lithologies, as revealed
by granulite xenoliths, exposed high-pressure

granulite terranes and crustal cross-sections.
Metaigneous lithologies range from granite to
gabbro, with a predominance of the latter in
most lower crustal xenolith suites. Exceptions
include xenolith suites from Argentina
(Lucassen et al., 1999) and central Spain
(Villaseca et al., 1999), where the xenoliths are
dominated by intermediate to felsic granulites
and the Massif Central (Leyreloup et al., 1977;
Downes et al., 1990) and Hannuoba, China (Liu
et al., 2001), where intermediate to felsic granu-
lites comprise nearly half the population.
Metapelites occur commonly in both terranes
and xenoliths, but only rarely do other metasedi-
mentary lithologies occur in xenolith suites;
unique xenolith localities have been documented
with meta-arenites (Upton et al., 1998) and
quartzites (Hanchar et al., 1994), but so far mar-
bles occur only in terranes. The reason for their
absence in lower crustal xenolith suites is uncer-
tain—they may be absent in the lower crust
sampled by volcanoes, they may not survive
transport in the hot magma, or they may simply
have been overlooked by xenolith investigators.
These issues related to the representativeness of
xenolith sampling are the reason why robust
estimates of lower-crustal composition must
rely on a grand averaging technique, such as
using seismic velocities to infer composition.
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Figure 10 Comparison of the trace-element composition of the middle continental crust as determined by sampling of
surface exposures (Shaw et al., 1994; Weaver and Tarney, 1984) and inferred from middle-crustal seismic velocities
combined with surface and xenolith samples (Rudnick and Fountain, 1995; Gao et al., 1998a). All values normalized to
the new composition provided in Table 5 (‘‘R&G’’), which is an average of the values of Gao et al. (1998a) and
Rudnick and Fountain (1995). Gray shaded field represents �20% variation from this value. (a) transition metals, (b)

high-field strength elements, (c) alkali, alkaline earth and actinides, and (d) REEs.
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Information on the lower crust derived from
crustal cross-sections has been given in Section
5.3.4.1 and only the main points are summarized
here. All crustal cross-sections show an increase in
mafic lithologies with depth and most of those in
which possible crust–mantle boundaries are
exposed reveal a lower crust that is dominated by
mafic compositions. For example, in the Ivrea
Zone, Italy, the lower crust is dominated by mafic
granulite formed from basaltic underplating of
country rock metapelite (Voshage et al., 1990).
The same is true for the Kohistan sequence,
Pakistan (Miller and Christensen, 1994), although
here metapelites are lacking. Although the crust–
mantle boundary is not exposed in theWutai-Jining
terrain, the granulite-facies crust exposed in this
cross-section has a more mafic composition than
the rocks of the middle-crust section. Even in the
Vredefort and Sierra Nevada cross-sections, which
are dominated by granitic rocks throughout most of
the crustal sections (Ducea, 2001; Hart et al.,
1990), the deepest reaches of exposed crust are
characterized by more mafic lithologies (Ross,
1985; Hart et al., 1990; Table 4).

There have been a number of studies of
granulite-facies xenoliths since the reviews of

Rudnick (1992) and Downes (1993) and a cur-
rent tabulation of xenolith studies is provided in
Table 6, which provides a summary of most
lower crustal xenolith studies published through
2002. Perhaps most significant are the studies of
lower-crustal xenoliths from Archean cratons,
which had been largely lacking prior to 1992
(Kempton et al., 1995, 2001; Davis, 1997;
Markwick and Downes, 2000; Schmitz and
Bowring, 2000, 2003a,b; Downes et al., 2002).
These studies reveal a great diversity in lower-
crustal lithologies beneath Archean cratons,
which appear to correlate with seismic structure
of the crust.

Lower-crustal xenoliths from the Archean part
of the Baltic (or Fennoscandian) Shield, like their
post-Archean counterparts, are dominated by mafic
lithologies (Kempton et al., 1995, 2001; Markwick
and Downes, 2000; Hölttä et al., 2000). Most equi-
librated at depths of 22–50 km and contain hydrous
phases (amphibole� biotite). Partial melting and
restite development is evident in some migmatitic
xenoliths, but cumulates are absent (Kempton
et al., 1995, 2001; Hölttä et al., 2000). A curious
feature of these samples is the common occurrence
of potassic phases (e.g., potassium feldspar,
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Figure 11 REE (upper) and multi-element plot (lower) of the compositions of the middle crust given in Table 5.
Chondrite values from Taylor and McLennan (1985) and primitive mantle values from McDonough and Sun (1995).
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Table 6 Geochemical and mineral chemical studies of lower crustal xenoliths.

Locality Host Xenolith
types

Types of
analyses

Pipe age Crust age Age References

North America

Nunivak Island, Alaska AB MG ME, Min. <5 Ma Phanerozoic Francis (1976)
Central Slave Province,
Canada

K MGG, FG,
MG

U–Pb 50–70
Ma

Archean 2.5Ga, 1.3Ga
(meta)

Davis (1997)

Kirkland Lake, Ontario,
Superior craton

K AN, MG U–Pb 160 Ma Archean 2.6–2.8Ga, 2.4–
2.5Ga (meta)

Moser and Heaman (1997)

Ayer’s cliff, Quebec K MG, PG Min. �100 Ma Proterozoic Trzcienski and Marchildon (1989)
Popes Harboura, Nova
Scotia

K MG, PG, FG ME, TE, Min. <400 Ma Phanerozoic Owen (1988), Eberz (1991)

Snake River Plainsa, Idaho Evol. B PG Sr, Nd, Pb <2 Ma Archean �2.8Ga Leeman et al. (1985, 1992)
Bearpaw Mts., Montana K MGG, MG,

FG
ME, TE, O, U–Pb 45 Ma Archean �2.6Ga Collerson et al. (1989), Kempton and

Harmon (1992), Moecher et al. (1994),
Rudnick et al. (1999)

Simcoe Volcanic Field,
Washington Cascades

AB MG FI <1 Ma Phanerozoic Ertan and Leeman (1999)

Riley County, Kansas K MGG, EC Min. <230 Ma Proterozoic Meyer and Brookins (1976)
Central Sierra Nevada,
California

AB MGG, EC,
FG, MP

ME, TE, Min., Sr,
Nd, O, U–Pb

8–11 Ma Proterozoic 180 Ma Dodge et al. (1986, 1988), Domenick et al.
(1983), Ducea and Saleeby (1996, 1998)

Colorado/Wyoming K MGG, MG ME, Min. Proterozoic Bradley and McCallum (1984)
Mojave Desert, California AB MP, FG,

IG, QZ,
MGG

ME, TE, Min., Sr,
Nd, Pb, U–Pb

Archean �1,7Ga Hanchar et al. (1994)

Navajo Volcanic Field,
Colorado Plateau

K MGG, FG,
AM, EC,
MP

ME, TE, Min., Sr,
Nd

25–30
Ma

Proterozoic �1.8Ga Ehrenberg and Griffin (1979), Broadhurst
(1986), Wendlandt et al. (1993, 1996),
Mattie et al. (1997), Condie et al. (1999)

Camp Creek, Arizona L MGG, AM,
EC

ME, TE, Min., Sr,
Nd, Pb

23–27
Ma

Proterozoic 1.2–1.9Ga Esperanca et al. (1988)
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Table 6 (continued).

Locality Host Xenolith
types

Types of
analyses

Pipe age Crust age Age References

Chino Valley, Arizona L MGG, AM ME, TE, Min. 25 Ma Proterozoic Arculus and Smith (1979), Schulze and
Helmstadt (1979), Arculus et al. (1988)

San Francisco Volcanic
Field

AB MG, IG ME, TE, Min., Sr,
Nd

<20 Ma Proterozoic �1.9Ga Chen and Arculus (1995)

Geronimo Volcanic Field,
New Mexico

AB MG, IG ME, TE, Min., Sr,
Nd, Pb, O

<3 Ma Proterozoic 1.1–1.4Ga Kempton et al. (1990), Kempton and Harmon
(1992)

Kilbourne Hole, New
Mexico

AB MG, AN, PG,
FG

Min., ME, Sr, Nd,
Pb, O, U–Pb

<1 Ma Proterozoic 1.5Ga Padovani and Carter (1977), Davis and Grew
(1977), James et al. (1980), Padovani et al.
(1982), Reid et al. (1989), Leeman et al.
(1992), Scherer et al. (1997).

Elephant Butte, New
Mexico

AB MG Min., ME <3 Ma Proterozoic Baldridge (1979)

Engle Basin, New Mexico AB MG Min. <3 Ma Proterozoic Warren et al. (1979)
West Texas AB MGG, IG, FG ME, Sr, Nd, Pb, U–

Pb
<40 Ma Proterozoic 1.1Ga Cameron and Ward (1998)

Northern Mexico AB MG, PG, FG ME, TE, Min., Sr,
Nd, C, U–Pb

<25 Ma Proterozoic From 1 to 1400
Ma

Nimz et al. (1986), Ruiz et al. (1988a,b),
Roberts and Ruiz (1989), Hayob et al.
(1989), Rudnick and Cameron (1991),
Cameron et al. (1992), Moecher et al.
(1994), Smith et al. (1996), Scherer et al.
(1997)

Central Mexico AB MG ME, Min, Nd Phanerozoic 1.5Ga Urrutia-Fucagauchi and Uribe-Cifuentes
(1999)

San Luis Potosi, Central
Mexico

AB MG, MGG,
IG

ME, TE, Min., Sr,
Nd

<1 Ma Proterozoic �1.2Ga Schaaf et al. (1994)

South America
Mercaderes, SW Columbia AB MG, MGG,

IG, HB,
ME, TE, Min., Sr,
Nd, Pb

<10 Ma Phanerozoic Weber et al. (2002)

Salta Rift, NWArgentina AB FG, MG Min., ME, TE, Sr,
Nd, Pb

Mesozoic Proterozoic � 1.8Ga Lucassen et al. (1999)



Calbuco Volcano, Chile AND MG ME, TE, Min., Sr,
Nd

<1,000 yr Paleozoic Hickey-Vargas et al. (1995)

Pali Aike, Southern Chile AB MG ME, Min., FI <3 Ma Phanerozoic Selverstone and Stern (1983)
Europe

Scotland, Northern Uplands AB MG, AN, IG,
MP, MGG,
HB

ME, TE, Min., Nd,
Sr, U–Pb

�300 Ma Archean/
Proterozoic

360 Ma, 1.8Ga van Breeman and Hawkesworth (1980),
Upton et al. (1983), Halliday et al. (1984),
Hunder et al. (1984), Upton et al. (1998,
2001)

Eastern Finland K MG, MGG,
AM

ME, TE, Min., Nd,
U–Pb

525 Ma Archean 1.7–2.6Ga Hölttä et al. (2000)

Arkhangelsk Kimberlite,
Baltic shield, Russia

K MGG ME, TE, Min., Sr,
Nd

360 Ma Archean 1.7–1.9Ga Markwick and Downes (2000)

Elovy island, Baltic shield,
Russia

K MGG, EC,
FG, AM

ME, TE, Min., Sr,
Nd, Pb, U–Pb

360–380
Ma

Archean �1.8Ga, 2.4–
2.5Ga

Kempton et al. (1995, 2001), Downes et al.
(2002)

Belarus, Russia K MGG, EC,
HB

ME, TE, Min., Sr,
Nd

370 Ma Markwick et al. (2001)

Pannonian basin, W.
Hungary

AB MG, MGG ME, TE, Min., Sr,
Nd, O

2–5 Ma Phanerozoic Embey-Isztin et al. (1990), Kempton et al.
(1997), Embey-Isztin et al. (2003), Dobosi
et al. (2003)

Kampernich, E. Eifel,
Germany

AB MGG, AM ME, TE, Min., Sr,
Nd, Hf, Pb, O

<1 Ma Phanerozoic 1.5Ga or
�450Ma?

Okrusch et al. (1979), Stosch and Lugmair
(1984), Rudnick and Goldstein (1990),
Loock et al. (1990), Kempton and Harmon
(1992), Sachs and Hansteen (2000)

Wehr Volcanoa, E. Eifel,
Germany

AB AM ME, TE, Min. <1 Ma Phanerozoic Worner et al. (1982), Grapes (1986)

N. Hessian Depression,
Germany

AB MGG, MG,
PG, FG

ME, TE, Min., O <50 Ma Phanerozoic Mengel and Wedepohl (1983), Mengel
(1990)

Massif Central, France vAB MGG, MG,
PG, FG

ME, TE, Nd, Sr,
Pb, O, C

<5 Ma Phanerozoic �350 Ma Leyreloup et al. (1977), Dostal et al. (1980),
Vidal and Postaire (1985), Downes and
Leyreloup (1986), Kempton and Harmon
(1992), Downes et al. (1991), Moecher
et al. (1994)
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Table 6 (continued).

Locality Host Xenolith
types

Types of
analyses

Pipe age Crust age Age References

Tallante, Spain AB PG Min. <20 Ma Phanerozoic Vielzeuf (1983)
Central Spain K IG, FG, MP ME, TE, Min. Early

Mesozoic
Proterozoic Villaseca et al. (1999)

Sardinia, Italy AB MG Min. �3 Ma Phanerozoic Rutter (1987)

Africa

Hoggar, Algeria AB MG, AN, PG ME, TE <20 Ma Proterozoic Leyreloup et al. (1982)
Man Shield, Sierra Leone K MGG, AN,

EC
ME, Min., U–Pb 90–120

Ma
Archean Toft et al. (1989), Barth et al. (2002)

Lashaine, Tanzania AB MGG, EC,
AN

ME, TE, Min., Sr,
Nd, Pb, C

<20 Ma Proterozoic Dawson (1977), Jones et al. (1983), Cohen
et al. (1984), Moecher et al. (1994)

Fort Portal, Uganda AB MGG, MG Min., ME, TE <3Ma Proterozoic Thomas and Nixon (1987)
Free State Kimberlites,
Kaapvaal Craton, South
Africa

K PG Min., U–Pb 90–140
Ma

Archean �2.7Ga (meta) Dawson and Smith (1987), Dawson et al.
(1997), Schmitz and Bowring (2003a,b)

Newlands Kimberlite,
Kaapvaal Craton, South
Africa

K PG U–Pb 114 Ma Archean �2.7Ga Schmitz and Bowring (2003a,b)

Lesotho, South Africa K MGG, MG,
FG, MP, EC

ME, TE, Min., Sr,
Nd, Pb, U–Pb

90–140
Ma

Proterozoic 1.4Ga, 1.1–1.0Ga
(meta)

Davis (1977), Rogers and Hawkesworth
(1982), Griffin et al., 1979), Rogers
(1977), van Calsteren et al. (1986), Huang
et al. (1995), Schmitz and Bowring
(2003a)

Orapa, Zimbabwe Craton,
Botswana

K MP U–Pb 93Ma Proterozoic 2.0Ga (meta),
1.24Ga (meta)

Schmitz and Bowring (2003a)



Central Cape Province,
Eastern Namaqualand,
South Africa

K MGG, AM ME, TE, Min., Sr,
Nd, Pb, U–Pb

90–140
Ma

Proterozoic �1.1Ga (meta) van Calsteren et al. (1986), Pearson et al.
(1995), Schmitz and Bowring (2000),
Schmitz and Bowring (2003a)

Middle East

Mt. Carmel, Israel AB MGG Min. �100 Ma Phanerozoic Esperanca and Garfunkel (1986), Mittlefehldt
(1986)

Birket Ram, Israel AB MGG, Am TE 10,000yr Phanerozoic Mittlefehldt (1984)
Jordan AB MG Min. <2 Ma Proterozoic Nasir (1992), Nasir (1995)
Shamah volcanic fields, Syria AB MG Nasir and Safarjalani (2000)
Asia
Udachnaya, Siberia, Russia K MGG Min. Archean Shatsky et al. (1990, 1983)
Tariat Depression, Central
Mongolia

AB MG, MGG,
IG, AM

ME, TE, Min., Sr,
Nd, Pb, O

<5 Ma Proterozoic Kempton and Harmon (1992), Kopylova
et al. (1995), Stosch et al. (1995)

Hannuoba, North China
Craton

AB FG, IG, MG,
MGG, AN,
MP

ME, TE, Sr, Nd,
Pb, U–Pb

14–27
Ma

Archean �2.5, 1.9, 0.4,
0.22Ga

Gao et al. (2000), Liu et al. (2001), Chen
et al. (2001), Zhou et al. (2002)

Xinyang, North China craton AB MGG ME, TE, Min. Mesozoic Archean Zheng et al. (2003)
Penghu Islands, SE China AB MG Lee et al. (1993)
Southeastern China AB MG, MGG,

IG, FG
ME, TE, Min., Sr,
Nd

<20Ma Archean/
Proterozoic

Yu et al. (2003)

Ichinomegata, Japan AND AM ME, TE, Min., Sr 10,000yr Phanerozoic Kuno (1967), Aoki (1971), Zashu et al.
(1980), Tanaka and Aoki (1981)

Deccan Traps, India K MG ME, Min. Dessai et al. (1999), Dessai and Vasseli
(1999)

Tibetan plateau Min. Hacker et al. (2000)
Australia–New Zealand–Antarctica

McBride Province, N.
Queensland

AB MGG, MG,
PG, FG

ME, TE, Min., Sr,
Nd, Pb, O, C, U–
Pb

<3 Ma Proterozoic 300 Ma and
�1.6Ga

Kay and Kay (1983), Rudnick and Taylor
(1987), Rudnick and Williams (1987),
Stolz and Davies (1989), Stolz (1987),
Rudnick (1990), Rudnick and Goldstein
(1990), Kempton and Harmon (1992),
Moecher et al. (1994)

Chudleigh Province, N.
Queensland

AB MGG, MG ME, TE, Min., Sr,
Nd, Pb, O

<1 Ma Phanerozoic <100 Ma Kay and Kay (1983), Rudnick et al. (1986),
Rudnick and Taylor (1991), O’Reilly et al.
(1988), Rudnick and Goldstein (1990),
Kempton and Harmon (1992)

(continued )



Table 6 (continued).

Locality Host Xenolith
types

Types of
analyses

Pipe age Crust age Age References

Central Queensland AB MG, MGG ME, TE, Min., Sr,
Nd

�50 Ma Phanerozoic Griffin et al. (1987), O’Reilly et al. (1988)

Gloucester, NSW AB MGG, MG ME, TE, Sr, Nd �50 Ma Phanerozoic Griffin et al. (1986), O’Reilly et al. (1988)
Sydney Basin AB MG ME, TE, Sr, Nd �50 Ma Phanerozoic Griffin et al. (1986), O’Reilly et al. (1988)
Boomi Creek, NSW AB MG ME, TE, Min. �50 Ma Phanerozoic Wilkinson (1975), Wilkinson and Taylor

(1980)
Delegate, NSW AB MG, MGG,

FG, EC
ME, TE, Min., Sr,
Nd, U–Pb

�140 Ma Phanerozoic 400 Ma Lovering and White, (1964, 1969), Griffin
and O’Reilly (1986), O’Reilly et al.
(1988), Arculus et al. (1988), Chen et al.
(1998)

Jugiong, NSW K MG, MGG Min. <17 Ma Phanerozoic Arculus et al. (1988)
White Cliffs, NSW K MGG Min. �260 Ma Proterozoic Arculus et al. (1988)
Anakies, Victoria AB MG, MGG ME, TE, Min., Sr,

Nd
<2 Ma Phanerozoic Sutherland and Hollis (1982), Wass and

Hollis (1983), O’Reilly et al. (1988)
El Alamein, South Australia K MGG, EC ME, TE, Min. �170 Ma Proterozoic Edwards et al. (1979), Arculus et al. (1988)
Calcutteroo, South Australia K MGG, FG,

EC
ME, TE, Min., Sr,
Nd, U–Pb

�170 Ma Proterozoic 1.6–1.5Ga, 780
Ma, 620 Ma,
330 Ma

McCulloch et al. (1982), Arculus et al.
(1988), Chen et al. (1994)

Banks Penninsula, New
Zealand

AB MG ME, TE, Min Sewell et al. (1993)

Mt. Erebus Volcanic Field, AB MG, MGG ME, TE, Min., Sr,
O

<5 Ma Phanerozoic/
Proterozoic

Kyle et al. (1987), Kalamarides et al. (1987),
Berg et al. (1989)

Indian Ocean
Kergulen Archipelago AB MG, SG ME, Min. Phanerozoic/

Proterozoic
McBirney and Aoki (1973), Gregoire et al.
(1998, 1994)

Only papers in which data are reported are listed here. Abbreviations
Host types: AB= alkali basaltic association; AND= andesite; K = kimberlitic association (including lamproites, minettes, kimberlites), Evol. B = evolved basalt; L= latite.Xenolith types: AM= amphibolite; AN= anorthosite; EC = elcogite;
FG= felsic granuilte; HB = hornblendite; IG = intermediate granulite; MG=mafic granulite; MGG=mafic garnet granulite; MP=metapelite, PG= paragneiss, QZ= quartzite, SG= saphirine granulites. Types of analyses: FI = fluid
inclusions, ME=major element analyses; Min =mineral analyses; TE = trace element analyses; Sr = Sr isotope analyses; Nd =Nd isotope analyses; Pb = Pb isotope analyses, O = oxygen isotope analyses, C = carbon isotope analyses,
U–Pb =U–Pb geochronology on accessory phases (zircon, rutile, titanite, etc.).
a Xenoliths from these localities are probably derived from mid-crustal levels based on either: equilibration pressures, lack of mantle derived xenoliths in the same hosts and/or chemically evolved character of the host.



hornblende, biotite) in otherwise mafic granulites.
These mafic xenoliths have been interpreted to
represent gabbroic intrusions that underplated the
Baltic Shield during the Paleoproterozoic flood-
basalt event (2.4–2.5 Ga) and later experienced
potassium-metasomatism coincident with partial
melting at �1.8Ga, a major period of granitic
magmatism in this region (Kempton et al., 2001;
Downes et al., 2002). The dominately mafic com-
positions of these xenoliths is consistent with the
thick layer of high-velocity (�7 km s�1) material
imaged beneath the Archean crust of the Baltic
Shield (Luosto et al., 1989, 1990). The xenolith
studies suggest that this layer formed during
Paleoproterozoic basaltic underplating and is not
part of the original Archean architecture of this
Shield.

In contrast to the Baltic Shield, mafic granu-
lites appear to be absent in lower-crustal xenolith
suites from the Archean Kaapvaal craton, which
are dominated by metapelite and unique ultra-
high-temperature granulites of uncertain petro-
genesis (Dawson et al., 1997; Dawson and
Smith, 1987; Schmitz and Bowring, 2003a,b).
These xenoliths derive from depths of >30 km
and show evidence for multiple thermal meta-
morphic overprints starting with ultrahigh
temperature metamorphism at �2.7 Ga, which is
associated with Ventersdorp magmatism
(Schmitz and Bowring, 2003a,b). The absence
of mafic granulites is consistent with the rela-
tively low P-wave velocities in the lower crust
of the Kaapvaal craton (Durrheim and Green,
1992; Nguuri et al., 2001; Niu and James,
2002), but it is not clear whether the lack of a
mafic lower crust reflects the original crustal
structure of this Archean craton (Nguuri et al.,
2001) or reflects loss of a mafic complement
some time after crust formation in the Archean
(Niu and James, 2002).

Lower crustal xenoliths from the Hannuoba
basalts, situated in the central zone of the North
China Craton, show a diversity of compositions
ranging from felsic to mafic metaigneous granu-
lites and metapelites (Gao et al., 2000; Chen
et al., 2001; Liu et al., 2001; Zhou et al.,
2002); approximately half the xenoliths have
evolved compositions (Liu et al., 2001). All
granulite xenoliths equilibrated under high tem-
peratures (700–1,000 
C), corresponding to
depths of 25–40 km (Chen et al., 2001), but
mafic granulites yield higher temperatures than
metapelitic xenoliths, suggesting their derivation
from deeper crustal levels (Liu et al., 2001). Liu
et al. used regional seismic refraction data and
the lithologies observed in the Hannuoba xeno-
liths to infer the lower-crust composition in this
part of the North China craton. They describe a
layered lower crust in which the upper portion
(from 24 km to �38 km, Vp � 6:5 km s�1),

consists largely of felsic granulites and metasedi-
ments, and is underlain by a ‘‘lowermost’’ crust
(38–42 km, Vp � 7:0 km s�1) composed of inter-
mediate granulites, mafic granulites, pyroxenite,
and peridotite. Thus, the bulk lower crust in this
region is intermediate in composition, consistent
with the relatively large proportion of evolved
granulites at Hannuoba. Zircon geochronology
shows that mafic granulites and some intermedi-
ate granulites were formed by basaltic
underplating in the Cretaceous. This mafic mag-
matism intruded pre-existing Precambrian crust
consisting of metapelites that had experienced
high-grade metamorphism at 1.9 Ga (Liu et al.
(2001) and references therein).

Fragmentary xenolithic evidence for the com-
position of the lower crust is available for three
other Archean cratons. Two mafic garnet granu-
lites from the Udachnaya kimberlite in the
Siberian craton yield Archean lead–lead and
Proterozoic samarium–neodymium mineral iso-
chrons (Shatsky, Rudnick and Jagoutz,
unpublished data). It is likely that that lead–lead
isochrons are frozen isochrons yielding anoma-
lously old ages due to ancient uranium loss; the
best estimate of the true age of these mafic gran-
ulites is Proterozoic. Moser and Heaman (1997)
report Archean uranium–lead ages for zircons
derived from mafic lower-crustal xenoliths from
the Superior Province, Canada. They suggest
these samples represent the mafic lower crust pre-
sently imaged seismically beneath the Abitibi
greenstone belt, but which is not exposed in the
Kapuskasing uplift. These granulites experienced
an episode of high-grade metamorphism at 2.4 Ga,
which Moser and Heaman (1997) attribute to
underplating of basaltic magmas associated with
the opening of the Matachewan Ocean. Davis
(1997) reports mafic to felsic granulite xenoliths
from the Slave craton, Canada, that have Archean
to Proterozoic uranium–lead zircon ages. The
mafic granulites appear to derive from basaltic
magmas that underplated the felsic-Archean
crust during the intrusion of the 1.3 Ga
McKenzie dike swarm.

The above case studies illustrate the utility of
lower crustal xenolith studies in defining the age,
lithology, and composition of the lower crust
beneath Archean cratons. When viewed collec-
tively, an interesting generality emerges: when
mafic granulites occur within the lower crust of
Archean cratons they are generally inferred to
have formed from basaltic underplating related
to post-Archean magmatic events (In addition to
the studies mentioned above is the case of the
thick, high-velocity lower crust beneath the
Archean Wyoming Province and Medicine Hat
Block, western North America, which is also
inferred to have formed by Proterozoic underplat-
ing based on uranium–lead zircon ages from
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lower crustal xenoliths (Gorman et al., 2002)).
Only granulites from the Superior Province
appear to represent Archean mafic lower crust
(Moser and Heaman, 1997). This generality is
based on still only a handful of studies of xeno-
liths from Archean cratons and more such studies
are clearly needed. However, if this generality
proves robust, it implies that the processes respon-
sible for generation of crust in most Archean
cratons did not leave behind a mafic lower crust,
the latter of which is commonly observed in post-
Archean regions (Rudnick (1992) and references
therein). It may be that this mafic lower crust was
never produced, or that it formed but was removed
from the crust, perhaps via density foundering
(R. W. Kay and S. M. Kay, 1991; Gao et al.,
1998b; Jull and Kelemen, 2001). In either case,
the apparent contrast in lower-crustal composition
between Archean and post-Archean regions, origin-
ally pointed out by Durrheim and Mooney (1994),
suggests different processes may have been opera-
tive in the formation of Archean crust. We return to
the issue of what crust composition tells us about
crustal generation processes in Section 5.5.

In summary, despite the uncertainties regarding
the representativeness of any given lower-crustal
xenolith suite (Rudnick, 1992), the above studies
show that an accurate picture of the deep crust can
be derived from such studies, especially when
xenolith studies are combined with seismological
observations of lower-crust velocities, to which we
now turn.

5.3.5.2 Seismological evidence

The P-wave velocity of the lower crust varies
from region to region, but average, temperature-
corrected velocities for lower crust from a variety
of different tectonic settings are high
(6.9–7.2 km s�1; Rudnick and Fountain, 1995;
Christensen and Mooney, 1995). Such velocities
are consistent with the dominance of mafic lithol-
ogies (mafic granulite and/or amphibolite) in
these lower-crustal sections. High-grade metape-
lite, in which much of the quartz and feldspars
have been removed by partial melting, is also
characterized by high seismic velocities and thus
may also be present (Rudnick and Fountain,
1995). Although seismically indistinct, some
limit on the amount of metapelite in these high-
velocity layers can be made on the basis of heat-
flow and xenolith studies; these suggest that meta-
pelite is probably a minor constituent of the lower
crust (i.e., <10%; Rudnick and Fountain, 1995). In
addition, average P-wave velocities for mafic
granulite or amphibolite are higher than those
observed in many lower-crustal sections (cor-
rected to room-temperature velocities). Average
room-temperature P-wave velocities for a variety
of mafic lower crustal rock types are generally

equal to or higher than 7 km s�1: 7.0� 0.2 km s�1

for amphibolite, 7.0 to 7.2�0.2 km s�1 for gar-
net-free mafic granulites, and 7.2 to 7.3� 0.2 km
s�1 for garnet-bearing mafic granulites at 600
MPa (Rudnick and Fountain, 1995; Christensen
and Mooney, 1995). Lower-crustal sections hav-
ing temperature-corrected P-wave velocities of
6.9–7.0 km s�1 (e.g., Paleozoic orogens and
Mesozoic/Cenozoic extensional and contractional
terranes), are thus likely to have lower-velocity
rock types present (up to 30% intermediate to
felsic granulites), in addition to mafic granulites
or amphibolites (Rudnick and Fountain, 1995).

Although the average lower-crustal seismic
sections discussed above show high velocities,
some sections are characterized by much lower
velocities, indicating a significantly more evolved
lower-crust composition. For example, the crust
of a number of Archean cratons is relatively thin
(�35 km) with low seismic velocities in the lower
crust (6.5–6.7 km s�1), suggesting an evolved
composition (e.g., Yilgarn craton (Drummond,
1988), Kaapvaal craton (Durrheim and Green,
1992; Niu and James, 2002), and North China
craton (Gao et al., 1998a,b)). As discussed
above, it is not clear whether these thin and rela-
tively evolved regions of Archean crust represent
the original crustal architecture, formed by pro-
cesses distinct from those responsible for thicker
and more mafic crustal regions (e.g., Nguuri
et al., 2001), or reflect loss of a mafic layer
from the base of the original crust (Gao et al.,
1998b; Niu and James, 2002). In addition, some
Cenozoic–Mesozoic extensional and contrac-
tional regions, Paleozoic orogens, and active
rifts show relatively slow lower-crustal velocities
of 6.7–6.8 km s�1 and may contain >40% felsic
and intermediate granulites (Rudnick and
Fountain, 1995). Two extreme examples are the
southern Sierra Nevada and Central Andean back-
arc. In both cases, the entire crustal columns are
characterized by P-wave velocities of less than
6.4 km s�1 (Beck and Zandt, 2002; Wernicke
et al., 1996). A relatively high-velocity
(Vp ¼ 6:4� 6:8 km s�1) layer of <5 km in thick-
ness occurs only at the base of the Central Andean
backarc at �60 km depth.

In summary, the seismic velocity of the lower
crust is variable from region to region, but is
generally high, suggesting a dominance of mafic
lithologies. However, most seismic sections
require the presence of evolved compositions in
addition to mafic lithologies in the lower crust (up
to 30% for average velocity of 6.9 km s�1) and a
few regions (e.g., continental arcs and some
Archean cratons) are characterized by slow
lower crust, indicating a highly evolved average
composition. This diversity of lithologies is con-
sistent with that seen in both crustal cross-sections
and lower-crustal xenolith suites and also
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provides a mechanism (lithological layering) to
explain the common occurrence of seismic reflec-
tions observed in many seismic reflection profiles
(Mooney and Meissner, 1992).

5.3.5.3 Lower-crust composition

Table 7 lists previous estimates of the compo-
sition of the lower crust. These estimates include
averages of exposed granulites (columns 1 and 2;
Weaver and Tarney, 1984; Shaw et al., 1994),
averages of individual lower-crustal xenolith
suites (columns 3–6, Condie and Selverstone,
1999; Liu et al., 2001; Rudnick and Taylor,
1987; Villaseca et al., 1999), the median compo-
sition of lower-crustal xenoliths (column 7;
updated from Rudnick and Presper (1990), with
data from papers cited in Table 6 (the complete
geochemical database for lower crustal xenoliths
is available on the GERM web site http://earth-
ref.org/cgi-bin/erda.cgi?n=1,2,3,8 and also on the

Treatise web site), averages derived from linking
seismic velocity data for the lower crust with the
compositions of lower-crustal rock types (col-
umns 8–10; Rudnick and Fountain, 1995;
Wedepohl, 1995; Gao et al., 1998a), and Taylor
and McLennan’s model lower crust (column 11).
It is readily apparent from this table and Figures
12 and 13 that, compared to estimates of the
upper-crust composition (Table 1), there is much
greater variability in estimates of the lower-crust
composition. For example, TiO2, MgO, FeOT, and
Na2O all vary by over a factor of 2, CaO varies by
almost a factor of 7, and K2O varies by over an
order of magnitude between the different esti-
mates (Figures 12 and 13). Trace elements show
correspondingly large variations (Figure 13). In
contrast, modern estimates of major elements in
the upper crust generally fall within 20% of each
other (Table 1 and Figure 2—gray shading) and
most trace elements fall with 50%. We now
explore the possible reasons for these variations,

Figure 12 Comparison of different major-element estimates of the composition of the lower continental crust. All
data normalized to the lower-crust composition of Rudnick and Fountain (1995), which is adopted here. Gray shaded
field represents�10% variation from the model of Rudnick and Fountain (1995). (a) Models based on granulite terrains
(Scourian granulites: Weaver and Tarney, 1984; Kapuskasing Structure Zone: Shaw et al., 1986), seismological models
(Eastern China: Gao et al., 1998a,b; western Europe: Wedepohl, 1995) and Taylor and McLennan (1985, 1995;
modified by McLennan, 2001b) model lower crust. (b) Models based on weighted averages of lower crustal
xenoliths. These include: Northern Queensland, Australia (Rudnick and Taylor, 1987); Colorado Plateau, USA
(Condie and Selverstone, 1999); Central Spain (Villaseca et al., 1999); eastern China (Liu et al., 2001) and the
median global lower crustal xenolith composition, updated from Rudnick and Presper (1990). Note that K data for

eastern China and Central Spain are co-incident on this plot, making it hard to distinguish the separate lines.
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with an eye towards determining a ‘‘best esti-
mate’’ of the global lower-crust composition.

The two lower-crustal estimates derived from
averages of surface granulites are generally
more evolved than other estimates (Table 7,
and Figures 12 and 13). Weaver and Tarney’s
(1984) lower-crustal estimate derives from the
average of Archean Scourian granulites in the
Lewisian complex, Scotland. It is one of the
most evolved compositions given in the table and
is characterized by a steeply fractionated REE
pattern, which is characteristic of Archean grani-
toids of the tonalite–trondhjemite–granodiorite
assemblage and severe depletions in the large-ion
lithophile elements, in addition to thorium and
uranium (Rudnick et al., 1985). The estimate of
Shaw et al. (1994) derives from a weighted
average of the granulite-facies rocks of the
Kapuskasing Structure zone, Canadian Shield.
The average is intermediate in overall composi-
tion. As discussed in Section 5.3.4.1, the
Kapuskasing cross-section provides samples
down to depths of �25 km, leaving the lower
20 km of lower crust unexposed. Seismic-velo-
city data show this unexposed deepest crust to
be mafic in bulk composition, consistent with
the limited data for lower-crustal xenoliths from
the Superior province (Moser and Heaman,
1997). Thus, the lower-crustal estimates of
Weaver and Tarney (1984) and Shaw et al.

(1994) may be representative of evolved lower
crust in Archean cratons lacking a high-velocity
lower crust, but are unlikely to be representative
of the global continental lower crust (Archean
cratons constitute only �7% of the total area of
the continental crust (Goodwin, 1991)).

The lower-crustal estimates derived from par-
ticular xenolith suites (columns 3–6, Table 7)
were selected to illustrate the great compositional
heterogeneity in the deep crust. The average
weighted composition of lower-crustal xenoliths
from central Spain (Villaseca et al., 1999) is one
of the most felsic compositions in Table 7 (with
�63 wt.% SiO2, Figure 12(b)). It has higher K2O
content than nearly every estimate of the upper
crust composition (Table 1), and has such a high
heat production (0.8 mWm�3), that a 40 km thick-
ness of crust with average upper- and middle-
crustal compositions given in Tables 3 and 5,
respectively, would generate a surface heat flow
of 41 mW m�2. This is equivalent to 100% of
surface heat flow through Archean crust, 85% of
surface heat flow through Proterozoic crust, and
71% of the surface heat flow through Paleozoic
crust. Assuming the heat flux through the Moho is
�17 mW m�2 this lower-crust composition could
thus be representative of the lower crust in
Phanerozoic regions with high surface heat flow,
but clearly cannot be representative of the global
average lower crust. Likewise, the ‘‘evolved’’

Figure 13 Comparison of different models of the trace-element composition of the lower continental crust. All
values normalized to the lower-crust composition of Rudnick and Fountain (1995), which is adopted here as the ‘‘best
estimate’’ of the global lower crust. Gray-shaded field represents �30% variation from this value. Trace elements are
divided into the following groups: (a) transition metals, (b) high-field strength elements, (c) alkali, alkaline earth, and

actinides, and (d) REEs.
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Table 7 Compositional estimates of the lower continental crust. Major elements in weight percent.

1 2 3 4 5 6 7 8 9 10 11
Weaver and
Tamey (1984)

Shaw et al.
(1994)

Rudnick and
Taylor (1987)

Condie and
Selverstone (1999)

Villaseca et al.
(1999)

Liu et al.
(2001)

Updated from
Rudnick and
Presper
(1990)

Rudnick and
Fountain
(1995)

Wedepohl
(1995)

Gao
et al.

(1998a)

Taylor and
McLennan
(1985, 1995)

SiO2 62.9 58.3 49.6 52.6 62.7 59.6 52.0 53.4 59.0 59.8 54.3
TiO2 0.5 0.65 1.33 0.95 1.04 0.60 1.13 0.82 0.85 1.04 0.97b

Al2O3 16.0 17.4 16.4 16.4 17.4 13.9 17.0 16.9 15.8 14.0 16.1
FeOT

a 5.4 7.09 12.0 10.5 7.52 5.44 9.08 8.57 7.47 9.30 10.6
MnO 0.08 0.12 0.22 0.16 0.10 0.08 0.15 0.10 0.12 0.16 0.22
MgO 3.5 4.36 8.72 6.04 3.53 9.79 7.21 7.24 5.32 4.46 6.28
CaO 5.8 7.68 10.1 8.50 1.58 4.64 10.28 9.59 6.92 6.20 8.48
Na2O 4.5 2.70 1.43 3.19 2.58 2.60 2.61 2.65 2.91 3.00 2.79
K2O 1.0 1.47 0.17 1.37 3.41 3.30 0.54 0.61 1.61 1.75 0.64b

P2O5 0.19 0.24 0.21 0.16 0.13 0.13 0.10 0.21
Mg# 53.4 52.3 56.5 50.5 45.6 76.2 58.6 60.1 55.9 46.1 51.4
Li 14 3.3 5 6 13 13 11
Be 1.7 1.1 1.0
B 3.2 5 7.6 8.3
N 34
F 429 703
S 408 231
Cl 278 216
Sc 16 33 28 17 20 29 31 25 26 35b

V 140 217 139 100 189 196 149 185 271b

Cr 88 168 276 133 178 490 145 215 228 123 219b

Co 38 31 20 22 31 41 38 38 36 33b

Ni 58 75 141 73 65 347 80 88 99 64 156b

Cu 28 29 40 32 26 37 50 90
Zn 83 83 89 85 78 79 102 83
Ga 15 17 13 17 19 18
Ge 1.4 1.24 1.6
As 1.3 1.6 0.8
Se 0.17 0.17 0.05
Br 0.28
Rb 11 41 12 37 90 51 7 11 41 56 12b

(continued )



Table 7 (continued).

1 2 3 4 5 6 7 8 9 10 11
Weaver and
Tamey (1984)

Shaw et al.
(1994)

Rudnick and
Taylor (1987)

Condie and
Selverstone (1999)

Villaseca et al.
(1999)

Liu et al.
(2001)

Updated from
Rudnick and
Presper
(1990)

Rudnick and
Fountain
(1995)

Wedepohl
(1995)

Gao
et al.

(1998a)

Taylor and
McLennan
(1985, 1995)

Sr 569 447 196 518 286 712 354 348 352 308 230
Y 7 16 28 40 8 20 16 27 18 19
Zr 202 114 127 86 206 180 68 68 165 162 70
Nb 5 5.6 13 7.75 15 6.4 5.6 5.0 11 10 6.7b

Mo 0.8 0.8 0.6 0.54 0.8
Ru
Pd 2.78 1
Ag 80 51 90
Cd 0.101 0.097 0.098
In 0.052 0.050
Sn 1.3 2.1 1.34 1.5
Sb 0.30 0.09 0.2
I 0.14
Cs 0.67 0.07 0.15 0.19 0.3 0.8 2.6 0.47b

Ba 757 523 212 564 994 1434 305 259 568 509 150
La 22 21 12 22 38 18 9.5 8 27 29 11
Ce 44 45 28 46 73 36 21 20 53 53 23
Pr 3.6 [2.1] 7.4 2.8
Nd 19 23 16 24 30 14 13.3 11 28 25 13
Sm 3.3 4.1 4.1 5.17 6.6 2.59 3.40 2.8 6.0 4.65 3.17
Eu 1.18 1.18 1.36 1.30 1.8 0.97 1.20 1.1 1.6 1.39 1.17
Gd 4.31 4.67 6.8 3.6 3.1 5.4 3.13
Tb 0.43 0.28 0.79 0.72 0.33 0.50 0.48 0.81 0.86 0.59
Dy 5.05 6.7 3.9 3.1 4.7 3.6
Ho 1.12 0.6 0.68 0.99 0.77
Er 3.25 2.0 1.9 2.2
Tm 0.19 0.32
Yb 1.2 1.13 3.19 2.09 4.0 0.79 1.70 1.5 2.5 2.29 2.2
Lu 0.18 0.2 0.37 0.65 0.12 0.30 0.25 0.43 0.38 0.29
Hf 3.6 2.8 3.3 1.9 4.6 1.9 1.9 4.0 4.2 2.1
Ta 1.3 0.5 2.1 0.3 0.5 0.6 0.8 0.6 0.7b

W 0.5 0.5 0.6 0.51 0.6b



Re 0.4
Os 0.05
Ir 0.13
Pt 2.87
Au 1.58 3.4
Hg 0.021 0.0063
Tl 0.26 0.38 0.23
Pb 13 6 3.3 9.8 12.9 4.1 4 12.5 13 5.0b

Bi 0.037 0.38 0.038
Th 0.42 2.6 0.54 1.64 5.74 0.49 0.50 1.2 6.6 5.23 2.0b

U 0.05 0.66 0.21 1.38 0.47 0.18 0.18 0.2 0.93 0.86 0.53b

a Total Fe as FeO. b Value from McLennan (2001b).1.

Weighted average of Scourian granulites, Scotland, from Weaver and Tarney (1984). 2. Weighted average of Kapuskasing Structural Zone granulites, from Shaw et al. (1994). 3. Average lower crustal xenoliths from the McBride Province,
Queensland, Australia from Rudnick and Taylor (1987). 4. Average lower crustal xenoliths from the four corners region, Colorado Plateau, USA from Condie and Selverstone (1999). 5. Weighted mean composition calculated from lithologic
proportions of lower crustal xenoliths from Central Spain from Villaseca et al., (1999). 6. Weighted average of lower crustal xenoliths from Hannuoba according to seismic crustal model of North China Craton from Liu et al. (2001). 7. Median
worldwide lower crustal xenoliths from Rudnick and Presper (1990), updated with data from more recent publications. Complete database available at http://earthref.org/cgi-bin/erda.cgi?n= 1, 2, 3, 8, and on Treatise website. 8. Average lower
crust derived from global average seismic velocities and granulites from Rudnick and Fountain (1995). 9. Average lower crust in western Europe derived from seismic data and granulite xenolith compositions fromWedepohl (1995). 10. Average
lower crust derived from seismic velocities and granulite data from the North China craton from Gao et al. (1998a). 11. Average lower crust from Taylor and McLennan (1985, 1995), updated by McLennan and Taylor (1996) and McLennan
(2001b). Mg# =molar 100�Mg/(Mg + Fetot).



xenolith-derived lower crustal estimate of Liu
et al. (2001) for the central zone of the North
China craton, also has a high-K2O content
that exceeds that in most modern estimates
of the upper continental crust (Table 1 and
Figure 12(b)). Total crustal heat production calcu-
lated as described above using the Liu et al.
composition for the lower crust yields a value of
0.95 mWm�3, which corresponds to a surface heat
flow of 34 mW m�2. This composition is thus
unlikely to be representative of the lower crust in
Archean cratons, where average surface heat flow
is 41�1 mW m�2 (Nyblade and Pollack, 1993).
However, surface heat flow through this part of
the North China craton is unusually high (50 mW
m�2; Hu et al., 2000), thus permitting a more
radiogenic lower crust in this region. Other pecu-
liarities of this bulk composition include an
extreme Mg# of 76 (Mg# = 100�molar Mg/
(Mgþ Fe)) and extreme nickel (347 ppm) and
chromium (490 ppm) contents. These values are
especially unusual given the rather felsic bulk
composition of this estimate and reflect the very
high Mg# mafic granulites present in this suite and
the inclusion of up to 25% peridotite within the
lower-crustal mixture modeled by Liu et al.
(2001). This estimate also has the highest stron-
tium and barium contents of all estimates (712
ppm and 1,434 ppm, respectively) and is the
most HREE depleted (Table 7). The two remain-
ing average lower-crustal xenolith suites
(Rudnick and Taylor, 1987 and Condie and
Selverstone, 1999) both have mafic compositions
that more closely approximate the global average-
xenolith composition (column 7 in Table 7).

It has been shown repeatedly from numerous
xenolith studies that the majority of lower-crustal
xenoliths are mafic in composition (Rudnick and
Presper (1990), Rudnick (1992), and Downes
(1993) and references therein). Thus, the ‘‘best
estimate’’ of the lower crust made on the basis of
xenolith studies is found in column 7 of Table 7,
which gives the median composition of all ana-
lyzed lower-crustal xenoliths. Yet it remains
unclear to what degree xenolith compositions
reflect average lower crust. Uncertainties include
the degree to which volcanic pipes sample a repre-
sentative cross-section of the deep crust and
whether certain xenoliths (e.g., felsic xenoliths
and meta-carbonates) suffer preferential disaggre-
gation or dissolution in the host magmas. In
addition, large compositional variations are appar-
ent from place to place (Figure 12(b)) and xenolith
data are only available for limited regions of the
continents.

For these reasons, the best estimates of lower-
crustal composition rely on combining seismic
velocities of the lower crust with compositions
of ‘‘typical’’ lower-crustal lithologies to derive
the bulk composition (Christensen and Mooney,

1995; Rudnick and Fountain, 1995; Wedepohl,
1995; Gao et al., 1998a). Wedepohl (1995) used
seismic data from the European Geotraverse and
Gao et al. (1998a) used data from the North
China craton to estimate lower-continental crust
composition. The resulting compositions derived
from these studies (Table 7, and Figures 12 and
13) reflect the thin and more evolved crust in
these regions relative to global averages, and
produce too much heat to be representative of
global lower crust (Rudnick et al., 1998).

The studies of Rudnick and Fountain (1995)
and Christensen and Mooney (1995) are prob-
ably best representative of the global deep
continental crust, as these authors used overlap-
ping, but not identical, global seismic data sets
and independent geochemical data sets to derive
the bulk-crust composition. Christensen and
Mooney (1995) do not provide the compositional
data they used for their lower-crustal assem-
blages and they do not report a lower-crust
composition; thus, one cannot derive an indepen-
dent estimate of the bulk lower crust from their
work. However, they do model the global lower
crust (25–40 km depth) as containing �7% tona-
lite gneiss and 93% mafic lithologies (including
amphibolite, mafic granulite, and mafic-garnet
granulite). Such a mafic-bulk composition is
consistent with the results of Rudnick and
Fountain (1995) (Table 7). Thus, we adopt the
lower-crust composition of Rudnick and
Fountain (1995) as the best available model of
global lower-crust composition, with the proviso
that our understanding will evolve as more
extensive and detailed information becomes
available about the seismic velocity structure of
the lower crust. This composition has higher
iron, magnesium, and calcium, and considerably
lower potassium than most other estimates of the
lower continental crust (Figure 12), reflecting the
overall high P-wave velocities in the lower crust
on a worldwide basis and the use of lower crustal
xenoliths to derive the average mafic granulite
composition. Reliance on xenolith data also
accounts for the lower concentrations of highly
incompatible trace elements in this composition
(e.g., LREEs, rubidium, caesium, barium, thor-
ium, and uranium) compared to most other
estimates of the lower crust (Figure 13). For
trace elements not considered by Rudnick and
Fountain (1995), we adopt the averages of values
given in Gao et al. (1998a), Wedepohl (1995), or
studies focused specifically on the lower-crustal
composition of particular trace elements (e.g.,
antimony, arsenic, molybdenum (Sims et al.,
1990); boron (Leeman et al., 1992); tungsten
(Newsom et al., 1996); rhenium; and osmium
(Saal et al., 1998)). The resulting lower-crustal
composition is given in Table 8.
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It is interesting to note that the lower-crust
composition of Rudnick and Fountain (1995) is
quite similar to that of Taylor and McLennan
(1985, 1995). However, this similarity is decep-
tive as Taylor and McLennan’s ‘‘lower crust’’
actually represents the crust below the ‘‘upper
crust’’ or between �10 km depth and the Moho.
Thus, Taylor and McLennan’s lower crust is
equivalent to the combined middle and lower
crust given here, and is considerably less
evolved than the crustal models adopted here

(see Section 5.4 for a description of how
Taylor and McLennan’s crust composition was
derived).

In summary, our knowledge of lower-crustal
composition, like the middle crust, is limited by
the ambiguity in deriving chemical compositions
from seismic velocities, the lack of high-quality
data for a number of trace elements and by the
still fragmentary knowledge of the seismic struc-
ture of the continental crust. Although the
various lower-crustal compositional models in
Table 7 show large variations, the true uncer-
tainty in the global model is likely to fall within
the seismologically constrained estimates and
thus the uncertainty is on the order of �30% for
most major elements. Uncertainties in trace-ele-
ment abundances are generally higher
(Figure 13). Whereas concentrations of the tran-
sition metals between the different estimates
generally fall within �60%, uncertainties in the
highly incompatible trace elements (e.g., caesium
and thorium; Figure 13) and highly siderophile
elements (PGE) can be as large as an order of
magnitude. Despite these rather large uncertain-
ties, there are some conclusions that can be
drawn from this analysis. The lower crust has a
mafic composition and is strongly depleted in
potassium and other highly incompatible ele-
ments relative to higher levels of the crust. The
lower crust is LREE enriched and probably has a
positive europium anomaly (Figure 14). Like the
upper and middle crust, it is also characterized by
enrichment in lead relative to cerium and praseo-
dymium and depletion in niobium relative to
lanthanum. It is also likely to be enriched in
strontium relative to neodymium (Figure 14).

5.4 BULK CRUST COMPOSITION

The earliest estimates of the continental crust
composition were derived from analyses and
observed proportions of upper crustal rock types
(Clarke, 1889; Clarke and Washington, 1924;
Ronov and Yaroshevsky, 1967). These estimates
do not take into account the changes in both
lithological proportions and metamorphic grade
that are now recognized to occur with depth in
the crust (see Section 5.3) and are thus more
appropriately regarded as estimates of upper-
crust composition. (It is interesting to note, how-
ever, the remarkably good correspondence of
these earliest estimates with those of today (cf.
Tables 1 and 9)) Taylor (1964) used a different
approach to estimate bulk crust composition.
Following Goldschmidt (1933), he assumed that
the nearly constant REE pattern of sedimentary
rocks reflected the REE pattern of the crust as a
whole, and recreated that pattern by mixing
‘‘average’’ felsic- and mafic-igneous rocks in

Table 8 Recommended composition of the lower
continental crust. Major elements in weight percent.
Trace element concentration units the same as in Table 2.

Element Lower
crust

Sourcea Element Lower
crust

Sourcea

SiO2 53.4 1 Ag 65 2
TiO2 0.82 1 Cd 0.1 2
Al2O3 16.9 1 In 0.05 4
FeOT 8.57 1 Sn 1.7 2
MnO 0.10 1 Sb 0.1 5
MgO 7.24 1 I 0.1 4
CaO 9.59 1 Cs 0.3 1
Na2O 2.65 1 Ba 259 1
K2O 0.61 1 La 8 1
P2O5 0.10 1 Ce 20 1
Li 13 2 Pr 2.4 7
Be 1.4 2 Nd 11 1
B 2 3 Sm 2.8 1
N 34 4 Eu 1.1 1
F 570 2 Gd 3.1 1
S 345 2 Tb 0.48 1
Cl 250 2 Dy 3.1 1
Sc 31 1 Ho 0.68 1
V 196 1 Er 1.9 1
Cr 215 1 Tm 0.24 7
Co 38 1 Yb 1.5 1
Ni 88 1 Lu 0.25 1
Cu 26 1 Hf 1.9 1
Zn 78 1 Ta 0.6 1
Ga 13 1 W 0.6 8
Ge 1.3 2 Re 0.18 9
As 0.2 5 Os 0.05 9
Se 0.2 2 Ir 0.05 10
Br 0.3 4 Pt 2.7 6
Rb 11 1 Au 1.6 11
Sr 348 1 Hg 0.014 2
Y 16 1 Tl 0.32 2
Zr 68 1 Pb 4 1
Nb 5 1 Bi 0.2 2
Mo 0.6 5 Th 1.2 1
Ru 0.75 6 U 0.2 1
Pd 2.8 4

a Sources: 1. Rudnick and Fountain (1995). 2. Average of values given in
Wedepohl (1995) and Gao et al. (1998a). 3. Leeman et al. (1992). 4.
Wedepohl (1995). 5. Calculated assuming As/Ce = 0.01, Sb/Ce = 0.005
and Mo/Ce=0.03 (Sims et al., 1990). 6. Assuming Ru/Ir ratio and Pt/Pd

ratios equal to that of upper continental cust. 7. Value interpolated from
REE pattern. 8. Average of all values in Table 7, plus correlation from
Newsom et al. (1996), using W/Th = 0.5. 9. Saal et al. (1998). 10. Taylor
and McLennan (1985). 11. Gao et al. (1998a)
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approximately equal proportions. His composi-
tion (Table 9) is also remarkably similar to more
modern estimates for a large number of elements,
but like the earliest estimates, is more appropri-
ately considered an upper crustal estimate since
sediments derive strictly from upper crustal
sources. Following the plate-tectonic revolution,
Taylor (1967) modified his crust-composition
model. Recognizing that the present site of con-
tinental growth is at convergent-plate margins, he
developed the ‘‘island arc’’ or ‘‘andesite’’ model
for crustal growth and hence crust composition.
In this model (Taylor, 1967, 1977), the crust is
assumed to have a composition equal to average
convergent-margin andesite. Taylor and
McLennan (1985) discussed the difficulties with
this approach. Moreover, it is now recognized that
basalts dominate present intra-oceanic arcs.

Crust-composition estimates made since the
1970s derive from a variety of approaches.
Smithson (1978) was the first to use seismic

velocities to determine the lithological makeup of
the deep crust. His crust composition is similar to
other estimates, save for the very high alkali ele-
ment contents (4 wt.% Na2O and 2.7 wt.% K2O),
which presumably reflects the choice of granitic
rocks used in his calculations. Holland and
Lambert (1972), Weaver and Tarney (1984), and
Shaw et al. (1986) recognized the importance of
granulite-facies rocks in the deep crust and based
their crustal models on the composition of rocks
from high-grade terranes exposed at the Earth’s
surface and previous estimates of upper crustal
composition.

Taylor and McLennan (1985, 1995), like
Taylor’s previous estimates (Taylor, 1967,
1977), derived their crust composition using an
approach based on assumptions about its forma-
tion processes. They assumed that 75% of the
crust grew during the Archean from bimodal
volcanism and the remaining 25% originated
from post-Archean accretion of island arcs
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Figure 14 REE (upper) and multi-element plot (lower) of the compositions of the lower crust given in Table 7.
Compositions derived from individual xenolith suites not shown. Chondrite values from Taylor and McLennan (1985)

and primitive mantle values from McDonough and Sun (1995).
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Table 9 Compositional estimates of the bulk continental crust. Major elements in weight percent. Trace element concentration units the same as in Table 2.

1 2 3 4 5 6 7 8 9 10 11 12
Taylor
(1964)

Ronov and
Yaroshevsky

(1967)

Holland and
Lambert
(1972)

Smithson
(1978)

Weaver and
Tarney
(1984)

Shaw
et al.
(1986)

Christensen
and Mooney

(1995)

Rudnick and
Fountain
(1995)

Wedepohl
(1995)

Gao
et al.

(1998a)

Taylor and
McLennan (1985,

1995)

This
studya

SiO2 60.4 62.2 62.8 63.7 63.9 64.5 62.4 60.1 62.8 64.2 57.1 60.6
TiO2 1.0 0.8 0.7 0.7 0.6 0.7 0.9 0.7 0.7 0.8 0.9 0.72
Al2O3 15.6 15.7 15.7 16.0 16.3 15.1 14.9 16.1 15.4 14.1 15.9 15.9
FeOT

b 7.3 6.3 5.5 5.3 5.0 5.7 6.9 6.7 5.7 6.8 9.1 6.71
MnO 0.12 0.10 0.10 0.10 0.08 0.09 0.10 0.11 0.10 0.12 0.18 0.10
MgO 3.9 3.1 3.2 2.8 2.8 3.2 3.1 4.5 3.8 3.5 5.3 4.66
CaO 5.8 5.7 6.0 4.7 4.8 4.8 5.8 6.5 5.6 4.9 7.4 6.41
Na2O 3.2 3.1 3.4 4.0 4.2 3.4 3.6 3.3 3.3 3.1 3.1 3.07
K2O 2.5 2.9 2.3 2.7 2.1 2.4 2.1 1.9 2.7 2.3 1.3 1.81
P2O5 0.24 0.20 0.19 0.14 0.20 0.20 0.18 0.13
Mg# 48.7 47.0 50.9 49.0 50.5 50.1 44.8 54.3 54.3 48.3 50.9 55.3
Li 20 11 18 17 13 17
Be 2.8 2.4 1.7 1.5 1.9
B 10 9.3 11 18 10 11
N 20 60 56
F 625 525 602 553
S 260 697 283 404
Cl 130 472 179 244
Sc 22 13 22 16 19 30 21.9
V 135 96 131 98 128 230 138
Cr 100 56 90 119 126 92 185 135
Co 25 26 25 24 24 29 26.6
Ni 75 35 54 51 56 46 105 59
Cu 55 26 24 25 38 75 27
Zn 70 71 73 65 81 80 72
Ga 15 16 15 18 18 16
Ge 1.5 1.4 1.25 1.6 1.3
As 1.8 1.7 3.1 1.0 2.5
Se 0.05 0.12 0.13 0.05 0.13
Br 2.5 1.0 0.88
Rb 90 61 76 58 78 69 37c 49
Sr 375 503 317 325 333 285 260 320
Y 33 14 26 20 24 17.5 20 19
Zr 165 210 203 123 203 175 100 132
Nb 20 13 20 8d 19 11 8d 8
Mo 1.5 1.1 0.65 1.0 0.8
Ru 0.1 0.57
Pd 0.4 1.74 1 1.5

(continued )



Table 9 (continued).

1 2 3 4 5 6 7 8 9 10 11 12
Taylor
(1964)

Ronov and
Yaroshevsky

(1967)

Holland and
Lambert
(1972)

Smithson
(1978)

Weaver and
Tarney
(1984)

Shaw
et al.
(1986)

Christensen
and Mooney

(1995)

Rudnick and
Fountain
(1995)

Wedepohl
(1995)

Gao
et al.

(1998a)

Taylor and
McLennan (1985,

1995)

This
studya

Ag 70 70 52 80 56
Cd 0.20 0.10 0.08 0.10 0.08
In 0.1 0.05 0.05 0.05
Sn 2.0 2.3 1.5 2.5 1.7
Sb 0.2 0.3 0.2 0.2 0.2
I 0.5 0.8 0.7
Cs 3.0 2.6 3.4 2.8 1.5c 2
Ba 425 707 764 390 584 614 250 456
La 30 28 18 30 31.6 16 20
Ce 60 57 42 60 60.0 33 43
Pr 8.2 6.7 3.9 4.9
Nd 28 23 20 27 27.4 16 20
Sm 6 4.1 3.9 5.3 4.84 3.5 3.9
Eu 1.2 1.09 1.2 1.3 1.27 1.1 1.1
Gd 5.4 4.0 3.3 3.7
Tb 0.9 0.53 0.56 0.65 0.82 0.60 0.6
Dy 3 3.8 3.7 3.6
Ho 1.2 0.80 0.78 0.77
Er 2.8 2.1 2.2 2.1
Tm 0.48 0.24 0.30 0.32 0.28
Yb 3.0 1.5 2.0 2.0 2.2 2.2 1.9
Lu 0.50 0.23 0.33 0.35 0.35 0.30 0.30
Hf 3 4.7 5 3.7 4.9 4.71 3.0 3.7
Ta 2 4 0.7d 1.1 0.6 0.8c 0.7
W 1.5 1.0 0.7 1.0 1
Re 0.4 0.4 0.19
Os 0.05 0.05 0.041
Ir 0.05 0.10 0.037
Pt 0.4 1.81 0.5
Au 40 2.5 1.21 3.0 1.3
Hg 0.08 0.040 0.009 0.03
Tl 0.45 0.52 0.39 0.36 0.50
Pb 12.5 15 20 12.6 14.8 15 8.0 11
Bi 0.17 0.085 0.27 0.06 0.18
Th 9.6 5.7 9 5.6 8.5 7.1 4.2 5.6
U 2.7 1.3 1.8 1.4 1.7 1.2 1.1 1.3

Major elements recast to 100% anhydrous.
a See Table 10 for derviation of this estimate. b Total Fe as FeO. Mg# =molar 100�Mg/(Mg +Fetot).

c Updated by McLennan (2001b). d Updated by Barth et al. (2000).



having an average andesite composition (from
Taylor, 1977). To constrain the proportions of
mafic- to felsic-Archean volcanics, they used
heat-flow data from Archean cratons, which is
relatively low and uniform at �40 mW m�2.
Assuming that half the surface heat flow derives
from the mantle yielded a mafic to felsic propor-
tion of 2 : 1. This dominantly mafic Archean-
crustal component is reflected in the major- and
trace-element composition of their crust. Their
crust has low SiO2 and K2O, high MgO and
CaO, and very high FeO content. It also has
the highest transition-metal concentrations and
lowest incompatible element concentrations of
all the models presented in Table 9.

Refinements of the Taylor and McLennan
(1985) model are provided by McLennan and
Taylor (1996) and McLennan (2001b). The latter
is a modification of several trace-element abun-
dances in the upper crust and as such, should not
affect their compositional model for the bulk crust,
which does not rely on their upper crustal composi-
tion. Nevertheless, McLennan (2001b) does
provide modified bulk-crust estimates for niobium,
rubidium, caesium, and tantalum (and these are
dealt with in the footnotes of Table 9). McLennan
and Taylor (1996) revisited the heat-flow con-
straints on the proportions of mafic and felsic
rocks in the Archean crust and revised the propor-
tion of Archean-aged crust to propose a more
evolved bulk crust composition. This revised com-
position is derived from a mixture of 60% Archean
crust (which is a 50 : 50 mixture of mafic and felsic
end-member lithologies), and 40% average-ande-
site crust of Taylor (1977). McLennan and Taylor
(1996) focused on potassium, thorium, and ura-
nium, and did not provide amended values for
other elements, although other incompatible ele-
ments will be higher (e.g., rubidium, barium,
LREEs) and compatible elements lower in a crust
composition so revised.

More recently, a number of studies have esti-
mated the bulk-crust composition by deriving
lithological proportions for the deep crust from
seismic velocities (as discussed in Section 5.3)
with upper crustal contributions based on data
for surface rocks or previous estimates of the
upper crust (Christensen and Mooney, 1995;
Rudnick and Fountain, 1995; Wedepohl, 1995;
Gao et al., 1998a) (Table 9). Like previous esti-
mates of the crust, all of these show intermediate
bulk compositions with very similar major-ele-
ment contents. The greatest differences in major
elements between these recent seismologically
based estimates are for MgO, CaO, and K2O,
which show �30% variation, with the Rudnick
and Fountain (1995) estimate having the highest
MgO and CaO, and lowest K2O (Table 9,
Figure 15). Most trace elements from these esti-
mates fall within 30% total variation as well

(Figure 16); the exceptions are trace elements for
which very limited data exist (i.e., sulfur, chlorine,
arsenic, tin, mercury, bismuth, and the PGEs).
Niobium and tantalum also show >30% total var-
iation, but this is due to the very high niobium and
tantalum contents of Wedepohl’s estimate, which
reflects his reliance on the old Canadian Shield
data, for which niobium content is anomalously
high (see discussion in Section 5.2.1). These ele-
ments were also compromised in the Rudnick and
Fountain (1995) crust composition, which relied
(indirectly) on the Canadian Shield data for the
upper crust by adopting the Taylor and McLennan
upper-crust composition (see discussions in Plank

Table 10 Recommended composition of the bulk
continental crust.

Element Units Element Units

SiO2 wt.% 60.6 Ag ng g�1 56
TiO2 ’’ 0.7 Cd mg g�1 0.08
Al2O3 ’’ 15.9 In ’’ 0.052
FeOT ’’ 6.7 Sn ’’ 1.7
MnO ’’ 0.10 Sb ’’ 0.2
MgO ’’ 4.7 Ia ’’ 0.7
CaO ’’ 6.4 Cs ’’ 2
Na2O ’’ 3.1 Ba ’’ 456
K2O ’’ 1.8 La ’’ 20
P2O5 ’’ 0.1 Ce ’’ 43
Li mg g�1 16 Pr ’’ 4.9
Be ’’ 1.9 Nd ’’ 20
B ’’ 11 Sm ’’ 3.9
Na ’’ 56 Eu ’’ 1.1
F ’’ 553 Gd ’’ 3.7
S ’’ 404 Tb ’’ 0.6
Cl ’’ 244 Dy ’’ 3.6
Sc ’’ 21.9 Ho ’’ 0.77
V ’’ 138 Er ’’ 2.1
Cr ’’ 135 Tm ’’ 0.28
Co ’’ 26.6 Yb ’’ 1.9
Ni ’’ 59 Lu ’’ 0.30
Cu ’’ 27 Hf ’’ 3.7
Zn ’’ 72 Ta ’’ 0.7
Ga ’’ 16 W ’’ 1
Ge ’’ 1.3 Rea ng g�1 0.188
As ’’ 2.5 Osa ’’ 0.041
Se ’’ 0.13 Ira ’’ 0.037
Bra ’’ 0.88 Pt ’’ 1.5
Rb ’’ 49 Au ’’ 1.3
Sr ’’ 320 Hg mg g�1 0.03
Y ’’ 19 Tl ’’ 0.50
Zr ’’ 132 Pb ’’ 11
Nb ’’ 8 Bi ’’ 0.18
Mo ’’ 0.8 Th ’’ 5.6
Rua ng g�1 0.6 U ’’ 1.3
Pd ’’ 1.5 ’’

The total-crust composition is calculated according to the upper, middle
and lower-crust compositions obtained in this study and corresponding
weighing factors of 0.317, 0.296 and 0.388. The weighing factors are
based on the layer thickness of the global continental crust, recalculated
from crustal structure and areal proportion of various tectonic units given
by Rudnick and Fountain (1995).
aMiddle crust is not considered due to lack of data.
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and Langmuir (1998) and Barth et al. (2000)). The
values for niobium and tantalum in the Rudnick
and Fountain (1995) model given in Table 9 have
been updated by Barth et al. (2000). These values
are similar to those of Gao et al. (1998a) and thus
the concentrations of these elements are known to
within 30% in the bulk crust.

Of all the estimates in Table 9, that of Taylor
and McLennan (1985, 1995) stands out as being
the most mafic overall (Figures 15 and 16). This
mafic composition stems from their model for
Archean crust, which constitutes 75% of their
crust and is composed of a 2 : 1 mixture of
mafic- to felsic-igneous rocks. This relatively
mafic crust composition was necessitated by
their inferred low heat production in Archean
crust and the inferred large proportion of the
Archean-aged crust. However, such a high pro-
portion of mafic rocks in the Archean crust is at
odds with seismic data (summarized in Section
5.3), which show that the crust of most Archean
cratons is dominated by low velocities, implying
the presence of felsic (not mafic) compositions,

even in the lower crust. In addition, some of the
assumptions used by Taylor and McLennan
(1985) regarding heat flow are not very robust,
as recognized by McLennan and Taylor (1996)
(see also discussion in Rudnick et al., 1998).
First, the 20mWm�2 of mantle heat flow they
assumed for Archean cratons is probably too
high, thus allowing for more heat production in
the crust. Second, granulite-facies felsic rocks
are often depleted in heat-producing elements
(the Scourian granulites are an extreme exam-
ple), thereby allowing a greater proportion of
felsic rocks in the crust. Third, it is unlikely
that 75% of the present continents were formed
in the Archean and, importantly, the observed
low surface heat flow that is the rationale for
Taylor and McLennan’s (1985, 1995) domi-
nantly mafic crust composition is restricted to
Archean cratons, which constitute only �7% of
the present continental crust (Goodwin, 1991).
Indeed, heat production of the Taylor and
McLennan (1985, 1995) crustal model falls out-
side the range estimated for average continental
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Figure 15 Comparison of different estimates of the major-element composition of the bulk continental crust. All data
normalized to the new composition given here (Table 10, ‘‘R&G’’); gray shading depicts 10% variation from this
composition. (a) Models based on seismological data (Rudnick and Fountain, 1995; Wedepohl, 1995; Gao et al.,
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crust by Jaupart and Mareschal (i.e., 0.58 mW
m�2 versus 0.79–0.99 mW m�2). The modifica-
tions made to this model by McLennan and
Taylor (1996) help to reconcile their model
with the above observations, but the proportion
of mafic rocks in Archean-aged crust still
appears to be high (based on observed seismic
velocities) and the total heat production (at 0.70
mW m�2) may still be somewhat low.

5.4.1 A New Estimate of Crust Composition

In column 12 of Table 9 we present a new
estimate of the bulk crust composition. This
composition derives from our estimates of
upper, middle, and lower crust given in Tables
3, 5, and 8, mixed in the proportions derived
from the global compilation of Rudnick and

Fountain (1995): 31.7% upper, 29.6% middle,
and 38.8% lower crust. Our new crustal estimate
thus relies heavily on the previously derived
lower crust of Rudnick and Fountain (1995),
the middle crust of Rudnick and Fountain and
Gao et al. (1998a) and the new estimate of
upper-crust composition provided here
(Table 3). The latter is very similar to the
upper crust of Taylor and McLennan (1985)
(Figure 8), which was used by Rudnick and
Fountain (1995) in calculating their bulk crust
composition. The main differences lie in the
concentrations of K2O, rubidium, niobium, and
tantalum, which are lower in the new estimate of
the upper continental crust provided here.
Accordingly, this new estimate has many simila-
rities with that of Rudnick and Fountain (1995),
but contains lower potassium, rubidium, nio-
bium, and tantalum, and considers a wider
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range of trace elements than given in that model.
The heat production of this new estimate is 0.89
mW m�2, which falls in the middle of the range
estimated for average-crustal heat production by
Jaupart and Mareschal.

Figures 15–17 show how this composition
compares to other estimates of crust composi-
tion. Figure 15 shows that our new composition
has generally higher MgO, CaO, and FeO, and
lower Na2O and K2O than most other seismically
based models. The differences between our
model and that of Wedepohl (1995) and Gao
et al. (1998a) likely reflect the regional character
of these latter models (western Europe, eastern
China), where the crust is thinner and more
evolved than the global averages (Chirstensen
and Mooney, 1995, and Rudnick and Fountain,
1995). The lower MgO and higher alkali ele-
ments in Christensen and Mooney’s model
compared to ours must stem from the differences
in the chemical databases used to construct these

two models, as the lithological proportions of the
deep crust are very similar (Section 5.3).
Rudnick and Fountain (1995) (and hence our
current composition) used the compositions of
lower-crustal xenoliths to constrain the mafic
end-member of the deep crust. These xenoliths
have high Mg# and low alkalis (Table 7), and
thus may be chemically distinct from mafic rocks
exposed on the Earth’s surface (the chemical data
used by Christensen and Mooney, 1995).

The variations between the different seismolo-
gical-based crust compositions can be considered
representative of the uncertainties that exist in our
understanding of the bulk crust composition. Some
elemental concentrations (e.g., silicon, aluminum,
sodium) are known to within 20% uncertainty. The
remaining major-element and many trace-element
(transition metals, high-field strength elements,
most REE) concentrations are known to within
30% uncertainty. Still some trace element concen-
trations are yet poorly constrained in the crust,
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including many of the highly siderophile elements
(Figure 16).

5.4.2 Intracrustal Differentiation

Table 11 provides the composition of the
upper, middle, lower, and bulk crust for compar-
ison purposes and Figure 17 compares their
respective REE and extended trace-element pat-
terns. The upper crust has a large negative
europium anomaly (Eu/Eu�, Table 11) that is
largely complemented by the positive europium
anomaly of the lower crust; the middle crust has
essentially no europium anomaly. Similar com-
plementary anomalies exist for strontium. These
features, in addition to the greater LREE enrich-
ment of the upper crust relative to the lower
crust, suggests that the upper crust is largely the
product of intracrustal magmatic differentiation
in the presence of plagioclase (see Taylor and
McLennan, 1985). That is, the upper crust is
dominated by granite that differentiated from
the lower crust through partial melting, crystal
fractionation and mixing processes. The middle
crust has an overall trace-element pattern that is
very similar to the upper crust, indicating that it
too is dominated by the products of intracrustal
differentiation. All segments of the crust are
characterized by an overall enrichment of the
most incompatible elements, as well as high La/
Nb and low Ce/Pb ratios. These are characteris-
tics of convergent margin magmas and thus have
implications for the processes responsible for
generation of the continental crust as discussed
in the next section.

5.5 IMPLICATIONS OF THE CRUST
COMPOSITION

Despite the uncertainties in estimating crust
composition discussed in the previous section,
there are a number of similarities that all crust-
compositional models share and these may be
important for understanding the origin of the
crust. The crust is characterized by an overall
intermediate igneous-rock composition, with
relatively high Mg#. It is enriched in incompa-
tible elements (Figure 18), and contains up to
50% of the silicate Earth’s budget of these ele-
ments (Rudnick and Fountain, 1995). It is also
well established that the crust is depleted in
niobium relative to lanthanum, and has a sub-
chondritic Nb/Ta ratio. These features are not
consistent with formation of the crust by sin-
gle-stage melting of peridotitic mantle, as
discussed in Rudnick (1995), Kelemen (1995)
and Rudnick et al. (2000).

If one assumes that the crust grows ultimately
by igneous processes (i.e., magmatic transport of
mass from the mantle into the crust), then the
disparity between crust composition and the
composition of primary mantle melts requires
the operation of additional processes to produce
the present crust composition. As reviewed in
Rudnick (1995) and Kelemen (1995), these addi-
tional processes could include (but are not
limited to):

(i) Recycling of mafic/ultramafic lower crust
and upper mantle via density foundering (often
referred to as delamination within the geochemical
literature). In this process, lithologically stratified
continental crust is thickened during an orogenic
event, causing the mafic lower crust to transform to
eclogite, which has a higher density than the under-
lying mantle peridotite. Provided the right
temperatures and viscosities exist (i.e., hot and
goey), the base of the lithosphere will sink into
the underlying asthenosphere. Numerical simula-
tions of this process show that it is very likely to
occur at the time of arc–continent collision (and in
fact, may be impossible to avoid)(Jull and
Kelemen, 2001).

(ii) Production of crust from a mixture of
silicic melts derived from subducted oceanic
crust, and basaltic melts from peridotite. This
process is likely to have been more prevalent in
a hotter, Archean Earth and would have involved
extensive silicic melt–peridotite reaction as the
slab melts traverse the mantle wedge (Kelemen,
1995). The abundance of Archean-aged granitoids
of the so-called ‘‘TTG’’ suite (trondhjemite, tona-
lite, granodiorite) are often cited as the surface
manifestations of these processes (Drummond and
Defant, 1990; Martin, 1994.

(iii) Weathering of the crust, with preferential
recycling of Mg�Ca into the mantle via hydro-
thermally altered mid-ocean ridge basalt
(Albarede, 1998; Anderson, 1982). This hypothesis
states that during continental weathering, soluble
cations such as Ca2þ, Mg2þ, and Naþ are carried to
the oceans while silicon and aluminum remain
behind in the continental regolith. Whereas other
elements (e.g., sodium) may be returned to the
continents via arc magmatism, magnesium may
be preferentially sequestered into altered seafloor
basalts and returned to the mantle via subduction,
producing a net change in the crust composition
over time. However, one potential problem with
this hypothesis is that examination of altered
ocean-floor rocks suggests that magnesium may
not be significantly sequestered there.

A fourth possibility, that ultramafic cumulates
representing the chemical complement to the ande-
sitic crust are present in the uppermost mantle, is
not supported by studies of peridotite xenoliths,
which show a predominance of restitic peridotite
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Table 11 Comparison of the upper, middle, lower and total continental crust compositions recommended here.

Element Upper crust Middle crust Lower crust Total crust

SiO2 66.6 63.5 53.4 60.6
TiO2 0.64 0.69 0.82 0.72
Al2O3 15.4 15.0 16.9 15.9
FeOT 5.04 6.02 8.57 6.71
MnO 0.10 0.10 0.10 0.10
MgO 2.48 3.59 7.24 4.66
CaO 3.59 5.25 9.59 6.41
Na2O 3.27 3.39 2.65 3.07
K2O 2.80 2.30 0.61 1.81
P2O5 0.15 0.15 0.10 0.13

Total 100.05 100.00 100.00 100.12

Mg# 46.7 51.5 60.1 55.3

Li 24 12 13 16
Be 2.1 2.3 1.4 1.9
B 17 17 2 11
N 83 34 56
F 557 524 570 553
S 621 249 345 404
Cl 294 182 250 244
Sc 14.0 19 31 21.9
V 97 107 196 138
Cr 92 76 215 135
Co 17.3 22 38 26.6
Ni 47 33.5 88 59
Cu 28 26 26 27
Zn 67 69.5 78 72
Ga 17.5 17.5 13 16
Ge 1.4 1.1 1.3 1.3
As 4.8 3.1 0.2 2.5
Se 0.09 0.064 0.2 0.13
Br 1.6 0.3 0.88
Rb 82 65 11 49
Sr 320 282 348 320
Y 21 20 16 19
Zr 193 149 68 132
Nb 12 10 5 8
Mo 1.1 0.60 0.6 0.8
Ru 0.34 0.75 0.57
Pd 0.52 0.76 2.8 1.5
Ag 53 48 65 56
Cd 0.09 0.061 0.10 0.08
In 0.056 0.05 0.052
Sn 2.1 1.30 1.7 1.7
Sb 0.4 0.28 0.10 0.2
I 1.4 0.14 0.71
Cs 4.9 2.2 0.3 2
Ba 628 532 259 456
La 31 24 8 20
Ce 63 53 20 43
Pr 7.1 5.8 2.4 4.9
Nd 27 25 11 20
Sm 4.7 4.6 2.8 3.9
Eu 1.0 1.4 1.1 1.1
Gd 4.0 4.0 3.1 3.7
Tb 0.7 0.7 0.48 0.6
Dy 3.9 3.8 3.1 3.6
Ho 0.83 0.82 0.68 0.77
Er 2.3 2.3 1.9 2.1
Tm 0.30 0.32 0.24 0.28
Yb 2.0 2.2 1.5 1.9

(continued)
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over cumulates (e.g., Wilshire et al., 1988). If such
cumulates were originally there, they must have
been subsequently removed via a process such as
density foundering.

All of the above processes require return of
mafic to ultramafic lithologies to the convecting
mantle. These lithologies are the chemical comple-
ment of the present-day andesitic crust. Thus
crustal recycling, in various forms, must have
been important throughout Earth history.

Another implication of the distinctive trace ele-
ment composition of the continental crust is that
the primary setting of crust generation is most
likely to be that of a convergent margin. The char-
acteristic depletion of niobium relative to
lanthanum seen in the crust (Figure 18) is a ubiqui-
tous feature of convergent margin magmas (see
review of Kelemen et al.) and is virtually absent
in intraplate magmas. Simple mixing calculations
indicate that the degree of niobium depletion seen
in the crust suggests that at least 80% of the crust
was generated in a convergent margin (Barth et al.,
2000; Plank and Langmuir, 1998).

5.6 EARTH’S CRUST IN A PLANETARY
PERSPECTIVE

The other terrestrial planets show a variety of
crustal types, but none that are similar to that of the
Earth. Mercury has an ancient, heavily cratered

crust with a high albedo (see review of Taylor and
Scott). Its brightness plus the detection of sodium,
and more recently the refractory element calcium,
in the Mercurian atmosphere (Bida et al., 2000) has
led to the speculation that Mercury’s crust may be
anorthositic, like the lunar highlands (see Taylor,
1992 and references therein). The MESSENGER
mission (http://messenger.jhuapl.edu/), currently
planned to rendezvous with Mercury in 2007,
should considerably illuminate the nature of the
crust on Mercury.

In contrast to Mercury’s ancient crust, high-
resolution radar mapping of Venus’ cloaked sur-
face has revealed an active planet, both
tectonically and volcanically (see review of
Fegley and references therein). Crater densities
are relatively constant, suggesting a relatively
young surface (�300–500 Ma, Phillips et al.,
1992; Schaber et al., 1992; Strom et al., 1994).
It has been suggested that this statistically ran-
dom crater distribution may reflect episodes of
mantle overturn followed by periods of quies-
cence (Schaber et al., 1992; Strom et al., 1994).
Most Venusian volcanoes appear to erupt basal-
tic magmas, but a few are pancake-shaped,
which may signify the eruption of a highly
viscous lava such as rhyolite (e.g., Ivanov and
Head, 1999). The unimodal topography of
Venus is distinct from that of the Earth and
there appear to be no equivalents to Earth’s
oceanic and continental dichotomy. It is possible

Table 11 (continued).

Element Upper crust Middle crust Lower crust Total crust

Lu 0.31 0.4 0.25 0.30
Hf 5.3 4.4 1.9 3.7
Ta 0.9 0.6 0.6 0.7
W 1.9 0.60 0.60 1
Re 0.198 0.18 0.188
Os 0.031 0.05 0.041
Ir 0.022 0.05 0.037
Pt 0.5 0.85 2.7 1.5
Au 1.5 0.66 1.6 1.3
Hg 0.05 0.0079 0.014 0.03
Tl 0.9 0.27 0.32 0.5
Pb 17 15.2 4 11
Bi 0.16 0.17 0.2 0.18
Th 10.5 6.5 1.2 5.6
U 2.7 1.3 0.2 1.3
Eu/Eu

� 0.72 0.96 1.14 0.93
Heat production (mW m�3) 1.65 1.00 0.19 0.89
Nb/Ta 13.4 16.5 8.3 12.4
Zr/Hf 36.7 33.9 35.8 35.5
Th/U 3.8 4.9 6.0 4.3
K/U 9475 15607 27245 12367
La/Yb 15.4 10.7 5.3 10.6
Rb/Cs 20 30 37 24
K/Rb 283 296 462 304
La/Ta 36 42 13 29
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that the high elevations on Venus were produced
tectonically by compression of basaltic rocks
made rigid by the virtual absence of water
(Mackwell et al., 1998).

Of the terrestrial planets, only Mars has the
bimodal topographic distribution seen on the
Earth (Smith et al., 1999). In addition, evolved
igneous rocks, similar to the andesites found in
the continents on Earth, have also been observed
on the Martian surface, although their significance
and relative abundance is a matter of contention
(see review by McSween). However, the bimodal
topography of Mars appears to be an ancient
feature (Frey et al., 2002), unlike the Earth’s,
which is a product of active plate tectonics. It
remains to be seen whether the rocks that com-
pose the high-standing southern highlands of
Mars bear any resemblance to those of Earth’s
continental crust (McLennan, 2001a; Wanke
et al., 2001).

5.7 SUMMARY

The crust is the Earth’s major repository of
incompatible elements and thus factors prominently
into geochemical mass-balance calculations for the
whole Earth. For this reason, and to understand the
processes by which it formed, determining the com-
position of the continental crust has been a popular
pursuit of geochemists from the time the first rocks
were analyzed.

It has been known for over a century that the
continental crust has an average composition
approximating to andesite (when cast as an igneous
rock type) (Clarke, 1889, Clarke and Washington,
1924). The myriad studies on continental crust
composition carried out in the intervening years
have refined our picture of the crust’s composition,
particularly for trace elements.

Based on seismic investigations the crust can
be divided into three regions: upper, middle, and
lower continental crust. The upper crust is the

1,000

100

10

1
La Ce Pr Nd

Chondrite normalized

Total crust

Sm Eu Gd Tb Dy Ho Er Tm Yb Lu

1,000

100

10

1
Cs Ba Nb Ce Pr Nd Hr Eu Y YbU

Mantle normalized

Rb Th K La Pb Sr Zr Sm Ti Ho

Weaver and tarney
Rudnick and Fountain
this study

Wedepohl
Gao et al.
Taylor and McLennan

Figure 18 REE (upper) and multi-element plot (lower) of the compositions of the continental crust given in
Table 9. Chondrite values from Taylor and McLennan (1985), mantle-normalizing values from McDonough and

Sun (1995).

186 Composition of the Continental Crust



most accessible region of the solid earth and its
composition is estimated from both weighted
averages of surface samples and studies of shales
and loess. The latter is a particularly powerful
means of estimating the average upper crustal
concentrations of insoluble to moderately
soluble trace elements. Most estimates of the
major-element composition of the upper conti-
nental crust fall within 20% standard deviation
of the mean and thus the composition of this
important reservoir appears to be reasonably
well known. The concentrations of some trace
elements also appear to be known to within 20%
(most of the transition metals, rubidium, stron-
tium, yttrium, zirconium, niobium, barium, REE,
hafnium, tantalum, lead, thorium, and uranium),
whereas others are less-precisely known. In par-
ticular, very few estimates have been made of the
upper crust’s halogen, sulfur, germanium,
arsenic, selenium, indium, and platinum-group
element concentration.

Lacking the access and widescale natural
sampling by sediments afforded the upper
crust, the composition of the deep crust must
be inferred from more indirect means. Both heat
flow and seismic velocities have been employed
towards this end. Heat flow provides bounds on
the potassium, thorium, and uranium content of
the crust, and seismic-wave speeds can be inter-
preted, with some caveats, in terms of rock
types, whose compositions are derived from
averages of appropriate deep-crustal lithologies.
The middle crust is perhaps the least well char-
acterized of the three crustal regions. This is
due to the lack of systematic geochemical stu-
dies of amphibolite-facies crustal lithologies. In
contrast, the lower crust has been the target of a
number of geochemical investigations, yet there
is wide variation in different estimates of lower-
crust composition. This reflects, in part, the
highly heterogeneous character of this part of
the Earth. However, some generalities can be
made. Heat production must decrease and seis-
mic velocities are observed to increase with
depth in the crust. Thus the lower crust is, on
an average, mafic in composition and depleted
in heat-producing elements. Curiously, the lower
crust of many Archean cratons, where heat flow
is lowest, has relatively slow P-wave velocities.
Such low velocities imply the dominance of
evolved rock types and thus these rocks must
be highly depleted in potassium, thorium, and
uranium compared to their upper crustal
counterparts.

The andesitic continental crust composition is
difficult to explain if the crust is generated by
single-stage melting of peridotitic mantle, and
additional processes must therefore be involved
in its generation. All of these processes entail
return of mafic or ultramafic crustal material

(which is complementary to the present conti-
nental crust) to the convecting mantle. Thus
crustal recycling, in various forms, must have
been important throughout Earth history and is
undoubtedly related to the plate-tectonic cycle on
our planet. Crustal recycling, along with the pre-
sence of abundant water to facilitate melting
(Campbell and Taylor, 1985), may be the major
factor responsible for our planet’s unique crustal
dichotomy.
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6.1 INTRODUCTION

Noble gases provide unique clues to the struc-
ture of the Earth and the degassing of volatiles
into the atmosphere. Since the noble gases are
highly depleted in the Earth, their isotopic com-
positions are prone to substantial changes due to
radiogenic additions, even from scarce parent ele-
ments and low-yield nuclear processes. Therefore,
noble gas isotopic signatures of major reservoirs
reflect planetary differentiation processes that
generate fractionations between these volatiles
and parent elements. These signatures can be
used to construct planetary degassing histories
that have relevance to the degassing of a variety
of chemical species as well.

It has long been recognized that the atmo-
sphere is not simply a remnant of the volatiles
that surrounded the forming Earth with the com-
position of the early solar nebula. It was also
commonly thought that the atmosphere and
oceans were derived from degassing of the
solid Earth over time (Brown, 1949; Suess,
1949; Rubey, 1951). Subsequent improved
understanding of the processes of planet forma-
tion, however, suggests that substantial volatile
inventories could also have been added directly
to the atmosphere. The characteristics of the
atmosphere therefore reflect the acquisition of
volatiles by the solid Earth during formation
(see Pepin and Porcelli, 2002, as well as the
history of degassing from the mantle. The pre-
cise connection between volatiles now
emanating from the Earth and the long-term
evolution of the atmosphere are key subjects
of modeling efforts, and are discussed below.

Major advances in understanding the beha-
vior of terrestrial volatiles have been made
based upon observations on the characteristics
of noble gases that remain within the Earth.
Various models have been constructed that
define different components and reservoirs in
the planetary interior, how materials are
exchanged between them, and how the noble
gases are progressively transferred to the atmo-
sphere. While there remain many uncertainties,
an overall process of planetary degassing can be
discerned. The present chapter discusses the
constraints provided by the noble gases and
how these relate to the degassing of the volatile
molecules formed from nitrogen, carbon, and
hydrogen. The evolution of particular atmo-
spheric molecular species, such as CO2, that
are controlled by interaction with other crustal
reservoirs and which reflect surface chemical
conditions, are primarily discussed elsewhere.

Noble gases provide the most detailed con-
straints on planetary degassing. A description of
the available noble gas data that must be incor-
porated into any Earth degassing history is

provided first in Section 6.2, and the constraints
on the total extent of degassing of the terrestrial
interior are provided in Section 6.3. Noble gas
degassing models that have been used to
describe and calculate degassing histories of
both the mantle (Section 6.4) and the crust
(Section 6.5) are then presented. These discus-
sions then provide the context for an evaluation
of major volatile cycles in the Earth (Section
6.6), and speculations about the degassing of
the other terrestrial planets (Section 6.7), Mars
and Venus, that are obviously based on much
more limited data. The processes controlling
mantle degassing are clearly related to the struc-
ture of the mantle, as discussed in Section 6.4.
An important aspect is the origin of planetary
volatiles and whether initial incorporation was
into the solid Earth or directly to the atmo-
sphere. Basic noble gas elemental and isotopic
characteristics are given in Ozima and Podosek
(2001) and Porcelli et al. (2002). The major
nuclear processes that produce noble gases
within the solid Earth, and the half-lives of the
major parental nuclides, are given in Table 1.

6.2 PRESENT-EARTH NOBLE GAS
CHARACTERISTICS

There are various terrestrial reservoirs that
have distinct volatile characteristics. Data from
mid-ocean ridge basalts (MORBs) characterize
the underlying convecting upper mantle, and are
described here without any assumptions about
the depth of this reservoir. Other mantle reser-
voirs are sampled by ocean island basalts
(OIBs) and may represent a significant fraction
of the mantle. Note that significant krypton iso-
topic variations due to radiogenic additions are
neither expected nor observed, and there are no
isotopic fractionation observed between any ter-
restrial noble gas reservoirs. Therefore, no
constraints on mantle degassing can be obtained
from krypton, and so krypton is not discussed
further.

6.2.1 Surface Inventories

The atmosphere is the largest accessible ter-
restrial noble gas reservoir, and its composition
serves as a reference for measurements of other
materials. The major volatile molecules of car-
bon, nitrogen, and hydrogen, have considerable
inventories in the crust that are part of the
volatile budget that has been either degassed
from the mantle or initially incorporated into
the atmosphere. The total surface inventory is
summarized in Table 2 and includes the atmo-
sphere, hydrosphere, and continental crust.
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Since helium is lost from the atmosphere, the
atmospheric abundance has no significance for
determining long-term evolution. Atmospheric
isotopic compositions, which are generally
used as standards for comparison and measure-
ment normalization, are provided in Table 3.

6.2.2 Helium Isotopes

There are two isotopes of helium. In addition to
the cosmologically produced 4He and 3He, 4He is
produced as �-particles during radioactive decay of
various parent radionuclides, and the much less
abundant 3He is produced from 6Li (Tables 1 and 2).
Overall, radiogenic helium is primarily 4He, with a
ratio of 3He/4He �0.01RA (Morrison and Pine,
1955), where RA is the air value of 1:39� 10– 6.
The initial value for the Earth depends upon the
origin of terrestrial noble gases, and is presumed to

be that of the solar nebula of 3He/4He = 120RA

(Mahaffy et al., 1998). The solar wind value of
330RA (Benkert et al., 1993) was established after
deuterium burning in the Sun; if terrestrial helium

Table 1 Major nuclear processes producing noble-gas isotopes in the solid earth.a

Daughter Nuclear process Parent
half-life

Yield
(atoms/decay)

Comments

3He 6Li(n, �)3H(�-)3He 3He/4He = 1�10�8b
4He �-decay of 238U decay series

nuclides
4.468Ga 8c

4He �-decay of 235U decay series
nuclides

0.7038Ga 7c 238U/235U = 137.88

4He �-decay of 232Th decay series
nuclides

14.01Ga 6c Th/U= 3.8 in bulk Earth

21Ne 18O(�, n)21Ne 21Ne/4He = 4.5�10�8b
21Ne 24Mg(n, �)21Ne 21Ne/4He = 1�10�10b
40Ar 40K �� decay 1.251Ga 0.1048b 40K= 0.01167% total K
129Xe 129I �� decay 15.7 Ma 1 129I/127I = 1.1�10�4 at 4.56Gad
136Xe 238U spontaneous fission 4�10�8e
136Xe 244Pu spontaneous fission 80.0 Ma 7.00�10�5 244Pu/238U = 6.8�10�3 at 4.56Gaf
a From data compilations of Blum (1995), Ozima and Podosek (2001), and Pfennig et al. (1998). b Production ratio for upper crust (Ballentine and
Burnard, 2002). c Per decay of series parent, assuming secular equilibrium for entire decay series. d Hohenberg et al. (1967). e Eikenberg et al.
(1993) and Ragettli et al. (1994). f Hudson et al. (1989).

Table 2 Volatile surface inventories.

Constituent Atmosphere
(mol)

Crust
(mol)

N 2.760� 1020 4� 1019

O2 3.702� 1019

Ar 1.651� 1018

C 5.568� 1016 8.3� 1021

Ne 3.213� 1015

He 9.262� 1014

Kr 2.015� 1014

Xe 1.537� 1013

Note: Based on dry tropospheric air. Water generally accounts for �4%
of air. Other chemical constituents have mixing ratios less than Xe. Data
from compilation by Ozima and Podosek (2001). C atmosphere data from
Keeling and Whorf (2000). Crustal C from Hunt (1972) and Ronov and
Yaroshevsky (1976). Crustal N from Marty and Dauphas (2003).

Table 3 Noble-gas and major volatile isotope
composition of the atmosphere.

Isotope Relative abundances Percent molar
abundance

3He (1.399� 0.013)�10�6 0.000140
4He :1 100
20Ne 9.80� 0.08 90.50
21Ne 0.0290� 0.0003 0.268
22Ne :1 9.23
36Ar :1 0.3364
38Ar 0.1880� 0.0004 0.0632
40Ar 295.5� 0.5 99.60
78Kr 0.6087� 0.0020 0.3469
80Kr 3.9599� 0.0020 2.2571
82Kr 20.217� 0.004 11.523
83Kr 20.136� 0.021 11.477
84Kr :100 57.00
86Kr 30.524� 0.025 17.398
124Xe 2.337� 0.008 0.0951
126Xe 2.180� 0.011 0.0887
128Xe 47.15� 0.07 1.919
129Xe 649.6� 0.9 26.44
130Xe :100 4.070
131Xe 521.3� 0.8 21.22
132Xe 660.7� 0.5 26.89
134Xe 256.3� 0.4 10.430
136Xe 217.6� 0.3 8.857
14N 0.0037 0.37
15N :1 99.63
12C :1 98.63
13C 0.0113 1.11
1H :1 99.985
2H 0.00015 0.015

After Ozima and Podosek (2001) and Porcelli et al. (2002).
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was captured after significant deuterium burning,
then this higher value would be the composition of
the initial helium. The first clear evidence for the
degassing of primordial volatiles still remaining
within the solid Earth came from helium isotopes
(Figure 1). MORB has an average of 8RA (Clarke
et al., 1969; Mamyrin et al., 1969; see Graham,
2002), and so is a mixture of radiogenic helium
(that accounts for most of the 4He) with initially
trapped ‘‘primordial’’ helium (that accounts for
most of the 3He).

OIB has more variable 3He/4He ratios. Some
are below those of MORB, probably due to radio-
genic recycled components (e.g., Kurz et al., 1982;
Hanyu and Kaneoka, 1998). Due to their limited
occurrence, these values are likely to represent
only a small fraction of the total mantle. 3He/4He
ratios greater than �10RA provide evidence for a
long-term noble gas reservoir distinct fromMORB
that has a time-integrated 3He/(U +Th) ratio
greater than that of the upper mantle (Kurz et al.,
1982; Allègre et al., 1983) and so leads to the
highest 3He/4He ratios of 32–38RA found in
Loihi Seamount, the youngest Hawaiian volcano
(Kurz et al., 1982; Rison and Craig, 1983; Honda
et al., 1993; Valbracht et al., 1997), and Iceland
(Hilton et al., 1998b). A major issue has been
determining the nature of this reservoir, the abun-
dances of noble gases it contains, and how it
degasses (see Section 6.4).

Helium isotopes have a �1Myr residence time
in the atmosphere prior to loss to space; therefore,

their atmospheric abundances do not contain
information about the integrated degassing history
of the Earth. However, the large variations in
helium isotope compositions in the Earth con-
strain mantle degassing models by (i) providing
clear fingerprints of mantle volatile fluxes into the
crust and atmosphere (see Sections 6.2.7 and
6.2.8); (ii) requiring several mantle noble gas
reservoirs (see Section 6.4.3); (iii) indicating that
the upper mantle is relatively well-mixed with
respect to noble gases; and (iv) relating the
sources of noble gases with heat production,
since uranium and thorium are the dominant
sources of both 4He and heat in the mantle (see
Section 6.2.7).

6.2.3 Neon Isotopes

There are three neon isotopes. The more abun-
dant 20Ne and 22Ne are both essentially all
primordial, as there is no significant global pro-
duction of these isotopes. In contrast, 21Ne is
produced by nuclear reactions. In mantle-derived
materials, measured 20Ne/22Ne ratios are greater
than that of the atmosphere of 9.8, and extend
toward the values of the solar wind (13.8) or
implanted solar wind (12.5) (Figure 2). Since
these isotopes are not produced in significant
quantities in the Earth, this is unequivocal evi-
dence for storage in the Earth of at least one
nonradiogenic mantle component that is

Figure 1 Helium isotope data from various mantle-derived volcanics. The upper axis is the 3He/4He ratio (R)
normalized to the atmospheric ratio (RA). As indicated by the data for selected segments of the MORB away from
ocean islands falls almost entirely within the range of (7–9)RA. While there are hotspot basalts that are characterized by
high U/Pb ratios and low 3He/4He ratios (HIMU), many major oceanic hotspots, as well as continental hotspots, have

high 3He/4He ratios (source Porcelli and Ballentine, 2002).
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distinctive from the atmosphere and has remained
trapped separately since formation of the Earth. It
is likely that the 20Ne/22Ne ratio of the atmo-
sphere was originally similar to the higher
values now found in the mantle, and was fractio-
nated during losses to space. This could only have
occurred early in Earth history. Since the neon
remaining in the mantle preserves the original
isotopic composition, the difference from that of
the atmosphere also limits the amount of mantle
neon that can have subsequently degassed. The
exact proportion depends upon how much fractio-
nation of atmospheric neon originally occurred.
While this is unconstrained, the observed fractio-
nation is already considered quite extreme, and so
it is unlikely that much lower 20Ne/22Ne ratios
had been generated, and so only a small propor-
tion of mantle neon is likely to have been
degassed subsequently.

MORB 20Ne/22Ne and 21Ne/22Ne ratios gen-
erally are correlated (Sarda et al., 1988; Moreira
et al., 1998), and this is likely due to mixing of
variable amounts of air contamination with uni-
form mantle neon. The upper-mantle 21Ne/22Ne
ratio of �0.074 is higher than the solar value
(0.033) due to additions of nucleogenic 21Ne
(Table 1). OIBs with high 3He/4He ratios span a
similar range in 20Ne/22Ne ratios, but with lower
corresponding 21Ne/22Ne ratios (Sarda et al.,
1988; Honda et al., 1991, 1993). The OIB
sources therefore have higher time-integrated
He/(U + Th) and Ne/(U + Th) ratios (Honda and
McDougall, 1993).

The MORB helium and neon isotopic composi-
tions can be used to calculate the 3He/22Ne ratio of
the source region prior to any recent fractionations

created during transport and eruption. Since the
production ratio of 4He to 21Ne is fixed (Table 1),
the shifts in 3He/4He and 21Ne/22Ne isotope ratios
from the initial, primordial values of the Earth due
to radiogenic and nucleogenic additions can be used
to calculate the reservoir 3He/22Ne ratio. Using an
uncontaminated MORB value of 21Ne/22Ne = 0.074
and 21�Ne/4�He¼ 4.5� 10�8, then 3He/22Ne = 11.
Calculating a source value for each MORB and
OIB sample individually, a mantle average of 7.7
was found (Honda and McDougall, 1998). For
comparison, the solar nebula value is
3He/22Ne = 1.9 (see Porcelli and Pepin, 2000).
This value can be used to relate degassing of helium
with the other noble gases (see Section 6.2.7).

Overall, neon isotopes clearly identify the
noble gases presently degassing from the mantle
as solar in origin. Taking this composition as the
original value of the neon in the atmosphere,
most of the atmospheric neon was degassed
very early in Earth history and suffered substan-
tial fractionating losses. The atmospheric noble
gas inventory was therefore highly modified
from that which was originally degassed from
the solid Earth or added to the surface. Since
noble gases generally behave similarly within
the mantle and during degassing (see Section
6.2.6), the constraints on neon degassing can be
applied to the other noble gases.

6.2.4 Argon Isotopes

The two minor isotopes of argon, 36Ar and 38Ar,
are essentially all primordial, with no significant
radiogenic production on a global scale. The initial
40Ar/36Ar ratio of the solar system was <10�3

(Begemann et al., 1976) and orders of magnitude
less than any planetary values, so essentially all 40Ar
is radiogenic. A large range in 40Ar/36Ar ratios has
been measured in MORBs that is likely due to
mixing of variable proportions of air argon (with
40Ar/36Ar = 296) with a single, more radiogenic,
mantle composition (Figure 3). The minimum
value for this mantle composition is represented by
the highest measured values of 2:8� 104

(Staudacher et al., 1989) to 4� 104 (Burnard
et al., 1997). From correlations between 20Ne/22Ne
and 40Ar/36Ar during step heating of a gas-rich
MORB that was designed to separate contaminant
air noble gases from those trapped within the glass, a
maximum value of 40Ar/36Ar= 4.4� 104 was
obtained (Moreira et al., 1998).

Like terrestrial 20Ne/22Ne ratios, it might be
expected that 38Ar/36Ar ratios vary due to different
initial sources building the Earth or to early fractio-
nation events. Measurements of MORB and OIB
38Ar/36Ar ratios typically are atmospheric within
error, but have been of low precision due to the
low abundance of these isotopes. While some

Figure 2 Neon isotope compositions of MORB and
selected OIBs. The data generally fall on correlations
that extend from air contamination to higher values that
characterize the trapped mantle components. Islands with
high 3He/4He ratios have lower-mantle 21Ne/22Ne ratios,
reflecting high 3He/(U +Th) and 22Ne/(U +Th) ratios

(source Graham, 2002).
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high-precision analyses of MORB and OIB
samples show 38Ar/36Ar ratios lower than that of
the atmosphere and approaching solar values (see
Pepin, 1998), but others do not (Kunz, 1999).
While nonatmospheric ratios would limit the
amount of argon transfer between the mantle and
atmosphere, atmospheric ratios in the mantle could
be explained either by early trapping of argon that
had been fractionated or entrainment of atmo-
spheric argon during subduction or melt
formation (see Porcelli and Wasserburg, 1995b).

OIBs with high 3He/4He ratios reflecting high
3He/(U + Th) ratios have been expected to have
low 40Ar/36Ar ratios reflecting correspondingly
high 36Ar/K ratios. Measurements of 40Ar/36Ar
in OIBs with 3He/4He > 10RA are indeed consis-
tently lower than MORB values. However, early
values for Loihi glasses of 40Ar/36Ar < 103

appear to reflect overwhelming contamination
with air argon (Fisher, 1985; Patterson et al.,
1990). A study of basalts from Juan Fernandez
(Farley et al., 1993) found atmospheric contam-
ination contained within phenocrysts introduced
into the magma chamber, thus providing an
explanation for the prevalence of air contamina-
tion of OIBs. Recent measurements of Loihi
samples found higher 40Ar/36Ar values of
2,600–2,800 associated with high 3He/4He ratios
(Hiyagon et al., 1992; Valbracht et al., 1997),
while Trieloff et al. (2000) found values up to
8,000 on samples with 3He/4He = 24 (and so with
a helium composition midway between MORBs
and the highest OIBs). Poreda and Farley (1992)
found values of 40Ar/36Ar� 1.2� 104 in Samoan
xenoliths that have intermediate 3He/4He ratios
(9–20RA). Kola Peninsula carbonatites with high
20Ne/22Ne ratios were used to calculate a mantle
40Ar/36Ar value of 5,000 (Marty et al., 1998).
Other attempts to remove the effects of air

contamination have used associated neon iso-
topes and the debatable assumption that the
contaminant Ne/Ar ratio is constant, and have
also found 40Ar/36Ar values substantially lower
than in MORBs (Sarda et al., 2000). Overall, it
appears that 40Ar/36Ar ratios in the high 3He/4He
OIB source are >3,000 but probably <104, and so
lower than that of the MORB source (see also
Matsuda and Marty, 1995).

The unambiguous measurement of past atmo-
spheric 40Ar/36Ar ratios would provide an
important constraint on the degassing history of
the atmosphere. If 36Ar had largely degassed early
(see below), then the past atmospheric 40Ar/36Ar
ratio would reflect the past atmospheric abun-
dance of 40Ar due to subsequent 40Ar degassing.
Unfortunately, it has been difficult to find sam-
ples that have captured and retained atmospheric
argon but do not contain significant amounts of
either inherited radiogenic 40Ar or potassium.
Nonetheless, various studies have sought to find
40Ar/ 36Ar ratios that are lower than the present
atmosphere, and so clearly are not dominated by
either present atmosphere contamination or radio-
genic 40Ar. Cadogan (1977) reported a value of
40Ar/36Ar = 291.0� 1.5 from the 380Myr old
Rhynie chert, while Hanes et al. (1985) reported
258� 3 for an old pyroxenite sill sample from the
Abitibi Greenstone Belt that contains amphibole
apparently produced during deuteric alteration at
2.70 Ga. Both samples are presumed to have
atmospheric argon trapped at these times. Using
these data, the maximum possible changes in the
atmospheric 40Ar abundance is obtained by
assuming that the 36Ar abundance has been con-
stant since that time, so that the differences
between these 40Ar/36Ar ratios and the present
atmospheric value reflect only lower 40Ar abun-
dances. In this case, the Rhynie chert data suggest

Figure 3 Helium and argon isotope compositions of MORB (‘‘Popping Rock’’ from the Atlantic, Shona ridge section,
and N. Chile ridge) and selected islands. 40Ar/36Ar ratios vary widely due to variable amounts of atmospheric

contamination (source Graham, 2002).
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that the atmospheric 40Ar abundance was 1.5%
lower 380 Ma ago than today. At that time, there
was 1.9% less 40Ar in the Earth (assuming a bulk
Earth potassium concentration of 270 ppm), and it
thus appears that the same fraction of terrestrial
40Ar as today was in the atmosphere at that time.
At 2.7 Ga ago, the calculated atmospheric 40Ar
abundance is 12.7% lower than at present.
However, there was 66% less 40Ar 2.7 Ga ago,
and assuming a BSE concentration of 270 ppm K,
even complete degassing of the entire Earth at
that time (compared to 40% today) would not
provide sufficient 40Ar for the atmosphere. The
alternative that the atmospheric 36Ar abundance
has doubled since 2.7 Ga ago is also unlikely if
current arguments for early degassing of nonra-
diogenic nuclides are valid (see Sections 6.2.3
and 6.4.1). However, before pursuing further
speculation, the possibility that the Abitibi sample
contains either excess 40Ar trapped during forma-
tion or subsequently produced radiogenic 40Ar,
and so provides an unreasonably high 40Ar/36Ar
atmospheric ratio for that time, must be
discounted.

Overall, argon isotope compositions indicate
that the mantle is much more radiogenic than the
atmosphere, and this provides an important start-
ing point for degassing history models. It appears
that there are variations in 40Ar/36Ar associated
with different 3He/4He ratios in the mantle,
although atmospheric contamination of samples
has made this difficult to quantify. It appears that
the same proportion of 40Ar has been in the
atmosphere over the last 380 Ma, although reli-
able data are required from much earlier to
effectively discriminate between different degas-
sing histories (see Section 6.4).

6.2.5 Xenon Isotopes

There are nine isotopes of xenon (see
Table 3). On a global scale, there have been
additions to 129Xe through decay of 129I
(t1/2 = 15.7Myr), which as a short-lived nuclide
was only present in significant quantities early in
Earth history. Additions to the heavy isotopes
131Xe, 132Xe, 134Xe, and 136Xe have also
occurred by fission of 244Pu (t1/2 = 80Myr),
another short-lived nuclide, and 238U
(t1/2 = 4.5 Gyr). The largest fission contributions
are to 136Xe, so this isotope is usually used as an
index for fissiogenic contributions. Primordial
components completely account for the other
isotopes and even a dominant proportion of
those with later additions.

The starting point for examining xenon iso-
tope systematics is defining the nonradiogenic
isotope composition; i.e., the proportion of pri-
mordial xenon underlying the radiogenic and

fissiogenic contributions. The light isotopes of
atmospheric xenon (124Xe, 126Xe, 128Xe, and
130Xe) are related to both bulk chondritic and
solar xenon by very large fractionation of
�4.2% per amu (Krummenacher et al., 1962),
which demands a strongly fractionating planetary
process. However, both chondritic and solar
xenon, when fractionated to match the light iso-
topes of the atmosphere, have proportionately
more 134Xe and 136Xe than presently in the
atmosphere and so neither can serve as the pri-
mordial terrestrial composition (see Pepin,
2000). There is no other commonly observed
solar system composition that can be used to
account for atmospheric xenon by simple mass
fractionation and the addition of radiogenic and
fissiogenic xenon. Pepin (2000) has used isoto-
pic correlations of chondrite data to infer the
presence of a mixing component, U–Xe, that
has solar light isotope ratios and when highly
mass-fractionated yields the light-isotope ratios
of terrestrial xenon and is relatively depleted in
heavy xenon isotopes. The composition of the
present atmosphere then can be obtained from
fractionated U–Xe by the addition of a heavy
isotope component that has the composition of
244Pu-derived fission xenon (Pepin, 2000).
Therefore, the proportions of atmospheric
xenon isotopes that are fissiogenic can be calcu-
lated. The budgets of radiogenic and fissiogenic
xenon in the atmosphere are discussed in detail
in Section 6.3.2 below.

MORB 129Xe/130Xe and 136Xe/130Xe ratios lie
on a correlation extending from atmospheric
ratios to higher values (Staudacher and Allègre,
1982; Kunz et al., 1998), and likely reflect mix-
ing of variable proportions of contaminant air
xenon with an upper-mantle component having
more radiogenic 129Xe/130Xe and 136Xe/130Xe
ratios (Figure 4). The highest measured values
thus provide lower limits for the MORB source.
The MORB data demonstrate that the xenon
presently in the atmosphere was in an environ-
ment with a higher Xe/I ratio than that of the
xenon in the mantle, at least during the lifetime
of 129I. As discussed further below, this differ-
ence can be generated either by degassing
processes or by early differences in mantle reser-
voirs related to the formation processes of the
planet.

Contributions to 136�Xe enrichments in
MORBs can be from either decay of 238U over
Earth history or early 244Pu decay, which in theory
can be distinguished based on the spectrum of
contributions to other xenon isotopes, although
analyses have typically not been sufficiently pre-
cise to do so. More precise measurements can be
obtained from the abundant xenon in some CO2

well gases that have 129Xe and 136Xe enrichments
similar to those found in MORBs, and are likely to
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be from the upper mantle (Staudacher, 1987).
Precise measurements indicate that 244Pu has con-
tributed <10–20% of the 136Xe that is in excess of
the atmospheric composition (Phinney et al.,
1978; Caffee et al., 1999). An error-weighted
best fit to recent precise MORB data (Kunz
et al., 1998) yielded a value of 32� 10% for the
fraction of 136Xe excesses relative to the atmo-
spheric composition that are 244Pu-derived,
although with considerable uncertainties (Marti
and Mathew, 1998). The atmosphere itself, there-
fore, contains 244Pu-derived 136Xe. Clearly,
further work is warranted on the proportion of
plutonium-derived heavy xenon in the mantle,
although it appears that the fissiogenic xenon is
dominantly derived from uranium.

It has proven to be more difficult to character-
ize the xenon in OIB source regions. Xenon with
atmospheric isotopic ratios in high-3He/4He OIB
samples (e.g., Allègre et al., 1983) appears to be
dominated by air contamination (Patterson et al.,
1990; Harrison et al., 1999) rather than represent
mantle xenon with an air composition. Although
Samoan samples with intermediate (9–20RA)
helium isotope ratios have been found with
xenon isotopic ratios distinct from those of the
atmosphere (Poreda and Farley, 1992), the xenon
in these samples may have been derived largely
from the MORB source. Recently, Harrison et al.
(1999) found slight 129Xe excesses in Icelandic
samples with 129�Xe/3He ratios that are compa-
tible with the ratio in a gas-rich MORB, but due
to the uncertainties in the data it cannot be
determined whether there are indeed differences
between the MORB and OIB sources. Trieloff
et al. (2000) reported xenon isotope

compositions in Loihi dunites and Icelandic
glasses that were on the MORB correlation line
and had values up to 129Xe/130Xe = 6.9. These
were accompanied by 3He/4He ratios up to
24RA, and so may contain noble gases from
both MORB (�8RA) and the highest 3He/4He
ratio (37RA) OIB source. From these data it
appears that the OIB source may have xenon
that is similar to that in MORB, although there
may be some differences that have not been
resolvable.

The relatively imprecise measured ratios of
the nonradiogenic isotopes in MORB are indis-
tinguishable from those in the atmosphere.
However, more precise measurements of man-
tle-derived xenon in CO2 well gases have been
found to have higher 124–128Xe/130Xe ratios
(Phinney et al., 1978; Caffee et al., 1999) that
can be explained by either: (i) a mixture of
�10% xenon trapped within the Earth of solar
isotopic composition and �90% atmospheric
xenon (subducted or added in the crust); or (ii)
a mantle xenon component that has not been
isotopically fractionated relative to solar xenon
to the same extent as air xenon.

In sum, nonradiogenic atmospheric xenon iso-
topes, like those of neon, require that early
degassing of noble gases occurred when fractio-
nating losses to space were still operating. Like
argon, xenon in the upper mantle is more radio-
genic than the atmosphere, and this must be a
feature of any reasonable degassing model. The
problems of atmospheric contamination are great-
est for xenon, and so there is little definitive
evidence regarding the isotopic variations in the
mantle.

6.2.6 Noble Gas Abundance Patterns

Noble gas abundance patterns in MORBs and
OIBs scatter greatly. This is due to sample altera-
tion as well as fractionation during noble gas
partitioning between basaltic melts and a vapor
phase that may then be preferentially gained or
lost by the sample. Nonetheless, MORB Ne/Ar
and Xe/Ar ratios that are greater than the air values
are common. An example of this pattern was
found in a gas-rich, relatively uncontaminated
MORB sample (Figure 5) with high 40Ar/36Ar
and 129Xe/130Xe ratios and a 4He/40Ar ratio (�3)
that is near that of production in the upper mantle
(and so not fractionated) (Staudacher et al., 1989;
Moreira et al., 1998). An upper-mantle pattern
also can be calculated by assuming that the noble
gases have been degassed from the mantle without
substantial elemental fractionation, and the radio-
genic nuclides are present in their production
ratios. Using ratios of estimated upper-mantle pro-
duction rates to determine the relative abundances

Figure 4 Xenon isotope compositions of MORB and
selected ocean islands. The excesses in 129Xe due to 129I,
and in 136Xe due to 238U and 244Pu, are correlated due to
mixing between mantle xenon and atmospheric
contamination. The fraction of 136Xe from 244Pu
calculated by Kunz et al. (1998) is shown for

illustration (source Graham, 2002).
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of radiogenic 4He, 21Ne, 40Ar, and 136Xe, mea-
sured isotopic compositions can be used to
determine ratios of nonradiogenic isotopes. For
example, using the production ratio of 21Ne/40Ar
and the ratio of 21Ne/22Ne and 40Ar/36Ar (taking
into account the amounts of non-nucleogenic
21Ne) measured in basalts that are not altered by
melting and transport processes, the 22Ne/36Ar
ratio in the mantle source can be calculated. In
this case, 22Ne/36ArMORB ¼ 0.15� 10�4 and
130Xe/36ArMORB=3.3� 10�4, significantly higher
than the corresponding atmospheric values of
0.05� 10�4 and 1:1� 10 – 4, respectively.

It is often assumed that all the noble gases are
highly incompatible during basalt genesis and so
are efficiently extracted from the mantle without
elemental fractionation. Experimental data for
partitioning between basaltic melts and olivine
are consistent with this for helium but not for
the heavier noble gases, which have been found
in higher concentrations in olivine than expected
(Hiyagon and Ozima, 1986; Broadhurst et al.,
1992). However, these results may be due to
experimental difficulties. Recent data
(Chamorro-Perez et al., 2002) indicate that the
argon clinopyroxene/silicate melt partition coef-
ficient is relatively constant and equal to
�4� 10�4 at pressures up to at least 80 kbar,
and more recent data indicate that neon, krypton,
and xenon are similarly incompatible (Brooker
et al., 2003). Therefore, it appears that the noble
gases are all highly incompatible in the mantle,
and there is no elemental fractionation between
the melt and the mantle source region. However,
while noble gases transported from the mantle
may not be elementally fractionated, some frac-
tionation may occur in the highly depleted melt
residue due to small differences in partition coef-
ficients. This remains a possibility since reliable

partition coefficients for most of the noble gases
are unavailable.

Any fractionations that might occur during
degassing of the upper mantle would be expected
to be monotonic across the noble gases.
Therefore, degassing alone does not explain
high values for both 22Ne/36Ar and 130Xe/36Ar
with respect to atmospheric values. If the heavy
noble gases were slightly more compatible (as
might be plausibly assumed), then a higher
130Xe/36Ar value for the mantle would be gener-
ated, but accompanied by a lower 22Ne/36Ar
ratio. It is possible that the atmospheric
22Ne/36Ar ratio was lowered instead during vola-
tile losses to space. However, if the starting
noble gas composition of the Earth was solar,
with 22Ne/36Ar = 37 (Geiss et al., 1972), then
the upper-mantle value, which is lower than the
solar value, still requires explanation. The possi-
bilities that remain are a mantle composition that
was generated during Earth formation that is
different from the solar value, and subduction
of atmospheric argon (see Section 6.2.9).

6.2.7 MORB Fluxes and Upper-mantle
Concentrations

Noble gas concentrations vary widely in man-
tle-derived volcanics due to degassing during
ascent and eruption, as well as from volatile
redistribution in vesicles. Therefore, these data
cannot be readily used to constrain the upper-
mantle concentrations. An alternative approach is
to compare fluxes to the atmosphere from a
region with a known rate of volcanism. The
largest and most clearly defined mantle volatile
flux, from mid-ocean ridges (Clarke et al., 1969;
Craig et al., 1975), is 1; 060� 250mol yr – 1 3He
(Lupton and Craig, 1975; Farley et al., 1995),
and is obtained by combining seawater 3He con-
centrations in excess of dissolved air helium with
seawater advection models. This value represents
an average over the last 1,000 years, and while
this is generally assumed to be the long-term
average, this remains to be confirmed. Using
the 3He/4He in vented gas, the flux of 4He can
be determined once the 3He flux is determined.
The flux of 4He is approximately equal to the
production rate for the upper mantle above 670
km (O’Nions and Oxburgh, 1983). This fact has
been incorporated in some mantle degassing
models, and is discussed further below. The
fluxes of other noble gases from the mantle can
be obtained from the 3He fluxes and the relative
abundances in MORBs (see Section 6.2.6).
Assuming that radiogenic 4He and 40Ar are
degassing together, a 40Ar flux of 1.9� 1031

atoms a�1 is obtained by using a radiogenic
ratio of 4He/40Ar = 3, a MORB 3He/4He ratio of
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Figure 5 The relative abundances of noble gases in
gas-rich MORB (Moreira et al., 1998), as calculated for
the upper mantle (see text), air (Tables 2 and 3), and in
the solar composition (see Ozima and Podosek, 2001).
The upper mantle is enriched in neon and xenon, relative

to argon, compared to the air composition.
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8RA, and noting that �90% of mantle 4He is
radiogenic.

The concentration of 3He in the mantle can be
determined by dividing the flux of 3He into the
oceans by the rate of production of melt that is
responsible for carrying this 3He from the man-
tle, which is equivalent to the rate of ocean crust
production of 20 km3 yr�1 (Parsons, 1981).
MORBs that degas quantitatively to produce a
3He flux of 1,060 mol yr�1 must have an average
3He content of 1.96� 10�14 mol g�1 or
4.4� 10�10 cm3 3He(STP) g�1. This 3He concen-
tration is within a factor of 2 of that obtained for
the most gas-rich basalt glass of �10.0�
10�10 cm3 3He(STP) g�1 (Sarda et al., 1988;
Moreira et al., 1998). Assuming that MORB is
generated by an average of 10% partial melting,
the source region contains 2� 10�15 mol g�1

(1.2� 109 atoms 3He g�1). The mantle concentra-
tion of 3He and 4He cannot be usefully compared
with the 3He and 4He inventories of the atmo-
sphere since 3He and 4He are lost to space with a
residence time of a few million years. A compar-
ison, however, can be made with argon. Using
the MORB 3He/36Ar ratio of 1.7, then the upper
mantle has (0.8–2.9)� 109 atoms 36Ar g�1. This
is highly depleted compared to the benchmark
value of 3� 1012 atoms 36Ar g�1 obtained by
dividing the atmospheric inventory by the mass
of the upper mantle. The abundances of other
noble gas isotopes can be obtained similarly.

The flux of 4He can be compared with that
of heat, since 4He is produced along with heat
during radioactive decay. The Earth’s global
heat loss amounts to 44 TW (Pollack et al.,
1993). Subtracting the heat production from
the continental crust (4.8–9.6 TW), and the
core (3–7 TW; Buffett et al., 1996) leaves
9.6–14.4 TW to be accounted for by present-
day radiogenic heating and 17.8–21.8 TW as a
result of secular cooling (largely from earlier
heat production). O’Nions and Oxburgh (1983)
pointed out that the present-day 4He mantle flux
was produced along with only 2.4 TW of heat,
an order of magnitude less than that produced
along with all the radiogenic heat presently
reaching the surface, and suggested that this
could be achieved by a boundary layer in the
mantle through which heat could pass, but
behind which helium was trapped. It has been
suggested that heat and helium are transported
to the surface at hotspots, where the bulk of the
helium is lost, while the heat is lost subsequently
at ridges (Morgan, 1998). However, evidence
for such a hotspot helium flux at present or in
the past, and formulation of a mantle noble gas
model incorporating this suggestion, are una-
vailable. The possibility that the separation is
due to the different mechanisms that extract
heat and helium from the mantle was

investigated with a secular cooling model of
the Earth (van Keken et al., 2001). It was
found that the ratio of the surface fluxes of
4He and heat were substantially higher than
presently observed except for rare excursions.
However, the ratio of surface fluxes would
more closely match the model results if the
surface helium flux were three times greater. It
is possible that since the observed helium flux
represents an average over only 1,000 yr, it does
not represent the flux over somewhat longer
timescales (Ballentine et al., 2002). However,
this is difficult to assess. The alternative that
remains is that some boundary is needed for
separating uranium and thorium, from the
upper-mantle reservoir, and allowing heat to
pass more efficiently than helium, although the
configuration of this boundary is unconstrained
by geochemistry. The implications of this are
considered further in discussions of mantle
models. This significance for mantle degassing
is that there are considerable amounts of radio-
genic noble gases maintained behind such a
boundary. Bercovici and Karato (2003) have
proposed a model of extraction of incompatible
elements at depth in the upper mantle by melt-
ing and entrainment in the down going slab.

6.2.8 Other Mantle Fluxes

The flux of 3He from intraplate volcanic sys-
tems is dominantly subaerial and so it is not
possible to obtain directly time-integrated flux
values for even a short geological period. While
the Loihi hotspot in the Pacific is submarine,
calculation of 3He fluxes into the ocean using
ocean circulation models have not required a
large flux from this location that is comparable
to the 3He plumes seen over ridges (Gamo et al.,
1987; Farley et al., 1995), although recent data
has seen an extensive 3He plume from Loihi
(Lupton, 1996).

Helium fluxes from OIB could be calculated
if the rates of magmatism are known, along with
the helium concentrations of the source regions
or concentrations of undegassed magmas (see
Porcelli and Ballentine, 2002). Estimates of the
rate of intraplate magma production vary from
1% to 12% of the MORB production rate
(Reymer and Schubert, 1984; Schilling et al.,
1978; Batiza, 1982; Crisp, 1984). The total
noble gas flux from ocean islands is related to
the mantle source concentrations and whether
some source domains are more gas-rich than
the MORB source mantle. OIBs are typically
more extensively degassed than MORBs. This
is readily explained for those that are erupted at
shallower depths or subaerially. Also, OIBs may
be more volatile-rich than MORBs and,
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therefore, may degas more effectively (Dixon
and Stolper, 1995). High water contents of
basalts lower CO2 solubility, and appear to
have lowered helium contents in lavas with
high 3He/4He ratios along the Reykjanes Ridge
(Hilton et al., 2000). Estimates for the mantle
source with high 3He/4He ratios have ranged
from much lower than that of the MORB source,
perhaps due to prior melting (Hilton et al.,
1997), to up to 15 times higher (Moreira and
Sarda, 2000; Hilton et al., 2000). It should be
emphasized that in many locations, the high
3He/4He source component makes up a small
fraction of the sample source and, if gas-rich,
may substantially affect the helium composition
but not substantially increase the helium flux.
Therefore, in many cases, source concentrations
may be closer to that of MORBs. In this case,
the overall 3He flux relative to that from
MORBs is proportional to the relative melt pro-
duction rate, or 1–12% that of MORBs. It is not
clear to what extent more gas-rich OIBs aug-
ment this flux.

Continental settings provide a small but signifi-
cant flux from the mantle. Regional groundwater
systems provide time-integrated records of this flux
over large areas, but are based on short timescales
and dependent on the hydrogeological model used.
In the Pannonian basin (4,000 km2 in Hungary), for
example, the flux of 3He has been estimated to be
from 0.8–5� 104 3He atoms m�2 s�1 (Stute et al.,
1992) to 8� 104 3He atomsm�2 s�1 (Martel et al.,
1989). Taking an area of 2� 1014m2 for continents
and assuming 10% is under extension, this yields a
total 3He flux of 8.4–84mol 3He yr�1 (Porcelli and
Ballentine, 2002). This value compares with a
mantle flux of <3mol 3He yr�1 through the stable
continental crust (O’Nions and Oxburgh, 1988).

The flux of mantle 3He to the atmosphere at
subduction zones from the upper mantle can be
estimated from the volume of convergent zone
volcanics. The estimate of Reymer and Schubert
(1984) is 5% that at mid-ocean ridges. If this is
largely generated by similar degrees of melting
of a similar source as MORB, then the 3He flux
is only 5% that at the mid-ocean ridges, or
50mol 3He yr�1 (see also Hilton et al., 2002).
An estimated CO2 flux at convergent margins
of 3� 1011 mol yr�1 (Sano and Williams, 1996)
can also be used to estimate the 3He flux. Using
a mid-ocean ridge ratio of CO2/

3He = 2� 109

(Marty and Jambon, 1987) gives 150 mol
3He yr�1, although the convergent margin CO2/
3He ratio may be much greater due to the pre-
sence of recycled carbon.

In summary, the dominant noble gas flux from
the mantle is from mid-ocean ridges. Other fluxes
may be negligible or augment the ridge flux by up
to an additional 25%.

6.2.9 Subduction Fluxes

It is possible that atmospheric noble gases that
are incorporated in oceanic crust materials, includ-
ing altered MORBs, hydrothermally altered crust,
and sediments are subducted into the mantle and
thus are mixed with primordial noble gas constitu-
ents. Available data indicate that holocrystalline
MORBs and oceanic sediments contain atmospheric
noble gases that are greatly enriched in the heavier
noble gases. However, because concentrations vary
by several orders of magnitude, an accurate average
value cannot be easily determined. Measurements of
pelagic sediments, with 3� 1015 g yr�1 subducted
(Von Huene and Scholl, 1991), have (0.05–
7)� 1010 atoms 130Xe g�1 (Podosek et al., 1980;
Matsuda and Nagao, 1986; Staudacher and
Allègre, 1988) with a mean of 6� 109 atoms g�1.
Measurements of holocrystalline basalts found (4–
42)�107 atoms 130Xeg�1 (Dymond and Hogan,
1973; Staudacher and Allègre, 1988), with a mean
of 2� 108 atoms 130Xe g�1. While the depth over
which addition of atmospheric gases are added by
alteration is unknown, it might be assumed that this
occurs over the same depth as low temperature
enrichment of alkaline elements of �600 m (Hart
and Staudigel, 1982). In this case, an estimated
7� 1015 g yr�1 of this material is subducted. In
total, these numbers result in 2� 1025 atoms
130Xe yr�1 (33 mol yr�1) reaching subduction
zones in sediments and altered basalt (Porcelli and
Wasserburg, 1995a). This can be compared to the
estimate of Staudacher and Allègre (1988) deter-
mined by assuming that 40–80% of the subducting
flux of oceanic crust (6.3� 1016 g yr�1) is altered
and contains atmosphere-derived noble gases, and
that 18% of this mass is ocean sediment. In this case,
a similar flux of 13.8–39 mol 130Xe yr�1 was
obtained, along with 1.9–2.5� 106mol 4He yr�1,
1.9–5.9� 103mol 20Ne yr�1, 5.8–21.9� 103 mol
36Ar yr�1, and 3.0–12.3� 103mol 84Kr yr�1.
Subduction of noble gases at these rates over 109

yr would have resulted in 1%, 90%, 110%, and
170% of the respective inventories of 20Ne, 36Ar,
84Kr, and 130Xe to be in the upper mantle (Allègre
et al., 1986); however, the fraction stripped from
subducting materials during deformation and arc
volcanism before entering the mantle is unknown
but it is likely to be substantial.

Subduction zone processing and volcanism
may return much of the noble gases in the slab
to the atmosphere. However, it is possible that
the total amounts of noble gases reaching sub-
duction zones are sufficiently high that
subduction into the deeper mantle (i.e., beyond
the zone of magma generation) of only a small
fraction may have a considerable impact upon
the composition of argon and xenon in the
upper mantle (Porcelli and Wasserburg,
1995a,b). Staudacher and Allègre (1988) argued
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that subducting argon and xenon must be almost
completely lost to the atmosphere during subduc-
tion zone magmatism, or the high 129Xe/130Xe
and 136Xe/130Xe in the upper mantle would not
have been preserved throughout Earth history.
However, this conclusion is dependent upon a
model of unidirectional degassing to generate
the upper-mantle xenon isotope composition
(see Section 6.4.3), and as discussed in Section
6.4.5 the contrary view that subducted noble
gases are mixed with nonrecycled, mantle-
derived xenon to produce the upper-mantle com-
position (Porcelli and Wasserburg, 1995a,b) is
compatible with the mantle data. Note that, as
discussed above, the 128Xe/130Xe ratio measured
in mantle-derived xenon trapped in CO2 well
gases may be interpreted as a mixture of �90%
subducted xenon with 10% trapped solar xenon.
Further, direct input of the subducted slab into a
gas-rich deeper reservoir that has 40Ar/36Ar
values that are significantly lower than in the
MORB source mantle (e.g., Trieloff et al.,
2000) is also possible.

6.3 BULK DEGASSING OF RADIOGENIC
ISOTOPES

The total fraction of a species that has been
degassed to the atmosphere can only be calculated
for radiogenic nuclides, which have total planetary
abundances that are constrained by the parent ele-
ment abundances. Most attention has focused on
40Ar, although as discussed below 136Xe also pro-
vides valuable constraints. Similar calculations
cannot be done for 4He, which does not accumulate
in the atmosphere, nor for neon isotopes, since the
production rate of 21Ne, as well as the amount of
nonradiogenic 21Ne in the atmosphere, are too
uncertain. Also, the amount of radiogenic 129Xe
in the bulk Earth is not well constrained due to
early losses from the planet.

6.3.1 The 40K–40Ar Budget

Potassium is a moderately volatile element and
is depleted by a factor of �8 in the bulk silicate
Earth compared to CI chondrites, but a precise and
unambiguous concentration is difficult to obtain.
Estimates have been made by comparison with
uranium, which like potassium is highly incompa-
tible during melting and so is not readily
fractionated between MORB and the upper man-
tle. There is little debate regarding the
concentration of uranium, which is obtained from
concentration in carbonaceous chondrites and, by
assuming that refractory elements (e.g., calcium,
uranium, thorium) are unfractionated from solar
values in the bulk Earth (e.g., O’Nions et al.,

1981). In this case, a bulk silicate Earth concen-
tration of 21 ppb uranium is obtained (Rocholl and
Jochum, 1993). If it is assumed that the MORB
source value of K/U = 1.27� 104 (Jochum et al.,
1983) is the same as that of the bulk silicate Earth,
then there is 270 ppm potassium that has produced
a total of 2.4� 1042 atoms 40Ar. This is a widely
accepted value. Note that the core is not a signifi-
cant repository of either potassium or 40Ar
(Chabot and Drake, 1999).

The 40Ar in the atmosphere (9.94� 1041

atoms) is essentially entirely radiogenic.
Assuming the crust has 0.91–2.0 wt.% K
(Taylor and McLennan, 1985; Rudnick and
Fountain, 1995; Wedepohl, 1995), and noting
that the continents have a mean K–Ar age of
1�109 a (Hurley and Rand, 1969), equivalent
to a ratio of 40Ar/K = 9.1�10�6, yields an
amount of crustal 40Ar that is only 3.1–6.8% of
that in the atmosphere. Therefore, in total, 41%
of the 40Ar that has been produced is now in the
atmosphere (Allègre et al., 1986, 1996; Turcotte
and Schubert, 1988). Thus, a significant reservoir
of 40Ar remains in the Earth. How this relates to
degassing of nonradiogenic noble gas isotopes is
the subject of degassing models, but identifying
the fraction of radiogenic isotopes in the atmo-
sphere provides an important overall constraint.
It has sometimes been assumed that the mantle
reservoir that is rich in 40Ar is the same as that
with high 3He/4He and so is also rich in 3He,
although this is not the case of all mantle models
(see Porcelli and Ballentine, 2002).

Uncertainty arises in the above calculation
when considering that the depleted MORB-
source mantle may not have a bulk silicate
Earth K/U ratio, since a significant fraction of
either element may have been preferentially
added into the upper mantle by subduction. The
bulk of the potassium and uranium originally in
the upper mantle is now in the continental crust,
which, therefore, may be expected to have a bulk
silicate Earth K/U ratio. But this is not suffi-
ciently well constrained due to wide variations
in the potassium and uranium contents of the
more differentiated continental crustal rocks. It
has been suggested that the bulk Earth K/U ratio
is much lower than the MORB value (Albarède,
1998; Davies, 1999). In this case, the potassium
content of the Earth is much lower, and so a
greater fraction of the total 40Ar has degassed.
This would make the 40Ar budget compatible
with geophysical models that have convection
and mixing throughout the mantle, and so
would imply that the depleted mantle that serves
as the MORB source represents the bulk of the
whole mantle. In such a case, there is no need to
isolate and maintain a gas-rich mantle reservoir
making up 60% of the mantle. However, it has
been argued that the relative proportions of
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moderately volatile elements in the Earth lie on
compositional trends defined by chondritic
meteorite classes (Allègre et al., 1995; Halliday
and Porcelli, 2001), and trends in meteoritic Rb/
Sr versus K/U are compatible with a terrestrial
value of K/U = 1.27� 104. Only a modest reduc-
tion in the terrestrial potassium content would
still be compatible with these relationships.

6.3.2 The 129I–129Xe and 244Pu–136Xe Budgets

The amount of short-lived isotope 129I (t1/2¼
15.7Myr) that was in the Earth or Earth-forming
materials and produced 129�Xe can be estimated
from the present bulk silicate Earth concentration
of stable 127I. Iodine is a volatile element and is
highly depleted in the Earth relative to chondrites.
Wänke et al. (1984) estimated a bulk silicate Earth
stable 127I concentration of 13 ppb based on the
analysis of a fertile xenolith judged to represent
the undepleted mantle, and this is the generally
accepted estimate. McDonough and Sun (1995)
arrived at a similar value of 11 ppb. Alternatively,
using a bulk crust abundance of 8.6� 1018 g I
(Muramatsu and Wedepohl, 1998) and an upper-
mantle concentration of 0.8 ppb (Déruelle et al.,
1992), and assuming that the crust was derived
from 25% of the mantle, a bulk silicate Earth
value of 9 ppb is obtained (Porcelli and
Ballentine, 2002). However, based on unpublished
data, Déruelle et al. (1992) quote a concentration
for the crust that is 4.3 times higher, raising the
possibility that the silicate Earth concentration of
iodine is substantially higher than typically esti-
mated, although such high values have not been
adopted. At 4.57Ga ago, (129I/127I)0 = 1.1�10�4

based on meteorite data (Hohenberg et al., 1967;
Brazzle et al., 1999). For a silicate Earth value of
13 ppb 127I, 2.7� 1037 atoms of 129�Xe were pro-
duced in the Earth or Earth-forming materials since
formation of the solar system.

Plutonium is a highly refractory element repre-
sented naturally by a single isotope, 244Pu
(t1/2 = 80Myr), which produces heavy xenon iso-
topes by fission. It is assumed that plutonium was
incorporated into Earth-forming materials unfractio-
nated relative to other refractory elements such as
uranium. Meteorite data suggests that at 4.56Ga,
(244Pu/238U)0 = 6.8� 10�3 (Hudson et al., 1989)
and this is the commonly accepted value. In this
case the silicate Earth, or Earth-forming materials,
with a present-day bulk silicate Earth value of
21 ppb U (O’Nions et al., 1981), initially had
0.29ppb Pu. This produced 2.0� 1035 atoms of
136�Xe since the start of the solar system. Other
work on meteorites (Hagee et al., 1990) calculated
values of (4–7)� 10�3, with the higher number
considered more likely to represent the solar value,
although a lower value remains a possibility. The

amount produced by 238U in the bulk silicate Earth
(7.5� 1033 atoms 136Xe) is much less, and so bulk
silicate Earth (and atmospheric) 136�Xe is domi-
nantly plutonium-derived; even if xenon was lost
over the first 108 a of Earth history so that half of the
plutonium-derived xenon was lost, plutonium-
derived 136Xe is still 13 times more abundant in
the Earth.

The greatest difficulty in constraining the global
xenon budget has been in calculating the abun-
dances of radiogenic xenon in the atmosphere.
The composition for nonradiogenic atmospheric
xenon (Section 6.2.5) provides ratios of
129Xe/130Xe = 6.053 and 136Xe/130Xe¼ 2.075 as
the present best estimates of the isotopic composition
of nonradiogenic terrestrial xenon (Pepin, 2000).
Therefore, 6:8� 0:30% of atmospheric 129Xe
(129�Xeatm = 1.7� 1035 atoms) and 4:65� 0:5% of
atmospheric 136Xe (136�Xeatm = 3.81�1034 atoms)
are radiogenic. The 136�Xe in the atmosphere is
20% of the total 136Xe produced by 244Pu in the
bulk silicate Earth. However, the 129�Xeatm is only
0.8% of the total 129Xe produced since 4.57Ga;
such a low value cannot be accounted for by
incomplete degassing of the mantle nor from any
uncertainties in the estimated amount of 129�Xe,
and requires losses to space over an early period
that is short relative to the longer time constant of
136Xe production.

The depletion of radiogenic xenon in the atmo-
sphere due to losses from the Earth to space must
have occurred during early Earth history, when
such heavy species could have been lost either
from protoplanetary materials or from the growing
Earth. Wetherill (1975) proposed that a ‘‘closure
age’’ of the Earth could be calculated by assuming
a two-stage history that involved essentially com-
plete loss of 129�Xe and 136�Xe initially, followed
by complete closure against further loss. The ‘‘clo-
sure age’’ also can be calculated by combining the
129I–129Xe and 244Pu–136Xe systems (Pepin and
Phinney, 1976) to obtain a closure age of 82Myr.
If radiogenic 136Xe was lost from the entire planet
over about one half-life of 244Pu (80Myr), then
�40% of the 136Xe remaining in the Earth is in
the atmosphere, compatible with the fraction of
40Ar in the atmosphere (using a silicate Earth
value of 270 ppm K). Note that in the first 100
Ma, only 6% of the 40Ar now present was pro-
duced, and losses over this time would not have
significantly changed the 40Ar budget (Davies,
1999).

The coincidence between the 40K–40Ar and
244Pu–136Xe budgets is remarkable considering
that these values are the result of a series of inde-
pendent, albeit somewhat uncertain, estimates. As
mentioned above, in order to adjust these numbers
to accommodate a greater fraction of degassing, it
has been suggested that there is greater depletion of
the moderately volatile potassium in the Earth
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(Albarède, 1998); however, the coincidence with
the Pu–136Xe budget requires a similarly lowered
estimate of the amount of short-lived, refractory
244Pu in the solar nebula. Clearly, these two factors
are unrelated. It might be assumed that the 40Ar
budget might reflect processing of a greater frac-
tion of the mantle, but with subduction returning a
considerable fraction of the potassium over geolo-
gical time, thereby creating domains in the mantle
that have been degassed early but now contain a
considerable budget of 40Ar by subsequent produc-
tion. However, this is not possible for the 136Xe
budget; all plutonium-derived 136Xe was produced
early, and the present budget reflects the total pro-
cessing of the mantle. Therefore, it appears that the
noble gas budget requires that a considerable frac-
tion of the mantle has not been degassed to the
atmosphere.

6.4 DEGASSING OF THE MANTLE

The present value for the mid-ocean ridge flux
of 3He to the atmosphere, if constant over
4.5Ga, would result in a total of 4.5� 1012mol
3He degassed. Using the mantle value of
3He/22Ne¼ 11 (see Section 6.2.3), this corre-
sponds to a total of 5� 1013mol 22Ne. This is
only 2% of the 22Ne presently in the atmosphere
(Table 2). Therefore, present fluxes of noble
gases from the mantle, applied over the history
of the Earth, are insufficient to provide the
inventories in the atmosphere. A degassing his-
tory that involves stronger degassing in the past
is required, and a consideration of degassing
models is needed to address the issue of the
time dependence of the fluxes. An important
factor in degassing models is the extent of
noble gas recycling into the mantle by subduc-
tion. While subduction is unlikely to have a
significant effect on the atmospheric inventory,
it may impact the characteristics of noble gases
in depleted mantle reservoirs may be significant.
Therefore, models either assume that subduction
of noble gases does not occur, or explicitly incor-
porates the effects of atmospheric inputs to the
mantle.

6.4.1 Early Earth Degassing

Models for the evolution of terrestrial noble
gases must necessarily consider appropriate start-
ing conditions. The initial incorporation of noble
gases and the establishment of terrestrial character-
istics are discussed. Early degassing is likely to be
very vigorous due to high accretional impact ener-
gies during Earth formation over 108 yr. Loss of
major volatiles from impacting materials, and
noble gases, may occur after only 10% of the

Earth has accreted (Ahrens et al., 1989). In this
case, much of the volatiles are added directly to
the atmosphere rather than being degassed from the
solid planet. Volatiles may also have been captured
directly from the solar nebula (e.g., Porcelli et al.,
2001), followed by modifications due to losses to
space. Various models for the origin of relatively
volatile elements in the Earth have accounted for
terrestrial volatiles by late infall of volatile-rich
material (e.g., Turekian and Clark, 1969, 1975;
Dreibus and Wänke, 1989; Owen et al., 1992).
The relative uniformity of lead and strontium iso-
topes in the mantle suggests that relatively volatile
elements such as rubidium and lead that would also
be supplied by late-accreting volatile-rich material
were subsequently mixed into the deep mantle
(Gast, 1960). However, loss of noble gases from
impacting materials directly into the atmosphere
likely inhibited their incorporation into the grow-
ing solid Earth. Therefore, noble gases supplied to
the Earth in this way were unlikely to have been
initially uniformly distributed in the solid Earth. It
is also clear that very strong degassing of the Earth
occurred during the extended period of planetary
formation.

Atmospheric noble gases were also likely to
have been lost to space during accretion by atmo-
spheric erosion (Ahrens, 1993), when large
impactors impart sufficient energy to the atmo-
sphere for the constituents to reach escape
velocity. In this way, each large impact during
later accretion can drive away a substantial por-
tion of the previously degassed atmosphere.
Therefore, the present atmospheric abundances
do not necessarily reflect the total amounts of
nonradiogenic and early-produced nuclides that
were degassed from accreting materials. Also, it
has been suggested that the strong fractionation
of neon and xenon isotopes in the atmosphere is
due to hydrodynamic escape (Hunten et al.,
1987; Sasaki and Nakazawa, 1988; Pepin,
1991), where loss of hydrogen from the atmo-
sphere entrains heavier species, leaving behind a
fractionated residue. Such losses would not have
affected gases within the Earth, and so would
have generated isotopic contrasts between the
atmosphere and internal terrestrial reservoirs.
Such loss processes can account for the losses
of xenon isotopes produced by short-lived 129I
and 244Pu. In sum, degassing histories must
include strong early degassing of the Earth as it
accretes, and consider that the abundances
degassed were not fully retained in the
atmosphere.

6.4.2 Degassing from One Mantle Reservoir

The simplest case for atmosphere formation
is unidirectional degassing from a single solid
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Earth reservoir, which is represented by the
MORB source region. Early models focused on
argon isotopes. Generally, the key assumption is
that the rate of degassing at any time is directly
proportional to the total amount of argon pre-
sent in the mantle at that time. Also, there is no
return flux from the atmosphere by subduction.
Then

d36Arm
dt

¼ –�ðtÞ36Arm ð1Þ

and

d40Arm
dt

¼ –�ðtÞ40Arm þ 	40y40Km ð2Þ

where �(t) is the time-dependent degassing propor-
tionality constant, 	40 = 5.543� 10�10 a�1 is the
total decay rate of 40K, y = 0.1048 is the fraction
of decays of 40K that yield 40Ar (Table 1), and
36Arm,

40Arm, and
40Km are the total Earth abun-

dances. In the simplest case, �(t) is a constant
(Turekian, 1959; Ozima and Kudo, 1972; Fisher,
1978). This is reasonable if the mantle is well
mixed and has been melted and degassed at a con-
stant rate at mid-ocean ridges. Assuming there was
no argon initially in the atmosphere, then the only
free variable is �; in this case

40Ar
36Ar

� �
atm

¼ �

� –	
ð1 – e –	tÞ – 	

� –	

�
�ð1 – e –�tÞ

�
y40Kme	t

36Aratm

� �
ð3Þ

Using a BSE value of 270 ppm K, a value of
� ¼ 1:82� 10 – 10 is obtained. From Equation (1),
36Aratm= 36Arm0 (1�e��t), so that the fraction of non-
radiogenic 36Ar that has degassed, 36Aratm/

36Arm0, is
0.62. The 40Ar/36Ar ratio of the mantle is then

40Ar
36Ar

� �
m

¼ 	40
� –	40

eð� –	40Þt – 1
� � y40Kme	40 t

36Arm0
ð4Þ

A value of (40Ar/36Ar)mn = 520 is calculated
from Equation (4) for the mantle. Once higher
values were measured in MORB samples, such a
simple formulation no longer appeared valid.
Higher ratios can be obtained if an early cata-
strophic degassing event occurred, removing a
fraction f of the 36Ar from the mantle into the
atmosphere (Ozima, 1973). In this case, the term
(1�f)36Arm0 can be substituted for 36Arm0 (see
Ozima and Podosek, 1983). Then for a mantle
with 40Ar/36Ar = 4� 104 (see Section 6.2.4),
98.6% of 36Ar was degassed initially.
Alternatively, a more complicated degassing func-
tion that is steeply diminishing with time (such as
�ðtÞ ¼ �e – �t) can be used to match the present
isotope compositions (Sarda et al., 1985;
Turekian, 1990), and so also involves early degas-
sing of the bulk of the atmospheric 36Ar.

Regardless of the formulation used, such early
degassing is required by the high measured
40Ar/36Ar ratios and may reflect extensive devola-
tilization of impacting material during accretion or
a greater rate of mantle melting very early in Earth
history due to higher heat flow.

Another aspect of mantle degassing that can be
represented in model calculations is the transfer of
potassium from the upper mantle into the continen-
tal crust so that the mantle potassium content
becomes time dependent. This requires including
the crust as an additional model reservoir. The
continents may be modeled as either attaining
their complete mass very early or more gradually
using some growth function (see, e.g., Ozima,
1975; Hamano and Ozima, 1978; Sarda et al.,
1985). However, all model formulations qualita-
tively agree that 36Ar degassing dominantly
occurred very early in Earth history.

A different perspective on 40Ar degassing has
been provided by Schwartzman (1973), who
argued that potassium is likely to be transferred
‘‘coherently’’ out of the mantle with 40Ar; i.e.,
any 40Ar that has been produced by potassium
will be degassed when the potassium is trans-
ferred to the crust. While the K/40Ar ratio of
magmas leaving the mantle and that of the man-
tle source region are thus assumed to be
approximately equal, the highly depleted residue
could still be fractionated, so that very radio-
genic-derived 40Ar/36Ar ratios could develop. It
has been pointed out that, using the budgets of
potassium and 40Ar, this implies that the potas-
sium in the crust should fully account for the
40Ar in the atmosphere (Coltice et al., 2000).
This is only the case if the continental crust
contains 2.0% K, which is higher than most
estimates (see Section 6.5.1), and so additional
40Ar was provided by additional potassium that
has been recycled and which corresponds with
up to �30% of the potassium that is now in the
continents (Coltice et al., 2000).

Similar considerations used in the 40Ar mod-
eling have been applied to xenon (see Thomsen,
1980; Staudacher and Allègre, 1982; Turner,
1989). In these studies, there is greater resolution
of the timing of early degassing due to the short
half-lives of the parent nuclides 129I and 244Pu.
The higher 129Xe/130Xe ratio of the upper mantle
is interpreted as resulting from an increase in the
I/Xe ratio during the lifetime of 129I due to
degassing of xenon to the atmosphere.
Regardless of the exact degassing history used,
this requires that strong degassing occur very
early in Earth history, compatible with the results
of the argon studies. Models of degassing from a
single mantle reservoir have also been applied to
helium (Turekian, 1959; Tolstikhin, 1975),
although there are greater degrees of freedom
since the atmosphere does not preserve a record
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of the total abundances of helium isotopes that
have been degassed.

The strong early degassing inferred in these
models can be identified with the degassing
that likely occurred during extended accretion
of the Earth. These models have not been
modified to include possible substantial losses
to space. This would not affect the 40Ar bud-
get, and would require stronger early degassing
of 36Ar and modification of the total amount
degassed.

6.4.3 Multiple Mantle Reservoirs

The major shortcoming of the single reservoir
degassing models is that mantle heterogeneities,
especially regarding 3He/4He ratios, cannot be
explained. The second generation of mantle
degassing models developed with growing evi-
dence that, in addition to the MORB-source
reservoir, another helium source was required to

account for the high 3He/4He ratios found in
ocean island basalts (Hart et al., 1979; Kurz
et al., 1982; Allègre et al., 1983, 1986). These
models also incorporate the degassing of a single
mantle reservoir to the atmosphere. However, to
explain the high OIB 3He/4He ratios, there is an
additional underlying gas-rich reservoir that is
isolated from the degassing upper mantle.
Therefore, these layered mantle models can be
considered to incorporate two separate systems;
the upper-mantle atmosphere that evolves
according to the systematics described in
Section 6.4.2, and the lower mantle (Figure 6).
There is no interaction between these two sys-
tems, and the lower mantle is completely
isolated, except for a minor flux to the surfaced
at ocean islands that marks its existence. In order
to characterize the lower-mantle reservoir, it is
further assumed that the mantle was initially uni-
form in noble gas and parent-isotope
concentrations, so that both systems had the
same starting conditions.

Figure 6 A range of mantle models for the distribution and fluxes of noble gases in the Earth. Layered mantle
models with the atmosphere derived from the upper mantle involve either progressive unidirectional depletion of
the upper mantle (A) or an upper mantle subject to inputs from subduction and the deeper mantle, and has
steady state concentrations (B). Whole mantle convection models involve degassing of the entire mantle, with
helium with high 3He/4He ratios found in OIB stored in either a deep variable-thickness layer (C), a layer of
subducted material at the core–mantle boundary (D), or the core (E). The models are discussed in the text

(source Porcelli and Ballentine, 2002).
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The deep reservoir with high 3He/4He ratios is
assumed to have evolved approximately as a closed
system for noble gases and has bulk silicate Earth
parent-nuclide concentrations. Assigning the high-
est OIB 3He/4He ratios to this reservoir, a
comparison between the total production of 4�He
and the shift in 3He/4He from the initial terrestrial
value to the present value provides an estimate of
the 3He concentration in this reservoir:

4He
3He

� �
present

–
4He
3He

� �
initial

¼
4�He
3He

ð5Þ

For a bulk silicate Earth concentration of 21 ppb
U (O’Nions et al., 1981) and Th/U = 3.8 (e.g., Doe
and Zartman, 1979), a total of 1.02� 1015 atoms
4�He g�1 is produced over 4.5 Ga. Assigning this
reservoir an Iceland value of 3He/4He = 37RA and
an initial value of 3He/4He = 120RA (see Section
6.2.2), then the reservoir has 7.6� 1010 atoms
3He g�1. The concentration of another noble gas
is required for comparison of lower-mantle noble-
gas abundances with the atmosphere. Using
3He/22Ne = 11 (see Section 6.2.3), a concentration
in a closed system lower mantle of 7� 109 atoms
22Ne g�1 is obtained. A benchmark for comparison
is the atmospheric 22Ne abundance divided by the
mass of the upper mantle ð1� 1027 gÞ of 1.8� 1011

atoms 22Ne g�1, which is much higher, and might
be taken to indicate that the atmosphere source
reservoir was more gas-rich than any deep isolated
reservoir. However, such an undegassed reservoir
has a 3He concentration that is still �40 times
greater than that of the MORB source (see
Section 6.2.7), and so is still relatively gas-rich.

Nonradiogenic argon and xenon isotope con-
centrations of such a lower-mantle reservoir
cannot be directly calculated without assuming
either specific lower-mantle Ar/Ne and Xe/Ne
ratios or argon and xenon isotopic compositions.
Since modification of the noble gases in the
atmosphere has occurred, the relative abun-
dances of the interior of the Earth are unlikely
to match those now observed in the atmosphere.
For example, a closed-system lower mantle with
40Ar/36Ar � 3,000 (see Section 6.2.4) and 270
ppm K has 40Ar¼ 5.7� 1014 atoms g�1 and so
36Ar� 1.9� 1011 atoms g�1. The reservoir then
has a ratio of 22Ne/36Ar� 0.9, which is much
greater than the air value of 0.05. Note that
some calculations have assumed that the lower-
mantle concentration is equal to the atmospheric
inventory divided by the mass of the upper
mantle (e.g., Hart et al., 1979), which is based
on the idea of an initially uniform distribution of
36Ar. This is compatible with a lower-mantle
ratio of 40Ar/36Ar = 300. Evidence for higher
lower-mantle ratios might be taken to reflect
partial degassing of the deep mantle. However,
it is possible that there are high 40Ar/36Ar ratios

in the lower mantle that are due not to degas-
sing; but rather to a lower initial trapped 36Ar
concentration (Porcelli and Wasserburg, 1995b).
As discussed in Sections 6.2.4 and 6.2.5, the
isotopic compositions of argon and xenon that
accompany the high 3He/4He ratios in the source
region of ocean island basalts are still too poorly
constrained to make firmer conclusions regard-
ing the concentrations of the heavier noble
gases.

Note that these closed-system considerations
do not require assumptions regarding the size of
the reservoir. While models have assumed that it
constitutes the entire mantle below 670 km (e.g.,
Allègre et al., 1986), it can involve a portion of a
stratified mantle or material that is distributed as
heterogeneities within another mantle reservoir.
However, a large deep-mantle reservoir is com-
patible with the K–40Ar budget and heat-4He
balance.

It should be emphasized that while an unde-
pleted, undegassed mantle reservoir is a
component in many models, there is no direct
evidence that such a reservoir does indeed exist.
An implication of these arguments is that the
deep Earth reservoir also has not suffered
removal of lithophile elements, and so contains
bulk silicate Earth isotopic signatures for stron-
tium, neodymium, hafnium, and lead. As
discussed in detail, evidence has not been
found for such a component in OIBs. However,
it is possible that, due to high ratios of noble
gases to lithophile elements, the involvement of
small amounts of material in OIB source regions
imparts deep-mantle noble gas signatures but not
those of other elements. Models that have
attempted to describe the mantle domains with
high 3He/4He ratios as being gas-poor (Graham
et al., 1990) have not been incorporated into a
convincing model for global mantle noble gas
evolution (see Porcelli and Ballentine, 2002).

6.4.4 Interacting Reservoirs

An important constraint that leads to a com-
plete re-evaluation of the degassing models
described above comes from consideration of fis-
siogenic 136Xe and 129Xe together (Ozima et al.,
1985). Coupled shifts in 136�PuXe/130Xe and
129Xe/130Xe are proportional to the 244Pu/129I
ratio of the source reservoir. On a 129Xe/130Xe
versus 136Xe/130Xe plot (Figure 4), the slope of
the line from the values of nonradiogenic atmo-
spheric xenon and through the composition of the
present atmosphere (which has fissiogenic 136Xe
largely from 244Pu, and radiogenic 129Xe from
129I) provides the 136�PuXe/129�Xe ratio of the
atmosphere, and so the 244Pu/129I ratio of the
source of the atmospheric xenon. If degassing
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occurred before these parent elements became
extinct, then the source would have an increased
129I/130Xe and 244Pu/130Xe ratio, and so would be
expected to have higher 136�PuXe/130Xe and
129Xe/130Xe ratios now than the atmosphere.
Evidence from MORBs indicates that the upper
mantle indeed has such higher ratios. Another
feature of any xenon that has remained within
this source reservoir is that it will have a higher
136�PuXe/129�Xe ratio than that of air xenon; i.e., it
will lie above the line that defining this ratio in
Figure 4 (Ozima et al., 1985). This can be most
easily envisaged by considering that degassing
occurred early and in a single event. At the time
of xenon loss from the mantle to the atmosphere,
the proportion of undecayed 244Pu will be greater
than that of 129I (which has a much shorter half-
life). Therefore, the remaining 244Pu and 129I will
produce xenon with a higher 136�PuXe/129�Xe ratio
than is in the atmosphere. This is true regardless of
whether or not degassing actually occurred as a
single event. Note that mantle xenon will also
have fissiogenic 136Xe from decay of 238U pro-
duced during later mantle evolution (see Section
6.2.5), and so to compare the present upper-man-
tle 136�Xe/129�Xe ratio generated from short-lived
parent nuclides to that of the atmosphere, the
proportion of mantle 136�Xe that is plutonium-
derived must be determined. As seen in Figure 7,
MORB data do fall above the line through the
atmosphere. However, any correction for addi-
tions from 238U will lower the 136Xe/130Xe ratio,
and unless essentially all of 136�Xe in MORB is
244Pu-derived, the corrected value for upper-man-
tle xenon will fall below the atmosphere line and
so cannot be the residue left after atmospheric
xenon degassing. The data for CO2 well gases
and MORB indicate that a large fraction of the
136�Xe is in fact from uranium (see Section 6.2.5),
which is consistent with grow-in in the upper
mantle due to the presently inferred 238U/130Xe
ratio (see Porcelli and Wasserburg, 1995a).
Therefore, it appears inescapable that the xenon
presently found in the upper mantle is not the
residue from degassing of the atmosphere. Since
the daughter xenon isotopes how found in the
atmosphere must have been derived from the
244Pu and 129I that were in the upper mantle (see
Section 6.3.2), the xenon now found there must
have been introduced from a deeper reservoir after
the atmosphere was removed.

The main uncertainty in the evaluation of xenon
isotopes is the composition of terrestrial nonradio-
genic xenon (see Section 6.2.5). However, the
arguments presented above appear to be robust
when considering the possible compositions. As
shown in Figure 8, solar wind xenon or U–Xe do
not match the terrestrial light xenon isotope com-
position without extensive fractionation. Only
U–Xe, when fractionated, provides a plausible

precursor for the atmosphere (Figure 8). While
the errors on this composition are small (Pepin,
2000), it is worth considering whether another
composition is plausible. Due to the magnitude of
the excess of 129Xe in the atmosphere, the amount
of radiogenic 129Xe present has not been debated,
so that the 129Xe/130Xe ratio of nonradiogenic ter-
restrial xenon is relatively well fixed. As shown in
Figure 8, the CO2 well gas data can be residual of
atmospheric degassing only if there is almost no
plutonium-derived 136Xe in the atmosphere (i.e.,
the 136Xe/130Xe ratios of the initial and present
atmospheres are very similar). However, this
would require a substantial downward revision of
the amount of 244Pu that was present in Earth-
forming materials that has been estimated comple-
tely independently and is consistent with the 40Ar
budget of the Earth (Section 6.3.2). There appears
to be no reason to make such a re-evaluation, and,
as discussed in Section 6.4.5 below, there are man-
tle models that can satisfy these constraints.

Another constraint on the origin of the xenon
now found in the upper mantle is obtained from the
composition of fissiogenic 136Xe. In a closed-sys-
tem reservoir, plutonium-derived 136�Xe will
dominate over uranium-derived 136�Xe (see
Section 6.3.2). In a system that has been closed
throughout solar system history and starting with a

Figure 7 The relationship between the xenon isotope
compositions of the atmosphere, initial atmosphere, and
the upper mantle as sampled by MORB. The line
connecting the initial atmosphere (fractionated U–Xe)
and the present atmosphere has a slope equal to the
ratio of plutonium-derived 136Xe to radiogenic 129Xe
(136�Xe/129�Xe) in the atmosphere. Any xenon that
remained in the solid reservoir from where this was
degassed must have a greater value for this ratio and so
lie in the shaded region (Ozima et al., 1985). While
measured MORBs do so, upper-mantle compositions
that have been corrected for 238U-derived 136Xe (based
on MORB data of Kunz et al., 1998 and on CO2 well gas
data of Phinney et al., 1978) do not, indicating that
upper-mantle xenon is not the residual left from

atmosphere degassing.
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chondritic 244Pu/238U ratio of 0.0068, fission of
244Pu will be 27 times that produced by 238U
(Porcelli and Wasserburg, 1995a). If xenon was
lost over the first 100Myr (about one half-life of
244Pu), plutogenic 136Xe will still dominate.
Therefore, xenon from such a reservoir that has
129Xe excesses will have accompanying 136�Xe
that is dominantly plutonium-derived. MORB and
CO2 well gas data indicate that uranium-derived
136�Xe dominates upper-mantle 136�Xe. This
requires that xenon in this mantle reservoir has
been in an environment with a much higher
238U/130Xe ratio after extinction of 244Pu, either
due to a large decrease in Xe/U after the decay of
244Pu, or has received xenon from another reser-
voir. As discussed above, based on xenon isotope
systematics the xenon in the upper mantle has
clearly been introduced from the deep mantle, and
therefore this suggests that the 136�PuXe and 129�Xe
was generated in the deep mantle, and the upper
mantle has served as the locale for significant late
136�UXe additions.

Another constraint on the relationship
between atmospheric and mantle xenon is
obtained by considering the nonradiogenic
xenon isotopes. As discussed, the nonradiogenic
xenon isotopes presently in the atmosphere are
highly fractionated with respect to the composi-
tion of xenon that is likely to have been initially
trapped by the Earth. The fractionation most
likely occurred during subsequent losses to
space under conditions that were only present

very early in Earth history. In this case, the
degassing of nonradiogenic isotopes occurred
early while such processes were still possible
(see Pepin, 1991). In contrast, as discussed
above, nonradiogenic xenon isotopes in the man-
tle are fractionated with respect to atmospheric
xenon, with e.g., 128Xe/130Xe ratios that are
intermediate between the solar and atmospheric
ratio. This requires retention in the mantle of a
component that was either only somewhat frac-
tionated relative to solar xenon (due to
fractionation processes before accretion by pre-
sently unknown processes), and therefore is less
fractionated than atmospheric xenon, or more
likely that is unfractionated solar xenon but has
been mixed with subducted xenon. In the latter
case, the xenon in the upper mantle is a mixture
between xenon that has been stored in the deeper
mantle since initial trapping with subducted
xenon. Models of xenon evolution in the mantle
therefore should have a return flux from the
atmosphere, rather than simple unidirectional
solid Earth degassing.

In sum, the xenon isotopes point to a more
complicated mantle degassing history than sim-
ple unidirectional degassing into the atmosphere.
It appears that first nonradiogenic noble gases
were degassed to the atmosphere early. The
solid reservoir volume from which these nonra-
diogenic gases were lost is unconstrained. This
atmospheric xenon was fractionated by losses to
space over 108 yr, so that the atmosphere became
enriched in the heavy isotopes. Radiogenic
xenon was then degassed quantitatively from at
least 40% of the mantle (based on the 136Xe–Pu
budget). This occurred either by degassing of
xenon directly from the mantle, or by transport
of parent plutonium and iodine to the crust first,
followed by crustal degassing. Xenon contained
in another, deep-mantle reservoir and which is
not residual from atmosphere removal was sub-
sequently added to the upper mantle. The U/Xe
ratio in the upper mantle was greater than that of
the deeper reservoir, so that radiogenic 136�Xe in
the upper mantle became dominated by uranium-
derived xenon.

An important implication of these considera-
tions is that since the noble gases in the upper
mantle are not the residual from atmosphere
degassing, they provide no information regarding
the degassing history of the atmosphere. Rather,
the present composition of the upper mantle
reflects interactions between different noble gas
reservoirs. The disposition of these reservoirs,
and the transfer of noble gases toward the sur-
face, controls the overall degassing of the Earth,
and these factors are considered further in the
degassing models below. It should be empha-
sized that this is a crucial conclusion, since it
renders invalid all calculations of degassing of

Figure 8 The xenon isotope compositions of U–Xe
and solar wind xenon, both nonfractionated and
fractionated to match the light xenon isotopes, are
compared to the value of the atmosphere. It is clear that
fractionated solar wind xenon cannot serve as the
nonradiogenic composition of the atmosphere since it
has a higher 136Xe/130Xe ratio. In order for the upper
mantle to have the same 136�Xe/129�Xe ratio as the
atmosphere, the nonradiogenic composition of the
atmosphere must lie on the dotted lines, implying that
there is very little plutonium-derived 136Xe. This is

contrary to the inferred 244Pu budget of the Earth.
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the solid Earth based upon matching upper-man-
tle isotope compositions by simple degassing
into the atmosphere. Rather, the relationship
between mantle noble gas compositions and the
degassing of the atmosphere is more complex.

6.4.5 Open-system Models

Another set of models still includes two man-
tle reservoirs, a MORB-source upper mantle and
a deeper, gas-rich reservoir. However, these
steady-state box models (Figure 6) are distin-
guished from the limited interaction box models
discussed in Section 6.4.2 in being based upon
the open interaction between the upper mantle
and both the lower mantle (O’Nions and
Oxburgh, 1983) and the atmosphere (Porcelli
and Wasserburg, 1995a). Therefore, the con-
straints from xenon isotopes discussed above
(see Section 6.4.4) are naturally accommodated.
The steady-state model has been applied to
helium isotope and heat fluxes (O’Nions and
Oxburgh, 1983; Kellogg and Wasserburg,
1990), the U–Pb system (Galer and O’Nions,
1985), and the other noble gases (O’Nions and
Tolstikhin, 1994; Porcelli and Wasserburg,
1995a,b). The central focus of the model is not
degassing of the upper mantle to form the atmo-
sphere, but rather mixing in the upper mantle.
There are upper-mantle noble gas inputs by
radiogenic production from decay of uranium,
thorium, and potassium. In addition, atmospheric
argon and xenon are subducted into the upper
mantle, and lower-mantle noble gases are trans-
ported into the upper mantle within mass fluxes
of upwelling material that carries all the deep-
mantle noble gases together. The lower mantle is
assumed to be an approximately closed system,
in common with other mantle models (see
Section 6.4.3). Noble gases from these sources
comprise the outflows at mid-ocean ridges. The
isotopic systematics of the different noble gases
are linked by the assumption that transfer of
noble gases from the upper mantle to the atmo-
sphere by volcanism, as well as the transfer from
the lower into the upper mantle by bulk mass
flow, occurs without elemental fractionation. All
model calculations assume that the upper mantle
extends down to the 670 km discontinuity and so
comprises 25% of the mantle. Plumes carrying
lower-mantle material arise from the 670 km
discontinuity.

It has been assumed that upper-mantle con-
centrations and isotopic compositions are in
steady state, so that the inflows and outflows
are equal. Since the main outflow is at mid-
ocean ridges, this flux can be used to determine
the upper-mantle residence times. The upper
mantle is degassed to the atmosphere according

to a rate constant determined by the rate of
melting at ridges, and this then fixes upper-
mantle residence times. The calculated values
are short (�1.4 Ga) and imply that nonradiogenic
primordial noble gases that cannot be supplied
by subduction (including solar helium and neon)
are provided from the lower mantle. An impor-
tant implication of this conclusion is that the
composition of the upper mantle does not carry
any information regarding earlier mantle volatile
history, nor how steady state conditions were
reached. In this case, an extended degassing his-
tory of the mantle that includes the much earlier
rigorous degassing that generated most of the
atmosphere, cannot be inferred from noble
gases presently found in the upper mantle.

In the open-system models, primordial nonra-
diogenic noble gases presently seen in the upper
mantle originate in the lower mantle, and their
fluxes to the atmosphere are moderated by the
rates of transfer from the source region and
through the upper mantle. As discussed above,
the lower-mantle source region is assumed to be
a closed system, and so has bulk Earth concentra-
tions of radiogenic isotopes. However, since the
lower-mantle argon and xenon isotope composi-
tions, as represented by OIB noble gases, cannot
be well constrained by available data, the nonra-
diogenic argon and xenon isotope concentrations
are also not known. However, these can be calcu-
lated in the model from the balance of fluxes into
the upper mantle. The MORB 3He/4He ratio is a
result of mixing between lower-mantle helium
and production of 4He in the upper mantle
(O’Nions and Oxburgh, 1983). Since the flux of
the latter is fixed, the rate of helium transfer from
the lower mantle can be calculated (Kellogg and
Wasserburg, 1990), and this defines the degassing
rate of the lower mantle. Neon, which follows
helium, is transferred similarly, with decreases in
3He/4He ratios accompanied by increases in
21Ne/22Ne ratios due to coupled production of
4He and 21Ne. The MORB 40Ar/36Ar ratio (when
corrected for atmospheric contamination of
basalts) is a mixture of lower-mantle argon
(obtained from the coupling with helium fluxes),
radiogenic 40�Ar produced in the upper mantle
(calculated from the upper-mantle potassium
concentration), and subducted air argon. When
there is no subduction, the lower mantle is calcu-
lated to have (40Ar/36Ar) = 9,700. The MORB
136Xe/130Xe ratio (when corrected for air contam-
ination) is the result of mixing between lower-
mantle xenon, fissiogenic 136�UXe produced in
the upper mantle, and subducted air xenon
(Porcelli and Wasserburg, 1995a). The lower-
mantle ratios are established early in Earth history
by decay of 129I and 244Pu, and the 129Xe/130Xe
ratio is constrained to be at least as great as that in
the upper mantle. Once lower-mantle xenon is
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transported into the upper mantle, it is augmented
by U-derived 136�UXe. Subduction of atmospheric
xenon is also possible, lowering the 136Xe/130Xe
and 129Xe/130Xe ratios. Therefore, the model is
consistent with the isotopic evidence that upper-
mantle xenon does not have a simple direct rela-
tionship to atmospheric xenon.

The lower mantle has a 40Ar/36Ar ratio that is
much higher than the atmospheric value. This
can be compared to the reservoirs that supplied
the atmosphere, which includes all late-accreting
sources and the uppermost fraction of the mantle
that has degassed 36Ar early and 40Ar subse-
quently. The higher 40Ar/36Ar ratio of the lower
mantle implies the 36Ar/K ratio of the lower
mantle is much lower than the bulk ratio of the
reservoirs that supplied the atmosphere.
Assuming potassium was initially uniformly dis-
tributed throughout the BSE, this implies very
heterogeneous incorporation of 36Ar. This con-
trasts with the typical a priori assumption of an
initially uniform distribution of 36Ar. The 244Pu-
derived 136Xe and radiogenic 129Xe in the upper
mantle are derived from the lower mantle. This
lower-mantle compositions, obtained by sub-
tracting from MORB xenon the 238U-derived
136Xe produced in the upper mantle, corresponds
to closure times that are similar to that of the
atmosphere, indicating that early losses occurred
from the deep mantle as well (Porcelli et al.,
2001). These losses must have been prior to the
assumed closed-system evolution.

One feature of the model is that the atmo-
sphere generally has no a priori connection
with other reservoirs. It simply serves as a source
for subducted gases, and no assumptions are
made about its origin. Since no assumption is
made about the initial distribution of noble
gases in the Earth, the atmospheric abundances
cannot be used to derive lower-mantle concentra-
tions. The daughter isotopes that are presently
found in the atmosphere clearly were originally
degassed from the upper mantle, possibly along
with nonradiogenic nuclides. However, this
occurred before the present character of the
upper mantle was established. Therefore, the
upper mantle no longer contains information
regarding atmosphere formation.

6.4.6 Boundaries within the Mantle

The principal objection has been based on
geophysical arguments advanced for greater
mass exchange with the lower mantle below
670 km, and so the difficulty of maintaining a
distinctive deep-mantle reservoir. The clearest
indication of the scale of mantle convection
comes from seismic tomography imaging of sub-
ducting slabs and mantle plumes that cross the

670 km discontinuity (e.g., Creager and Jordan,
1986; Grand, 1987, 1994; van der Hilst et al.,
1997). Plumes may arise from boundary layer
instabilities within the mantle or at the core–
mantle boundary. There is growing evidence
that plumes such as those that form the
Hawaiian and Icelandic hotspots have their ori-
gin at the core–mantle boundary rather than at a
depth of 670 km. Ultrahigh seismic velocity
zones at the boundary beneath these islands
have been described as plume-induced
(Helmberger et al., 1998; Russell et al., 1998).
Recent images of the Iceland plume are compa-
tible with a deep origin for this plume (Shen
et al., 1998), and a mantle structure extending
to the core (Bijwaard and Spakman, 1999). A
plume extending to a depth of at least 2,000
km also has been imaged beneath central
Europe (Goes et al., 1999), and hotspots in
Hawaii, Iceland, South Pacific, and East Africa
have been shown to be located above slow
anomalies in the lower mantle that extend to
the core (Zhao, 2001).

Although geophysical observations point to
the present-day mantle convecting as a single
layer, it has been argued (Allègre, 1997) that
models requiring long-term mantle layering can
be reconciled with geophysical observations for
present-day whole mantle convection if the
mode of mantle convection changed less than
1Ga ago from layered to whole mantle convec-
tion. In this case, the mode of volatile transfer
from the deep mantle, and so the rate of deep-
mantle degassing, has changed dramatically.
However, this idea is at odds with the thermal
history of the mantle.

Kellogg et al. (1999) developed a model in
which mantle below �1,700 km has a composi-
tion, and so density, that is sufficiently different
from that of the shallower mantle to largely
avoid being entrained and homogenized in the
overlying convecting mantle. The boundary with
the overlying mantle has a variable depth, and is
much deeper where there is geophysical evidence
for deeper slab penetration or plumes arising
from the core–mantle boundary. This model pre-
serves a region in the mantle behind which the
radioelements and primitive noble gases can be
preserved, while accommodating many geophy-
sical observations. There is no geophysical
evidence for such a boundary, although whether
it could elude seismic detection is debated
(Kellogg et al., 1999; Vidale et al., 2001).
Also, if the overlying mantle has the composition
of the MORB source, then the abyssal layer must
contain a large proportion of the heat-producing
elements, and it is not yet clear what this effect
would have on the thermal stability of the layer
or temperature contrast with the overlying man-
tle. Coltice and Ricard (1999) suggested an
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alternative model in which helium with high
3He/4He ratios are stored in the narrow zone
around the core that is composed of subducted
material. This would also be consistent with the
geophysical evidence for whole mantle convec-
tion, and provide a source for all primordial
noble gases. However, it does not provide a
reservoir for the undegassed radionuclides
(Section 6.3), and it is unclear how such a reser-
voir would have high initial 3He concentrations
(see Porcelli and Ballentine, 2002). Other reser-
voir configurations have also been suggested for
reservoirs containing high 3He/4He ratios, such
as in small domains embedded throughout the
mantle, but have not been incorporated into com-
prehensive models that explain all of the noble
gas and geophysical observations (Porcelli and
Ballentine, 2002).

The core has also been considered as a source of
noble gases. During formation of the Earth, the
core may have incorporated sufficient quantities
of solar helium to now supply ocean islands with
high 3He/4He ratios (Porcelli and Halliday, 2001).
In this case, such ratios trace the interaction
between the core and mantle. However, the core
cannot be used to explain the radiogenic isotope
budgets (see Section 6.3) nor the heat–4He budget,
and so must be coupled with a mantle model for
these features.

6.4.7 Summary

Early degassing models have described the
formation of the atmosphere by progressive
degassing of the upper mantle, leaving the pre-
sently observed noble gases behind to generate
strongly radiogenic compositions. However, it is
now clear that upper-mantle noble gases are not
residual from atmosphere degassing, and have
been introduced into the upper mantle from a
deeper reservoir after quantitative removal of
atmospheric constituents. Nonetheless, the con-
clusions regarding strong early degassing are
compatible with the events of early Earth history.
A complete model of noble gas evolution in the
mantle and atmosphere remains to be con-
structed, although elements of earlier models
may survive. It might be possible to reformulate
the open-system models for a larger upper man-
tle, or greater mass fluxes between reservoirs,
although in some cases non-steady-state upper-
mantle concentrations may be required.
Unfortunately, the particular configuration of
the reservoirs will remain speculative until the
geophysical constraints are fully clarified.

A general outline of the history of mantle degas-
sing can be constructed from the observations and
constraints discussed above (Porcelli et al., 2003):

(i) Noble gases are acquired throughout the
mantle during formation of the Earth, and a sub-
stantial inventory is retained within the growing
planet, although concentrations in the deeper man-
tle are lower.

(ii) Radiogenic nuclides produced in the first
108 a are degassed from throughout the entire man-
tle, while isotopic differences are generated due to
lower 130Xe concentrations in the deep mantle.

(iii) Strong fractionation of xenon and neon
occurred during losses to space. The most plausible
mechanism yet formulated involves hydrodynamic
escape. Xenon is depleted by at least 102. This sets
the currently observed fractionation of nonradio-
genic xenon in the atmosphere. This may have
overlapped with the degassing of the mantle.
Nonfractionating losses by atmospheric erosion
may have also occurred. All daughter noble gas
isotopes that had been degassed to that time were
lost to space.

(iv) After losses to space has terminated at
�100 Ma, the radiogenic and fissiogenic xenon
produced by the 244Pu and 129I remaining in the
upper 40% of the Earth is degassed into the atmo-
sphere, either directly from the mantle, or by
transfer of the parent elements into any early crust
followed by crustal degassing. This was not
accompanied by a significant amount of nonradio-
genic (and nonfractionated) xenon.

(v) 40% of the mantle loses 40Ar to the atmo-
sphere and potassium to the crust, from where any
further 40Ar produced is largely degassed.
(vi) Gases in 60% of the mantle are largely

isolated from the atmosphere. However, a small
amount of noble gases has leaked into the upper
mantle, where it has mixed with radiogenic
nuclides produced there, to generate the presently
observed MORB compositions.

The composition of the upper mantle clearly
does not provide information on the degassing
history of the mantle, but rather reflects the small
fluxes into this reservoir from the deep mantle,
from production within the upper mantle, and pos-
sibly from subduction. The transfer of 40Ar from
the crust throughout much of Earth history has
been dictated by the degassing of the crust, where
the potassium has been stored.

6.5 DEGASSING OF THE CRUST

The processes involved in the formation of the
crust are likely to release any volatiles into the
atmosphere that were present in the mantle source
region, and so the crust is not expected to be a
significant reservoir of primordial volatiles.
However, gaseous radiogenic nuclides that are pro-
duced within the crust do not readily escape. The
most extensively studied has been 40Ar.
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6.5.1 Crustal Potassium and 40Ar Budget

There have been a number of studies examin-
ing the total potassium content of the continental
crust, which is a key parameter for the average
petrologic composition of the crust. Estimates of
K2O in the crust, which has a total mass of
2.05� 1025 g (Cogley, 1984) range from 0.96%
to 2.4% (e.g., Weaver and Tarney, 1984; Taylor
and McLennan, 1985; Rudnick and Fountain,
1995; Wedepohl, 1995). Taylor and McLennan
(1985) and McLennan and Taylor (1996) have
emphasized that the extensive data for heat flow
can be used to constrain the total abundances of
the heat-producing elements. For an average
crustal heat flux away from recently disturbed
regions of �48 mW m�2 (Nyblade and Pollack,
1993) and a reduced heat flux (i.e., heat con-
ducted through the crust from the mantle) of 27
mW m�2 (Morgan, 1984), and assuming that the
heat-producing elements are in the ratios Th/
U = 3.8� 104 and K/U¼ 1.27� 104, a value of
0.96% K2O was obtained (McLennan and Taylor,
1996). The corresponding total crustal budget is
therefore 1.6� 1023 g K, and this produces
1.7� 1031 atoms 40Ar a�1. Using the values of
21 ppb U and K/U = 1.27� 104 for the bulk sili-
cate Earth, 15% of the total terrestrial potassium
is in the crust. Further consideration of the man-
tle contribution to crustal heat flow has suggested
that models with K2O up to �2% may be possi-
ble (Rudnick et al., 1998), so that �30% of the
terrestrial potassium may be in the crust, and
producing twice as much 40Ar.

As discussed above, the K/U ratio was obtained
for the MORB source, and is often taken to repre-
sent the bulk Earth. This can be applied to the crust
only by assuming that there has been no fractiona-
tion of potassium and uranium during crust
formation, and no preferential recycling of either
element. It should be noted that using this ratio,
�85% of the heat currently produced in the crust is
generated by uranium and thorium (see, e.g.,
Turcotte and Schubert, 1982), and so heat flow is
a good constraint for the total crustal uranium and
thorium budgets, but a poor constraint for the
potassium budget, unless the K/U ratio is known
very accurately. Therefore, it is possible that the
K/U ratio of the crust is somewhat different from
the MORB ratio largely due to a different potas-
sium content. In this case, the composition of the
deeper mantle (not represented by MORB) may be
different.

The amount of 40Ar that is in the crust can be
calculated from the mean K–40Ar age of the con-
tinental crust of 960Ga (Hurley and Rand, 1969),
which corresponds to a 40Ar/K ratio of 1.6� 1017

atoms 40Ar g�1 K. This is 3–5% of the amount of
40Ar in the atmosphere.

The composition of the crust provides some
interesting constraints on the composition of the
mantle. If the upper mantle that supplies MORB
has �50 ppm K (e.g., Hofmann, 1988), and
extends down to a depth of 670 km (about one-
quarter of the mantle), then it has only a small
fraction of the total terrestrial potassium.
Therefore, the 70–85% of the terrestrial potas-
sium (for a bulk silicate Earth K/U = 1.27� 104)
is in the deeper mantle. Since �40% of the
terrestrial 40Ar is in the atmosphere, some of
this deep-mantle material that is not depleted in
potassium must have degassed. It has been
argued that the upper mantle has a higher potas-
sium concentration of �100 ppm (Korenaga and
Kelemen, 2000), so that �40% of the terrestrial
potassium is in the crust and upper mantle and
can supply the atmosphere. In this case, there has
been net transfer of potassium to the upper 25%
of the Earth. Clearly, how much of the Earth has
been degassed and depleted requires further con-
straints on the potassium budget of both the
upper mantle and crust. Coltice et al. (2000)
pointed out that more potassium is needed to
supply the atmosphere than is in the crust, and
since potassium and argon are both highly
incompatible and so extracted together from the
mantle, the additional potassium needed has been
subducted.

6.5.2 Formation Time of the Crust

There has been considerable discussion about
the age of the crust. Various growth curves have
been proposed, from slow steady growth based on
K–Ar ages (Hurley and Rand, 1969) to rapid early
growth (see Armstrong, 1991), and various inter-
mediate histories (see discussion in Taylor and
McLennan, 1985). The current rate of crustal for-
mation is �1 km3 yr�1, and so is insufficient to
generate the full mass of the crust over 4.5 Ga.
Crustal formation was clearly much more rapid in
the past, and the general consensus is that the
average crustal formation age is substantially
greater than the K–40Ar age. Therefore, it appears
that 40Ar has been progressively degassed from
the crust.

Considering that potassium now in the crust
accounts for �30–70% of the 40Ar in atmosphere,
crustal degassing may be an important component
of the solid Earth degassing history (see Hamano
and Ozima, 1978). If the crust formed very early,
then release of �30–70% of the 40Ar in the atmo-
sphere has been controlled by crustal processing.
For slower crustal growth histories, the proportion
degassed directly from the crust would depend
upon the time constant for growth compared to
the 1.4� 109 a half-life of 40K.
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6.5.3 Present Degassing

The present rate of continental degassing of
40Ar into the atmosphere cannot be readily mea-
sured, and so must be inferred by considering the
mechanisms of degassing. Studies of radiogenic
4He in groundwaters from the Great Artesian
Basin in Australia (Torgersen and Clarke, 1985;
Torgersen and Ivey, 1985) concluded that the
higher 4He concentrations in older waters could
be explained by a steady influx from production
in the underlying crust. The required calculated
flux was found to equal the entire production rate
in the crust, and so suggested that the continental
crust degasses by continuous release of all radio-
genic 4He from uranium- and thorium-bearing
host rocks. A similar conclusion was drawn
from data from another basin as well (Heaton,
1984). Additional work on 40Ar in the Great
Artesian Basin extended this conclusion to 40Ar
(Torgersen et al., 1989), implying that the con-
tinental flux to the atmosphere is (1.7–3.3)� 1031

atoms 40Ar a�1. However, there have been
doubts that helium and argon can be so readily
released from minerals and transported effec-
tively across the crust. These doubts have
generated discussions regarding the interpreta-
tions of groundwater flow rates and so noble
gas accumulation rates (e.g., Mazor, 1995;
Bethke et al., 1999).

An important factor is how radiogenic 40Ar is
released from host rocks. The release of 40Ar from
potassium-bearing minerals by diffusion has been
extensively examined as part of thermal evolution
studies, and the blocking temperatures of major
minerals such as feldspars and biotites correspond
to quantitative retention within the top �10 km of
the crust (McDougall and Harrison, 1999). The
upper continental crust, down to �10 km, is esti-
mated to have 3.4% K2O and 2.8 ppm U (Taylor
and McLennan, 1985). This is consistent with the
observation that the concentration of heat-produ-
cing elements decreases with depth (e.g., Jaupart
et al., 1981), although potassium may not
decrease with depth as strongly as uranium and
thorium (e.g., Rudnick and Fountain, 1995).
Nonetheless, a dominant fraction of the potassium
in the crust is below the blocking temperature of
40Ar. Further, the 40Ar produced in the deeper
crust is more likely to be transported episodically
to the surface during mobilization of fluids that
may also be responsible for metamorphic pro-
cesses (e.g., Etheridge et al., 1984).

A process that clearly leads to widespread
release of 40Ar is weathering at the surface. In
a comprehensive survey of river chemistry,
Martin and Meybeck (1979) reported an average
concentration of 1.4 ppm K in a total water
discharge of 3.74� 1016 Lyr�1, leading to a
total of 5.2� 1013 g K. This potassium is likely

to be released largely from the weathering of
feldspars (e.g., Wollast and Mackenzie, 1983).
Assuming that this K is derived from weathering
of crystalline rocks with a mean age of 960 Ma
(Hurley and Rand, 1969) with 1.6� 1017 atoms
40Ar g�1 of potassium, this leads to release of
0.83� 1031 atoms a�1. Mechanical weathering
of the continental crust leads to discharge to the
oceans of 1.6� 1016 g a�1 (Milliman and Meade,
1983), which contains an average concentration
of 2% K (Martin and Meybeck, 1979) or
3� 1014 g K. If this material is derived from
cannibalization of earlier sediments (see, e.g.,
Veizer and Jansen, 1985) with an average age
of �500 Ma (with 0.6� 1017 atoms 40Ar g�1 of
potassium), then this material contained
1.8� 1031 atoms 40Ar when mobilized, which is
twice that released during dissolution of potas-
sium. Of course, the average K–Ar ages of
materials that provide either detrital or dissolved
constituents remains highly uncertain. The long-
term rate of mechanical weathering may differ
considerably from this because of recent changes
in discharge due to human activities and due to
the deposition within drainage basins. However,
a much greater uncertainty lies in estimating how
much of this material has lost 40Ar. Limited
studies have found that the K–Ar ages of surface
sediments often reflect those of the source rock,
even where significant clay mineral formation
has occurred (e.g., Hurley et al., 1961). Hurley
(1966) summarized available data and suggested
that detrital ages are gradually wiped out during
burial. Later studies in the Gulf of Mexico con-
firmed that K–Ar ages decreased with depth at
rates that depend upon mineral size fractions
(Weaver and Wampler, 1970; Aronson and
Hower, 1976), and likely reflect the redistribu-
tion of potassium, and loss of 40Ar, during
diagenetic illite formation. Overall, it is clear
that some poorly constrained proportion of the
40Ar contained in sediments is released. Perhaps
as much 40Ar is released by diagenesis of sedi-
ments as derived from primary chemical
weathering.

Another mechanism for degassing 40Ar is ther-
mal processing due to tectonic thickening of the
crust in orogenic belts (see, e.g., England and
Thompson, 1984). Veizer and Jansen (1979,
1985) used the distribution of basement K–Ar
ages to model the thermal cycling rate of the
crust, and obtained a rate of �2� 1016 g a�1. It is
possible that during such events, 40Ar in the lower
crust is also transported to the surface, and so
degassing of the entire crustal thickness may
occur together. For an average crustal composition
with 1% K and 1.6� 1017 atoms 40Ar g�1of potas-
sium (assuming an average K/Ar age of the crust of
960Ma), 3.2� 1031 atoms 40Ar a�1 are released.
Given the range of possible crustal potassium
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contents discussed above, this value may be as
much as 2 times greater.

In summary, chemical weathering and orogenic
processing of the crust generate a flux of
�(3.8–7)� 1031 atoms 40Ar a�1 to the atmosphere,
and this may be augmented by a presently poorly
constrained flux associated with potassium in riv-
erine sediments. Nonetheless, thermal processing
of the continental crust appears to dominate the
40Ar flux. The total flux is more than the present-
day crustal production rate of 1.7–3.4� 1031 atoms
40Ar a�1. If the flux does indeed exceed the present
production rate, then the 40Ar reservoir size of the
continents is diminishing.

The present flux of 40Ar from mid-ocean ridges
is 1.9� 1031 atoms a�1 (Section 6.2.7), and so sub-
stantially lower than the continental flux,
indicating that at present continental processing is
more important than mantle processing for 40Ar
release to the atmosphere.

6.6 MAJOR VOLATILE CYCLES

Many of the important characteristics of the
atmosphere are related to the concentrations of
particular molecular species, such as O2. Here
the absolute abundances of carbon, nitrogen,
and hydrogen (as H2O) as supplied from the
mantle are considered in the context of models
of noble gas degassing from the solid Earth. A
convenient reference for comparing surface vola-
tile inventories to mantle reservoirs is obtained
by dividing the surface volatiles into the mass of
the upper mantle, the minimum size of the source
reservoir. However, this should not be taken to
imply a particular model of degassing.

6.6.1 Carbon

Crustal carbon. In contrast to the noble gases,
carbon near the planetary surface is concentrated in
crustal rocks, and is largely divided between car-
bonates, with an isotopic composition of
�13C = 0‰ and sedimentary organic carbon with
�13C =�25‰. While Hoefs (1969) estimated a
total of 2.6� 1022 g of C, with 66% in sedimentary
rocks, Hunt (1972) reassessed the budget using
sedimentary rock abundance data from Ronov
and Yaroshevsky (1969) and carbon concentration
data compilations to obtain a higher value of
9� 1022 g. Ronov and Yaroshevsky (1976)
updated their earlier work with new additional
data to obtain a total budget of 1.2� 1023 g. A
similar value (6� 1022 g C) was obtained by Li
(1972) when requiring that the crust have an iso-
topic composition similar to that of MORB (see
below) of approximately �13C =�5; conversely,
this agreement supports the notion that the crust

and mantle are isotopically similar. Therefore, con-
sidering the uncertainties involved, a value of
1.0� 1023 gC, or 8.3� 1021mol, with perhaps a
20% uncertainty, appears to be reasonable
(Table 3).

Carbon in MORB and the upper mantle. MORB
entering the ocean crust are generally oversaturated
in carbon as CO2, and exhibit exsolved CO2-rich
vesicles. Carbon contents of MORB samples vary
widely due to degassing, but a ratio of
C/3He = 2� 109 appears to characterize the unde-
gassed magmas (Marty and Jambon, 1987).
Combined with the initial concentration of 3He
obtained from the total 3He ridge flux (see
Section 6.2.7), this provides a value of 510 ppm
carbon in undegassed MORB, within the range of
other estimates of undegassed MORB of
900–1,800 ppm carbon (Holloway, 1998) and
400 ppm (Pineau and Javoy, 1994). Assuming car-
bon is incompatible, this corresponds to an upper
mantle (to a depth of 670 km) concentration of
50 ppm. Therefore, the upper mantle of 1�1027 g
contains about half the carbon that is present in the
crust. If this value applies to the entire mantle, then
only about a third of the terrestrial carbon is at the
surface. The carbon isotope composition of the
upper mantle is �13C=�5‰ based on MORB data
(e.g., Javoy and Pineau, 1991), and is similar to that
of the surface. The carbon brought to the surface by
MORB is quantitatively degassed during eruption
and subsequent alteration, and results in a flux of
2� 1012mol C yr�1.

There may also be a significant amount of car-
bon in the core, with values of up to 4% possible,
although this depends upon the amount available in
the early Earth (Wood, 1993; Halliday and Porcelli,
2001). The amount of carbon that is supplied
across the core–mantle boundary into the mantle
is not known.

Carbon at hotspots. Ocean islands with high
3He/4He ratios clearly contain distinctive volatile
components. However, there are also some data
regarding the carbon flux of hotspot sources. The
ratio of hotspot volcanics is an important parameter
in further defining the carbon cycle. It has been
argued that the C/3He ratio is equal to that of the
upper mantle (Trull et al., 1993). Alternatively,
Poreda et al. (1992) argued that the ratio is higher
and is 6� 109 in Iceland, while Kingsley and
Schilling (1995) argued from mixing relationships
along the Mid-Atlantic Ridge that the Iceland
source was �1010. Hilton et al. (1998a) found
values of (2–5)� 109 for Loihi, but also argued
that degassing highly modified the ratio, and con-
cluded that the source ratio was unknown. It should
be noted that plumes appear to contain contribu-
tions not only from a high 3He/4He source region,
but also subducted components (e.g., Sobolev
et al., 2000) that may contribute carbon that
increases the C/3He ratio and mask the carbon
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accompanying helium with high 3He/4He ratios.
Measured �13C values scatter around upper-mantle
values (Trull et al., 1993), and a consistent compo-
sition distinctive from that of MORB has not been
unambiguously documented. The flux of carbon
from ocean islands depends on the accepted
C/3He as well as the flux of 3He relative to
MORB 3He flux (see above).

Subduction. There is a significant amount of
carbon on the ocean floor that is available for
subduction. The amount of carbon released by
arc volcanism is (1.6–3.1)� 1012mol a�1. This
can be compared with estimates of the amount
of subducted carbon of (0.35–2.3)� 1013 mol
yr�1 (Bebout, 1995; Hilton et al., 2002).
Therefore, while it is possible that there is no
carbon return flux into the upper mantle beyond
island arcs, the ranges suggest that some carbon
does survive in the downgoing slabs, and this
flux may even be greater than the degassing
flux observed at mid-ocean ridges of 0.2� 1013

mol a�1. Volcanic arcs have a range of
��13C =�2‰ to �12‰ (Bebout, 1995), reflect-
ing the variable proportions of subducted
components.

The global carbon cycle. The flux of carbon
brought to the surface by MORB of
2� 1012 molC yr�1 can supply the entire crustal
carbon inventory in 4.2 Ga; if there was stronger
earlier degassing, there must have been a carbon
return flux to the mantle. Much of the surface
inventory indeed may have been degassed early
along with noble gases (Section 6.4.1). It is
possible that the surface inventory was initially
greater than at present due to the difficulties of
subducting carbon in hotter, younger slabs (Des
Marais, 1985; McCulloch, 1993; Zhang and
Zindler, 1993), although this effect may have
been countered by increased incorporation of
carbon into ocean crust by hydrothermal altera-
tion (Sleep and Zahnle, 2001). If the carbon in
the upper mantle is largely recycled, it may now
be present in a steady-state abundance. This
would naturally explain the high upper-mantle
carbon concentration. However, since surface
carbon is divided at the surface between carbo-
nate carbon (with �13C = 0‰) and organic carbon
(with �13C� – 25‰), the subducted carbon at
any location need not have the average crustal
�13C. Therefore, in order to reconcile the isotopic
similarity between the mantle and surface, carbo-
nate and organic carbon must be subducted in the
same proportions as at the surface. Otherwise,
shifts in the composition away from that of the
bulk Earth will occur in both the crust and man-
tle. There are no obvious controls that would
demand this condition. The isotopic composi-
tions of carbon in back arc basin basalts scatter,
and can be �5‰ lighter than that of MORB

carbon (Mattey et al., 1984), reflecting mixing
of organic carbon with MORB carbon.

An alternative view that naturally explains the
isotopic similarity between the crust and upper
mantle is that the carbon degassing from the
mantle is primordial carbon that was trapped
during solid Earth formation, representing the
continuing unidirectional upward transfer of car-
bon. In this case, any carbon that is subducted
does not constitute a dominant fraction of carbon
in the upper mantle. However, carbon is not
depleted in the upper mantle to the same extent
as other highly incompatible elements such as
the noble gases. An indication of this is the
mantle C/36Ar ratio, which is 102 times greater
than that of the surface (Marty and Jambon,
1987). This observation has been explained by
having less net degassing of carbon early in
Earth history, either due to higher recycling
rates or more compatible behavior under more
reducing conditions (Marty and Jambon, 1987).
As discussed above (Section 6.4), the nonradio-
genic noble gases may be supplied from a deeper
mantle reservoir to the MORB source reservoir;
if carbon is similarly supplied, then using the
calculated 3He content of a gas-rich reservoir
(see Section 6.4.3) and MORB 36Ar/3He (see
Section 6.2.6) and 36Ar/C ratios as reflecting
the deeper mantle, a carbon concentration of
3,000 ppm is obtained. This value is an order
of magnitude less than values for carbonaceous
chondrites (Kerridge, 1985), and would be even
lower if some of the upper-mantle 36Ar is from
subduction.

6.6.2 Nitrogen

Nitrogen at the surface. Nitrogen is highly
atmophile, although there is a significant fraction
of surface nitrogen in the continental crust (see
Table 3). Crustal nitrogen is isotopically heavier
than atmospheric nitrogen, and the total nitrogen
at the surface has �15N = 2‰ relative to the
atmospheric value of 0‰ (Marty and Humbert,
1997). The total budget of 4.5� 1021 g, when
divided into the upper mantle, yields 4.5 ppm
for the bulk silicate Earth.

Nitrogen in MORB and the upper mantle. The
concentration of N2 in undegassed MORB can be
determined from the value of N2/

40Ar = 120�20
obtained from MORB data (Marty and Humbert,
1997; Marty and Zimmermann, 1999) to be 1.63
ppm. This corresponds to an upper-mantle con-
centration of 0.16 ppm, assuming nitrogen is
incompatible during melting (Marty and
Humbert, 1997). The amount of nitrogen in the
upper mantle is therefore 1.6� 1020 g, which is
only �3% that in the crust and atmosphere. The
MORB flux is equivalent to a flux of 5.0� 1010
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mol yr�1, or 9% of the surface N2 over 4.5 Ga.
Note that Javoy (1998) argued that nitrogen is
relatively compatible, with an upper-mantle con-
centration of up to 40 ppm (Cartigny et al.,
2001). However, this is from mass balance cal-
culations based upon model assumptions that
volatiles in the upper mantle and on the surface
are a mixture of enstatite chondrites and a late
veneer of CI chondrites, and such a model has
not been widely adopted.

The nitrogen isotopic composition of the upper
mantle has been estimated fromMORB (Marty and
Humbert, 1997; Marty and Zimmermann, 1999)
and diamond (Javoy et al., 1984; Cartigney et al.,
1998; Boyd and Pillinger, 1994) data to be approxi-
mately �15N=�4‰. Values as low as �15N=�25‰
have been found in diamonds, indicating that
there is another reservoir in the mantle.

Nitrogen at hotspots. �15N values from hot-
spots has been found to be largely positive and
as high as �15N = +8‰ as (Dauphas and Marty,
1999; Marty and Dauphas, 2003). It has been
argued that these values are due to the presence
of subducted components in mantle plumes
(Marty and Dauphas, 2003), and is supported
by the lack of correlation with helium isotope
compositions.

Subduction. There are some data for the sub-
duction of nitrogen. Metasedimentary rocks and
organics in pelagic sediments are isotopically
heavy, with organic nitrogen having
�15N = +2‰ to +10‰ in marine sediments
(Peters et al., 1978) and �15N = +2‰ to +15‰
in metasediments (Haendel et al., 1986; Bebout
and Fogel, 1992). Metamorphosed complexes are
also isotoipcally heavy (Bebout, 1995). Arc vol-
canics have an average of �15N = +7‰ (Sano
et al., 1998). The subduction flux has been esti-
mated from an average sediment subduction rate
of 3.5� 1015 g yr�1 (Ito et al., 1983) and an
average concentration of 125–600 ppm from the
Catalina Schist to be (0.44–2.1)� 1012 g yr�1

(Bebout, 1995), although N in altered seafloor
basalts may also carry nitrogen (Hall, 1989). The
flux to the atmosphere due to arc volcanism is
4.5� 1011 g a�1 (Hilton et al., 2002). Therefore,
it is possible that no nitrogen is returned to the
mantle, although a flux equal to that at mid-
ocean ridges (and so supporting steady state
mantle and surface abundances), or higher (sup-
porting arguments for the net inflow of nitrogen
(Javoy, 1998) is also possible.

The global nitrogen cycle. A salient feature of
the nitrogen cycle is that mantle nitrogen is isoto-
pically lighter than both the surface and subducted
nitrogen. The atmosphere is either derived from
another component than the mantle or has suffered
preferential loss of 14N. The atmospheric composi-
tion therefore is inherited from the processes of
Earth formation. Subsequently, the rates of

mantle–crust exchange are constrained by these
isotopic differences. There are limited possibilities
for the source of isotopically light nitrogen in the
mantle. Data for carbonaceous and ordinary chon-
drites typically show �15N> 0‰ (Kerridge, 1985).
However, E chondrites have been found to have
consistently lower values, with an average of about
�15N <�35‰, and with concentrations on the
order of 500 ppm (Grady et al., 1986). Therefore,
it has been proposed that E chondrites are the
source of mantle nitrogen (Javoy, 1998). Since
the meteorite concentrations are 4� 103 times
greater than presently found in the mantle, if a
substantial portion of the Earth was derived
from E chondrites, substantial nitrogen losses
must have occurred during accretion (Javoy,
1998); conversely, only a small fraction of material
needed to have been incorporated in an early pro-
toplanet prior to sufficiently large impacts cause
volatile loss (Ahrens, 1993). Alternatively, solar
nitrogen may also be isotopically very light.
Recent data for lunar samples indicate that solar
nitrogen may be as light as �15N =�380‰
(Hashizume et al., 2000; Owen et al., 2001). The
consequences of incorporating solar nitrogen in the
Earth has not been fully explored, although due to
the high solar Ne/N ratio, incorporation of a sig-
nificant amount of solar nitrogen will require
strong elemental fractionation.

If nitrogen is highly incompatible along with the
noble gases, then it likely is introduced into the
upper mantle from another reservoir as well. Since
this nitrogen may be isotopically very light, it
appears that there is also a subducted, isotopically
heavy, nitrogen component in the upper mantle,
and this provides the dominant fraction of nitrogen.
The specific proportions depend upon the isotopic
compositions of each. In the case of solar nitrogen,
only 3% of MORB nitrogen is solar (3 ppb), with
the remainder provided by subduction. A much
larger fraction of nitrogen derived from enstatite
chondrites is required. If this nitrogen was intro-
duced with 3He from a deep-mantle source that also
supplies plumes, then OIBs would be expected to
have very light �15N values. This is not the case;
rather, nitrogen appears to be dominated by sub-
ducted components. However, it is clear that both
deep-mantle and subducted components are pre-
sent in OIB source regions, and so primordial
nitrogen may be masked. Alternatively, the com-
position of nitrogen subducted into the upper
mantle prior to the Archean was isotopically light,
and has persisted in the upper mantle over a long
residence time (Marty and Dauphas, 2003).

6.6.3 Water

Crustal H2O. The terrestrial oceans have
�D= 0‰ with an inventory of 1.4� 1024 g H2O,
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equivalent to 120 ppm H when divided into the
mass of the upper mantle. There is an additional
20% in other surface reservoirs and crustal rocks,
and the total composition is ��D=�10‰ to
�18‰ (Taylor and Sheppard, 1986; Lécuyer
et al., 1998).

H2O in MORB and the upper mantle. Water is
not so readily lost by vesiculation, with measure-
ments of unaltered MORB glasses of 0.12% to 0.33
wt.% H2O (Pineau and Javoy, 1994; Jambon, 1994;
Sobolev and Chaussidon, 1996). Water behaves
incompatibly during melting (see Jambon and
Zimmermann, 1990), and so a concentration of
120–330 ppm is obtained for the mantle source
region (see also Thompson, 1992). The upper man-
tle, therefore, contains at least as much water as the
hydrosphere. The flux at ridges totals
(1–3)� 1014 g a�1. The hydrogen isotopic composi-
tion is distinctive from that of the surface, with
�D=�71‰ to �91‰ (Craig and Lupton, 1976;
Kyser and O’Neil, 1984; Poreda et al., 1986).

H2O at hotspots. There are some hydrogen iso-
tope data available for hotspots. Poreda et al.
(1986) found a correlation between helium and
hydrogen isotopes along the Reykjanes Ridge,
with values of up to �D=�50‰, significantly
higher than in MORB. These samples also had an
increase in water content toward Iceland, with
values of up to �0.35%. A higher water content
was also found in samples from the Azores
Platform, with 0.52 wt.% H2O. Rison and Craig
(1983) found glasses from Loihi had �D=�69‰
to �74‰, within the MORB range. Lighter com-
positions, down to �125‰, have been found in
Hawaii and elsewhere (Deloule et al., 1991; Hauri,
2002), which suggests that isotopically light,
juvenile hydrogen remains in the mantle.

Subduction. The flux of H2O entering subduc-
tion zones of 8.8� 1014 g yr�1 or greater (Ito et al.,
1983; Bebout, 1995) is substantially greater than
the ridge flux, and has been interpreted as a net
inflow of water (Ito et al., 1983). However, a sub-
stantial fraction is returned during arc
metamorphism, dewatering, and volcanism. Data
for boron isotopes and B/H2O relationships suggest
that only �20% of the water is recycled
(Chaussidon and Jambon, 1994), compatible with
a steady-state mantle concentration. Due to the
difficulties of obtaining total long-term values for
subduction and return of water, concrete con-
straints on the balance of H2O will probably be
impossible.

The global H2O cycle. The main feature of the
solid Earth hydrogen cycle is the large contrast
between the isotopic composition of the surface
of �D=�10‰ to �20‰ and the upper mantle of
�D=�80‰. There have been two contrasting
ideas. It has been argued that upper-mantle
water is derived entirely from subduction. The
low �D ratio of MORB could be controlled by

those of dewatered metasedimetary and meta-
morphosed mafic subducted rocks that have
compositions that are close to upper-mantle
values, with �D=�50‰ to �80‰ (Magaritz
and Taylor, 1976; Bebout, 1995). The average
of these rocks may be somewhat heavier than
MORB values, although Bell and Ihinger
(2000) suggested that somewhat lighter hydrogen
might be in nominally anhydrous minerals that
may preferentially retain hydrogen during sub-
duction. Alternatively, this isotopic signature has
been ascribed to a primordial component estab-
lished and isolated early in Earth history (e.g.,
Craig and Lupton, 1976; Lécuyer et al., 1998;
Dauphas et al., 2000). It is possible that this is
stored with 3He in the deep mantle. If the H2O
and 3He are both derived from the same reser-
voir, then using the MORB ratio of H2O to 3He,
and an undegassed mantle 3He concentration
(Section 6.4.3), this reservoir contains 900–
2,300 ppm H, which is much higher than the
surface reservoir divided into the upper mantle,
although somewhat below CI chondrites
(Kerridge, 1985). Isotopically, CI chondrites are
too heavy, and enstatite chondrites, with approxi-
mately �460‰, provide a better source, but
contain only 50 ppm (Javoy, 1998). Overall, it
appears likely that water in the upper mantle is
dominated by subducted components, although
hydrogen from the lower mantle may accompany
3He upwards, and may also account for some
isotopically light mantle values.

6.7 DEGASSING OF OTHER
TERRESTRIAL PLANETS

Understanding of the degassing of Mars and
Venus is incomplete due to the lack of data
regarding interior volatile reservoirs, and uncer-
tainties in whether differences between the
surface inventories with those on Earth are due
to different degassing histories or to initial differ-
ences generated during planet formation. There
are manifestations of volcanic activity that can be
used to deduce at least a generalized history of
mantle melting, but of course the precise timing
and relationships to mantle structure are not well
constrained. In this review, some of the informa-
tion regarding the extent of planetary degassing
relative to that of the Earth is considered.

6.7.1 Mars

Mars is characterized by low noble gas abun-
dances in the atmosphere, with equivalent total
planet concentrations that are 10 times less than
on Earth. The amount of martian carbon is also not
well known; while the atmosphere has only
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7� 1018 gC, equivalent to 0.01 ppm for the bulk
planet (Owen et al., 1977), a large fraction may be
stored in the polar regolith.

While the amount of water that has been
observed on Mars is low, there is evidence that
there was substantially more in the past.
Measurements of atmospheric water vapor on
Mars have found D/H values �5 times that of the
Earth and has been fractionated due to Jeans escape
of hydrogen to space (Owen et al., 1988). Models
of hydrogen atmospheric losses (Donahue, 1995)
and morphological data of features generated by
surface water (Carr, 1986) both suggest that origin-
ally there may have been the equivalent of up to
500 m of water, or �7� 1022 g H2O. The total
mass of Mars is 0.11 that of the Earth, and so
both planets originally may have had similar bulk
water concentrations. This would also require
degassing of water on both planets to similar
extents.

The atmosphere of Mars has a high value of
�15N = (+620� 160)‰ (Nier and McElroy, 1977)
that may be due to fractionating losses, and
(4.7� 1.2)� 1017 gN, which is equivalent to
0.7 ppb when divided into the mass of the entire
planet (Owen et al., 1977). Therefore, Mars
appears to have 10�4 times the nitrogen on the
Earth. Mathew et al. (1998) reported evidence for
a component in a martian meteorite with
�15N <�22‰, suggesting that, like the Earth, the
solid planet may contain nitrogen that is isotopi-
cally lighter than the atmosphere, and consistent
with the modification of atmospheric nitrogen iso-
topes by losses.

Radiogenic 40Ar. The atmospheric 40Ar/36Ar
ratio has been measured by Viking to be
3,000�400 (Pepin and Carr, 1992), although a
lower value of �1,800 has been deduced from
meteorite data (Pepin and Carr, 1992; Bogard,
1997; Bogard et al., 2001). Based on the Viking
data, there are (7.0� 1.4)� 1039 atoms 40Ar in the
atmosphere. The Mars mantle has been estimated
to have 305 ppm K (Wänke and Dreibus, 1988), so
that 3.3� 1041 atoms 40Ar have been produced in
Mars. Therefore, only 2% of martian 40Ar has
degassed to the atmosphere, and most of the planet
interior has retained the 40Ar produced throughout
its history. The history of degassing of 40Ar from
the interior has been discussed in several studies
(Volkov and Frenkel, 1993; Sasaki and Tajika,
1995; Hutchins and Jakosky, 1996; Tajika and
Sasaki, 1996). There are considerable uncertainties
in the history of martian volcanism and the
amounts of volatiles that have been lost to space
that must be resolved before more definitive degas-
sing histories can be constructed. Tajika and Sasaki
(1996) argue that much of the 40Ar has degassed
from relatively recent volcanic regions, in contrast
to early degassing of other volatiles, while
Hutchins and Jakosky (1996) conclude that in

order to account for volatiles that have been lost
to space, much degassing must have occurred by
processes other than volcanic outgassing.

The radiogenic 129Xe budget. Martian atmo-
spheric xenon clearly contains a considerable
fraction of radiogenic 129Xe. It has been estimated
that the silicate portion of Mars contains 32 ppb I
(Wänke and Dreibus, 1988). Assuming that
129I/127I = 1.1�10�4 at 4.57Ga (Hohenberg
et al., 1967), then 8.44� 1036 atoms 129Xe have
been produced in Mars or precursor materials.
Using fractionated CI chondrite xenon or solar
xenon for the nonradiogenic light xenon isotope
composition, the atmosphere is calculated to con-
tain only 0.092% of what has been produced.
Assuming there is none remaining in the planet,
this corresponds to a closure age of 160Myr.
However, if only 2% has degassed (like 40Ar) to
the atmosphere, then a closure age of 70Myr is
obtained. This value is similar to that of the Earth;
it suggests that there may also have been losses of
volatiles from Mars over the same extended period
of accretion.

The fissiogenic 136Xe budget. The amount of
136Xe produced in Mars or accreting materials,
assuming that the silicate portion of Mars has
16 ppb of 238U at present (Wänke and Dreibus,
1988) and initially had 244Pu/238U¼ 0.0068
(Hudson et al., 1989), is 1.9�1034 atoms 136Xe
from 244Pu and 7.2� 1032 atoms 136Xe from 238U.
In contrast, there is a total of 2.8� 1033 atoms
136Xe in the atmosphere. Up to �5% of the atmo-
spheric 136Xe may be plutonium-derived; if so, and
the closure age for Mars is 70 Ma, then 1–2% of the
244Pu produced in the solid planet has degassed.
This is consistent with the 129Xe and 40Ar budgets.
It has been argued that plutogenic 136�Xe could
make up much less that 5% of the total atmospheric
inventory, requiring even less planetary degassing
and greater very early isolation of interior volatiles
from the atmosphere. Reports of significant abun-
dances of 244Pu fission xenon in several SNC
meteorites do in fact point strongly to its efficient
retention in the martian crust (Marty and Marti,
2002; Mathew and Marti, 2002). Further discus-
sion of the abundances of daughter xenon isotopes
in the atmosphere is provided by Swindle and
Jones (1997).

Martian mantle noble gases. Martian meteorites
contain components other than those derived
directly from the atmosphere (see detailed discus-
sion by Swindle (2002)). Information on the
relative abundances of the heavier noble gases in
the mantle (Ott, 1988; Mathew and Marti, 2001)
suggests that the 84Kr/132Xe ratio is at least 10
times lower than both the martian atmosphere and
the solar composition. If this is truly a source
feature, it indicates that heavy noble gases trapped
within the planet suffered substantially different
elemental fractionation than the atmosphere and
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have not subsequently formed a dominant fraction
of the atmosphere. However, it is not possible at
present to conclusively determine whether the mea-
sured elemental abundance ratios reflect an interior
reservoir that was initially different from atmo-
spheric noble gases, rather than due either to
planetary processing or transport and incorporation
into the samples.

The noble gas isotopic composition of the mar-
tian interior is only available for xenon. Data for
the martian meteorite Chassigny found xenon with
little scope for radiogenic additions (Ott, 1988;
Mathew and Marti, 2001), indicating that this
reservoir had a high Xe/Pu ratio, at least during
the lifetime of 244Pu. Data from other meteorites
indicate that there are other interior martian reser-
voirs that contain solar xenon but with resolvable
fissiogenic contributions (see Mathew and Marti,
2002; Marty and Marti, 2002), and so have had
lower Xe/Pu ratios. Data for 129Xe and 136Xe have
been used to argue that there were substantial
losses of xenon from the mantle within the first
35Myr (Marty and Marti, 2002). As discussed, the
martian mantle appears to have nonfractionated
solar xenon (Ott, 1988). This contrasts with the
fractionated character of atmospheric xenon, and
is consistent with fractionation of the atmosphere
after strong early degassing and minimal recycling
of xenon into the mantle.

Martian degassing history. The budget for
radiogenic argon and xenon indicate that only a
small fraction of the planet has degassed since
very early in planetary history. A consequence of
this is that noble gases were retained within the
planet during formation from a very early stage, as
indicated by the 129Xe budget. This is supported by
evidence for xenon-rich mantle domains that for a
body of at least this size, accretion does not neces-
sarily lead to strong degassing. The low
atmospheric abundances of nonradiogenic noble
gases may be partly due to retention in the largely
undegassed planet, but the much higher 40Ar/36Ar
ratio relative to the terrestrial value indicates that
the initial inventory of nonradiogenic species after
planet formation was likely lower. The composi-
tion of nitrogen and water at the surface of Mars
has been strongly affected by the history of losses
to space, with no evidence for significant fluxes
back into the planet.

The observation that the martian atmosphere has
a higher 129Xe/130Xe ratio than the mantle, in con-
trast to the situation observed on Earth, has led to
speculations about the mechanisms fractionating
iodine from xenon. Both of these elements are
highly incompatible, and so melting and crust for-
mation are expected to transport them together out
of the mantle. Available data suggest that iodine is
more incompatible, so that the residue is expected
to have a higher I/Xe ratio. In order to generate a
higher atmospheric 129Xe/130Xe ratio, Musselwhite

et al. (1991) suggested that the iodine was seques-
tered in the crust by hydrothermal alteration
while xenon was lost to space. Alternatively,
Musselwhite and Drake (2000) suggest that the
iodine was preferentially retained within a magma
ocean. These models are based upon the assump-
tion that the mantle noble gases are the residue that
is complementary to the atmosphere; this is not the
case on the Earth and it is not clear whether this is
true for Mars.

6.7.2 Venus

Venus is similar in size to the Earth and might be
expected to have differentiated to a similar extent.
However, while the early accretion history might
have been similar (with the exception of the
absence of a moon-forming event), silicate differ-
entiation did not proceed according to the familiar
plate tectonic mechanisms. There is, of course, no
data on the interior of Venus, and so planetary
degassing characteristics must be deduced from
limited atmospheric data and observations of vol-
canic activity at the surface.

The measured 40Ar/36Ar ratio is 1:11� 0:02,
substantially less radiogenic than the terrestrial
atmosphere. For a mixing ratio of 21–48 ppm
(Donahue and Pollack, 1983), the atmosphere con-
tains (1.8–4.4)� 1041 atoms 40Ar. Divided by the
mass of the planet, this corresponds to
(3.6–9.0)� 1013 atoms 40Ar g�1. This is 0.2–0.5
times the value for the Earth. However, Venus
appears to be deficient in potassium. Data for the
K/U ratio of the surface indicate that
K/U=7,220� 1,220 (Kaula, 1999), or 0:57� 0:10
times that of the value of 1.27� 104 commonly
taken for the Earth. Assuming that Venus has the
same uranium concentration as the total Earth
(including the core) of 14 ppb, then 12� 28% of
the 40Ar produced in Venus is now in the atmo-
sphere (see Kaula, 1999). This indicates that a
substantial inventory of 40Ar remains within the
planet, possibly also accompanied by up to an
equivalent fraction of nonradiogenic noble gases.
In contrast, at least 40% of terrestrial 40Ar is in the
atmosphere.

Venus has about twice as much carbon (like
nitrogen) at the surface than the Earth, equivalent
to 26 ppm when divided into the bulk planet (von
Zahn et al., 1983); whether Venus is more rich in
carbon therefore depends upon what volume of the
mantle has degassed and how much remains in the
mantle (Lécuyer et al., 2000). From the radionu-
clide budget discussed above, it appears that Venus
may have degassed to a similar extent as the Earth,
but is unlikely to have been substantially more
degassed. Therefore, it appears that the high abun-
dances of carbon and nitrogen reflect greater total
planetary abundances. The Venus atmosphere has

226 The History of Planetary Degassing as Recorded by Noble Gases



�200 ppm H2O (Hoffman et al., 1980) and a D/H
ratio of ð1:6� 0:2Þ � 10 – 2, i.e.,�102 times that of
the Earth (Donahue et al., 1982). It has been sug-
gested that Venus originally had the same D/H
value as the Earth, but has lost at least one terres-
trial ocean volume of water by hydrodynamic
escape, thereby generating an enrichment in deu-
terium (Donahue et al., 1982). The ratio of water to
carbon and nitrogen therefore may have been simi-
lar to that of the Earth.

Venus is also rich in nonradiogenic noble gases,
with the absolute abundance of 36Ar on Venus
exceeding that on Earth by a factor >70. This is
clearly due to the amount of noble gases initially
supplied and retained by the planet.

Venus is similar to the Earth in mass and com-
position, and so might be expected to evolve
similarly. However, Venus has a hot, insulating
atmosphere and does not have the features of
plate tectonics. These two features appear to be
related. Venus and Earth may have started with
similar atmospheres, but the Earth suffered the
consequences of a late moon-forming impact. The
consequence is that the atmosphere of Venus
remained sufficiently insulating to maintain tem-
peratures that prevented the formation of liquid
water at the surface, and so oceans. This may
have led to less effective crustal recycling, and
ultimately the inhibition of plate tectonics (see
Kaula, 1990). However, the styles of early Venus
evolution, and the transitions between different
tectonic styles, are debated. Various models have
been presented for the degassing of 40Ar from the
mantle and crust and into the Venus atmosphere,
but these are dependent upon the history of tectonic
activity and heat loss on the planet (Sasaki and
Tajika, 1995; Turcotte and Schubert, 1988;
Namiki and Solomon, 1998; Kaula, 1999).
Indeed, the amount of 40Ar in the atmosphere pro-
vides a constraint on the total amount of mantle
melting and transfer of potassium to the crust
(Kaula, 1999). The fraction of 40Ar that has
degassed, �12–28%, is substantially lower than
that of the Earth. Kaula (1999) has discussed var-
ious mechanisms that may account for decreased
degassing of Venus. The possibility that this may
reflect layering on Venus is difficult to assess,
considering that relating the limited apparent
degassing of the Earth to mantle structure has pro-
ven so controversial.

6.8 CONCLUSIONS

The degassing of the Earth is an integral part of
the formation and thermal evolution of the planet.
Degassing histories have often naturally been
based on noble gas abundances and isotopic com-
positions. Radiogenic isotopes provide the
strongest constraints on the total volume of the

silicate Earth that has degassed to the atmosphere,
and indicate that a large portion of the Earth
remains undegassed. Nonradiogenic noble gases,
incorporated during Earth formation, strongly
degassed during accretion and the extreme thermal
conditions on the forming Earth. The upper mantle,
down to some as yet unresolved depth, is now
highly degassed. Silicate differentiation producing
the continental crust also likely promoted degas-
sing, and continual processing of the continental
crust has left it relatively degassed of even radio-
genic daughters produced within the crust. Other
volatiles have also been effectively removed from
the upper mantle, although elements such as carbon
may have substantial subduction fluxes that are the
dominant inputs.

An outstanding question is how much of the
mantle still maintains high volatile concentrations.
This involves resolution of the nature of the high
3He/4He OIB-source region. Most models equate
this with undepleted, undegassed mantle, although
some models invoke depletion mechanisms.
However, none of these has matched the end-mem-
ber components seen in OIB lithophile isotope
correlations. It remains to be demonstrated that a
primitive component is present and so can domi-
nate the helium and neon isotope signatures in
OIB. The heavy-noble-gas characteristics in OIB
must still be documented. It is not known to what
extent major volatiles are stored in the deep Earth
and associated with these noble gas components.

As understanding of terrestrial noble gas geo-
chemistry has evolved, various earlier conclusions
now appear to be incorrect. As discussed above, the
very radiogenic argon and xenon isotope ratios of
the upper mantle are not the result of early degas-
sing of this mantle reservoir, since this is a model-
dependent conclusion based on the assumption that
upper-mantle noble gases are residual from atmo-
sphere degassing. However, it is now clear that
xenon isotope systematics precludes such a rela-
tionship (Ozima et al., 1985). While a complete
description of mantle noble gases remains to be
formulated, it is clear that there are other mechan-
isms that can account for the observed xenon
isotope variations. Nonetheless, early transfer of
volatiles to the atmosphere probably did occur
and was caused by impact degassing.

The interactions between the atmosphere and
the mantle now appear to be more complex. The
subduction of heavy noble gases may have a
marked impact on mantle isotope compositions.
The earlier conclusion that this was not possible
was based on models of the isolation of the upper
mantle or arguments about preservation of nonat-
mospheric 129Xe/130Xe ratios in the mantle. In fact,
upper-mantle nonradiogenic xenon isotopes could
be dominated by subducted xenon and admixed
with very radiogenic xenon, and some models
explicitly incorporate subducted xenon fluxes.
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Until more is conclusively known about argon and
xenon isotopic variations in the mantle, subduction
must be considered a potentially important process.

In devising atmosphere formation histories, it is
also now clear that the present is not the key to the
past. Although primordial noble gases continue to
degass, their isotopic compositions do not match
those of the atmosphere and limit their contribution
to a small fraction of the present atmospheric
inventory. Volatile species continue to be added to
the atmosphere, but the dominant inputs occurred
during very early Earth history.

There are, of course, many questions regarding
terrestrial noble gases that remain to be explored.
Some of the issues that are critical to making
advances in global models of noble gas behavior
include the partitioning of noble gases into the core
and between mantle minerals and silicate melts.
While the common assumptions regarding general
behavior may very well be correct, the effects of
fractionation between noble gases cannot be clearly
assessed. Further refinement of planetary degas-
sing models will come from greater resolution of
the nature of the reservoirs that remain undegassed
within the planet.
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. . .that the Earth has not always been here—that it
came into being at a finite point in the past and that
everything here, from the birds and fishes to the
loamy soil underfoot, was once part of a star. I
found this amazing, and still do.

Timothy Ferris (1998)

7.1 INTRODUCTION

Soil is the biogeochemically altered material
that lies at the interface between the lithosphere
and the atmosphere. Pedology is the branch of the
natural sciences that concerns itself, in part, with
the biogeochemical processes that form and distri-
bute soil across the globe. Pedology originated
during the scientific renaissance of the nineteenth
century as a result of conceptual breakthroughs by

the Russian scientist Vassali Dochuchaev
(Krupenikov, 1992; Vil’yams, 1967) and concep-
tual and administrative efforts by the American
scientist Eugene Hilgard (Jenny, 1961; Amundson
and Yaalon, 1995).

Soil is the object of study in pedology, and while
the science of pedology has a definition that com-
mands some general agreement, there is no precise
definition for soil, nor is there likely ever to be one.
The reason for this paradox is that soil is a part of a
continuum of materials at the Earth’s surface
(Jenny, 1941). At the soil’s base, the exact line of
demarcation between ‘‘soil’’ and ‘‘nonsoil’’ will
forever elude general agreement, and horizontal
changes in soil properties may occur so gradually
that similar problems exist in delineating the
boundary between one soil ‘‘type’’ and another.
The scientific path out of this conundrum is to
divide the soil continuum, albeit arbitrarily, into
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systems that suit the need of the investigator. Soil
systems are necessarily open to their surroundings,
and through them pass matter and energy which
measurably alter the properties of the system over
timescales from seconds to millennia. It was the
recognition by Dokuchaev (1880), and later the
American scientist Hans Jenny (1941), that the
properties of the soil system are controlled by
state factors that ultimately formed the framework
of the fundamental paradigm of pedology.

The purpose of this chapter is to present an
abridged overview of the factors and processes
that control soil formation, and to provide, where
possible, some general statements of soil formation
processes that apply broadly and commonly.

7.2 FACTORS OF SOIL FORMATION

Jenny (1941) applied principles from the physi-
cal sciences to the study of soil formation. Briefly,
Jenny recognized that soil systems (or if the above-
ground flora and fauna are considered, ecosystems)
exchange mass and energy with their surroundings
and that their properties can be defined by a limited
set of independent variables. From comparisons
with other sciences, Jenny’s state factor model of
soil formation states that

Soils=ecosystems|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
dependent variables

¼ f

 
initial state of system;
surrounding environment;
elapsed time|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

independent variables

!

ð1Þ
From field observations and the conceptual work of
Dokuchaev, a set of more specific environmental
factors have been identified which encompass the
controls listed above:

Soils=ecosystems|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼ f ðclimate; organisms|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

surrounding environment

;

topography; parent material|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
initial state of system

; time; . . .Þ ð2Þ

These so-called ‘‘state factors of soil formation’’
have the following important characteristics:
(i) they are independent of the system being studied
and (ii) in many parts of the Earth, the state factors
vary independently of each other (though, of
course, not always). As a result, through judicious
site (system) selection, the influence of a single
factor can be observed and quantified in nature.

Table 1 provides a brief definition of the state
factors of soil formation. A field study designed to
observe the influence of one state factor on soil
properties or processes is referred to as a sequence,
e.g., a series of sites which have similar state factor
values except climate is referred to as a climose-
quence. Similar sequences can, and have been,
established to examine the effect of other state
factors on soils. An excellent review of soil state
factor studies is presented by Birkeland (1999). An
informative set of papers discussing the impact of
Jenny’s state factor model on advances in pedol-
ogy, geology, ecology, and related sciences is
presented in Amundson et al. (1994a,b).

The state factor approach to studying soil for-
mation has been, and continues to be, a powerful
quantitative means of linking soil properties to
important variables (Amundson and Jenny, 1997).
As an example, possibly the best characterized soil
versus factor relationship is the relationship of soil
organic carbon and nitrogen storage to climate
(mean annual temperature and precipitation)
(Figure 1). The pattern—increasing carbon storage
with decreasing temperature and increasing preci-
pitation—illustrated in Figure 1 is the result of
nearly six decades of work, and is based on thou-
sands of soil observations (Miller et al., 2002). This
climatic relationship is important in global change
research and in predicting the response of soil
carbon storage to climate change (Schlesinger and
Andrews, 2000). However, the relationship, no
matter how valid, provides no insight into the
rates at which soils achieve their carbon storage,
nor the mechanisms involved in the accumulation.
Thus, other approaches, again amenable to systems
studies, have been applied in pedology to quantify
soil formation. These are discussed in later
sections.

Table 1 The major state factors of soil and ecosystem formation, and a brief outline of their characteristics.

State factor Definition and characteristics

Climate Regional climate commonly characterized by mean annual temperature and precipitation
Organisms Potential biotic flux into system (as opposed to what is present at any time)
Topography Slope, aspect, and landscape configuration at time t= 0
Parent
material

Chemical and physical characteristics of soil system at t= 0

Time Elapsed time since system was formed or rejuvenated
Humans A special biotic factor due to magnitude of human alteration of Earth’s and humans’ possession of

variable cultural practices and attitudes that alter landscapes

Sources: Jenny (1941) and Amundson and Jenny (1997).
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7.3 SOIL MORPHOLOGY

A trend in present-day pedology is to incorporate
ever more sophisticated chemical and mathematical
tools into our understanding of soil and their forma-
tion. Yet, an examination of soils in situ is required,
in order to develop the appropriate models or to
even logically collect samples for study.

Soil profiles are two-dimensional, vertical expo-
sures of the layering of soils. The net result of the
transport of matter and energy is a vertical differ-
entiation of visible, distinctive layers called soil
horizons. Soil horizons reflect the fact that soil
formation is a depth-dependent process. They are
layers that are readily identified by visual and tac-
tile procedures (field based) that have been
developed over the years (Soil Survey Staff,
1993). A nomenclature has developed over the
past century, first started by the pioneering
Russian scientists in the nineteenth century, that
involves the ‘‘naming’’of soil horizons on the
basis of how they differ from the starting parent
material. Therefore, horizon naming requires data
acquisition and hypothesis development. Soil hor-
izon names are commonly assigned from field-
based data, and may ultimately be modified as a
result of subsequent laboratory investigations.

The present US horizon nomenclature has two
components: (i) an upper case, ‘‘master horizon’’
symbol and (ii) a lower case ‘‘modifier’’ that pro-
vides more information on the horizon
characteristics or the processes that formed it.

Tables 2(a) and (b) provide definitions of both the
common master and modifier symbols. The
detailed rules for their use can be found in the
Soil Survey Manual (Soil Survey Staff, 1993).

Most soil process models are (roughly) contin-
uous with depth. However, during the observation
of many soil profiles, it is apparent that horizons do
not always, or even commonly, grade gradually
into one another. Sharp or abrupt horizon bound-
aries are common in soils around the world. This
indicates that our concepts and models of soil for-
mation capture only a part of the long-term
trajectory of soil development. Some processes
are not continuous with depth (the formation of
carbonate horizons for example), while some may
be continuous for some time period and then, due
to feedbacks, change their character (the formation
of clay-rich horizons which, if they reach a critical
clay content, restrict further water and clay trans-
port. This causes an abrupt buildup of additional
clay at the top of the horizon). In the following
sections, the author examines various approaches
to understanding soil formation, and examines
some of their attributes and limitations.

7.4 MASS BALANCE MODELS OF SOIL
FORMATION

Detailed chemical analyses of soils and the
interpretation of that data relative to the composi-
tion of the parent material have been performed
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Table 2(a) A listing, and brief definitions, of the nomenclature used to identify master soil horizons.

Master horizons Definition and examples of lower case modifiers

O Layers dominated by organic matter. State of decomposition determines type: highly (Oa),
moderately (Oe), or slightly (Oi)a decomposed

A Mineral horizons that have formed at the surface of the mineral portion of the soil or below an O
horizon. Show one of the following: (i) an accumulation of humified organic matter closely
mixed with minerals or (ii) properties resulting from cultivation, pasturing, or other human-
caused disturbance (Ap)

E Mineral horizons in which the main feature is loss of silicate clay, iron, aluminum, or some
combination of these, leaving a concentration of sand and silt particles

B Horizons formed below A, E, or O horizons. Show one or more of the following: (i) illuvialb

concentration of silicate clay (Bt), iron (Bs), humus (Bh), carbonates (Bk), gypsum (By), or
silica (Bq) alone or in combination; (ii) removal of carbonates (Bw); (iii) residual concentration
of oxides (Bo); (iv) coatings of sesquioxidesc that make horizon higher in chroma or redder in
hue (Bw); (v) brittleness (Bx); or (vi) gleyingd (Bg).

C Horizons little affected by pedogenic processes. May include soft sedimentary material (C) or
partially weathered bedrock (Cr)

R Strongly induratede bedrock
W Water layers within or underlying soil

Source: Soil Survey Staff (1999).
a The symbols in parentheses illustrate the appropriate lower case modifiers used to describe specific features of master horizons. b The term illuvial
refers to material transported into a horizon from layers above it. c The term sesquioxide refers to accumulations of secondary iron and/or aluminum
oxides. d Gleying is a process of reduction (caused by prolonged high water content and low oxygen concentrations) that results in soil colors
characterized by low chromas and gray or blueish hues. e The term indurated means strongly consolidated and impenetrable to plant roots.

Table 2(b) Definitions used to identify the subordinate characteristics of soil horizons.

Lower case modifiers of master
horizons

Definitions (relative to soil parent material)

a Highly decomposed organic matter (O horizon)
b Buried soil horizon
c Concretions or nodules of iron, aluminum, manganese, or titanium
d Noncemented, root restricting natural or human-made (plow layers, etc.) root

restrictive layers
e Intermediate decomposition of organic matter (O horizon)
f Indication of presence of permafrost
g Strong gleying present in the form of reduction or loss of Fe and resulting color

changes
h Accumulation of illuvial complexes of organic matter which coat sand and silt

particles
i Slightly decomposed organic matter (O horizon)
j Presence of jarosite (iron sulfate mineral) due to oxidation of pyrite in previously

reduced soils
k Accumulation of calcium carbonate due to pedogenic processes
m Nearly continuously cemented horizons (by various pedogenic minerals)
n Accumulation of exchangeable sodium
o Residual accumulation of oxides due to long-term chemical weathering
p Horizon altered by human-related activities
q Accumulation of silica (as opal)
r Partially weathered bedrock
s Illuvial accumulation of sesquioxides
ss Presence of features (called slickensides) caused by expansion and contraction of

high clay soils
t Accumulation of silicate clay by weathering and/or illuviation
v Presence of plinthite (iron rich, reddish soil material)
w Indicates initial development of oxidized (or other) colors and/or soil structure
x Indicates horizon of high firmness and brittleness
y Accumulation of gypsum
z Accumulation of salts more soluble than gypsum (e.g., Na2CO3)

Source: Soil Survey Staff (1999).
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since nearly the origins of pedology (Hilgard,
1860). Yet, quantitative estimates of total chemical
denudation, and associated physical changes that
occur during soil formation, were not rigorously
performed until the late 1980s when Brimhall and
co-workers (Brimhall and Dietrich, 1987; Brimhall
et al., 1991) began applying a mass balance model
originally derived for ore body studies to the soil
environment. Here the author presents the key
components of this model, and reports the results
of its application to two issues: (i) the behavior of
many of the chemical elements in soil formation
and (ii) general trends of soil physical and chemical
behavior as a function of time during soil
formation.

A representation of a soil system during soil
formation is shown in Figure 2. While the figure
illustrates a loss of volume during weathering,
volumetric increases can also occur, as will be
shown later. The basic expression, describing
mass gains or losses of a given chemical element
(j), in the transition from parent material (p) to soil
(s) in terms of volume (V), bulk density (�), and
chemical composition (C) is

mj;flux ¼ mj;s –mj;p ð3Þ
where m is the mass of element j added/lost (flux)
in the soil (s) or parent material (p). Incorporating

volume, density, and concentration (in percent)
into the model gives

mj;flux|fflffl{zfflffl}
mass of elementðjÞ into=out of
parent material volume

¼ Vs�sCj;s

100|fflfflfflffl{zfflfflfflffl}
mass of elementðjÞ in soil

volume of interest

–
Vp�pCj;p

100|fflfflfflffl{zfflfflfflffl}
mass of elementðjÞ in
parent material volume ð4Þ

Definitions of all terms used in these mass balance
equations are given in Table 3. The 100 in the
denominator is needed only if concentrations are
in percent.

During soil development, volumetric collapse
(�V, Figure 2) may occur through weathering
losses while expansion may occur through biolo-
gical or physical processes. Volumetric change is
defined in terms of strain ("):

"i;s ¼ �V

Vp
¼ Vs

Vp
– 1

� �
¼ �pCi;p

�sCi;s
– 1

� �
ð5Þ

where the subscript i refers to an immobile, index
element. Commonly zirconium, titanium, or other
members of the titanium or rare earth groups of the
periodic table are used as index elements. The

Figure 2 Diagram illustrated a mass balance perspective of soil formation (based on similar figures in Brimhall and
Dietrich, 1987).
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fractional mass gain or loss of an element j relative
to the mass in the parent material (� ) is defined by
combining Equations (3)–(5):

� ¼ mj;flux

mj;p
¼ �sCj;s

�pCj;p
ð"i;s þ 1Þ – 1

� �
ð6Þ

Through substitution, Equation (6) reduces to

� ¼ Rs

Rp
– 1 ð7Þ

where Rs ¼ Cj;s=Ci;s and Rp ¼ Cj;p=Ci;p. Thus, �
can be calculated readily from commonly available
chemical data and does not require bulk density
data. Absolute gains or losses of an element in
mass per unit volume of the parent material (�j,s)
can be expressed as

�j;s ¼ mj;flux

Vp
¼ �sCj;sð"i;s þ 1Þ – �pCj;p

100
¼ �Cj;p�p

100
ð8Þ

In applying the mass balance expressions, analyses
are commonly performed by soil horizon, and total
gains or losses (or collapse or expansion) can be
plotted by depth or integrated for the whole soil
profile (Figure 2).

7.4.1 Mass Balance Evaluation of the
Biogeochemistry of Soil Formation

The chemical composition of soils is the result of
a series of processes that ultimately link the soil to
the history of the universe, with the principal pro-
cesses of chemical differentiation being: (i) chemical
evolution of universe/solar system; (ii) chemical
differentiation of Earth from the solar system
components; and (iii) the biogeochemical effects of
soil formation on crustal chemistry.

The chemical composition of the solar system
(Figure 3) has been widely discussed (Greenwood
and Earnshaw, 1997; Chiappini, 2001). Today,
99% of the universe is comprised of hydrogen

and helium, which were formed during the first
few minutes following the big bang. The produc-
tion of elements of greater atomic number requires
a series of nuclear processes that occur during star
formation and destruction. Thus, the relative ele-
mental abundance versus atomic number is a
function of the age of the universe and the number
of cycles of star formation/termination that have
occurred (e.g., Allègre, 1992).

The chemical composition of average crustal
rock (Taylor and McLennan, 1985; Bowen, 1979)
relative to the solar system reveals systematic dif-
ferences (Brimhall, 1987) (Figure 4) that result
from elemental fractionation during: (i) accretion
of the Earth (and the interior planets) (Allègre,
1992) and (ii) differentiation of the core, mantle,
and crust (Brimhall, 1987) and possibly unique
starting materials (Drake and Righter, 2002). In
general, the crust is depleted in the noble gases
(group VIIIA) and hydrogen, carbon, and nitrogen,
while it is enriched in many of the remaining ele-
ments. For the remaining elements, there is a trend
toward decreasing enrichment with increasing
atomic number within a given period, due to
increasing volatility with increasing atomic num-
ber (Brimhall, 1987). The depletion of the
siderophile elements in the crust relative to the
solar system has been attributed to their concentra-
tion within the core (Brimhall, 1987), though the
crust composition may also reflect late-stage accre-
tionary processes (Delsemme, 2001).

The result of these various processes is that the
Earth’s crust, the parent material for soils, is domi-
nated (in mass) by eight elements (oxygen, silicon,
aluminum, iron, calcium, sodium, magnesium, and
potassium). These elements, with the exception of
oxygen, are not the dominant elements of the solar
system. Thus, soils on Earth form in a matrix
dominated by oxygen and silicon, the elements
which form the backbone of the silicate minerals
that dominate both the primary and secondary
minerals found in soils.

Table 3 Definition of parameters used in mass balance model.

Parameter Definition

Vp (cm
3) Volume of parent material

Vs (cm
3) Volume of soil

�p (g cm
�3) Parent material bulk density

�s (g cm
�3) Soil bulk density

Cj,p (%,ppm) Concentration of mobile element j in parent material
Cj,s (%,ppm) Concentration of mobile element j in soil
Ci,p (%,ppm) Concentration of immobile element i in parent material
Ci,s (%,ppm) Concentration of immobile element i in soil
mj,flux (g cm

�3) Mass of element j added or removed via soil formation
"i,s Net strain determined using element i
� Fractional mass gain or loss of element j relative to immobile element i
�j,s (g cm

�3) Mass gain or loss per unit volume of element j relative to immobile element i.

Sources: Brimhall and Dietrich (1987) and Brimhall et al. (1992).
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There are a variety of compilations of the con-
centrations of many of the chemical elements for
both crustal rocks (see above) and for soils
(Bowen, 1979; Shacklette and Boerngen, 1984).
In the case of soils, the samples analyzed are
usually from a standard surface sampling depth,
or from the uppermost horizon. Thus, these sam-
ples give a somewhat skewed view of the overall
process of soil formation because, as will be dis-
cussed, soil formation is a depth-dependent
process. Nonetheless, the data do provide a general
overview of soil biogeochemistry that is applicable
across broad geographical gradients.

When analyzing large chemical data sets, it is
common to evaluate the behavior of elements in
soils, and how they change during soil formation,
by dividing the mass concentration of the elements
in soils by that in crustal rocks, with the resulting

ratio being termed the enrichment factor—values
less than 1 indicating loss, more than 1 indicating
gains. A disconcerting artifact of this analysis is that
some mobile elements, particularly silicon, com-
monly show enrichment factors greater than 1.
Silicon is one of the major elements lost via chemi-
cal weathering, having an annual flux to the ocean of
6.1�1012mol Si yr�1 (Tréguer et al., 1995), so that
there is a large net loss of the element from land-
scapes. The reason for the apparent enrichment is
that although silicon is lost via weathering, the con-
centration of chemically resistant silicates (e.g.,
quartz) leads to a relative retention of the element.
These discrepancies can be avoided by relating soil
and parent material concentrations to immobile
index elements such as zirconium.

The present analysis uses � , the fractional ele-
mental enrichment factor relative to the parent
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material (Equation (7)). The normalization of
elemental concentrations to immobile elements
provides an accurate assessment of biogeochemical
behavior during soil formation. Figure 5 illustrates
the relative chemical composition of soil surface
samples versus that of crustal rock (log(� + 1)),
where positive values indicate soil enrichment
and negative values indicate soil depletion, relative
to the crust. Elemental losses are due to chemical
weathering, and the ultimate removal of weather-
ing products to oceans. Elemental gains are due
primarily to biological processes—the addition of
elements to soils, primarily by land plants.

The comparison (soils to average continental
crust) indicates that soils are: (i) particularly
depleted, due to aqueous weathering losses, in the
alkali metals and alkaline earths (particularly mag-
nesium, sodium, calcium, potassium, and
beryllium) and some of the halides; (ii) depleted,
to a lesser degree, in silicon, iron, and aluminum;
and (iii) enriched in carbon, nitrogen, and sulfur.
The losses are clearly due to chemical weathering,
as the chemical composition of surface waters illus-
trates an enrichment of these same elements
relative to that of the crust (Figure 6). Plants
directly assimilate elements from soil water
(though they exhibit elemental selectivity across
the root interface (Clarkson, 1974)), and are there-
fore enriched, relative to the crust, in elements
derived from chemical weathering.

The key elemental addition to soils by plants is
carbon, because photosynthesis greatly increases
plant carbon content relative to the crust.
Globally, net primary production (NPP) (gross
photosynthetic carbon fixation–plant respiration)
is �60Gt C yr�1, an enormous carbon flux rate
that nearly equals ocean/atmosphere carbon
exchange (Sundquist, 1993). In addition to enrich-
ing the soil in carbon, the variety of organic
molecules produced during the cycling of this
organic material, coupled with the CO2 generated
in the soil by the decomposition of the organic
compounds by heterotrophic microorganisms,
greatly accelerate rates of chemical weathering.
As a result, plants are responsible not only for
enrichments of soil carbon, but also for enhanced
rates of chemical weathering.

Second only to carbon inputs, nitrogen fixation
by both symbiotic and nonsymbiotic organisms
comprises an enormous biologically driven elemen-
tal influx to soils. Biological nitrogen fixation occurs
via the following reaction (Allen et al., 1994):

N2ðatmosphereÞ þ 10Hþ þ nMgATPþ 8e –

¼ 2NHþ4 þ H2 þ nMgADPþ nPiðn � 16Þ
where Pi is inorganic P. The breakage of the
triple bonds in N2 is a highly energy demanding
process (thus the consumption of ATP), and in
nature microorganisms have developed symbiotic
relations with certain host plants (particularily
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legumes), deriving carbon sources from the host
plant, and in turn enzymatically reducing atmo-
spheric N2 to NH4

+, a form which is plant
available and becomes part of plant proteins.

Globally, it is estimated that, prior to extensive
human activity, biological nitrogen fixation
was �(90 –140)�1012 gN yr�1 (Vitousek et al.,
1997a). This rate is increasing because of the
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agriculturally induced nitrogen fixation. The abil-
ity to fix nitrogen is one of the most fundamental
biological developments on Earth (Navarro-
Gonzalez et al., 2001), since nitrogen availability
is one of the key limiting elements to plant growth,
and hence to virtually all biogeochemical
processes.

The summary of this brief discussion is that
weathering losses plus plant additions characterize
soil formation. This model, while capturing some
important themes, neglects one of the key charac-
teristics of soils—the distinctive and widely
varying ways in which their properties vary with
depth. Mass balance analyses have been applied to
complete soil profiles along gradients of landform
age, giving us a general perspective on the rates
and directions of physical and chemical changes of
soils with time. This is discussed in the next
section.

7.4.2 Mass Balance of Soil Formation versus
Time

7.4.2.1 Temperate climate

The main conclusions that can be summarized
by mass balance analyses of soil formation over
time in nonarid environments are that: in early

phases of soil formation, the soil experiences volu-
metric dilation due to physical and biological
processes; the later stages of soil formation are
characterized by volumetric collapse caused by
large chemical losses of the major elements that,
given sufficient time, result in nutrient impoverish-
ment of the landscape. The key studies that
contribute to this understanding are summarized
below.

On a time series of Quaternary marine terraces
in northern California, Brimhall et al. (1992) con-
ducted the first mass balance analysis of soil
formation over geologic time spans. This analysis
provided quantitative data on well-known qualita-
tive observations of soil formation: (i) the earliest
stages of soil formation (on timescales of
101–103 yr) are visually characterized by loss of
sedimentary/rock structure, the accumulation
of roots and organic matter, and the reduction of
bulk density; and (ii) the later stages of soil devel-
opment ( >103 yr) are characterized by the
accumulation of weathering products (iron oxides,
silicate clays, and carbonates) and the loss of many
products of weathering.

Figure 7 shows the trend in ", volumetric strain
(Equation (5)), over �2.40�105 yr. The data
show the following physical changes: (i) large
volumetric expansion ("> 0) occurred in the
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young soil (Figure 7(a)); (ii) integrated expansion
for the whole soil declined with age (Figure 7(b));
and (iii) the cross-over point between expansion
and collapse ("< 0) moved progressively toward
the soil surface with increasing age (Figure 7(a)).

Biological processes, along with abiotic mixing
mechanisms, drive the distinctive first phases of
soil formation. The large positive strain (expan-
sion) measured in the young soil on the California
coast was due to an influx of silicon-rich beach
sand (Figure 7(c)) and the accumulation of organic
matter from plants (Figure 7(d)). In many cases,
there is a positive relationship between the mass
influx of carbon to soil (�oc) and strain; Jersak et al.
(1995)). Second, in addition to adding carbon mass
relative to the parent material, the plants roots (and
other subterranean organisms) expand the soil, cre-
ate porosity, and generally assist in both mixing
and expansion. Pressures created by growing roots
can reach 15 bar (Russell, 1977), providing ade-
quate forces to expand soil material. Brimhall et al.
(1992) conducted an elegant lab experiment show-
ing the rapid manner in which roots can effectively
mix soil, and incorporate material derived from
external sources. Over several hundred ‘‘root

growth cycles’’ using an expandable/collapsible
tube in a sand mixture (Figure 8(a)), they demon-
strated considerable expansion and depth of mixing
(Figure 8(b)), with an almost linear relation
between expansion and depth of translocation of
externally added materials (Figures 8(c) and (d)).

The rate of physical mixing and volumetric
expansion caused by carbon additions declines
quickly with time. Soil carbon accumulation with
time (Figure 7(d)) can be described by the follow-
ing first-order decay model (Jenny et al., 1949):

dC

dt
¼ I – kC ð9Þ

where I is plant carbon inputs (kgm�2 yr�1), C the
soil carbon storage (kgm�2), and k the decay
constant (yr�1). Measured and modeled values of
k for soil organic carbon (Jenkinson et al., 1991;
Raich and Schlesinger, 1992) indicate that
steady state should be reached for most soils
within �102–103 yr. Thus, as rates of volumetric
expansion decline, the integrated effects of
mineral weathering and the leaching of silicon
(Figure 7(c)), calcium, magnesium, sodium,
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Figure 8 (a) Initial state of a cyclical dilation mixing experiment, with a surgical rubber tube embedded in a sandy
matrix; (b) features after mixing: line 1 is depth of mixing after mixing, line 2 is the dilated surface, and line 3 is the top
of the overlying fine sand lense; (c) expansion (o) and depth of mixing (�) as a function of mixing cycles; and (d)
relationship of soil expansion to mixing depth (Brimhall et al., 1992) (reproduced by permission of the American

Association from the Advancement of Science from Science 1992, 255, 695).
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potassium, and other elements begin to become
measurable, and over time tend to eliminate the
measured expansion not only near the surface
(Figure 7(a)), but also for the whole profile
(Figure 7(b)).

7.4.2.2 Cool tropical climate

The integrated mass losses of elements over
time are affected by parent material mineralogy,
climate, topography, etc. The mass balance analy-
sis of soil formation of the temperate California
coast (Brimhall et al., 1991; Chadwick et al.,
1990; Merritts et al., 1992) is complemented by
an even longer time frame on the Hawaiian
Islands (Vitousek et al., 1997b; Chadwick et al.,
1999). The Hawaiian chronosequence encom-
passes �4Myr in a relatively cool, but wet,
tropical setting. Because of both steady and cyclic
processes of erosion and deposition, few geo-
morphic surfaces in temperate settings on Earth
are older than Pleistocene age. Yet the exceptions
to this rule: the Hawaiian Island chronosequence,
river terrace/glacial outwash sequence in the
San Joaquin Valley of California (e.g., Harden,
1987; White et al., 1996), and possibly others
provide glimpses into the chemical fate of the
Earth’s surface in the absence of geological
rejuvenation.

The work by Vitousek and co-workers on
Hawaii demonstrates that uninterrupted soil
development on million-year timescales in those
humid conditions depletes the soil in elements
essential to vegetation and, ultimately, the ecosys-
tem becomes dependent on atmospheric sources
of nutrients (Chadwick et al., 1999). Figures 9(a)–
(g) illustrate: (i) silicon and alkali and alkaline
earth metals are progressively depleted, and
nearly removed from the upper 1 m; (ii) soil
mineralogy shifts from primary minerals to
secondary iron and aluminum oxides with time;
(iii) phosphorus in primary minerals is rapidly
depleted in the early stages of weathering, and
the remaining phosphorus is sequestered into
organic forms (available to plants through biocy-
cling) and relatively inert oxides and hydroxides.
As a result, in later stages of soil formation, the
soils become phosphorus limited to plants
(Vitousek et al., 1997b). In contrast, in very
early phases of soil formation, soils have adequate
phosphorus in mineral forms, but generally lack
nitrogen (Figure 9(g)) due to an inadequate time
for its accumulation through a combination of
nitrogen fixation (which is relatively a minor pro-
cess on Hawaii; Vitousek et al. (1997b) and
atmospheric deposition of NO3

�, NH4
+, and

organic N (at rates of �5 – 50 kgN yr�1; Heath
and Huebert (1999)). The rate of nitrogen accu-
mulation in soil and the model describing it

generally parallel the case of organic carbon,
because carbon storage hinges on the availability
of nitrogen (e.g., Parton et al., 1987).

In summary, soils in the early stages of their
development contain most of the essential ele-
ments for plant growth with the exception of
nitrogen. Soil nitrogen, like carbon, reaches max-
imum steady-state values in periods on the order
of thousands of years and, as a result, NPP of the
ecosystems reach maximum values at this stage of
soil development (Figure 10). Due to progressive
removal of phosphorus and other plant essential
elements (particularly calcium), plant productivity
declines (Figure 10), carbon inputs to the soil
decline, and both soil carbon and nitrogen storage
begin a slow decline (Figure 9). This trend,
because of erosive rejuvenating processes, is
rarely observed in climatically and tectonically
active parts of the Earth. Alternatively, low lati-
tude, tectonically stable continental regions may
reflect these long-term processes. Brimhall and
Dietrich (1987) and Brimhall et al. (1991, 1992)
discuss the pervasive weathering and elemental
losses from cratonal regions such as Australia
and West Africa. These regions, characterized by
an absence of tectonic activity and glaciation, and
by warm (and sometimes humid) climates, have
extensive landscapes subjected to weathering on
timescales of millions of years. However, over
such immense timescales, known and unknown
changes in climate and other factors complicate
interpretation of the soil formation processes.
An emerging perspective is that these and other
areas of the Earth experience atmospheric inputs
of dust and dissolved components that wholly or
partially compensate chemical weathering losses,
ultimately creating complex soil profiles and eco-
systems which subsist on the steady but slow flux
of atmospherically derived elements (Kennedy
et al., 1998; Chadwick et al., 1999).

7.4.2.3 Role of atmospheric inputs on
chemically depleted landscapes

The importance of dust deposition, and its
impact on soils, is not entirely a recent observa-
tion (Griffin et al., 2002). Darwin complained of
Saharan dust while aboard the Beagle (Darwin,
1846), and presented some discussion of its com-
position and the research on the phenomenon at
the time. In the pedological realm, researchers in
both arid regions (Peterson, 1980; Chadwick and
Davis, 1990) and in humid climates recognized
the impact of aerosol imputs on soil properties.
With respect to the Hawaiian Islands—a remark-
ably isolated volcanic archipelago—Jackson et al.
(1971) recognized the presence of prodigous
quantities of quartz in the basaltic soils of
Hawaii. Oxygen-isotope analyses of these quartz
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grains showed that the quartz was derived from
continental dust from the northern hemisphere, a
source now well constrained by atmospheric
observations (Nakai et al., 1993) and the analysis
of Pacific Ocean sediment cores (Rea, 1994).

The work by Chadwick et al. (1999) has
demonstrated that the calcium and phosphorus
nutrition of the older Hawaiian Island ecosystems
depends almost entirely on atmospheric sources.
With respect to calcium, strontium-isotope ana-
lyses of soils and plants indicates that
atmospherically derived calcium (from marine
sources) increases from less than 20% to more

than 80% of total plant calcium with increasing
soil age. With respect to phosphorus, the use of
rare earth elements and isotopes of neodymium all
indicated that from �0.5 to more than
1.0mg Pm�2 yr�1 is delivered in the form of dust
each year and, in the old soils, the atmospheric
inputs approach 100% of the total available phos-
phorus at the sites. Brimhall et al. (1988, 1991)
demonstrated that much of the zirconium in the
upper part of the soils in Australia and presumably
other chemical constituents are derived from atmo-
spheric inputs. In summary, it is clear that the
ultimate fate of soils in the absence of geological

Figure 9 Weathering, mineralogical changes, and variations in plant-available elements in soils (to 1 m in depth)
as a function of time in Hawaii: (a) total soil K, Mg, and Ca; (b) total soil Al, P, and Si; (c) volumetric change;
(d) soil feldspar, crystalline and noncrystalline secondary minerals; (e) soil P pools (organic, recalcitrant, apatite);
(f) exchangeable K, Mg, Al, and Ca; and (g) changes in resin-extractable (biologically available) inorganic
N and P (Vitousek et al., 1997b) (reproduced by permission of the Geological Society of America from

GSA Today, 1997b, 7, 1–8).
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rejuvenation, in humid climates, is a subsistence on
atmospheric elemental sources.

7.4.3 Mass Balance Evaluation of Soil
Formation versus Climate

Hyperarid regions offer a unique view of the
importance of atmospheric elemental inputs to
soils, because in these areas, the inputs are not

removed by leaching. The western coasts of southern
Africa and America lie in hyperarid climates that
have likely persisted since the Tertiary (Alpers
and Brimhall, 1988). These regions, particularly
the Atacama desert of Chile, are known for their
commercial-grade deposits of sulfates, iodates,
bromates, and particularly nitrates (Ericksen,
1981; Böhlke et al., 1997). These deposits may
form due to several processes and salt sources,

Figure 10 Plant nutrients, production and decomposition, and carbon sinks during soil development in Hawaii: (a) K,
Mg, and Ca in canopy leaves of dominant tree (Metrosideros); (b) N and P in leaves of dominant tree; (c) changes in
NPP of forests; (d) decomposition rate constant (k) of metrosideros leaves decomposed in the site collected (1-to-1),
collected at each site and transferred to common site (all-to-1), and collected from one site and transferred to all sites (1-
to-all); (e) fraction of N and P in original leaves remaining after 2 yr of decomposition; (f) carbon storage in the
ecosystems in the form of plant biomass, soil organic matter, and as CO2 consumed during silicate weathering; and (g)
instantaneous rate of total ecosystem carbon storage (Vitousek et al., 1997b) (reproduced by permission of the

Geological Society of America from GSA Today, 1997b, 7, 1–8).
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including deflation around playas, spring deposits
(Rech et al., 2003), and other settings. However,
many of the deposits are simply heavily concen-
trated soil horizons, formed by the long
accumulation of soluble constituents over long
time spans (Erickson, 1981). The ultimate origin
of these salts (and their elements) is in some cases
obscure, but it is clear that they arrive at the soils
via the atmosphere. In Chile, sources of elements
may be from fog, marine spray, reworking of
playa crusts, and more general long-distance
atmospheric sources (Ericksen, 1981; Böhlke
et al., 1997).

Recent novel research by Theimens and co-
workers has convincingly demonstrated the atmo-
spheric origin (as opposed to sea spray, playa
reworking, etc.) of sulfates in Africa and
Antarctica (Bao et al., 2000a,b, 2001). Briefly,
these researchers have shown that as sulfur under-
goes chemical reactions in the stratosphere and
troposphere, a mass-independent fractionation of
oxygen isotopes in the sulfur oxides occurs. The
mechanism for these fractionations is obscure
(Thiemens, 1999), but the presence of mass-inde-
pendent ratios of 17O and 18O in soil sulfate
accumulations is a positive indicator of an atmo-
spheric origin. In both the Nambian desert (Bao
et al., 2001) and Antarctica (Bao et al., 2000a),
there was an increase in the observed 17O isotopic
anomaly with distance from the ocean, possibly
due to a decrease in the ratio of sea salt-derived
sulfate in atmospheric sulfate.

There have been few, if any, systematic pedo-
logical studies of the soils of these hyperarid
regions. Here, we present a preliminary mass bal-
ance analysis of soil formation along a
precipitation gradient in the presently hyperarid
region of the Atacama desert, northern Chile
(Sutter et al., 2002). Along a south-to-north gra-
dient, precipitation decreases from �15 mm yr�1 to
�2mm yr�1 (http://www.worldclimate.com/world-
climate/index.htm). For the study, three sites were
chosen�50 km inland on the oldest (probably Mid-
to Early Pleistocene) observable fluvial landform
(stream terrace or alluvial fan) in the region.
Depths of observation were restricted by the pre-
sence of salt-cemented soil horizons.

Using the mass balance equations presented
earlier and titanium as an immobile index ele-
ment, the volumetric and major element changes
with precipiation were calculated (Figure 11). The
calculations for " show progressive increases in
volumetric expansion with decreasing precipita-
tion (approaching 400% in some horizons at
Yungay, the driest site) (Figure 11(a)). These mea-
sured expansions are due primarily to the
accumulation and retention of NaCl and CaSO4

minerals. For example, Yungay has large expan-
sions near the surface and below 120 cm.
Figure 11(c) shows that sulfur (in the form of

CaSO4) is responsible for the upper expansion,
while chlorine (in the form of NaCl) is responsible
for the lower horizon expansion. As the chemical
data indicate, the type and depth of salt movement
is climatically related: the mass of salt changes
from (Cl, S) to (S, CaCO3) to (CaCO3) with
increasing rainfall (north to south). Additionally,
the depth of S and CaCO3 accumulations increase
with rainfall.

These data suggest that for the driest end-mem-
ber of the transect, the virtual absence of chemical
weathering (for possibly millions of years), and the
pervasive input and retention of atmospherically
derived chemical constituents (due to a lack of
leaching), drives the long-term trajectory of these
soils toward continued volumetric expansion (due
to inputs) and the accretion, as opposed to the loss,
of plant-essential elements. Therefore, it might be
hypothesized that there is a critical water balance
for soil formation (precipitation–evapotranspira-
tion) at which the long-term accumulation of
atmospherically derived elements exceeds weath-
ering losses, and landscapes undergo continual
dilation as opposed to collapse. The critical cli-
matic cutoff point is likely to be quite arid. In the
Atacama desert, the crossover point between the
accretion versus the loss of soluble atmospheric
inputs such as nitrate and sulfate is somewhere
between 5 mm and 20 mm of precipitation per
year. These Pleistocene (or older) landscapes have
likely experienced changes in climate (Betancourt
et al., 2000; Latorre et al., 2002), so the true cli-
matic barrier to salt accumulations is unknown.
Nonetheless, it is clear that the effect of climate
drives strongly contrasting fates of soil formation
(collapse and nutrient impoverishment versus dila-
tion and nutrient accumulation) over geological
time spans.

7.5 PROCESSES OF MATTER AND
ENERGY TRANSFER IN SOILS

Chadwick et al. (1990) wrote that depth-
oriented mass balance analyses change the
study of soil formation from a ‘‘black to gray
box.’’ The ‘‘grayness’’ of the mass balance
approach is due to the fact that it does not
directly provide insight into mechanisms of
mass transfer, and it does not address the trans-
port of heat, water, and gases. The mechanistic
modeling and quantification of these fluxes in
field settings is truly in its infancy, but some
general principles along with some notable suc-
cess stories have emerged on the more
mechanistic front of soil formation. In this sec-
tion, the author discusses the general models
that describe mass transfer in soils, and exam-
ines in some detail how these models have been
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Figure 11 (a) Volumetric change along climate gradient in Atacama desert, northern Chile; (b) fractional mass gains
of Cl; (c) fractional mass gains of S; and (d) fractional mass gains of CaCO3 for three sites sampled along a precipitation

gradient (Sutter et al., 2002).
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successfully used to describe observed patterns
in soil gas and organic matter concentrations,
and their isotopic composition.

The movement of most constituents in soils
can ultimately be described as variants of diffu-
sive (or in certain cases, advective) processes.
The study of these processes, and their modeling,
has long been the domain of soil physics, an
experimental branch of the soil sciences. There
are several good textbooks in soil physics that
provide introductions to these processes (Jury
et al., 1991; Hillel, 1998, 1980a,b). However, it
is fair to say that the application of this work to
natural soil processes, and to natural soils, has
been minimal given the focus on laboratory or
highly controlled field experiments. However,
notable exceptions to this trend exist, exceptions
initiated by biogeochemists who adapted or mod-
ified these principles to illuminate the soil ‘‘black
box.’’

There are few, if any, cases where these various
models have been fully coupled to provide an
integrated view of soil formation. However, one
group of soil processes that has been extensively
studied and modeled comprise the soil carbon
cycle. We review the mechanisms of this cycle
and the modeling approaches that have received
reasonably wide acceptance in describing the
processes.

7.5.1 Mechanistic Modeling of the Organic
and Inorganic Carbon Cycle in Soils

The processing of carbon in soils has long
received attention due to its importance to agri-
culture (in the form of organic matter) and the
marked visual impact it imparts to soil profiles.
A schematic perspective of the flow of carbon
through soils is given in Figure 12. Carbon is
fixed from atmospheric CO2 by plants, enters
soil in organic forms, undergoes decomposition,
and is cycled back to the atmosphere as CO2. In
semi-arid to arid regions, a fraction of the CO2

may ultimately become locked in pedogenic
CaCO3, whereas in humid regions a portion may
be leached out as dissolved organic and inorganic
carbon with groundwater. On hillslopes, a portion
of the organic carbon may be removed by erosion
(Stallard, 1998). Most studies of the organic
part of the soil carbon assume the latter three
mechanisms to be of minor importance (to be
discussed more fully below) and consider the
respiratory loss of CO2 as the main avenue of
soil carbon loss.

Jenny et al. (1949) were among the first to
apply a mathematical framework to the soil car-
bon cycle. For the organic layer at the surface of
forested soils, Jenny applied, solved, and evalu-
ated the mass balance model given by Equation

(9) discussed earlier. This approach can be applied
to the soil organic carbon pool as a whole. This
has proved useful in evaluating the response of
soil carbon to climate and environmental change
(Jenkinson et al., 1991).

The deficiency of the above model of soil
carbon is that it ignores the interesting and
important variations in soil carbon content with
soil depth. The depth variations of organic car-
bon in soils vary widely, suggesting a complex
set of processes that vary from one environment
to another. Figure 13 illustrates just three com-
monly observed soil carbon (and nitrogen)
trends with depth: (i) exponentially declining
carbon with depth (common in grassland soils
or Mollisols); (ii) randomly varying carbon with
depth (common on young fluvial deposits or, as
here, in highly stratified desert soils or
Aridisols); and (iii) a subsurface accumulation
of carbon below a thick plant litter layer on the
soil surface (sandy, northern forest soils or
Spodosols). The mechanisms controlling these
distributions will be discussed, in reverse
order, culminating with a discussion of transport
models used to describe the distribution of car-
bon in grasslands.

Spodosols are one of the 12 soil orders in the
USDA Soil Taxonomy. The soil orders, and their
key properties, are listed in Table 4. The distribu-
tion of the soil orders in the world is illustrated in
Figure 14. With respect to Spodosols, which are
common to the NE USA, Canada, Scandinavia,
and Russia, the key characteristics that lead
to their formation are: sandy or coarse sediment

CO2

CaCO3

Atmospheric CO2

Root
inputs

Litter
inputs

Organic C

Figure 12 Schematic diagram illustrating C flow
through terrestrial ecosystems.
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(commonly glacial outwash or till), deciduous
or coniferous forest cover, and humid, cool to
cold, climates. Organic matter added by leaf and
branch litter at the surface accumulates to a
steady-state thickness of organic horizons

(Figure 13). During the decomposition of this
surface material, soluble organic molecules are
released which move downward with water. The
organic molecules have reactive functional groups
which complex with iron and aluminum, stripping
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Figure 13 Soil organic C depth in three contrasting soil orders (source Soil Survey Staff, 1975).

Table 4 The soil orders of the US Soil Taxonomy and a brief definition of their characteristics.

Order Characteristics

Alfisols Soils possessing Bt horizons with >35% base saturation; commonly Pleistocene aged
Andisols Soils possessing properties derived from weathered volcanic ash, such as low bulk density, high

extractable Al, and high P retention
Aridisols Soils of arid climates that possess some degree of subsurface horizon development; commonly

Pleistocene aged
Entisols Soils lacking subsurface horizon development due to young age, resistant parent materials, or high rates

of erosion
Gelisols Soils possessing permafrost and/or evidence of cryoturbation
Histosols Soils dominated by organic matter in 50% or more of profile
Inceptisols Soils exhibiting ‘‘incipient’’ stages of subsurface horizon development due to age, topographic position,

etc.
Mollisols Soils possessing a relatively dark and high C and base saturation surface horizon; commonly occur in

grasslands
Oxisols Soils possessing highly weathered profiles characterized by low-cation-exchange-capacity clays

(kaolinite, gibbsite, etc.), few remaining weatherable minerals, and high clay; most common on stable,
tropical landforms

Spodosols Soils of northern temperate forests characterized by intense (but commonly shallow) biogeochemical
downward transport of humic compounds, Fe, and Al; commonly Holocene aged

Ultisols Soils possessing Bt horizons with <35% base saturation; commonly Pleistocene aged
Vertisols Soils composed of >35% expandable clay, possessing evidence of shrink/swell in form of cracks,

structure, or surface topography

After Soil Survey Staff (1999).
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Figure 14 The global distribution of soil orders (source http://www.nrcs.usda.gov/technical/worldsoils/mapindx/).



the upper layers of the mineral soils that contain
these elements and leaving a white, bleached layer
devoid, or depleted in iron, aluminum, and
organic matter (De Coninck, 1980; Ugolini and
Dahlgren, 1987). As the organics move down-
ward, they become saturated with respect to their
metal constituents, and precipitate from solution,
forming an organo/metal-rich subsurface set of
horizons. In many of these forests, tree roots
are primarily concentrated in the organic layers
above the mineral soil, so that addition of carbon
from roots is a minor input of carbon to these
systems.

In sharp contrast to the northern forests, stra-
tified, gravelly desert soils sometimes exhibit
almost random variations in carbon with depth.
In these environments, surface accumulation of
plant litter is negligible (except directly under
shrubs) due to low plant production, wind, and
high temperatures which accelerate decomposi-
tion when water is available. In these soils,
where plant roots are extensively distributed
both horizontally and vertically to capture
water, it appears that an important process con-
trolling soil carbon distribution is the direct input
of carbon from decaying plant roots or root exu-
dates. In addition, the general lack of water
movement through the soils inhibits vertical
transport of carbon, and root-derived organic
matter is expected to remain near the sites of
emplacement.

Much work has been devoted to examining the
role of carbon movement in the formation of
Spodosols, but the modeling of the organic car-
bon flux, with some exceptions (e.g., Hoosbeek
and Bryant, 1995), in these or other soils is argu-
ably not as developed as it is for soils showing a
steadily declining carbon content with depth that
is found in the grassland soils of the world.
In grassland soils, the common occurrence of
relatively unstratified Holocene sediments, and
continuous grassland cover, provides the setting
for soil carbon fluxes dependent strongly on both
root inputs and subsequent organic matter trans-
port. Possibly the first study to attempt to model
these processes to match both total carbon distri-
bution and its 14C content was by O’Brien and
Stout (1978). Variations and substantial exten-
sions of this work have been developed by
others (Elzein and Balesdent, 1995). To illustrate
the approach, the author follows the work of
Baisden et al. (2002).

7.5.1.1 Modeling carbon movement into soils

The soil carbon mass balance is hypothesized to
be, for grassland soils, a function of plant inputs
(both surface and root), transport, and
decomposition:

dC

dt
¼ – v

dC

dz|fflfflffl{zfflfflffl}
downward
advective
transport

– kC|{z}
decomposition

þ F

L
e – z=L|fflfflffl{zfflfflffl}

plant inputs
distributed
exponentially

ð10Þ

where �� is the advection rate (cm yr�1), z the soil
depth (cm), F the total plant carbon inputs
(g cm�2yr�1), and L the e-folding depth (cm).
For the boundary conditions that C = 0 at z=1
and ��(dC/dz) =FA at z= 0 (where FA are above-
ground and FB the belowground plant carbon
inputs), the steady-state solution is

CðzÞ ¼ FA

v
e – kz=v|fflfflfflfflffl{zfflfflfflfflffl}

above�ground
input=transport

þ FB

kL – v
e – kz=v ezðkL – vÞ=vL – 1

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

root input=transport

ð11Þ

This model forms the framework for examining
soil carbon distribution with depth. It contains
numerous simplifications of soil processes such
as steady state, constant advection and decom-
position rates versus depth, and the assumption
of one soil carbon pool. Recent research on soil
carbon cycling, particularly using 14C, has
revealed that soil carbon consists of multiple
pools of differing residence times (Trumbore,
2000). Therefore, in modeling grassland soils
in California, Baisden et al. (2002) modified
the soil carbon model above by developing
linked mass balance models for three carbon
pools of increasing residence time. Estimates
of carbon input parameters came from direct
surface and root production measurements.
Estimates of transport velocities came from 14C
measurements of soil carbon versus depth, and
other parameters were estimated by iterative
processes. The result of this effort for a �2�105
yr old soil (granitic alluvium) in the San
Joaquin Valley of California is illustrated in
Figure 15. The goodness of fit suggests that
the model captures at least the key processes
distributing carbon in this soil. Model fitting to
observed data became more difficult in older
soils with dense or cemented soil horizons, pre-
sumably due to changes in transport velocities
versus depth (Baisden et al., 2002).

7.5.1.2 Modeling carbon movement out of soils

The example above illustrates that long-
observed soil characteristics are amenable to
analytical or numerical modeling, and it illus-
trates the importance of transport in the vertical
distribution of soil properties, in this case
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organic carbon. As the model and observations
indicate, the primary pathway for carbon loss
from soil is the production of CO2 from the
decomposition of the organic carbon. It has
long been recognized that CO2 leaves the soil
via diffusion, and various forms of Fick’s law
have been applied to describing the transport of
CO2 and other gases in soils (e.g., Jury et al.,
1991; Hillel, 1980b). However, the application
of these models to natural processes and to the
issue of stable isotopes in the soil gases is
largely attributable to the work of Thorstenson
et al. (1983) and, in particular, of Cerling
(1984). Cerling’s (1984) main interest was in
describing the carbon-isotope composition of
soil CO2, which he recognized ultimately con-
trols the isotope composition of pedogenic
carbonate. We begin with the model describing
total CO2 diffusion, then follow that with the
extension of the model to soil carbon isotopes.

Measurements of soil CO2 concentrations versus
depth commonly reveal an increase in CO2 content
with depth. The profiles and the maximum CO2

levels found at a given depth are climatically con-
trolled (Amundson and Davidson, 1990) due to rates
of C inputs from plants, decomposition rates, etc.
Given that most plant roots and soil C are concen-
trated near the surface, the production rates of CO2

would be expected to decline with depth. Cerling
developed a production/diffusion model to describe
steady-state soil CO2 concentrations:

"
dCO2

dt
¼ 0 ¼ D

d2CO2

dz2|fflfflfflfflffl{zfflfflfflfflffl}
net diffusion

þ |{z}
biological production

ð12Þ

where " is free air porosity in soil, CO2 the con-
centration of CO2 (mol cm�3), and D the effective
diffusion coefficient of CO2 in soil (cm2 s�1), z the

soil depth (cm), and  =CO2 production (mol cm�3

s�1). Using reported soil respiration rates, and rea-
sonable parameter values for Equation (11), the
CO2 concentration profiles for three strongly con-
trasting ecosystems are illustrated in Figure 16.

For the boundary conditions of an impermeable
lower layer and CO2(0) =CO2(atm), the solution to
the model (with exponentially decreasing CO2 pro-
duction with depth) is

CO2ðzÞ ¼ z¼0z20
D

1 – e – z=z0
� �

þ Catm ð13Þ
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Figure 15 Measured total organic C versus depth and modeled amounts of three fractions of differing residence time
(�100 yr, 102 yr, and 103 yr) for a �600 ka soil formed on granitic alluvium in the San Jaoquin Valley of California

(source Baisden, 2000).
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(13) and the following data: total soil respiration rates
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where z0 is the depth at which the production is
z=0/e. At steady state, the flux of CO2 from the soil
to the atmosphere is simply the first derivative of
Equation (13) evaluated at z= 0 (e.g., Amundson
et al., 1998). The production, and transport of CO2,
is accompanied by the consumption and downward
transport of O2, which is driven and described
by analogous processes and models (e.g.,
Severinghaus et al., 1996).

Cerling’s primary objective was the identifica-
tion of the processes controlling the carbon-isotope
composition of soil CO2, and a quantitative means
of describing the process. In terms of notation,
carbon isotopes in compounds are evaluated as
the ratio (R) of the rare to common stable isotope
of carbon (13C/12C) and are reported in delta nota-
tion: �13C(‰) = (Rs/Rstd�1)1,000, where Rs and
Rstd refer to the carbon-isotope ratios of the sample
and the international standard, respectively
(Friedman and O’Neil, 1977).

In terms of the controls on the isotopic compo-
sition of soil CO2, the ultimate source of the
carbon is atmospheric CO2, which has a relatively
steady �13C value of about �7‰ (a value which
has been drifting recently toward more negative
values due to the addition of fossil fuel CO2 (e.g.,
Mook et al., 1983)). The isotopic composition of
atmospheric CO2 is also subject to relatively large
temporal changes due to other changes in the
carbon cycle, such as methane hydrate releases,
etc. (Jahren et al., 2001; Koch et al., 1995).
Regardless of the isotopic value, atmospheric
CO2 is utilized by plants through photosynthesis.
As a result of evolutionary processes, three photo-
synthetic pathways have evolved in land plants:
(i) C3: �

13C =��27‰, (ii) C4: ��12‰, and (iii)
CAM: isotopically intermediate between C3 and
C4, though it is commonly close to C3. It is
believed that C3 photosynthesis is an ancient
mechanism, whereas C4 photosynthesis (mainly
restricted to tropical grasses) is a Cenozoic adap-
tation to decreasing CO2 levels (Cerling et al.,
1997) or to strong seasonality and water stress
(e.g., Farquhar et al., 1988). Once atmospheric
carbon is fixed by photosynthesis, it may even-
tually be added to soil as dead organic matter
through surface litter, root detritus, or as soluble
organics secreted by living roots. This material is
then subjected to microbial decomposition, and
partially converted to CO2 which then diffuses
back to the overlying atmosphere. An additional
source of CO2 production is the direct respiration
of living roots, which is believed to account for
�50% of the total CO2 flux out of soils (i.e., soil
respiration; Hanson et al. (2000)). During decom-
position of organic matter, there is a small (�2‰
or more) discrimination of carbon isotopes,
whereby 12C is preferentially lost as CO2 and
13C remains as humic substances (Nadelhoffer
and Fry, 1988). Thus, soil organic matter

commonly shows an enrichment (which increases
with depth due to transport processes) of 13C
relative to the source plants (see Amundson and
Baisden (2000) for an expanded discussion of soil
organic carbon and nitrogen isotopes and
modeling.

Cerling recognized that 12CO2 and
13CO2 can

be described in terms of their own production
and tranport models, and that the isotope ratio
of CO2 at any soil depth is described simply by
the ratio of the 13C and the 12C models. For the
purposes of illustration here, if we assume that
the concentration of 12C can be adequately
described by that of total CO2 and that CO2 is
produced at a constant rate over a given depth
L, then the model describing the steady-state
isotopic ratio of CO2 at depth z is (see Cerling
and Quade (1993) for the solution where the
above assumptions are not applied)

R13
s ¼

ðR13
p =D

13
s Þ Lz – z2=2ð Þ þ CatmR13

atm

ð=DsÞ Lz – z2=2ð Þ þ Catm
ð14Þ

where Rs, Rp, and Ratm refer to the isotopic ratios of
soil CO2, plant carbon, and atmospheric CO2,
respectively, and D13 is the diffusion coefficient
of 13CO2 which is Ds/1.0044. The �

13C value of
the CO2 can be calculated by inserting Rs into the
equation given above.

Quade et al. (1989a) examined the �13C value of
soil CO2 and pedogenic carbonate along elevation
(climate) gradients in the Mojave Desert/Great
Basin and utilized the models described above to
analyze the data. Quade et al. found that there were
systematic trends in soil CO2 concentrations, and
�13C values, due to changes in CO2 production
rates with increasing elevation, and soil depth
(Figure 17). The primary achievement of this
work was that the observations were fully explain-
able using the mechanistic model represented here
by Equation (13), a result that opened the door for
the use of pedogenic carbonates in paleoenviron-
mental (e.g., Quade et al., 1989b) and atmospheric
pCO2

(Cerling, 1991) studies.

7.5.1.3 Processes and isotope composition of
pedogenic carbonate formation

In arid and semi-arid regions of the world,
where precipitation is exceeded by potential
evapotranspiration, soils are incompletely lea-
ched and CaCO3 accumulates in significant
quantities. Figure 18 illustrates the global dis-
tribution of carbonate in the upper meter of
soils. As the figure illustrates, there is a sharp
boundary between calcareous and noncalcareous
soil in the USA at about the 100th meridian.
This long-recognized boundary reflects the soil
water balance. Jenny and Leonard (1939)
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examined the depth to the top of the carbonate-
bearing layer in soils by establishing a climose-
quence (precipitation gradient) along an east to
west transect of the Great Plains (Figure 19).
They observed that at constant mean average
temperature (MAT) below 100 cm of mean
average precipitation (MAP), carbonate
appeared in the soils, and the depth to the top
of the carbonate layer decreased with decreasing
precipitation. An analysis has been made of the
depth to carbonate versus precipitation relation
for the entire USA (Royer, 1999). She found
that, in general, the relation exists broadly but
as the control on other variables between sites
(temperature, soil texture, etc.) is relaxed, the
strength of the relationship declines greatly.

In addition to the depth versus climate trend,
there is a predictable and repeatable trend of carbo-
nate amount and morphology with time (Gile et al.
(1966); Figure 20) due to the progressive

accumulation of carbonate over time, and the ulti-
mate infilling of soil porosity with carbonate
cement, which restricts further downward move-
ment of water and carbonate.

The controls underlying the depth and amount
of soil carbonate hinge on the water balance, Ca+2

availability, soil CO2 partial pressures, etc. Arkley
(1963) was the first to characterize these processes
mathematically. His work has been greatly
expanded by McFadden and Tinsley (1985),
Marian et al. (1985), and others to include numer-
ical models. Figure 21 illustrates the general
concepts of McFadden and Tinsley’s numerical
model, and Figure 22 illustrates the results of
model predictions for a hot, semi-arid soil (see
the figure heading for model parameter values).
These predictions generally mimic observations
of carbonate distribution in desert soils, indicating
that many of the key processes have been
identified.
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Figure 17 Measured (points) and modeled (curves) soil carbonate �13C values for three soils along an elevation
(climate) gradient in the Mojave desert/Great Basin of California and Nevada. Modeled carbonate values based on
Equation (14) plus the fractionation between CO2 and carbonate (�10‰). The elevations (and modeled soil respiration
rates that drive the curve fit) are: (a) 330 m (0.18 mmol CO2m

�2 h�1); (b) 1,550 m (0.4 mmol CO2m
�2 h�1); and (c)

1,900 m (1.3 mmol CO2m
�2 h�1). The �13C value of soil organic matter (CO2 source) was about �21‰ at all sites.

Note that depth of atmospheric CO2 isotopic signal decreases with increasing elevation and biological CO2 production
(Quade et al., 1989a) (reproduced by permission of Geological Society of America from Geol. Soc. Am. Bull. 1989,

101, 464–475).
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Figure 18 Global distribution of pedogenic carbonate (source http://www.nrcs.usda.gov/technical/worldsoils/mapindx/).



The general equation describing the formation
of carbonate in soils is illustrated by the reaction

CO2 þ H2Oþ Caþ2 ¼ CaCO3 þ 2Hþ

From an isotopic perspective, in unsaturated soils,
soil CO2 represents an infinite reservoir of carbon
and soil water an infinite reservoir of oxygen, and the
�13C and �18O values of the pedogenic carbonate
(regardless of whether its calcium is derived from
silicate weathering, atmospheric sources, or lime-
stone) are entirely set by the isotopic composition
of soil CO2 and H2O. Here we focus mainly on the
carbon isotopes. However, briefly for completeness,
we outline the oxygen-isotope processes in soils. The
source of soil H2O is precipitation, whose oxygen-
isotope composition is controlled by a complex set of
physical processes (Hendricks et al., 2000), but
which commonly shows a positive correlation
with MAT (Rozanski et al., 1993). Once this
water enters the soil, it is subject to transpirational

Figure 19 (a) Schematic view of plant and soil profile changes on an east (right) to west (left) transect of the Great
Plains and (b) measured depth to top of pedogenic carbonate along the same gradient (source Jenny, 1941).

Figure 20 Soil carbonate morphology and amount
versus time for: (a) gravelly and (b) fine-grained soils
(Gile et al., 1966) (reproduced by permission of Williams

and Wilkins from Soil Sci. 1966, 101, 347–360).
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(largely unfractionating) and evaporative (highly
fractionating) losses. Barnes and Allison (1983)
presented an evaporative soil water model that
consists of processes for an: (i) upper, vapor trans-
port zone and (ii) a liquid water zone with an
upper evaporating front. The model describes the
complex variations observed in soil water versus
depth following periods of extensive evaporation
(Barnes and Allison, 1983; Stern et al., 1999).
Pedogenic carbonate that forms in soils generally
mirrors these soil water patterns (e.g., Cerling and
Quade, 1993). In general, in all but hyperarid,
poorly vegetated sites (where the evaporation/
transpiration ratio is high), soil CaCO3 �18O
values roughly reflect those of precipitation
(Amundson et al., 1996).

The carbon-isotope model and its variants have,
it is fair to say, revolutionized the use of soils and
paleosols in paleobotany and climatology. Some of
the major achievements and uses of the model
include the following.

� The model adequately describes the observed
increases in the �13C value of both soil CO2

and CaCO3 with depth (Figure 17).
� The model clearly provides a mechanistic under-
standing of why soil CO2 is enriched in 13C
relative to plant inputs (steady-state diffusional
enrichment of 13C).

� The model indicates that for reasonable rates of
CO2 production in soils, the �13C value of soil
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Figure 21 Diagram of compartment model for the
numerical simulation of calcic soil development.
Compartments on left represent solid phases and
compartments on right represent aqueous phases. Line
A represents precipitation, line B represents dust influx,
line C represents the transfer of components due to
dissolution and precipitation, line D represents transfer
between aqueous phases, line E represents downward
movement of solutes due to gravitational flow of soil
water, line F represents evapotranspirational water loss,
and line G represents leaching losses of solutes
(McFadden et al., 1991) (reproduced by permission of
Soil Science Society of America from Occurrence,
Characteristics, and Genesis of Carbonate, Gypsum

and Silica Accumulations in Soils, 1991).
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Figure 22 Predicted pattern of Holocene pedogenic carbonate accumulation in a cm2 column in a semi-arid, thermic
climate (leaching index = 3.5 cm). External carbonate flux rate = 1.5�10�4 g cm�2 yr�1, pCO2

= 1.5�10�3.3 atm in
compartment 1 increasing to 10�2.5atm in compartment 5 (20–25 cm). Below compartment 5, the pCO2

decreases to
a minimum value of 10�4atm in compartment 20 (95–100 cm). Dotted line shows carbonate distribution at t= 0. Gray
area indicates final simulated distribution. Depth�= absolute infiltration depth in <2 mm fraction (McFadden et al.,
1991) (reproduced by permission of Soil Science Society of America fromOccurrence, Characteristics, and Genesis of

Carbonate, Gypsum and Silica Accumulations in Soils, 1991).
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CO2 should, at a depth within 100 cm of the
surface, represent the �13C value of the standing
biomass plus 4.4‰. The �13C of CaCO3 will also
reflect this value, plus an equilibrium fractiona-
tion of �10‰ (depending on temperature).
Therefore, if paleosols are sampled below the
‘‘atmospheric mixing zone,’’ whose thickness
depends on CO2 production rates (Figure 17),
the �13C value of the carbonate will provide a
guide to the past vegetation (Cerling et al.,
1989).

Cerling (1991) recognized that Equation (14), if
rearranged and solved for Catm, could provide a
means of utilizing paleosol carbonates for recon-
structing past atmospheric CO2 partial pressures.
To do so, the values of the other variables (includ-
ing the �13C value of the atmospheric CO2—see
Jahren et al. (2001)) must be known, which for
soils of the distant past is not necessarily a trivial
problem. Nonetheless, an active research field has
developed using this method, and a compilation of
calculated atmospheric CO2 levels is emerging
(Ekart et al.,1999; Mora et al., 1996), with esti-
mates that correlate well with model calculations
by Berner (1992).

Cerling’s (1984) approach to modeling stable
carbon isotopes in soil CO2 has been expanded
and adapted to other isotopes in soil CO2: (i)
14CO2—for pedogenic carbonate dating (Wang
et al., 1994; Amundson et al., 1994a,b) and soil
carbon turnover studies (Wang et al., 2000) and
(ii) C18O16O—for hydrological tracer applica-
tions and, more importantly, as a means to
constrain the controls on global atmospheric
CO2–

18O budgets (Hesterberg and Siegenthaler,
1991; Amundson et al., 1998; Stern et al., 1999,
2001; Tans, 1998). The processes controlling the
isotopes, and the complexity of the models,
greatly increase from 14C to 18O (see Amundson
et al. (1998) for a detailed account of all soil CO2

isotopic models).

7.5.2 Lateral Transport of Soil Material by
Erosion

The previous section, devoted to the soil carbon
cycle, emphasized the conceptual and mathemati-
cal focus on the vertical transport of materials.
Models emphasizing vertical transport dominate
present pedological modeling efforts. However,
for soils on hillslopes or basins and floodplains,
the lateral transport of soil material via erosive
processes exerts an overwhelming control on a
variety of soil properties. The study of the mechan-
isms by which soil is physically moved—even on
level terrain—is an evolving aspect of pedology.
Here we focus on new developments in the linkage
between geomorphology and pedology in quanti-
fying the effect of sediment transport on soil

formation. The focus here is on natural, undis-
turbed landscapes as opposed to agricultural
landscapes, where different erosion models may
be equally or more important.

This section begins by considering soils on
divergent, or convex, portions of the landscape.
On divergent hillslopes, slope increases with dis-
tance downslope such that (for a two-dimensional
view of a hillslope)

�slope

�distance
¼ q

qx

� �
qz
qx

� �
¼ negative quantity ð15Þ

where z and x are distances in a vertical and hor-
izontal direction, respectively. On convex slopes,
there is an ongoing removal of soil material due to
transport processes. In portions of the landscape
where the derivative of slope versus distance is
positive (i.e., convergent landscapes), there is
a net accumulation of sediment, which will be
discussed next.

In many divergent landscapes (those not sub-
ject to overland flow or landslides), the ongoing
soil movement may be almost imperceptible on
human timescales. Research by geomorphologists
(and some early naturalists such as Darwin) has
shed light on both the rate and mechanisms of this
process. In general, a combination of physical and
biological processes, aided by gravity, can drive
the downslope movement of soil material. These
processes are sometimes viewed as roughly diffu-
sive in that soil is randomly moved in many
directions, but if a slope gradient is present, the
net transport is down the slope. Kirkby (1971), in
laboratory experiments, showed that wetting and
drying cycles caused soil sensors to move in all
directions, but in a net downslope direction.
Black and Montgomery (1991) examined
pocket gopher activity on sloping landscapes in
California, discussing their underground burrow-
ing and transport mechanisms, and the rate at
which upthrown material then moves downslope.
Tree throw also contributes to diffusive-like
movement (Johnson et al., 1987). In a truly far-
sighted study, Darwin (1881) quantified both the
mass and the volume of soil thrown up by earth-
worms, and the net amount moved downslope by
wind, water, and gravity.

The general transport model for diffusive-like
soil transport is (Kirkby, 1971)

Q ¼ – �sK
dz

dx
ð16Þ

whereQ is soil flux per unit length of a contour line
(�s) (g cm�1yr�1) and K is transport coefficient
(cm2 yr�1). The concepts behind this expression
are generally attributed to Davis (1892) and
Gilbert (1909). However, Darwin (1881) clearly
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recognized this principle in relation to sediment
transport by earthworms on slopes. For several
sites in England (based on a few short-term mea-
surements), Darwin reported Q and slope, allowing
us to calculate a K based solely on earthworms. The
values of �0.02 cm2 yr�1, while significant, are
about two orders of magnitude lower than overall
K values calculated for parts of the western USA
that capture the integrated biological and abiotic
mixing/transport mechanisms (McKean et al.,
1993; Heimsath et al., 1999).

At this point, it is worth commenting further on
the effect and role of bioturbation in soil forma-
tion processes whether it results in net downslope
movement or not. Beginning with Darwin, there
has been a continued, but largely unappreciated,
series of studies concerning the effects of biologi-
cal mixing on soil profile features (Johnson et al.,
1987; Johnson, 1990). These studies concluded
that most soils (those maintaining at least some
plant biomass to support a food chain) have a
‘‘biomantle’’ (a highly mixed and sorted zone)
that encompasses the upper portions of the soil
profile (Johnson, 1990). The agents are varied, but
include the commonly distributed earthworms,
gophers, ground squirrels, ants, termites, wom-
bats, etc. In many cases, the biomantle is
equivalent to the soil’s A horizons. The rapidity
at which these agents can mix and sort the bio-
mantle is impressive. The invasion of earthworms
into the Canadian prairie resulted in complete
homogenization of the upper 10 cm in 3 yr
(Langmaid, 1964). Johnson (1990) reports that
Borst (1968) estimated that the upper 75 cm of
soils in the southern San Joaquin Valley of
California are mixed in 360 yr by ground squir-
rels. Darwin reported that in England,
�1.05�104 kg of soil per hectare are passed
through earthworms yearly, resulting in a turnover
time for the upper 50 cm of the soil of just over
700 yr. The deep burial of Roman structures and
artifacts in England by earthworm casts supports
this estimated cycling rate.

Bioturbation on level ground may involve a
large gross flux of materials (as indicated
above), but no net movement in any direction
due to the absence of a slope gradient.
Nonetheless, the mixing has important physical
and chemical implications for soil development:
(i) rapid mixing of soil and loss of stratification at
initial stages of soil formation; (ii) rapid incor-
poration of organic matter (and the subsequent
slowed decomposition of this material below
ground); (iii) periodic cycling of soil structure
which prevents soil horizonation within the bio-
mantle; and (iv) in certain locations, striking
surficial expressions of biosediment movement
caused by nonrandom sediment transport. The
famed ‘‘mima mounds’’ of the Plio-Pleistocene
fluvial terraces and fans of California’s Great

Valley (Figure 23(a)) are a series of well-drained
sandy loam to clay loam materials that overlie a
relatively level, impermeable layer (either a
dense, clay-rich horizon or a silica cemented
hardpan)(Figure 23(b)). The seasonally water-
logged conditions that develop over the imper-
meable layers have probably caused gophers to
move soil preferentially into better drained land-
scape segments, thereby producing this unusual
landscape. These landform features are now rela-
tively rare due to the expansion of agriculture in
the state, but the original extent of this surface
feature is believed to have been more than
3�105 ha (Holland, 1996).

The conceptual model for diffusive soil trans-
port down a hillslope is shown in Figure 24
(Heimsath et al., 1997, 1999). In any given sec-
tion of the landscape, the mass of soil present is
the balance of transport in, transport out, and soil
production (the conversion of rock or sediment to
soil). If it is assumed that the processes have been
operating for a sufficiently long period of time,
then the soil thickness is at steady state. The
model describing this condition is

�s
qh
qt
¼ 0 ¼ �rð Þ|ffl{zffl}

soil production

þ K�s
q2z
qx2

� �
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
balance between

diffusive inputs losses

ð17Þ

where h is the soil thickness (cm), �s and �r the soil
and rock bulk density (g cm�3), respectively, and 
the soil production rate (cm yr�1).

Soil production is a function of soil depth
(Heimsath et al., 1997), parent material, and envir-
onmental conditions (Heimsath et al.,1999). As
soil thickens, the rate of the conversion of the
underlying rock or sediment to soil decreases.
This has been shown using field observations of
the relation between soil thickness and the abun-
dance of cosmogenic nuclides (10Be and 26Al) in
the quartz grains at the rock–soil interface
(Figure 24). From this work, soil production can
be described by

 ¼ �r0e –�h ð18Þ

where  and 0 are soil production for a given soil
thickness and no soil cover, respectively; � the
constant (cm�1), and h the soil thickness (cm).
The soil production model described by Equation
(18) is applicable where physical disruption of the
bedrock is the major soil production mechanism.
By inserting Equation (18) into Equation (17), and
rearranging, one can solve for soil thickness at any
position on a hillslope:

h ¼ 1

�
– ln –

K�sq
2z

0�rqx2

� �� �
ð19Þ
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As this equation indicates, the key variables con-
trolling soil thickness on hillslopes are slope
curvature, the transport coefficient, and the soil
production rate. The importance of curvature is
intuitive in that changes in slope gradient drive
the diffusive process. The value of the transport
coefficient K varies greatly from one location to
another (Fernandes and Dietrich, 1997; Heimsath
et al.,1999), and seems to increase with increasing
humidity and decreasing rock competence

(Table 5). Production, like transport, is likely
dependent on climate and rock composition
(Heimsath et al.,1999).

The production/transport model of sediment
transport provides a quantitative and mechanistic
insight into soil profile thickness on hillslopes, an
area of research that has received limited, but in
some cases insightful, attention in the pedological
literature. The study of the distribution of soil along
hillslope gradients are called toposequences or

Figure 23 (a) Mima mounds (grass-covered areas) and vernal pools (gravel veneered low areas) on a Plio-Pleistocene
aged fluvial terrace of the Merced river, California. Observations indicate that the landscape is underlain by a dense,
clay pan (formed by long intervals of soil Bt horizon formation) capped by a gravel lense (the vernal pool gravels extend
laterally under the Mima mounds). (b) Schematic diagram of ‘‘pocket gopher theory’’ of mima mound formation,
illustrating preferential nesting and soil movement in/toward the well-drained mound areas and away from the
seasonally wet vernal pools (Arkley and Brown, 1954) (reproduced by permission of Soil Science Society of

America from Soil Sci. Soc. Am. Proc. 1954, 18, 195–199).
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catenas. In many areas, there is a well-known
relationship between soil properties and hillslope
position (e.g., Nettleton et al. (1968) for topose-
quences in southern California, for example), but
the processes governing the relations were rather
poorly known—at least on a quantitative level.

Beyond the effect of slope position (and envir-
onmental conditions) on soil thickness, a key factor
is the amount of time that a soil on a given hillslope
has to form. Time is a key variable that determines
the amount of weathering and horizon formation
that has occurred (Equation (2)). Yet, constraining
‘‘soil age’’ on erosional slopes has historically been
a challenging problem. Here the author takes a
simple approach and views soil age on slopes in
terms of residence time (�), where

� ¼ soil mass=area

�r0e –�h
¼ soil mass=area

�sKðq2z=qx2Þ
ð20Þ

This is a pedologically meaningful measure that
defines the rate at which soil is physically moved
through a soil ‘‘box.’’ As the expression indicates,
soil residence time increases with decreasing

curvature (and from Equation (19) above, with
increasing soil thickness). From measured soil pro-
duction rates in three contrasting environments,
soil residence times on convex hillslopes may
vary from a few hundred to 105 yr (Figure 25).
These large time differences clearly help to explain
many of the differences in soil profile development
long observed on hillslope gradients.

On depositional landforms, sloping areas with
concave slopes (convergent curvature) or level
areas on floodplains, the concept of residence
time can also be applied and quantitative models
of soil formation can be derived. In these settings,
residence time can be viewed as the amount of time
required to fill a predetermined volume (or thick-
ness) of soil with incoming sediment.

On active floodplains of major rivers, the soil
residence time can be in most cases no longer than
a few hundred years. Soil profiles here exhibit
stratification, buried, weakly developed horizons,
and little if any measurable chemical weathering.

In a landmark study of soils on depositional
settings, Jenny (1962) examined soils on the

Table 5 Soil production (P0), erosion, and diffusivity values for three watersheds in contrasting climates and geology.

Location Tennessee Valley, CA Nunnock River, Australia Black Diamond, CA

Bedrock Sandstone Granitic Shale
Vegetation Grass and coastal chaparral Schlerophyll forest Grass
Precipitation (mmyr�1) 760 910 450
Major transport mechanism Gophers Wombats, tree throw Soil creep
Erosion rate (gm�2 yr�1) 50: backslope

130: shoulder
20: backslope
60: shoulder

625 average

P0 (mmkyr�1) 77� 9 53� 3 2,078
K (cm2 yr�1) 25 40 360

Sources: Heimsath (1999) and McKean et al. (1993).
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Figure 24 Schematic diagram of soil production and downslope transport on diffusion-dominated hillslopes
(Heimsath et al., 1997) (reproduced by permission of Nature Publishing Group from Nature 1997, 388, 358–361).
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floodplain of the Nile River, Eygpt. Available data
suggested that the sedimentation rate prior to the
construction of the Aswan Dam was 1 mm yr�1,
giving a residence time of 1,500 yr for a soil 150
cm thick. Jenny observed that in these soils, used
for agriculture for millennia, nitrogen (the most
crop-limiting element in agriculture) decreased
with depth. This trend was not due to plant/atmo-
spheric nitrogen inputs and crop cycling which
creates the standard decrease in carbon and nitro-
gen with depth (see previous section on soil
organic carbon). Instead, the continual deposition
of nitrogen-rich sediment derived from soils in the
Ethopian highlands was the likely source.

Jenny demonstrated that the observed nitrogen
decrease with depth was a result of microbial
degradation of the nitrogen-bearing organic matter
in the sediment. The mineralized nitrogen was used
by the crops and was then removed from the site.
Stated mathematically

NðzÞ ¼ Nð0Þe – kz ð21Þ

where N(z) and N(0) are the soil nitrogen at depth z
and 0, respectively, and k the decomposition rate
constant. Jenny’s analysis showed that on the Nile
floodplain, in the absence of nitrogen fertilization,
long-term high rates of crop production could only
be maintained by continued flood deposition of
Nile sediments.

More generally, on concave (or convergent)
slopes, where sedimentation is caused by long-
term diffusional soil movement, one can calculate
rates of sedimentation (or, of course, measure them
directly) using a version of the geomorphic models
discussed above. In deposition settings, soil pro-
duction from bedrock or sediment can be viewed as

being zero, and the change in soil height with time
is (Fernandes and Dietrich, 1997)

qh
qt
¼ K

q2z
qx2

ð22Þ

Soils in these depositional settings are some-
times referred to as ‘‘cumulic’’ soils in the US
Soil Taxonomy, and commonly exhibit high con-
centrations of organic carbon and nitrogen to
depths of several meters. This organic matter is
partially due to the burial of organic matter pro-
duced in situ, but also reflects the influx of organic-
matter-rich soil from upslope positions. This pro-
cess of organic carbon burial has attracted the
attention of the global carbon cycle community,
because geomorphic removal and burial of organic
carbon may represent a large, neglected, global
carbon flux (Stallard, 1998; Rosenblum et al.,
2001). Beyond the carbon burial, the relatively
short residence time of any soil profile thickness
inhibits the accumulation of chemical weathering
products, vertical transport, and horizon
development.

In summary, an under-appreciated fact is that all
soils—regardless of landscape position—are sub-
ject to slow but measurable physical and
(especially) biological turbation. On level terrain,
the soil/sediment flux is relatively random. It
results in extensive soil surface mixing and, only
in certain circumstances, striking directional move-
ment. The addition of a slope gradient, in
combination with this ongoing soil turbation,
results in a net downslope movement dependent
on slope curvature and the characteristics of the
geological and climatic settings. The thickness of
a soil, and its residence time, is directly related to
the slope curvature. These conditions also deter-
mine the expression of chemical weathering and
soil horizonation that can occur on a given land-
scape position.

7.6 SOIL DATA COMPILATIONS

Soils, and their properties, are now being used
in many regional to global biogeochemical ana-
lyses. The scientific and education community is
fortunate to have a wealth of valuable, high-quality,
data on soil properties available on the worldwide
web and in other electronic avenues. Here the
author identifies some of these data sources.

During soil survey operations, numerous soil
profile descriptions, and large amounts of labora-
tory data, are generated for the soils that are being
mapped. Generally, the soils being described,
sampled, and analyzed are representatives of soil
series, the most detailed (and restrictive) classifica-
tion of soils in the USA. There are �2.1�104 soil
series that have been identified and mapped in
the USA. The locations, soil descriptions, and lab
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Figure 25 Calculated soil residence time versus soil
thickness in three contrasting watersheds using Equation

(20) and data from Table 5.
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data for many of these series are now available on
the worldwide web via the USDA-NRCS (Natural
Resource Conservation Service) National Soil
Survey Center web site (http://www.statlab.iasta-
te.edu/soils/ssl/natch_data.html). The complete
data set is archived at the National Data Center,
and is available to researchers.

The ‘‘characterization’’ data sheet is likely to be
of interest to most investigators. In general, these
data sheets are somewhat regionally oriented,
reporting different chemical analyses for different
climatic regions. For example, salt chemistry is
reported for arid regions, whereas a variety of
iron and aluminum oxide analyses are reported
for humid, northern regions. Some major analyses
of each soil horizon that are commonly reported
include: particle size data, organic carbon and
nitrogen, chemically extractable metals, cation
exchange capacity and base saturation, bulk den-
sity, water retention, extractable bases and acidity,
calcium carbonate, pH, chemistry of water
extracted from saturated pastes, clay mineralogy,
and sand and silt mineralogy (to list some of the
major analyses). A complete and thorough discus-
sion of the types of soil analyses, and the methods
used, are presented by the Soil Survey Staff (1995),
and on the web.

7.7 CONCLUDING COMMENTS

The scientific study of soils is just entering its
second century. An impressive understanding of
soil geography and, to a lesser degree, soil pro-
cesses has evolved. There is growing interest in
soils among scientists outside the agricultural sec-
tor, particularly geochemists and ecologists. Soils
are central in the present attention to the global
carbon cycle and its management, and as the
human impact on the planet continues to increase,
soils and their properties and services are being
considered from a geobiodiversity perspective
(Amundson, 1998; Amundson et al., 2003). In
many ways, the study of soils is at a critical and
exciting point, and interdisciplinary cross-fertiliza-
tion of the field is sure to lead to exciting new
advances that bring pedology back to its multidis-
ciplinary origins.
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8.1 INTRODUCTION

Major dissolved ions (Ca2+, Mg2+, Na+, K+,
Cl�, SO2 –

4 , HCO –
3 , and CO

2 –
3 Þ and dissolved silica

(SiO2) in rivers have been studied for more than a
hundred years for multiple reasons: (i) geochemists
focus on the origins of elements and control pro-
cesses, and on the partitioning between dissolved
and particulate forms; (ii) physical geographers use
river chemistry to determine chemical denudation
rates and their spatial distribution; (iii) biogeoche-
mists are concerned with the use of carbon,
nitrogen, phosphorus, silica species, and other
nutrients by terrestrial and aquatic biota; (iv) ocea-
nographers need to know the dissolved inputs to
the coastal zones, for which rivers play the domi-
nant role; (v) hydrobiologists and ecologists are
interested in the temporal and spatial distribution
of ions, nutrients, organic carbon, and pH in var-
ious water bodies; (vi) water users need to know if
waters comply with their standards for potable
water, irrigation, and industrial uses.

The concentrations of the major ions are com-
monly expressed in mg L�1; they are also reported
in meq L�1 or meq L�1, which permits a check of
the ionic balance of an analysis: the sum of cations
(�+ in eq L�1) should equal the sum of anions
(�� in eq L�1). Dissolved silica is generally not
ionized at pH values commonly found in rivers; its
concentration is usually expressed in mgL�1 or in
mmol L�1. Ionic contents can also be expressed as
percent of �+ or �� ð%CiÞ, which simplifies the
determination of ionic types. Ionic ratios ðCi=CjÞ in
eq eq�1 are also often tabulated (Na+/Cl�, Ca2+/
Mg2+, Cl – =SO2 –

4 , etc.). As a significant fraction
of sodium can be derived from atmospheric sea salt
and from sedimentary halite, a chloride-corrected
sodium concentration is commonly reported
(Na# =Na+–Cl� (in meq L�1)). The export rate of
ions and silica, or the yield ðYCa2þ ; YSiO2

Þ at a given
station is the average mass transported per year
divided by the drainage area: it is expressed
in units of t km�2 yr�1 (equal to gm�2 y�1) or in
eqm�2 yr�1.
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This chapter covers the distribution of riverine
major ions, carbon species, both organic and inor-
ganic, and silica over the continents, including
internal regions such as Central Asia, and also the
major factors such as lithology and climate that
control their distribution and yields.

Based on an unpublished compilation of water
analyses in 1,200 pristine and subpristine basins,
I am presenting here an idealized model of global
river chemistry. It is somewhat different from the
model proposed by Gibbs (1970), in that it includes
a dozen major ionic types. I also illustrate the
enormous range of the chemical composition of
rivers—over three orders of magnitude for concen-
trations and yields—and provide two global
average river compositions: the median composi-
tion and the discharge-weighted composition for
both internally and externally draining regions of
the world.

A final section draws attention to the human
alteration of river chemistry during the past hun-
dred years, particularly for Na+, K+, Cl�, and
SO2 –

4 ; it is important to differentiate anthropogenic
from natural inputs. Trace element occurrence is
covered by Gaillardet.

8.2 SOURCES OF DATA

Natural controls of riverine chemistry at the
global scale have been studied by geochemists
since Clarke (1924) and the Russian geochemists
Alekin and Brazhnikova (1964). Regional studies
performed prior to industrialization and/or in
remote areas with very limited human impacts are
rare (Kobayashi, 1959, 1960) and were collected
by Livingstone (1963). Even some of his river
water data are affected by mining, industries, and
the effluents from large cities. These impacts are
obvious when the evolution of rivers at different
periods is compared; Meybeck and Ragu (1996,
1997) attempted this comparison for all the rivers
flowing to the oceans from basins with areas
exceeding 104 km2. More recently interest in the
carbon cycle and its riverine component has been
the impetus for a new set of field studies (Stallard
and Edmond, 1981, 1983; Degens et al., 1991;
Gaillardet et al., 1997, 1999; Huh et al., 1998/
1999; Millot et al., 2002; Guyot, 1993) that build
on observations made since the 1970s (Reeder
et al., 1972; Stallard and Edmond, 1981, 1983).
These data were used to construct the first global
budgets of river dissolved loads (Meybeck, 1979)
and their controls (Holland, 1978; Meybeck, 1987,
1994; Bluth and Kump, 1994; Berner, 1995;
Stallard, 1995a,b).

Most of the annual means derived from these data
have been collected into a global set of pristine or
subpristine rivers and tributaries (PRISRI, n =1,200)
encompassing all the continents, including exorheic

and endorheic (internal drainage) runoff. The largest
basins, such as the Amazon, Mackenzie, Lena,
Yenisei, and Mekong, have been subdivided into
several smaller subbasins. In some regions
(e.g., Indonesia, Japan) the size of the river basins
included in these summaries may be less than
1,000 km2. In the northern temperate regions only
the most reliable historic analyses prior to 1920 have
been included. Examples are analyses performed by
the US Geological Survey (1909–1965) in the wes-
tern and southwestern United States and in Alaska.

In order to study the influence of climate, total
cationic contents (�+) of PRISRI rivers have been
split into classes based on annual runoff (q in mm
yr�1) and �+ (meq L�1). A medium-sized subset
has also been used (basin area from 3,200 km2 to
200,000 km2, n = 700). The PRISRI data base cov-
ers the whole globe but has poor to very poor
coverage of western Europe, Australia, South
Africa, China, and India due to the lack of data
for pre-impact river chemistry in these regions.
PRISRI includes rivers that flow permanently
(q> 30 mm yr�1) and seasonally to occasionally
(3 < q< 30 mm yr�1). Lake outlets may be
included in PRISRI.

8.3 GLOBAL RANGE OF PRISTINE
RIVER CHEMISTRY

The most striking observation in global river
chemistry is the enormous range in concentrations
ðCiÞ, ionic ratios ðCi=CjÞ, and the proportions of
ions in cation and anion sums ð%CiÞ as illustrated
by the 1% and 99% quantiles (Q1 and Q99) of their
distribution (Table 1). The Q99/Q1 ratio of solute
concentrations is the lowest for potassium and
silica, about two orders of magnitude, and it is
very high for chloride and sulfate, exceeding
three orders of magnitude. The concept of ‘‘global
average river chemistry,’’ calculated from the total
input of rivers to oceans divided by the total
volume of water, can only be applied for global
ocean chemistry and elemental cycling; it is not a
useful reference in either weathering studies, river
ecology, or water quality.

Ionic ratios and ionic proportion distributions
also show clearly that all major ions, except potas-
sium, can dominate in multiple combinations: ionic
ratios also range over two to three orders of mag-
nitude, and they can be greater or less than unity for
all except the Na+/K+ ratio, in which sodium gen-
erally dominates. River compositions found in less
than 1% of analyses can be termed rare; for ana-
lyses from Q1 to Q10 and Q90 to Q99, I propose the
term uncommon, from Q10 to Q25 and Q75 to Q90,
common, and between Q25 and Q75, very common.
An example of this terminology is shown in the
next section (Figure 2) for dissolved inorganic
carbon (DIC).
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When plotted on a log-probability scale
(Henry’s law diagram) the distributions of
elemental concentrations show four patterns
(Figure 1): (i) lognormal distribution as for potas-
sium in Thailand (a, D), that can be interpreted
as a single source of the element and limited
control on its concentration; (ii) retention at

lower concentrations (there is a significant break
in the distribution as for silica in the Mackenzie
Basin (b, E)); (iii) retention at higher concentra-
tions (there is a significant break in the
distribution as for bicarbonate (DIC) (c, C, E, F,
G, I)); and (iv) additional source at higher con-
centrations (the break in the distribution is in the

Table 1 Global range of pristine river chemistry (medium-sized basins).

Ca2+ Mg2+ Na+ K+ Cl� SO4
2� HCO3

� SiO2 �+

Ionic contents (Ci)
Q99 9,300 5,900 14,500 505 17,000 14,500 5,950 680 32,000
Q1 32 10 18 3.9 3.7 5 47 3.3 128
Q99/Q1 290 590 805 129 4,600 2,900 126 206 250

Ionic proportions (%Ci)
Q99 84 48 72 19.5 69 67 96
Q1 11 0.1 1 0.1 0.1 0.1 9

Ca2þ

Mg2þ
Ca2þ

Naþ
Mg2þ

Naþ
Naþ

Kþ
Naþ

Cl –
Ca2þ

SO2 –
4

SO2 –
4

HCO –
3

Cl –

SO2 –
4

SiO2

�þ

Ionic ratios (Ci/Cj)
Q99 20.3 56 20 164 29 51 3.5 8.5 1.3
Q1 0.01 0.14 0.01 0.95 0.33 0.19 0.01 0.01 0.0

Ci: ionic contents (meq L
�1 and mmol L�1 for silica); %Ci: proportion of ions in the sum of total cations or anions; Ci/Cj: ionic ratios; and Q1 and Q99:

lowest and highest percentiles of distribution.

Figure 1 Cumulative distributions of major dissolved elements in pristine regions: (a) K+, (b) SiO2, (c) HCO3
�, and

(d) Na+. A: Central and lower Amazon, B: Japan, C: Andean Amazon Basin, D: Thailand, E: Mackenzie Basin,
F: French streams, G: temperate stream model, H: monolithologic miscellaneous French streams, I: major world rivers

(source Meybeck, 1994).
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opposite direction, as for chloride, suggesting
another source of material than the one observed
betweenQ10 andQ90 (d, all except central Amazon)).

8.4 SOURCES, SINKS, AND CONTROLS
OF RIVER-DISSOLVED MATERIAL

The observed distribution patterns have been inter-
preted by many authors (Likens et al., 1977; Holland,
1978; Drever, 1988; Hem, 1989; E. K. Berner and
R. A. Berner, 1996) in terms of multiple sources,
sinks, and controls on riverine chemistry (Table 2).
The sources of ions may be multiple: rainfall inputs,
generally of oceanic origin, (rich in NaCl and also in
MgSO4), differential weathering of silicate minerals
and carbonate minerals, dissolution of evaporitic
minerals contained in some sedimentary rocks (gyp-
sum and anhydrite, halite) or leached during
rainstorms from surficial soils of semi-arid regions
(Garrels and Mackenzie, 1971; Drever, 1988;
Stallard, 1995a,b). Sinks are also multiple: silica
may be retained in lakes and wetlands due to uptake
by aquatic biota. Carbonate minerals precipitate in
some eutrophic lakes and also precipitate when the
total dissolved solids increases, generally above
�+ = 6meqL�1, due to evaporation.

In semi-arid regions (30 < q < 140 mm yr�1) and
arid regions (chosen here as 3 < q < 30mm yr�1)

surface waters gradually evaporate and become
concentrated, reaching saturation levels of calcium
and magnesium carbonates first, and then of cal-
cium sulfate (Holland, 1978): these minerals are
deposited in soils and in river beds during their
drying stage, a process termed evaporation/crystal-
lization by Gibbs (1970).

There is also growing evidence of active recycling
of most major elements, including silica, in terrestrial
vegetation, particularly in forested areas (Likens
et al., 1977). Each element may, therefore, have mul-
tiple natural sources and sinks. The main controlling
factors for each element are also multiple (Table 2).
They can be climatic: higher temperature generally
increases mineral dissolution; water runoff increases
all weathering rates. Conversely, soil retention
increases at lower runoff. The weathering of silicate
and carbonate minerals is also facilitated by organic
acids generated by terrestrial vegetation. Higher lake
residence times (� >6 months) favor biogenic silica
retention and the precipitation of calcite (e.g., 30 g
SiO2m

�2 yr�1 and 300 g CaCO3m
�2 yr�1 in Lake

Geneva). The distance to the oceans is the key factor
controlling the inputs of sea salts.

Tectonics also exercises important regional
controls: active tectonics in the form of volcanism
and uplift is associated with the occurrence at the
Earth’s surface of fresh rock that is more

Table 2 Dominant sources, sinks, and controls of major ions in present day rivers.
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easily weathered than surficial rocks that have
been exposed to weathering for many millions of
years on a stable craton (Stallard, 1995b): there,
the most soluble minerals have been dissolved and
replaced by the least soluble ones such as quartz,
aluminum and iron oxides, and clays. Active
tectonics also limits the retention of elements
by terrestrial vegetation, and retention in arid
soils due to high mechanical erosion rates.
Rifting is generally associated with inputs of sal-
ine deep waters that can have a major influence on
surface water chemistry at the local scale. In for-
merly glaciated shields as in Canada and
Scandinavia, glacial abrasion slows the develop-
ment of a weathered soil layer. This limits silicate
mineral weathering even under high runoff. These
low relief glaciated areas are also characterized by
a very high lake density, an order of magnitude
higher than in most other regions of the
world; lakes are sinks for silica and nutrients.
The effects of Quaternary history in semi-arid
and arid regions can be considerable, due to
the inheritance of minerals precipitated under
past climatic conditions. Due to the effect of
local lithology, distance to the ocean, regional
climate and tectonics, and the occurrence of
lakes, river chemistry in a given area may be
very variable.

8.4.1 Influence of Lithology on River
Chemistry

Lithology is an essential factor in determining
river chemistry (Garrels and Mackenzie, 1971;
Drever, 1988, 1994), especially at the local scale
(Strahler stream orders 1–3) (Miller, 1961;
Meybeck, 1986). On more regional scales, there
is generally a mixture of rock types, although
some large river basins (area > 0.1Mkm2) may
contain one major rock type such as a granitic
shield or a sedimentary platform. When selecting
nonimpacted monolithologic river basins in a given
region such as France (Table 3, A–E), the influence
of climate, tectonics, and distance from the ocean
can be minimized, revealing the dominant control
of lithology, which in turn depends on (i) the
relative abundance of specific minerals and (ii)
the sensitivity of each mineral to weathering.
The weathering scale most commonly adopted
is that of Stallard (1995b) for mineral stability in
tropical soils: quartz�K-feldspar, micas�Na-
feldspar >Ca-feldspar, amphiboles > pyroxenes >
dolomite > calcite� pyrite, gypsum, anhydri-
te�halite (least stable).

Table 3F provides examples of stream and river
chemistry under peculiar conditions: highly
weathered quartz sand (Rio Negro), peridotite
(Dumbea), hydrothermal inputs (Semliki and
Tokaanu), evaporated (Saoura), black shales

(Powder and Redwater), sedimentary salt deposits
(Salt). They illustrate the enormous range of nat-
ural river chemistry (outlets of acidic volcanic
lakes are omitted here).

Table 3 lists examples of more than a dozen
different chemical types of river water. Although
Ca2+ and HCO –

3 are generally dominant, Mg2+

dominance over Ca2+ can be found in rivers drain-
ing various lithologies such as basalt, peridotite,
serpentinite, dolomite, coal, or where hydrothermal
influence is important (Semliki). Sodium may
dominate in sandstone basins, in black shales
(Powder, Redwater in Montana), in evaporitic sedi-
mentary basins (Salt), in evaporated basins
(Saoura), and where hydrothermal and volcanic
influence is important (Semliki, Tokaanu). K+

rarely exceeds 4% of cations, except in some
clayey sands, mica schists, and trachyandesite; it
exceeds 15% in extremely dilute waters of Central
Amazonia and in highly mineralized waters of rift
lake outlets (Semliki, Ruzizi).

The occurrence of highly reactive minerals,
such as evaporitic minerals, pyrite and even calcite,
in low proportions—a percent or less—in a given
rock, e.g., calcareous sandstone, pyritic shale, marl
with traces of anhydrite, granite with traces of
calcite, may determine the chemical character of
stream water (Miller, 1961; Drever, 1988). In a
study of 200 streams from monolithologic catch-
ments underlain by various rock types under
similar climatic conditions in France, the relative
weathering rate based on the cation sum (Meybeck,
1986) ranges from 1 for quartz sandstone to 160
for gypsiferous marl.

When the lithology in a given region is fairly
uniform, the distribution of major-element con-
centrations is relatively homogeneous with
quantile ratios Q90/Q10 well under 10 as, for
example, in Japan (mostly volcanic), the Central
Amazon Basin (detrital sand and shield)
(Figure 1, distributions B and A); when a region
is highly heterogeneous with regards to lithology,
as in the Mackenzie Basin and in France, the
river chemistry is much more heterogeneous
(Figure 1, distributions E and F) and quantile
ratios Q90/Q10, Q99/Q1 may reach those observed
at the global scale (Figure 1, distributions G)
(Meybeck, 1994). In the first set, regional geo-
chemical background compositions can be easily
defined, but not in the second set.

8.4.2 Carbon Species Carried by Rivers

The carbon cycle and its long-term influence
on climate through the weathering of fresh silicate
rocks (Berner et al., 1983) has created a new
interest in the river transfer of carbon.
Bicarbonate (HCO3

�) is the dominant form of
DIC in the pH range of most world rivers
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(6 < pH< 8.2); carbonate (CO3
2�) is significant

only at higher pH, which occurs in a few
eutrophic rivers such as the Loire River, where
pH exceeds 9.2 during summer algal blooms,
and in waters that have undergone evaporation.
Undissociated dissolved CO2 is significant only
in very acidic waters rich in humic substances
such as the Rio Negro (Amazonia), but this is

unimportant at the global scale. In terms of fluxes,
bicarbonate DIC dominates (Table 4). It has two
different sources: (i) carbonic acid weathering of
noncarbonate minerals, particularly of silicates
such as feldspars, micas, and olivine, (ii) dissolu-
tion of carbonate minerals such as calcite and
dolomite, in which half of the resulting DIC
originates from soil and/or atmospheric CO2, and

Table 3 A–E: composition of pristine waters draining single rock types in France (medians of analyses corrected for
atmospheric inputs) (from 3 to 26 analyses in each class, except for estimates that are based on one analysis only).
F: other river chemistry from various origins uncorrected for atmospheric inputs (Meybeck, 1986). Cation and anion

proportions in percent of their respective sums (�+ and ��).

SiO2

(mmol�1 L�1)
�+

(meq�1 L�1)
Ca2+

(%)
Mg2+

(%)
Na+

(%)
K+

(%)
Cl�

(%)
SO2�

4
(%)

HCO3
�

(%)

A. Noncarbonate detrital rocks
Quartz sand and sandstones 170 170 30 20 45 5 0 (40) (60)
Clayey sands 135 300 53 17 13 17 0 (30) (70)
Arkosic sands 200 400 48 35 12 5 0 (20) (80)
Graywacke 90 350 58 22 18 2 0 (20) (80)
Coal-bearing formations 150 5,000 30 55 14 1 0 20–90 80–10

B. Carbonate-containing detrital rocks
Shales 90 500 60 30 8 1.5 0 25 75
Permian shales 175 2,200 53 35 8 4 (0–20) 10 90–70
Molasse 280 2,500 80 17 3 0.3 0 2 98
Flysch 50 2,200 79 19 1.5 0.5 0 2 98
Marl 90 3,000 83 14 2.5 0.5 0 2 98

C. Limestones
Limestones 60 4,500 95 3 0.6 0.4 0 2.5 97.5
Dolomitic limestones 60 4,500 72 26 0.6 0.4 0 3.5 96.5
Chalka 200 4,500 95 2.5 2.2 0.5 0 2.5 97.5
Dolomitea 67 5,900 54 46 0.1 0.1 0 8.5 91.5

D. Evaporites
Gypsum marla 160 22,000 77 22 0.2 0.2 0 83 17
Salt and gypsum marla 133 27,500 34 32 33 (0.8) 36 44 20

E. Plutonic, metamorphic, and volcanic rocks
Alkaline granite, gneiss, mica
schists

140 130 15 15 65 5 0 (30) (70)

Calc-alkaline granite, gneiss,
mica schists

100 300 54 25 17 4 0 (15) (85)

Serpentinite 225 1,500 38 60 7 1 0 (7) 93
Peridotite 180 600 5 93 1 1 0 (15) (85)
Amphibolite 65 1,600 85 17 2 1 0 (7) (93)
Marblea 150 3,400 86 11 1.8 0.6 0 (12) 88
Basalt 200 500 42 38 17 2.5 0 (2) 98
Trachyandesite 190 220 32 25 35 8 0 (2) 98
Rhyolite 190 550 53 15 25 2 0 (2) 98
Anorthosite 260 400 45 25 26 4 0 (2) 98

F. Miscellaneous river waters (not rain corrected)
Rio Negro tributariesb 75 18.1 10.5 16.5 51.9 20.9
Dumbea (New Caledonia) 232 1,175 3.9 84.7 10.9 0.3 14.2 7.1 78.5
Cusson (Landes, France)b 251 1,463 13.8 21.2 61.5 3.4 69 12.3 18.7
Semliki (Uganda)c 213 8,736 6.4 36.2 39.6 17.5 14.6 23.3 62.0
Powder (Montana) 148 20,200 27.2 20.3 51.5 0.9 15.0 62.8 22.2
Saoura (Marocco)d 26,150 23.3 16.8 59.2 0.7 62.8 27.7 9.6
Redwater (Montana) 116 40,700 10.7 24.5 64.1 0.6 1.0 72.2 26.7
Tokaanu (New Zeal.)c 4,760 41,600 14.4 3.0 79.5 3.1 90.6 5.8 3.5
Salt (NWT, Canada) 20 312,000 9.7 1.8 88.4 0.1 89.7 9.3 1.0

a Estimates. b Rain dominated. c Hydrothermal inputs. d Evaporated.
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half from the weathered rock. Other forms of
riverine carbon include particulate inorganic car-
bon (PIC) due to mechanical erosion in carbonate
terrains, and dissolved and particulate organic car-
bon (DOC and POC) that are largely due to soil
leaching and erosion; fossil POC in loess and
shale may also contribute to river POC; organic
pollution and algal growth in eutrophic lakes and
rivers contribute minor fluxes (Meybeck, 1993).
The ‘‘ages’’ of these carbon species, i.e., the time
since their original carbon fixation fall into two
categories: (i) those from 0 to �1,000 yr, repre-
senting the fast cycling external part of the cycle
are termed total atmospheric carbon (TAC); (ii)
those from 50 kyr (Chinese Loess Plateau) to
100Myr representing ‘‘old’’ carbon from sedimen-
tary rocks. The sensitivity of these transfers to
global change is complex (Table 4).

River carbon transfers are also very variable
at the global scale: DIC concentrations range
from 0.06 mg DICL�1 (Q1) to 71 mg DICL�1

(Q99); DIC export, or yield, ranges from
0.16 gCm�2 yr�1 (Q1) to 33.8 gCm�2 yr�1 (Q99).
In 50% of river basins bicarbonate makes up
more than 80% of the anionic charge. The distribu-
tion quantiles for these variables are shown in
Figure 2.

Organic acids, particularly those present in
wetland-rich basins, also play an important
role in weathering (Drever, 1994; Viers et al.,
1997).

8.4.3 Influence of Climate on River Chemistry

The influence of air temperature is nearly
impossible to measure for large basins due to its
spatial heterogeneity and its absence in most
databases. Some studies of mountain streams
have considered the effect of air temperature
(Drever and Zobrist, 1992). It is generally agreed
that silicate weathering is more rapid in wet

Table 4 Riverine carbon transfer and global change.

Sources Age
(yr)

Fluxa

(1012 g C yr�1)
Sensitivity to global change

A B C D E F

PIC Geologic 104–108 170 � �
DIC Geologic 104–108 140 � � �

Atmospheric 0–102 245 � � �)
TAC

DOC Soils 100–103 200 � �
Pollution 10�2–10�1 (15) ? �

CO2 Atmospheric 0 (20–80) � � �
POC Soils 100–103 (100) � �

Algal 10�2 (<10) � �
Pollution 10�2–100 (15) ? �
Geologic 104–108 (80) � �

A= land erosion, B = chemical weathering, C = global warming and UV changes, D = eutrophication, E = organic pollution,
F = basin management, TAC=Total atmospheric carbon.
a Present global flux to oceans mostly based on Meybeck (1993), 1012 g C yr�1.
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Figure 2 Global distribution of DIC concentration, ratio and export rate (yield) in medium-sized basins
(3,500–200,000 km2).
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tropical regions (other than areas of very low
relief) due to the combined effect of high tem-
perature, vegetation impact and, most of all,
high runoff. The influence of the water balance
can be studied easily; annual river runoff,
which is generally documented, integrates
entire river basins (Meybeck, 1994; White and
Blum, 1995).

The set of PRISRI rivers has been subdivided
into 12 classes of runoff for which the median
elemental concentrations have been determined
(Figure 3). The Q25 and Q75 quantiles and, to
some extend the Q10 to Q90 quantiles follow the
same patterns for all elements. On the basis of
Na+, K+, Cl�, and SO2 –

4 two different clusters
can be distinguished: (i) above 140 mm yr�1 the
influence of runoff is not significant, (ii) below
140 mm yr�1 there is a gradual increase in
elemental concentrations as runoff decreases.
This pattern is interpreted as due to evaporation.
For other elements there is a gradual increase of
Ca2+, Mg2+, and HCO3

� from the highest runoff
to 85 mm yr�1 or 50 mm yr�1, then a stabili-
zation of these concentrations at lower runoff
values (q < 50 mm yr�1). The second part of
this pattern is most probably due to the precipi-
tation of carbonate minerals as a result of
evaporative concentration. The decrease in
Ca2+, Mg2+, and HCO3

� concentrations at very
high runoff, while the silicate-weathering related
Na+ and K+ are stable, could be due to a lower
occurrence of carbonate rocks in wetter regions.
This does not imply a climate control of these
rock types so much as the dominance of the
Amazon and Congo basins, which are underlain
by silicate rocks, and volcanic islands in the
population of high-runoff rivers. The silica pat-
tern is even more complex: the increase in silica
concentration with runoff from 140 mm yr�1 to
>1,750 mm yr�1 could be linked with a greater

occurrence of crystalline rocks, particularly of
volcanic rocks, in wetter regions as in volcanic
islands (Iceland, Japan, Indonesia) or coasts
(Washington, Oregon), which are particularly
abundant in the PRISRI database. These inter-
actions between climate and lithology are
possible but need to be verified. The lower
silica value from 30 mm yr�1 to 140 mm
yr�1 could also be attributed to the importance
of the Canadian and Siberian rivers in these
classes, where SiO2 retention in lakes is
important.

The relative median proportions of ions in the
runoff classes of the PRISRI rivers confirm this
pattern (Figure 4): below 140 mm yr�1 the
%HCO3

� and %Ca2+ drop from 75% and
60%, respectively, to �33%, while those of
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Cl� and SO2 –
4 increase from 6% to 39% and

from 13% to 27%, respectively: the proportion
of K+ does not vary significantly. There is a
significant increase in the median proportions of
Na+ and Cl� above 1,050 mm yr�1 that could
correspond with the increased marine influence
in these categories. The median proportion of
Mg2+ is the most stable of all ions: from 15%
to 26%.

8.5 IDEALIZED MODEL OF RIVER
CHEMISTRY

Gibbs (1970) defined three main categories of
surface continental waters: rain dominated, with
Na+ and Cl� as the major ions, weathering domi-
nated, with Ca2+ and HCO3

� as the major ions, and
evaporation/crystallization dominated, with Na+

and Cl� as the major ions. This typology can still
be used, but it is too simplified. According to the
PRISRI database there are many more types of
water and controlling mechanisms, although the
ones described by Gibbs may account for �80%
of the observed chemical types. The sum of cations
(�+), which is a good indicator of weathering,
ranges from 50 meq L�1 to 50,000 meq L�1, and
the corresponding types of water, characterized
by the dominant ions may reach as many as a
dozen (Table 3). The true rain dominance type is
found near the edges of continents facing oceanic
aerosol inputs, as in many small islands and in
Western Europe: it is effectively of the Na+–Cl�

type and �+ may be as high as 1meq L�1,
for example, the Cusson R. (Landes, France) drain-
ing arkosic sands (Table 3, F). In continental
interiors, in some rain forests, this water type
occurs with much lower ionic concentrations
(�+< 0.1meq L�1) in areas with highly weathered
soils and very low mechanical erosion rates, such
as the Central Amazon Basin (Rio Negro tribu-
taries, Table 3F) or Cameroon: the very limited
cationic inputs in rainfall are actively utilized and
recycled by the forest and may even be stored
(Likens et al., 1977; Viers et al., 1997). If the
DOC level is high enough (�10mgL�1) the pH
is often so low, that HCO3

� is insignificant:
the dominant anions are SO2 –

4 and organic anions
or Cl�. This water chemistry is actually controlled
by the terrestrial vegetation and can have a variety
of ionic assemblages. The silica generated by
chemical weathering is exported as dissolved
SiO2 and also as particulate biogenic SiO2 from
phytoliths or sponge spicules, as in the Rio Negro
Basin.

Numerous water types reflect weathering control;
these include Mg2+–HCO3

�, Ca2+–HCO3
�,

Na+–HCO3
�, Mg2þ � SO2 –

4 , Ca2þ � SO2 –
4 ,

Naþ � SO2 –
4 , Na+–Cl� types (Table 3). The

evaporation–crystallization control found in semi-arid

and arid regions such as Central Asia (Alekin
and Brazhnikova, 1964) also gives rise to multiple
water types: Mg2þ � SO2 –

4 , Ca2þ � SO2 –
4 ,

Naþ � SO2 –
4 , Na+–Cl�, Mg2+–HCO3

�, and even
Mg2+–Cl�. It is difficult to document the precipita-
tion–redissolution processes (either during rare rain
storms for occasional streamsor in allochtonous rivers
flowing fromwetter headwaters such as the Saoura in
Marocco, Table 3F), which are likely to have
�+ > 6meqL�1 and/or runoff below 140–85 mm
yr�1. In some Canadian and Siberian basins, very
low runoff (< 85mm yr�1) is not associated with
very high evaporation butwith very low precipitation:
weathering processes still dominate.

In rift and/or volcanic regions and in recent
mountain ranges such as the Caucasus, hydrother-
mal inputs may add significant quantities of
dissolved material (Na+, K+, Cl�, SO2 –

4 , SiO2) to
surface waters. The Semliki River, outlet of Lake
Edward, is particularly enriched in K+ (Table 3, F);
the Tokaanu River (New Zealand) drains a hydro-
thermal field with record values of silica, Na+ and
Cl� (Table 3, F).

Overall, on the basis of ionic proportions and
total concentrations, only 8.2% of the rivers (in
number) in the PRISRI database can be described
as evaporation controlled, 2.6% as rain dominated
and vegetation controlled, and 89.2% as weather-
ing dominated, including rivers affected by large
water inputs.

A tentative reclassification of the major ionic
types is presented on Figure 5 showing the
occurrence of major ion sources for different
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classes of �+. The rainfall dominance types also
include rivers with vegetation control and corre-
spond to multiple ionic types ðCa2þ – SO2 –

4 ,
Na+–Cl�, Ca2+–Cl�, Na+–HCO3

�). Other water
types correspond to various rock weathering
modes, including Mg2+–HCO3

� waters observed
in many volcanic regions. The most common
type, Ca2+–HCO3

�, dominates from
�+ < 0.185meq L�1 to 6meq L�1: in the most
dilute waters it originates from silicate rock
weathering, above 1.5meq L�1 from weathering
of carbonate minerals. This water type virtually
disappears above 12meq L�1. ‘‘Non-rain’’ NaCl
and CaSO4 water types appear gradually above
6meq L�1. However, with these water types it is
impossible to differenciate between evaporite
rock dissolution, which can be observed even in
the wet tropics (Stallard and Edmond, 1981) or
in the Mackenzie (Salt R., Table 3F), from the
leaching of salinized soils very common in
Central Asia (Alekin and Brazhnikova, 1964).
Mg2þ – SO2 –

4 , Naþ – SO2 –
4 , and Mg2+–Cl� types

are occasionally found in streams with �+ values
below 3meq L�1; they are commonly the result
of pyrite weathering that can lead to very high
�+ as in the Powder and Redwater Rivers
(Table 3, F).

The global proportions of the different water
types depend on the global representativeness of
the database. The exact occurrence of water types
can only be estimated indirectly through modelling
on the basis of lithologic maps, water balance, and
oceanic fallout. Moreover, it will depend on spatial
resolution: a very fine scale gives more importance
to the smallest, rain-dominated coastal basins. In
PRISRI, 70% of the basins have areas exceeding
3,200 km2, thus limiting the appearance of oceanic
influence.

A river salinity scale based on �+ is also pro-
posed (Figure 5). The least mineralized waters
(�+ < 0.185meq L�1), termed here ‘‘extremely
dilute’’ correspond to a concentration of total dis-
solved solids of �10mgL�1 in NaCl equivalent.
The most mineralized waters (�+ > 24meq L�1)
are here termed ‘‘saline’’ up to 1.4 g L�1 NaCl
equivalent, a value slightly less than the conven-
tional limit of 3 g L�1 NaCl adopted for ‘‘saline’’
lakes.

8.6 DISTRIBUTION OF WEATHERING
INTENSITIES AT THE GLOBAL
SCALE

Present-day weathering intensities can theoreti-
cally be assessed by the export of dissolved
material by rivers. Yet many assumptions and correc-
tions have to be made: (i) human impacts (additional
sources and sinks) should be negligible, (ii) atmo-
spheric inputs should be subtracted, (iii) products of
chemical weathering should not be carried as parti-
culates (e.g., phytoliths), nor (iv) accumulated within
river basins in lakes or soils. In addition, it must be
remembered that 100% of the HCO3

� may originate
from the atmosphere in noncarbonate river basins
(calcite is only found in trace amounts in granites)
and �50% in carbonate terrains. In basins of mixed
lithologies the proportions range between 50% and
100%. The total cation export or yield Y+ (which
excludes silica) is used to express the weathering
intensity. Y+, expressed in eqm�2 yr�1, the product
of annual runoff (myr�1) and �+ (meqL�1), is
extremely variable at the Earth’s surface since it
combines both runoff variability and river chemistry
variability (Table 5).

The concentration of elements that are derived
from rock weathering (Ca2+, Mg2+, Na+, K+), are
less variable than runoff even in the driest condi-
tions. The opposite is observed for Cl� and SO2 –

4 ,
which are characterized by very low Q1 quantiles.
The retention of silica, particularly under the driest
conditions, makes its yield the most variable.
The lowest yearly average runoff in this data
set (3.1 mm yr�1 for Q1) actually corresponds to
the conventional limit for occasional river flow
(3 mm yr�1). Under such extremely arid condi-
tions, flow may occur only few times per hundred
years, as for some tributaries of Lake Eyre in
Central Australia. The other runoff quantile Q99

corresponds to the wettest regions of the planet
bordering the coastal zone.

Since the variability of runoff, represented by
the percentile ratio Q99/Q1, is generally much
greater than the variability of concentration
(Tables 1 and 5), ionic yields primarily depend on
runoff. With a given rock type, there is a strong
correlation between yield and runoff, that corre-
sponds to clusters of similar concentrations as for
Ca2+ and silica (Figure 6). This influence was used

Table 5 Global distribution of ionic (eqm�2 yr�1) and silica (molm�2 yr�1) yields and annual runoff (q in mmyr�1)
in medium-sized basins (3,200–200,000 km2, n = 685).

Yi Ca2+ Mg2+ Na+ K+ Cl� SO2�
4 HCO3

� �+ SiO2 q

Q99 2.77 0.95 1.3 0.115 1.05 1.25 2.82 3.0 0.82 3,040
Q1 0.0045 0.002 0.002 0.0002 0.0003 0.0004 0.0046 0.0005 0.0001 3.1
Q99/Q1 615 475 650 575 3500 3100 613 600 8200 980

Q1 and Q99: lowest and highest percentiles.
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by Meybeck (1994), Bluth and Kump (1994), and
Ludwig et al. (1998) to model ionic yields
and inputs of carbon species to the ocean. If all
PRISRI basins are considered, this runoff control
on chemical yields is still observed, although the
relationship is complex. The data set is subdivided
into 12 classes of runoff from q< 10 mm yr�1 to
q> 1,750mm yr�1 (see Figure 3), for which the
median yields of major ions and silica have been
determined (Figure 7). In this log–log diagram,
domains of equal concentration are parallel to the
diagonal (1:1) line. Several types of evolution can
be observed:

(i) sulfate and chloride yields are fairly constant
below 140 mm yr�1, suggesting that lower runoff is
compensated by a concentration increase through eva-
poration (except for SO2 –

4 below 10mmyr�1);

(ii) above 140 mm yr�1 all ion and silica yields
are primarily linked to runoff;

(iii) above 140 mm yr�1 the median concentra-
tions of Ca2+, Mg2+, and HCO3

� decrease
gradually, whereas silica and potassium concentra-
tions increase gradually, suggesting a greater
influence of silicate weathering relative to carbo-
nate weathering;

(iv) below 140 mm yr�1 median Ca2+ and
Mg2+ concentrations are constant and median
HCO3

� concentration decreases slightly, which
suggest a regulation mechanism through precipi-
tation of carbonate minerals in semi-arid and arid
regions;

(v) potassium yield is stable between 30 mm
yr�1 and 140 mm yr�1; below 30 mm yr�1 it de-
creases, suggesting retention; and

Figure 6 Relationship between calcium yield (a) and silica yield (b) versus river runoff for world rivers. Diagonals
represent lines of equal concentrations. (a) Calcium yield for carbonated basins (average 30 mg Ca2+L�1), volcanic
basins (6mgL�1), shield and plutonic (3mgL�1). (b) Silica yield for tropical regions (average 15mg SiO2 L�1),

temperate regions (6mgL�1), and cold regions (3mgL�1) (source Meybeck, 1994).
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(vi) median silica yield is the most complex:
there is certainly a retention in the arid regions.
These observed trends need to be confirmed parti-
cularly below 30 mm runoff, where there are fewer
silica analyses in the PRISRI base than analyses of
major ions.

Detailed weathering controls, particularly for
silicate rocks, can be found in Holland (1978),
Drever and Clow (1995), Drever and Zobrist
(1992), Gallard et al. (1999), Stallard (1995a,b),
and White and Blum (1995).

8.7 GLOBAL BUDGET OF RIVERINE
FLUXES

The unglaciated land surface of the present
Earth amounts to �133Mkm2. Excluding land
below a 3 mm yr�1 runoff threshold (at a 0.5

resolution), �50Mkm2 can be considered as non-
exposed to surface water weathering (arheic, where
q< 3 mm yr�1), whether draining to the ocean
(exorheic) or draining internally such as the
Caspian Sea basin (endorheic) (Table 6). The land
area effectively exposed to weathering by meteoric
water is estimated to be �82.8Mkm2 (rheic
regions); this, in turn, has to be divided into exor-
heic regions (76.1Mkm2) and endorheic regions
(6.7Mkm2). Since the weathering intensity in the
rheic regions is highly variable (see above), three
main groupings have been made on the basis of
weathering intensity or runoff: the least active or
oligorheic regions (36.4Mkm2), the regions of
medium activity or mesorheic (42.3Mkm2), and
the most active or hyperrheic regions (4.1Mkm2).
The corresponding ionic fluxes can be computed
on the basis of the PRISRI database. The hyper-
rheic regions, which are exclusively found in land
that drains externally, represent 37% of all DIC
fluxes for only 2.75% of the land area; the mesor-
heic regions (28.3% of land area) contribute 55%

of the DIC fluxes, and the oligorheic regions
(24.4% of land area) contribute only 8% of these
fluxes (Table 6). If a finer spatial distribution of
these fluxes is extracted from the PRISRI data, 1%
of the land surface (carbonate rocks in very wet
regions) contributes 10% of the river DIC fluxes.
Similar figures are found for all other ions.

These budgets can also be broken down into
classes on the basis of ionic contents (Figure 8),
assuming the PRISRI database to be fully repre-
sentative at the global scale. The extremely dilute
waters correspond in PRISRI to �3% of the land
area, but they are areas of very high runoff, there-
fore, their weight in terms of water volume is
�7.5%. However, their influence on the global
ionic fluxes is very low, less than 1%. At the
other end of the salinity scale the subsaline and
saline waters, mostly found in semi-arid and
arid areas, correspond to �5% of the PRISRI
data set; they contribute much less than 1% of
runoff but �7% of the ionic fluxes.

Although we have drawn attention to the
extreme variability of ionic and silica concentra-
tions, ionic proportions, ionic ratios, ionic and
silica yields throughout this chapter, two sets of
global averages are proposed here (Table 7). The
world spatial median values (WSM) of the medium-
sized PRISRI data set (3,200–200,000 km2 endor-
heic and exorheic basins) correspond to the river
water chemistry most commonly found on conti-
nents at this resolution. The world weighted
average (WWA) has been computed by summing
the individual ionic fluxes of the largest 680 basins,
including endorheic basins (Aral, Caspian, Titicaca,
Great Basin, Chad basins), in the PRISRI set. The
runoff values in both averages are different,
although very close considering the global range.
The WSM lists higher concentrations than the
WWA because the dry and very dry regions are
more common in the database than the very humid
regions. Ionic ratios are more similar between

Table 6 Distribution of global land area (Mkm2) exposed to chemical weathering and to river transfer of soluble
material. A: percent of land area (nonglaciated area also contains alpine glaciers). B: percent of weathering generated

fluxes (e.g., DIC flux). C: percent of river fluxes to oceans.

A % land
area

B %
weath.
flux

C % flux
to ocean

Glaciated
16Mkm2

10.7 0.1? 0.1?

Total land
149Mkm2

(
Arheic
50.2Mkm2

n
Endorheica

Exorheica
33.7 0 0

Nonglaciated

(
Oligorheic

n
Endorheic 3.4 1 0

133 Mkm2 Rheic Exorheic 21 7 7
82.8 Mkm2

(
Mesorheic

n
Endorheic 1.1 2 0
Exorheic 27.3 53 55

Hyperrheic Exorheic 2.75 37 38

a Potentially.
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the two averages. The composition of river inputs to
the oceans is not stable: (i) it has varied since the
Late Glacial Maximum and during the geological
past (Kump and Arthur, 1997); (ii) present-day river
chemistry is much altered by human activities. Four
estimates of average exorheic rivers are presented in
Table 7: considering the natural variations of river
chemistry, these averages are relatively close to
each other and to WWA and WSM, the differences
are due to the nature of the data sets and to the
inclusion or exclusion of presently altered rivers. A
re-estimation of the pristine inputs (under present-
day climatic conditions) should now be done with
the new data, although human impacts are difficult
to quantify.

8.8 HUMAN ALTERATION OF RIVER
CHEMISTRY

River chemistry is very sensitive to alteration
by many human activities, particularly mining and
the chemical industries, but also to urbanization as
urban wastewaters are much more concentrated
than rural streams, and to agriculture through the
use of fertilizers (Table 2) (Meybeck et al., 1989;
Meybeck, 1996; Flintrop et al., 1996). New sinks
are also created such as reservoirs (calcite and
silica trapping; enhanced evaporation) and irri-
gated soils, which may retain soluble elements if
they are poorly drained. New controls correspond
to these anthropogenic influences, such as mining
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and industrial production, rate of urbanization
and population density, fertilization rate, irrigation
rate and practices, and construction and operation
of reservoirs. Wastewater treatment and/or recy-
cling can be effective as a control on major ions
originating from mines (petroleum and gas exploi-
tation, coal and lignite, pyritic ores, potash and
salt mines) and industries, yet their effects are
seldom documented. Urban wastewater treatment
does not generally affect the major ions. Human
impacts on silica are still poorly studied apart
from retention in reservoirs. At the pH values
common in surface waters, silica concentration
is limited and evidence of marked excess silica
in rivers due to urban or industrial wastes has
not been observed by this author. The gradual
alteration of river chemistry was noted very
early, for example, for SO2 –

4 (Berner, 1971) and
Cl� (Weiler and Chawla, 1969) in the Mississippi
and the Saint Lawrence systems. Regular surveys
made since the 1960’s and comparisons with river
water analyses performed a hundred years ago
reveal a worldwide increase in Na+, Cl�, and
SO2 –

4 concentrations, whereas Ca2+, Mg2+, and
HCO3

� concentrations are more stable (Meybeck
et al., 1989; Kimstach et al., 1998). Some rivers

affected by mining (Rhine, Weser, Vistula, Don)
may be much more altered than rivers affected by
urbanization and industrialization only (Mississippi,
Volga, Seine) (Figure 9). When river water is
diverted and used for irrigation, there is a gradual
increase of ionic content, particularly Na+, K+, Cl�,
and SO2 –

4 as for the Colorado, Murray, Amu Darya
(Figure 9). Salinization may also result from agri-
culture as for the Neman River (Figure 9).
Salinization is discussed in detail by Vengosh.

It is difficult to assess the different anthropo-
genic sources of major ions which depend on the
factors mentioned above. These human factors also
vary in time for a given society and reflect the
different environmental concerns of these societies,
resulting in multiple types of river–society relation-
ships (Meybeck, 2002). In the developed regions of
the northern temperate zone it is now difficult to
find a medium-sized basin that is not significantly
impacted by human activities. In industrialized
countries, each person generates dissolved salt
loadings that eventually reach river systems
(Table 8).

These anthropogenic loads are higher for
Na+, Cl�, and SO2 –

4 relative to natural loads.
This partially explains the higher sensitivity of
river chemistry to human development. At a

Table 7 WWA ionic concentrations (Ci
� in meq L�1, and mmol L�1 for silica) and yields (Yd

� in gm�2 yr�1, Yi
� in

meqm�2 yr�1, and mmolm�2 yr�1 for silica), ionic ratios (Ci/Cj
� in eq eq�1) and relative ionic proportion (%Ci

�).
Same variables for the WSM determined for mesobasins (3,000–200,000 km2) Na# =Na–Cl; q = global average

runoff (mmyr�1).

SiO2 Ca2+ Mg2+ Na+ K+ Cl� SO2 –
4 HCO3

� �+ �� q

World river inputs to oceans

Clarke (1924) Ci 161 843 231 208 45 132 208 969 1,327 1,309 (320)
Livingstone (1963) Ci 217 748 337 274 59 220 233 958 1,418 1,411 314
Meybeck (1979)
pristine Ci

174 669 276 224 33 162 172 853 1,202 1,187 374

1970 Ci 174 733 300 313 36 233 239 869 1,382 1,341 374

World weighted average (WWA) (endorheic + exorheic) (this work) 340

Ci� 145 594 245 240 44 167 175 798 1,125 1,139
Yd� 2.98 4.04 1.01 1.88 0.60 2.0 2.87 16.54
Yi� 202 83.3 81.8 15.3 56.8 59.7 271.3 382 388
%Ci� 52.2 21.5 23 3.3 14.7 15.4 69.9 100 100

World spatial median (WSM) (endorheic + exorheic) (this work) 222

Ci50 134 1,000 375 148 25.5 96 219 1,256 1,548 1,571
Yd50 1.82 3.78 0.91 1.31 0.29 0.95 2.66 13.3
Yi50 188 75 57 7.4 22 55 278 327 300
%Ci50 64.6 24.1 9.6 1.7 6.1 13.9 80

Ca2þ

Mg2þ
Ca2þ

Naþ
Naþ

Kþ
Naþ

Cl –
Ca2þ

SO2 –
4

Mg2þ

Naþ
Cl –

SO2 –
4

SO2 –
4

HCO –
3

Na#

Kþ
Ca2þ

Na#
Mg2þ

Na#
SiO2

�þ

WWA
(Ci/Cj)

� 2.42 2.47 5.5 1.43 3.39 1.02 0.95 0.22 1.65 8.1 3.35 0.13
WSM
(Ci/Cj)50 2.32 2.54 6.55 2.27 2.97 1.14 0.48 0.26 3.0 4.3 1.9 0.12
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certain population density in impacted river
basins the anthropogenic loads equal (Na+, K+,
Cl�, SO2 –

4 Þ or greatly exceed the natural ones
(NO3

�, PO4
2�), defining a new era, the

Anthropocene (Meybeck, 2002) when humans
control geochemical cycles.

The silica trend in world rivers has recently
attracted attention: dissolved silica is decreasing
in impounded and/or eutrophied rivers, at the
same time as nitrate is increasing in agricultural
basins. As a result the Si : N ratio, which was gen-
erally well above 10 a hundred years ago, has
dropped below 1.0 g g�1 in rivers such as the
Mississippi, resulting in a major shift in the coastal
algal assemblages (Rabalais and Turner, 2001),
leading to dystrophic coastal areas. This trend,
which is also observed for other river systems
(Seine, Danube), could expand in the next decades
due to increased fertilizer use and to increased
reservoir construction.

8.9 CONCLUSIONS

Riverine chemistry is naturally highly variable
at the global scale, which confirms the observation
made by (the former) Soviet geochemists on a
20Mkm2 subset of land area (Alekin and
Brazhnikova, 1964) and the conclusions of Clarke
(1924), Livingstone (1963), Holland (1978), and
Drever (1988). Ionic concentrations and yields
(weathering rates) commonly vary over two to
three orders of magnitude: only a fraction of the
surface of the continents is actively exposed to
weathering by meteoric water. The related river
water types are multiple. There are at least a
dozen types depending on surficial rock exposed
to weathering, the water balance, and atmospheric
inputs. Gibbs’ (1970) global scheme for water
chemistry holds for �80% of river waters but is
oversimplified for the remaining 20%. In very
dilute waters (cation sum< 0.185 meq L�1) water

Table 8 Excess loads of major elements normalized to basin population in industrialized regions (kg cap�1 yr�1).

SiO2 Ca2+ Mg2+ Na+ K+ Cl� SO2 –
4 HCO3

� Period

Per capita loads in residential urban sewage (kg cap�1yr�1)
Montreal ND 3.2 0.65 6.6 1.0 8.2 13.5 24 1970s
US sewer 2.4 3 1.5 14 2 15 6 20 1960s
Brussels 1.2 2.6 ND 9.5 1.6 8.4 5.8 14.7 1980s
Paris 0.2 1.2 0.7 6.4 1.5 6.3 11.0 14.5 1990s

Evolution of rivers
a (kg cap�1yr�1)

ND 51 17 85 6 100 136 ND 1900–1970

Estimated anthropogenic input to ocean (10
6 t yr�1)

ND 47 10.5 78 5 93 124 100 1970

Sources: Meybeck (1979) and Meybeck et al. (1998).
aMississippi, St. Lawrence, Seine, Rhine, Odra, Wisla.
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Figure 9 (a) Chloride evolution (fluxes, concentrations) in the Rhine River at mouth from 1,875 to 1,970 (ICPR,
1975). (b) Sulfate evolution in selected rivers of the former USSR, Volga at Nizhny Novgorod and Neman at Sovetsk
(lower scale), Don at Aksai, and Volga at Verhnelebyazhye (medium scale), Amu Darya at Kzyl Djar (upper scale)

(Tsikurnov in Kimstach et al., 1998). � reduced mining activity in the Rhine Basin due to crisis and conflicts.
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chemistry is probably controlled by vegetation.
In these areas water chemistry is likely to be
very sensitive to climate change and to forest
cutting, although the related ionic fluxes are
small. Each major ion and silica should be consid-
ered individually, since its sources, sinks and
controls, both natural and anthropogenic, are
different.

In the northern temperate regions of the world
from North America to East Asia, the human
impacts should be carefully filtered from the nat-
ural influence: the study of pristine river
geochemistry will be more and more limited to
the subarctic regions, to some remaining undeve-
loped tropical regions, and to small temperate areas
of the southern hemisphere such as South Chile and
New Zealand. There is a global-scale increase of
riverine Na+, K+, Cl�, and SO2 –

4 . HCO3
� is still

very stable. Impacts of riverine changes on the
Earth System (Li, 1981) should be further
addressed.
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9.1 INTRODUCTION

Groundwater geochemistry is concerned with
documenting the chemical composition of ground-
water produced from different aquifer systems, and
with understanding the processes that control this
composition. This chapter provides a brief overview
of the development of the science of groundwater
geochemistry, and gives a series of examples of
how aquifer lithology and hydrology affect ground-
water composition. This, in turn, provides an
introduction to the principles of mass balance,
equilibrium chemistry, and microbiology that have
proved useful in understanding the composition of
groundwater in a variety of geologic settings.

While the natural processes that affect groundwater
geochemistry are complex, observational and
quantitative methodologies have been developed
that help to elucidate them. This chapter summarizes
the more widely used methodologies in ground-
water geochemistry, and shows how they have
been applied to solve various hydrologic problems
in both pristine and contaminated aquifer systems.

9.1.1 Historical Overview

Humans have used springs and wells as sources
of water for thousands of years. Very early in
human history, it was noted that the taste and
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chemical quality of spring and well waters differ
from place to place (Back et al., 1995). Some
springs, for example, produced water that was
cool, crisp, and excellent for drinking. Other
springs produced hot, salty, or sulfurous waters
that were undrinkable. Because springwaters were
so important as sources of water, people paid care-
ful attention to these chemical differences. Many
cultures developed elaborate mythologies to
explain why springwaters differed so much in
their chemical quality. It was common, for exam-
ple, to rationalize these differences in moral terms.
Good-quality drinking water was associated with
good deities, and poor-quality waters were asso-
ciated with evil deities (Chapelle, 2000).

It was also noted that water from certain springs
or wells appeared to have medicinal qualities
(Burke, 1853). It was entirely logical to assume
that these medicinal effects reflected the different
composition of springwaters. One early motivation
for studying groundwater geochemistry was to
learn what dissolved constituents were present in
springwaters, and to understand how these consti-
tuents imparted medicinal effects to the waters.
Steel (1838), for instance, identified iodine in the
springwaters of Saratoga Springs, NY, and associated
this constituent with a variety of beneficial medic-
inal properties. It is not certain, however, whether
Steel recognized that iodine in the springwaters
could cure or prevent simple goiters, a medicinal
use of iodine that later became widely known.

Similar practical concerns stimulated the earliest
quantitative chemical analyses of groundwater. For
example, Rogers (1917) noticed that oil-field brines
associated with petroleum hydrocarbons lacked
dissolved sulfate, whereas oil-field brines without
associated petroleum hydrocarbons contained abun-
dant sulfate. Rogers (1917) therefore raised the
possibility that water chemistry could be useful in
prospecting for oil. Other studies in the early twen-
tieth century noted that water chemistry did not vary
randomly. Rather, there were systematic changes in
chemistry as water flowed along regional hydrolo-
gic gradients. For example, Renick (1924) noticed
that shallow groundwater in the recharge areas of
the Fort Union Formation of Montana were ‘‘hard,’’
i.e., contained relatively high concentrations of
calcium and magnesium. Downgradient, however,
these waters became ‘‘soft,’’ and contained relatively
high concentrations of sodium. Renick (1924) attrib-
uted these changes to ‘‘base exchange’’ (i.e., cation
exchange) processes that removed calcium and
magnesium from solution and replaced it with
sodium. Correlating water-chemistry changes with
directions of groundwater flow, and attempting
to identify specific chemical reactions occurring
in aquifers, was an approach followed by several
subsequent investigations (Cedarstrom, 1946;
Chebotarev, 1955). This approach was formalized
by Back (1966), who coined the term

‘‘hydrochemical facies’’ to refer to water chemistry
changes commonly observed in the direction of
groundwater flow.

The observation that water chemistry tended to
change systematically and predictably suggested
that the chemical and or biological processes
involved in these changes could be identified.
During the next thirty years, a number of approaches
to studying these processes, and learning how to
quantify their effects dominated groundwater geo-
chemistry. These approaches assumed that waters
entering aquifers are initially relatively unminera-
lized rainwater or snowmelt. Since these waters did
contain dissolved carbon dioxide, the resulting car-
bonic acid attacks minerals present in aquifers and
dissolves them. Thus, the chemistry of ground-
waters could be explained in terms of initially
nonequlibrium conditions moving toward chemical
equilibrium by reacting with aquifer minerals. This
equilibrium approach was formalized by Garrels
and Christ (1965), and provided a quantitative fra-
mework within which the composition of
groundwater could be understood. Application of
the equilibrium approach soon showed that, once
the minerals being dissolved were identified, it was
possible to apply mass-balance constraints to cal-
culate the amount of each mineral that was
dissolved to produce groundwater of a particular
composition (Garrels and Mackenzie, 1967). This
mass-balance approach was soon expanded to
include balances of electrons (accounting for redox
reactions) and isotopes, and was formalized within a
rigorous mathematical framework (Helgeson et al.,
1970; Plummer, 1977; Plummer and Back, 1980;
Parkhurst et al., 1982; Plummer et al., 1983). This
approach combined the concepts of chemical equi-
librium and material balance, and came to be known
as ‘‘geochemical modeling’’ (Plummer, 1984).

Applications of this quantitative approach soon
demonstrated that there were many more mineral
phases present in aquifers, including mineral phases
with variable chemical compositions, than could be
included in any one geochemical model. It was
possible to construct a virtually limitless number
of geochemical models that explained the observed
water chemistry of even the simplest aquifer. The
nonunique nature of these geochemical models is a
reflection of the mineralogic complexity of aqui-
fers and reflects the fact that aquifers are never at
true thermodynamic equilibrium. In spite of this,
much insight into the processes that control
groundwater chemistry has been gained by apply-
ing the geochemical modeling approach.

9.1.2 Lithology, Hydrology, and
Groundwater Geochemistry

In the early 1960s, Feth et al. (1964) published a
compendium of analyses of springwaters in the
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Sierra Nevada Mountains. This study suggested
that the chemistry of the springwaters reflected
the progressive alteration of plagioclase feldspar
to kaolinite, which in turn produced the solutes
present in groundwater. This hypothesis could
readily be tested using the concepts of equili-
brium chemistry and mass balance. In testing
this hypothesis, Garrels and Mackenzie (1967)
showed that the observed concentrations of
sodium, silica, and the water pH were similar to
those calculated by assuming that plagioclase
was progressively dissolved by carbon dioxide-
bearing waters. It was relatively easy to start with
a given springwater and subtract quantities of
calcium, sodium, and silica appropriate to the
stoichiometry of feldspars and/or other reactive
minerals. In this manner, it was possible to esti-
mate the amount of minerals that had dissolved
in order to generate the observed water
composition.

The mass-balance approach was important
because it provides a rational explanation for
the chemical variability of groundwater. A gen-
eral statement of the principle of conservation of
mass for the chemical composition of ground-
water flowing along a flow path is

initial water þ dissolvingminerals

– precipitatingminerals ¼ final water ð1Þ

The mass-balance approach clearly shows that
groundwater composition is determined by the
kinds and amounts of minerals that dissolve and/
or precipitate in an aquifer.

9.1.3 Mineral Dissolution and Precipitation

The presence or absence of particular minerals
in an aquifer places obvious constraints on which
minerals may dissolve or precipitate (Equation (1)).
A more subtle question has to do with mineral
solubility. If a mineral is present but is insoluble,
it cannot be the source of dissolved solutes.
Mineral solubility constraints, in turn, can be
addressed using the principles of equilibrium
chemistry.

The saturation index (SI) of a particular mineral
in the presence of water is defined as

SI ¼ log IAP=K ð2Þ

where IAP is the ion activity product and K is the
equilibrium constant for a particular mineral disso-
lution/precipitation reaction. Take, for example, the
dissolution of calcite:

CaCO3 ¼ Ca2þ þ CO2 –
3 ð3Þ

The IAP of this reaction is given by

IAP ¼ aCa2þaCO2 –
3

ð4Þ

and the equilibrium constant is given by

aCa2þaCO2 –
3
=aCaCO3 ¼ K ð5Þ

At equilibrium, and assuming the solid phase
(CaCO3) has an activity of 1 (unit activity), it is
clear that

IAP ¼ K ð6Þ
so that

IAP=K ¼ 1 ð7Þ
or

SI ¼ log IAP=K ¼ 0 ð8Þ
An SI index of zero indicates that a mineral is in
thermodynamic equilibrium with the solution. If
the SI is less than zero, the solution is under-
saturated with respect to the mineral and that
mineral may dissolve. Conversely, an SI greater
than zero indicates the solution is oversaturated
with respect to the mineral and that the mineral
may precipitate. These considerations are useful
in constraining the kinds of reactions that are
possible in groundwater systems.

By taking into account aquifer lithology, direc-
tion of groundwater flow, and mineral solubility
constraints, a great deal can be learned about
groundwater geochemistry. These considerations
can be taken into account in a variety of ways,
ranging from entirely qualitative to highly con-
strained, rigorously mathematical approaches. The
approach taken generally depends on the goals of
the individual investigator. Regardless of the
approach taken, however, the geochemistry of
groundwater reflects the lithologic and hydrologic
characteristics of different aquifers. The following
sections, which describe the groundwater geo-
chemistry of different aquifer systems in the
United States, are designed to illustrate how
lithology and hydrology affect the composition of
groundwater, and how qualitative and quantitative
approaches can be used to understand the
groundwater geochemistry of different hydrologic
systems.

9.2 GROUNDWATER GEOCHEMISTRY
IN SOME COMMON GEOLOGIC
SETTINGS

9.2.1 A Basalt Lithology: The Snake River
Aquifer of Idaho

One of the principal difficulties in understanding
groundwater geochemistry is due to the chemical
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heterogeneity of most aquifer systems. The rocks
and sediments that form most aquifers were often
deposited over long periods of time and under a
variety of geologic conditions. Thus, the chemical
composition of the rock or sediment matrix of aqui-
fers is seldom constant. There are, however,
examples of aquifer systems that are relatively
homogeneous in mineral content and composition.
The basalt aquifers of the Snake River Plain in Idaho
are one of these relatively homogeneous systems.
As such, it provides an excellent example of the
effects of lithology on groundwater chemistry.

The Snake River Plain marks the track of the
Yellowstone Hotspot, a deep mantle plume that has
been in place and active since the Miocene
(�18Myr). As the North American Plate moved
westward over the plume, at a rate 2.5–8.0 cm yr�1,
the surface manifestations of the associated volcan-
ism moved eastward from what is now Nevada,
along the Snake River Plain, and is now located
underneath Yellowstone National Park in
Wyoming (Armstrong, 1971; Embree et al., 1982;
Pierce and Morgan, 1992). The later stages of
volcanism have been characterized by flood
basalts, which have filled the valley created by
the collapse of underlying magma chambers
(Pierce and Morgan, 1992). As a result, the Snake

River Plain is now underlain by several hundred
meters of basalt flows, which are themselves
underlain by rhyolitic volcanic rocks.

The Snake River Plain aquifer system, which
has formed in the near-surface basalts, is largely
unconfined. Groundwater moves from northeast to
southwest until it discharges to the Snake River,
mostly from a series of springs located between
Twin Falls and King Hill (Lindholm et al., 1983).
The aquifer is recharged by atmospheric precipita-
tion that falls on the topographically high areas to
the east, north, and south of the Snake River Valley.
This recharge pattern drives groundwater flow
from east to west (Figure 1). The highly fractured
and rubbly nature of the basalts reflects their rapid
cooling at land surface. Consequently, the aquifer
exhibits very high transmissivities of �105m2 d�1.
This high transmissivity, combined with the rela-
tively large amounts of recharge that enter the
aquifer, leads to rates of groundwater flow that
average 3m d�1. As a consequence of these rapid
groundwater flow rates, the average residence time
of water in the aquifer is relatively low, 200–250 yr.

The groundwater geochemistry of the Snake
River Plain aquifer system has been described by
Wood and Low (1988). It is an excellent example
of how a knowledge of aquifer mineralogy can

Figure 1 Map showing the location of wells and directions of groundwater flow, Snake River Plain aquifer, Idaho
(source Wood and Low, 1988).
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explain the observed composition of groundwaters.
Some representative analyses of Snake River Plain
groundwater are shown in Table 1. The water is
characterized by moderate concentrations of calcium
(36–69mgL�1), magnesium (9–28mgL�1), sodium
(5–37mgL�1), bicarbonate (180–280mgL�1),
chloride (1.5–55mgL�1), and sulfate
(14–72mgL�1). The pH of the water is relatively
high (7.5–8.0), and it contains relatively high con-
centrations of dissolved oxygen (7.8–9.6mgL�1),
and relatively high concentrations of dissolved
silica (16–45mgL�1).

Wood and Low (1988) began their investiga-
tion of Snake River Plain groundwater
geochemistry by describing in detail the minera-
logic composition of the basalt aquifer. Using
bulk chemical analyses, mineralogic analyses,
and scanning electron micrograph (SEM) images,
they showed that the most reactive minerals pre-
sent in the basalt were olivine, plagioclase
feldspar, pyroxenes, and pyrite. The SEM images
clearly showed that these minerals were actively
dissolving in the aquifer. The SEM images also
showed that secondary calcite, montmorillonite,
and silica were being precipitated. It is a simple
matter to estimate qualitatively the amounts of
minerals that dissolved and precipitated in order
to produce the observed groundwater geochemis-
try. Wood and Low (1988) normalized the amount
of dissolution and precipitation to the annual
water discharge from the aquifer, and reported
the total amount of mineral dissolution/precipita-
tion occurring throughout the aquifer in units of
109mol yr�1. In addition, they normalized the
relative amounts of olivine and pyroxene dis-
solved based on petrographic observations.
Specifically, they assumed that 76% of dissolved
magnesium comes from olivine, and 24% of mag-
nesium comes from pyroxene.

The procedure used by Wood and Low (1988)
illustrates several important features of the miner-
alogic control on groundwater geochemistry in this
aquifer system. First, while olivine comprises a
relatively small percentage of the aquifer material,
its dissolution has quite a large effect on the water
chemistry, producing much of the observed mag-
nesium and bicarbonate. Second, while calcite was
not an important component of the original basalt,
calcite precipitation is an important control on con-
centrations of calcium and bicarbonate, and on the
pH of groundwater.

Equilibrium calculations based on mineral
saturation indices also show how the concentra-
tion of solutes that are present in trace amounts
are influenced by mineral dissolution/precipita-
tion reactions. For example, the concentration of
barium in groundwater appears to be buffered
by the saturation index of barite (BaSO4)
(Figure 2).
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The Snake River Plain aquifer is also an exam-
ple of an aquifer in which groundwater chemistry
is not strongly affected by directions and rates of
groundwater flow. There are no well-defined
changes in solute concentrations along the aquifer
flow path (Table 1). As we shall see in subsequent
examples, this insensitivity to directions of
groundwater flow is unusual, and is due to the
relatively rapid nature of ongoing dissolution and
precipitation reactions in the Snake River Plain
aquifer.

9.2.2 A Stratified Drift–Arkosic Sandstone
Lithology: The Bedrock Aquifer of
New England

The basaltic aquifers of the Snake River Plain
are unusual in that the mineralogy of the aquifer
matrix is (relatively) uniform. The basalts are
composed of minerals (i.e., olivine, pyroxene,
and plagioclase) that are relatively unstable in
the presence of water at low temperature (�15

C), and their rates of reaction with carbon diox-
ide-bearing waters are relatively rapid. In
addition, the rate and direction of groundwater
flow in the Snake River Plain aquifer can be
determined with fair confidence. This combina-
tion of attributes makes it relatively easy to apply
a simple mass-balance approach to document the
geochemical processes that determine the ground-
water geochemistry. But most aquifers are
lithologically heterogeneous, are composed of
minerals that react with water at slower rates,

and are characterized by uncertain directions and
rates of groundwater flow. It is worth asking,
therefore, whether the simple mass-balance
approach is applicable to more complex hydrolo-
gic systems. One such highly complex hydrologic
system, characterized by glacial sediments over-
lying arkosic bedrock, underlies part of New
England (Rogers, 1987). As such, it provides an
opportunity to apply the mass-balance approach
to a more complex hydrologic system.

The study area described by Rogers (1987) is in
the central lowlands of Connecticut. The area is
underlain by lithified sedimentary rocks of the
Newark Supergroup (Mesozoic) that are locally
referred to as ‘‘bedrock.’’ The bedrock is mantled
by ‘‘stratified drift’’ and till deposits of Pleistocene
age. The glacial deposits are primarily medium- to
coarse-grained sands interbedded with gravels and
silts. In places, these glacial sands and gravels are
productive aquifers which are locally tapped for
groundwater. The bedrock underlying the glacial
deposits is typically faulted and fractured, and is
characterized by partings along bedding planes.
Groundwater movement in bedrock is primarily
along these secondary fractures and bedding
planes, and individual wells produce �0–750 gal
(1gal = 3.785�10�3m3) of water per minute.
Because this hydrologic system is highly complex
and heterogeneous, it is difficult to delineate indi-
vidual flow paths other than to say that flow is
generally from areas of higher elevation to areas
of lower elevation.

The mineralogy of the bedrock–glacial drift
aquifers is similarly complex. Rocks of the
Newark Supergroup consist primarily of quartz
(44%), potassium feldspar (20%), plagioclase feld-
spar (10%), and clays and micas (18%). The
bedrock is cemented with hematite (3.5%) and in
places by calcite (2.5%). The glacial drift deposits
are often derived from the bedrock and, other than
having a higher proportion of quartz, have a similar
mineralogy as the bedrock.

In spite of this mineralogic and hydrologic
complexity, the groundwater geochemistry exhi-
bits some uniformity. The mean concentration of
the major ions present in stratified drift and bed-
rock aquifers is shown in Table 2. These data
show that calcium, sodium, bicarbonate, and
silica are the most abundant solutes, with lower
concentrations of magnesium, sulfate, and chlor-
ide. The pH of the water varies from 6.4 to 8.1,
and tends to be lower in groundwater containing
low concentrations of dissolved solids (Table 2).
SI calculated from the analytical data for chalced-
ony range from �0.3 to +0.4, and the SI for
calcite range from �3.0 to +2.0 (Figure 3).
Interestingly, the saturation indices for calcite
are more tightly grouped around 0.0 (equilibrium
with calcite) in bedrock groundwater than glacial
drift groundwater. Because of the generally

Figure 2 Graph showing barium concentrations
plotted versus the saturation index of the mineral barite
calculated for Snake River Plain groundwater (source

Wood and Low, 1988).
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longer residence time of groundwater in bedrock
aquifers, this suggests that concentrations of cal-
cium and bicarbonate are regulated by
equilibrium with calcite, and suggests that the
solubility of chalcedony regulates the concentra-
tion of dissolved silica.

Dissolution of feldspars is a logical source of
dissolved silica, calcium, sodium, and potassium
in groundwater. Similarly, the reaction of carbon
dioxide-charged water with silicate minerals is a
logical source of bicarbonate. Rogers (1987)
examined these and other hypotheses using a
mass-balance approach. In these calculations,
chloride and sulfate were not considered, and the
beginning concentrations were considered to be
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Figure 3 Graph showing saturation indices for
chalcedony and calcite in the stratified drift/bedrock

aquifers of Connecticut (source Rogers, 1987).
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the less mineralized groundwaters (group G1 and
B1, Table 2) and the ending concentrations the
more mineralized groundwaters (group G4 and
B4, Table 2). The results of these calculations
(Table 3) show that the dissolution of aquifer
minerals can indeed explain the observed changes
in water chemistry. However, several other sets of
reactions can explain the water chemistry equally
well (Table 3). In spite of the differences between
these sets of reaction models, the calculations
clearly show that the water chemistry is domi-
nated by carbonate reactions. In both the glacial
and bedrock waters, dissolution of calcite in the
presence of CO2 represents the majority of the
total mass transfer from the solid to the aqueous
phases. While dissolution of albite and potassium
feldspar are important as sources of sodium and
potassium, they contribute much less to the total
mass transfer than calcite. In fact, if dissolution of
albite is not included in the mass balance (model
5, Table 3), it is still possible to balance the
observed water chemistry. One of Rogers’
(1987) major conclusions from this mass-balance
exercise was that the rate of calcite dissolution is a
factor of 16 faster than the rates of the associated
silicate minerals. These findings are similar to
those of Wood and Low (1988) in the Snake
River Plain aquifer, which showed that the disso-
lution/precipitation of calcite was one of the most
important controls on groundwater geochemistry.

The study of Rogers (1987) indicates that, in
spite of the mineralogic and hydrologic complexity
of this aquifer system, mass-balance calculations
can be useful in understanding the important
mineral dissolution/precipitation reactions control-
ling groundwater geochemistry. Thus, the utility of
the mass-balance approach does not necessarily
depend on the simplicity of aquifer hydrology and

mineralogy. The case studies of the Snake River
Plain basalt aquifers and the bedrock/stratified drift
aquifers, however, show that mass-balance models
are not unique. It can be argued, in fact, that the
nonunique nature of mass-balance models injects
more uncertainty into understanding groundwater
geochemistry than lithologic and hydrologic
uncertainties. This nonuniqueness of mass-balance
models is an important characteristic of methods
for studying groundwater geochemistry. This is
discussed in detail by Bricker et al., and will be
examined further in the following example.

9.2.3 A Carbonate Lithology: The Floridan
Aquifer of Florida

Aquifers that consist of carbonate rocks, which
include limestones (CaCO3) and dolomites
(CaMg(CO3)2), are among the most productive
sources of groundwater in the world. The
Floridan aquifer, which underlies all of Florida,
most of Georgia, and part of South Carolina, yields
more than 3 billion gallons per day of freshwater.
Because of its economic importance, and because
the chemical quality of groundwater produced
from the Floridan aquifer differs noticeably from
place to place, it has been carefully studied by
groundwater geochemists (Hanshaw et al., 1965;
Back and Hanshaw, 1970; Plummer, 1977;
Plummer and Back, 1980; Plummer et al., 1983;
Sprinkle, 1989). These studies, in addition to elu-
cidating the processes controlling the chemical
quality of Floridan aquifer water, were also impor-
tant in the development of methods for studying
groundwater geochemistry.

The Floridan aquifer system consists of the
Upper and Lower aquifers, which are separated

Table 3 Summary of mass-balance calculations for the stratified drift and bedrock aquifers of Connecticut.

Mineral phase The reaction model is identified by a number

Stratified drift
(mmol kg�1 H2O)

Bedrock
(mmol kg�1 H2O)

1 2 3 4 5

Albite (Na0.9Ca0.1Al1.1Si2.9O8) 0.048 0.044 0.133 0.124
Potassium feldspar (KAlSi3O8) 0.006 0.006 0.001 0.001 0.001
Augite (Ca0.7Mg0.9Fe0.3Al0.1Si1.9O6) 0.004 0.062 0.062
Hornblende (Na0.5Ca2Mg3.5Fe0.5Al1.8Si7O22)(OH2) 0.006 0.016
Calcite (CaCO3) 0.703 0.708 0.277 0.284 0.321
Carbon dioxide (CO2) 0.287 0.282 0.693 0.686 0.649
Chalcedony (SiO2) �0.112 �0.094
Kaolinite (Al2Si2O5(OH)4) �0.031 �0.033 0.161 0.116 0.026
Ca-montmorillonite (Ca0.17Al2.33Si3.67O10)(OH2) �0.025 �0.171 �0.025
Ion exchange (Ca0–1.0Na2.0X) 0.060a

After Rogers (1987).
a Indicates sodium entering and calcium being removed from solution.
Positive values mean dissolution and negative ones mean precipitation.
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by a less permeable confining unit (Miller, 1986).
The Upper Floridan, which consists of the Tampa,
Suwannee, and Ocala limestones as well as the
Avon Park Formation, is more widely used for
water supply than the Lower Floridan, and is the
focus of this brief overview. The pre-pumping
potentiometric surface of the Upper Floridan

aquifer is shown in Figure 4. It indicates that the
aquifer is recharged in the topographically high
areas of central Florida, and that groundwater
flows radially away from the recharge area. A
cross-section from Polk City, which is located in
the potentiometric high in the center of the Florida
peninsula, directly south through Ft. Meade,

Figure 4 Map showing the prepumping potentiometric surface of the Floridan aquifer and locations of wells shown in
Figure 5 (after Sprinkle, 1989).
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Wauchula, and Arcadia is shown in Figure 5
(Plummer, 1977). This cross-section shows that
in the aquifer recharge area near Polk City, the
groundwater is characterized by relatively low
concentrations of dissolved solids (<200mg L�1).
As the water moves south along the regional
hydrologic gradient, the concentration of dis-
solved solids progressively increases. In this
freshwater portion of the aquifer this increase in
dissolved solids reflects the dissolution of minerals
as the water moves downgradient. Analyses of
groundwater from Polk City, Ft. Meade, and
Wauchula are given in Table 4 (Plummer et al.,
1983). These show that calcium, magnesium, and
bicarbonate are the principal dissolved solids. As

groundwater nears coastal areas, sodium and
chloride concentrations increase due to the mixing
of freshwater with seawater that is present in
coastal and offshore portions of the Upper
Floridan aquifer (Figure 5).

The lithology of the Floridan aquifer system
consists predominantly of calcite and dolomite.
However, the aquifer also contains nodular gypsum
(CaSO4?2H2O), anhydrite (CaSO4), pyrite (FeS2),
ferric hydroxide (FeOOH), and traces of lignitic
organic matter. Plummer (1977) used a mass-
balance approach to estimate the amount of calcite,
dolomite, gypsum, and carbon dioxide dissolution
needed to explain the evolution of groundwater as
it flowed downgradient. This mass balance defined

Figure 5 Cross-section showing location of wells and concentrations of dissolved solids in the Floridan aquifer
(source Plummer, 1977).

Table 4 Water chemistry of the Upper Floridan aquifer.

Constituent Initial water
(Polk City)
(mg L�1)

Intermediate water
(Ft. Meade)
(mg L�1)

Final water
(Wauchula)
(mgL�1)

SiO2 12.0 16.0 18.0
Ca2+ 34.0 58.0 66.0
Mg2+ 5.6 17.0 29.0
Na+ 3.2 6.1 8.3
K+ 0.5 0.7 2.0
HCO –

3 124.0 163.0 168.0
SO4

2� 2.4 71.0 155.0
Cl� 4.5 9.0 10.0
F� 0.1 0.4 0.7
NO3
� 0.1 0.1 0.0

H2S 0.0 1.2
pH (units) 8.0 7.75 7.69
T (
C) 23.8 26.6 25.4
�13C (per mil) �14.3 �10.8 �8.5
14C (% modern) 34.3 17.3 4.4
�34S (per mil) �14.0 +24.9
�34S(H2S) (per mil) �32.9
Source: Plummer et al. (1983).
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changes in solute concentrations and the dissolu-
tion of minerals as

XP
p¼1

�pbp;k ¼ �mtot;k ; k ¼ 1; . . . ; J ð9Þ

which states that the molar change in any element
k, �mtot,k, along a flow path is equal to the sum of
all the sources and sinks for element k.
Furthermore, this equation states that this rela-
tionship holds for 1 through J elements. The
sources and sinks may include mineral dissolu-
tion, precipitation, microbial degradation, gas
transfer and so forth, of P phases (minerals,
gases) along a flow path where �p is the number
of moles reacting and b is the stoichiometric
coefficient for the element in the pth mineral
phase. Values for �mtot,k are derived from
groundwater chemistry data.

If it is assumed that calcite, dolomite, gypsum,
and carbon dioxide are the phases to be considered,
mass balance can be described by four linear equa-
tions of the form given by Equation (9).
Simultaneous solution of these four equations for
water chemistry changes between unmineralized
rainwater to the water composition of Polk City
yields the mass balance:

XP
p¼1

�p ¼ 0:482CaCO3 þ 0:230CaMgðCO3Þ2
þ 0:025CaSO4?2H2Oþ 1:095CO2 ð10Þ

Similar solutions of these mass-balance equations
can be used to explain water chemistry changes
from Polk City and Ft. Meade, and from Ft.
Meade to Wauchula (Plummer, 1977), as well as
other parts of the Floridan aquifer (Sprinkle, 1989).

One reason why mass-balance models of
groundwater geochemistry are useful, as illu-
strated by this example (Plummer, 1977), is that

they can explain regional changes in water chem-
istry (Table 4). In this case, the net dissolution of
carbonate minerals and gypsum increases concen-
trations of total dissolved solids as water flows
along the hydrologic gradient (Figure 5). An
inherent problem with the mass-balance
approach, however, is that aquifers are much
more lithologically complex then can be fully
taken into account. The mass balance given
above for the Floridan aquifer, for example, con-
siders just four mineral phases and four dissolved
constituents. Clearly, this is a simplification of the
natural system. The question is, how much infor-
mation is being obscured by making such
simplifications?

This important question was addressed for the
Floridan aquifer, using the same hydrologic data
(Table 4) in a subsequent study by Plummer et al.
(1983). In this study, the lithologic complexities
of the aquifer were addressed by considering
more mineral phases (pyrite, ferric hydroxide,
organic carbon, and methane), by considering
variations in the composition of calcite (which
may contain up to 5 mol.% magnesium), dolomite
(which may contain different proportions of Ca2+,
Mg2+, and Fe2+), and by considering the balance
of sulfur and carbon isotopes. Because the possi-
ble number of minerals (termed ‘‘plausible
phases’’) exceeded the number of chemical con-
stituents in groundwater, it was necessary to
construct multiple sets of mass-balance models.
As the Floridan is a confined aquifer in this part
of the hydrologic system, it was initially assumed
that the system was closed to sources of carbon
dioxide (models 1–6; Table 5). However, while
each of the mass-balance models constructed was
capable of explaining the observed major ion
water chemistry (Table 5), they were not consis-
tent with the observed isotopic ratios of carbon
and sulfur. This led the investigators to reconsider

Table 5 Results of mass-balance calculations for the Floridan aquifer assuming a system closed to CO2.

Plausible phases Reaction model number

1 2 3 4 5 6

CaCO3 �2.45 �19.79
CaMg(CO3)2 0.96
CaSO4?2H2O 2.29 2.29 2.24 2.06 �7.60 6.13
CO2

CH2O 1.32 1.32 1.21 1.03
FeOOH 0.33 0.33 0.25 0.37 �4.66 4.44
FeS2 �0.33 �0.33 �0.31 4.61
Ca0.95Mg0.05CO3 19.26
Ca0.98Mg0.02CO3 �2.68 �2.49 7.61 �6.74
Ca1.05Mg0.90Fe0.05 (CO3)2 1.13 1.13 0.90 1.22
FeS �0.43 �4.50
CH4 �8.62 5.09

Source: Plummer et al. (1983).
Values of �p in mmol kg�1 H2O. Positive values mean dissolution and negative ones mean precipitation.
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the assumption that the system was closed to
carbon dioxide. Again, several possible mass-bal-
ance models were tested assuming that the system
was partially open to carbon dioxide (Table 6). Of
these possible mass-balance models, one (model 7)
was consistent with most aspects of the water
chemistry, including the net precipitation of calcite
and pyrite, the net dissolution of gypsum,
dolomite, and ferric hydroxide, the oxidation of
organic matter, and the dissolution of carbon
dioxide. It was also consistent with the observed
�13C of dissolved inorganic carbon (DIC). This, in
turn, suggested that hitherto neglected processes—
microbial oxidation of organic matter coupled to
the reduction of ferric hydroxides and sulfate—
were important geochemical processes in the
Floridan aquifer.

This exercise (Plummer et al., 1983) illustrates
the power of the mass-balance approach to under-
standing groundwater geochemistry. By carefully
considering the lithologic complexities of the
aquifer and by systematically noting the inconsis-
tencies of the resulting mass and isotopic
balances, it was possible to learn something
about the system (the importance of microbial
carbon dioxide production) that was not known
previously. The hypothesis testing approach to
understanding groundwater geochemistry, as laid
out by Plummer et al. (1983) for the Floridan
aquifer, was a major contribution to modern
methodology for studying groundwater
geochemistry.

9.2.4 A Coastal Plain Lithology: The Black
Creek Aquifer of South Carolina

The hypothesis-testing approach for using mass-
balance models to understand groundwater geo-
chemistry, introduced by Plummer et al. (1983),

has been widely applied to a number of aquifer
systems, sometimes with surprising and unexpected
results. An example of how this approach can lead to
unexpected and counter-intuitive results was given
by McMahon and Chapelle (1991b) in a study of an
aquifer in the coastal plain of South Carolina.

The Black Creek aquifer crops out in the upper
Coastal Plain in a narrow band that runs parallel to
the Fall Line (Figure 6). The aquifer consists of
unconsolidated clastic sediments and carbonate
shell material of upper Cretaceous age
(Campanian–Maastrichtian) that dip eastward away
from the outcrop area. The aquifer is recharged
directly by rainfall in the outcrop area, and by
vertical leakage from overlying confining beds
downgradient of the outcrop area. Groundwater
flow proceeds in a southeasterly direction
(Figure 6), and water chemistry changes signifi-
cantly in the direction of flow (Table 7). Near the
outcrop area, groundwater is undersaturated with
respect to calcite, but as water flows downgradient,
the water asymptotically approaches saturation with
respect to calcite (Figure 7). Furthermore, concen-
trations of DIC increase from less than 1 mM to
more than 10 mM (Figure 8). This large increase in
DIC is accompanied by a striking 1:1 increase in the
concentration of sodium (Figure 8), and the �13C of
inorganic carbon increases from less than �25‰
near the outcrop area to approximately �5‰
downgradient (Figure 9).

The origin of sodium bicarbonate waters, as
illustrated by the Black Creek aquifer, is a classic
problem in groundwater geochemistry. Numerous
early investigators, beginning with Renick (1924),
followed by the studies of Cedarstrom (1946) and
Foster (1950) have considered the origin of sodium
bicarbonate groundwater. These studies used sim-
ple mass balance, stoichiometric relationships, and
experimental studies to explain observed water

Table 6 Results of mass-balance calculations for the Floridan aquifer assuming a system open to CO2.

Plausible phases Reaction model number

7 8 9 10 11 12

CaCO3 �1.84 �19.18
CaMg(CO3)2 0.96
CaSO4?2H2O 1.68 1.68 1.68 1.68 1.68 1.68
CO2 0.53 0.53 0.49 0.47 0.57 0.56
CH2O 0.17 0.17 0.16 0.18
FeOOH 0.03 0.03 �0.03 �0.002 �0.03 �0.002
FeS2 �0.03 �0.03 �0.03 �0.03
Ca0.95Mg0.05CO3 19.26
Ca0.98Mg0.02CO3 �2.09 �2.09 �2.09 �2.09
Ca1.05Mg0.90Fe0.05 (CO3)2 1.12 1.12 1.12 1.12
FeS �0.05 �0.05
CH4 0.08 0.09

Source: Plummer et al. (1983).
Values of �p in mmol kg�1 H2O. Positive values mean dissolution and negative ones mean precipitation.
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chemistry. The stoichiometry of calcite dissolution
combined with cation exchange of calcium for
sodium yields a 1:1 molar ratio of sodium and
DIC (if bicarbonate is the predominant inorganic
carbon species, as occurs when pH values are
between 6.4 and 10.3)

CaCO3 þ CO2 þ H2Oþ Na2?Ex
! 2Naþ þ 2HCO –

3 þ Ca?Ex ð11Þ
where Ex denotes exchange sites associated with
clays in the aquifer matrix. This overall process
was thought to explain the observed 1:1 correspon-
dence of sodium and bicarbonate concentrations in
Black Creek aquifer water (Foster, 1950).
However, because the �13C of shell material,
which is the source of dissolving calcite, is
�0‰, and because the �13C of organic matter
that produces carbon dioxide is approximately
�25‰, application of isotope balance indicates
that the �13C of DIC in groundwater should
approach �12.5‰. But, as Figure 9 shows, the
�13C of DIC approaches �5‰. Clearly, there is

an inconsistency between the mass balance implied
by Equation (11) and the required isotope balance.

McMahon and Chapelle (1991b) approached
this inconsistency by using the hypothesis testing
approach of Plummer et al. (1983). Earlier studies
(McMahon and Chapelle, 1991a) had shown that
the pore waters of confining beds overlying and
underlying the Black Creek aquifer contain rela-
tively high (�100 mM) concentrations of
dissolved organic acid anions, primarily acetate
and formate, whereas aquifer water contains rela-
tively low concentrations of organic acid anions
(�1 mM). In addition, confining bed pore waters
contain higher concentrations of sulfate
(�100 mM) than aquifer water (�5 mM). This, in
turn, suggested that diffusion of dissolved organic
carbon (DOC) and sulfate into the aquifer drove
ongoing sulfate reduction at clay–sand contacts
(McMahon et al., 1992). Could it be that diffu-
sion-driven exchange of organic carbon from
confining beds (where most of the organic matter
in this system resides) could partially explain the

Figure 6 Map showing the location of wells and directions of groundwater flow, Black Creek aquifer, South Carolina
(source McMahon and Chapelle, 1991b).
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evolution of aquifer water chemistry in this
system?

The locations of representative wells along the
flow path are shown in Figure 7, and analyses of
groundwater associated with these wells are

shown in Table 7. In addition to well-water chem-
istry, Table 7 shows the composition of pore
water in confining beds overlying the Black
Creek aquifer at the Lake City Core Hole
(Figure 7). These analytical data were used to

Table 7 Chemical composition of Black Creek aquifer groundwater and confining bed pore waters.

LE-37 OLANTA LM-IA FLO-162 HO-338 Confining
bed 38 m

Confining
bed 67 m

Distance down-
gradient (km)

10.0 42.5 50.0 69.0 135.0

pH (units) 4.5 7.6 8.4 8.6 8.4
Temperature (
C) 19.5 19.5 18.0 20.2 23.0
Ca (mmol L�1) 0.00998 0.274 0.324 0.0170 0.0599 0.157 0.177
Mg (mmol L�1) 0.00823 0.132 0.0905 0.00400 0.0370 0.0580 0.0410
Na (mmol L�1) 0.0478 0.135 0.826 1.48 12.6 2.26 2.83
K (mmol L�1) 0.0281 0.384 0.187 0.0480 0.128 0.169 0.307
DIC (mmol L�1) 0.675 1.16 0.170 1.24 10.4 2.57 2.70
Cl (mmol L�1) 0.0536 0.0536 0.0508 0.116 2.48 0.0880 0.105
SO4 (mmol L�1) 0.0729 0.0802 0.0708 0.0820 0.00208 0.101 0.381
SiO2 (mmol L�1) 0.216 0.649 0.350 0.328 0.266
Al (mmol L�1) 0.0200 <0.0004 <0.0004 <0.0004 0.00185
Fe (mmol L�1) 0.0134 0.00394 0.0005 0.0004 0.0004
Sr (mmol L�1) 0.0025
H2S (as S) (mgL�1) <0.03 <0.03 <0.03 <0.03 <0.03
CH4(mmol L�1) 0.05 0.05 0.08
�13C of DIC (per mil) �27.8 �18.1 �12.8
Aragonitesi �7.7 �1.1 �0.1 �1.6 �1.6
Low-magnesium
calcitesi

�7.5 �0.9 0.1 �1.4 �1.4

Chalcedonysi �0.1 0.4 0.1 0.1 0.1

Source: McMahon and Chapelle (1991b).

Figure 7 Calcite saturation indices plotted along the
direction of groundwater flow in the Black Creek aquifer

(source McMahon and Chapelle, 1991b).

Figure 8 Observed 1:1 correspondence of DIC and
sodium in the Black Creek aquifer of South Carolina

(source McMahon and Chapelle, 1991b).
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construct material-balance models designed to
test a series of hypotheses. These are:

Hypothesis 1. Mass balance given by the stoi-
chiometry of Equation (11) can explain the major
ion and carbon isotope composition of Black Creek
aquifer water.

Hypothesis 2. Diffusion of DOC and sulfate
from confining bed pore waters provides sources
of electron donor (organic carbon) and electron
acceptor (sulfate). Carbon dioxide produced by
this reaction drives shell material dissolution/cal-
cite cement precipitation which can explain the
major ion and carbon isotope composition of
Black Creek aquifer water.

Hypothesis 3. Diffusion of DIC together with
DOC, sulfate, and cations from confining bed pore
waters to the Black Creek aquifer provides
sources of electron donor (organic carbon) and
electron acceptor (sulfate) for microbial metabo-
lism and additional inorganic carbon to drive low-
magnesium calcite precipitation. The combination
of magnesium-calcite dissolution from shell mate-
rial driven by microbially produced carbon
dioxide, and the precipitation of more thermody-
namically stable low-magnesium calcite cement in
the aquifer, can explain major ion and carbon
isotope composition of Black Creek aquifer water.

Each of these hypotheses is testable using mass-
balance and isotopic-balance considerations.

9.2.4.1 Hypothesis 1

The mass balance implied by hypothesis 1
(Table 8) shows several inconsistencies with what

is known about this hydrologic system. First, this
model requires a source of carbon dioxide (CO2)
independent of organic matter (CH2O) oxidation to
achieve mass balance. This requirement stems
from the lack of electron acceptors (ferric iron,
sulfate) needed to drive oxidation of organic mat-
ter, and the lack of significant methane production
(in which DIC acts as an electron acceptor). Since
carbon dioxide in low temperature groundwater
systems is produced only by microbial metabolism,
it would seem logical that there must be a source of
electron acceptors to support this metabolism. In
addition, isotope balance using the mass-balance
coefficients calculated from hypothesis 1 predicts
�13C of DIC values at wells MRN-77 and HO-338
of �12.9‰ and �12.5‰, respectively. However,
the measured �13C values at these wells are
�5.6‰ and �6.1‰, respectively. Thus, based
on both mass-balance and isotopic-balance consid-
erations, hypothesis 1 can be ruled out.

9.2.4.2 Hypothesis 2

Another possible explanation for the observed
water chemistry is that confining beds provide
sources of both organic carbon (electron donor)
and sulfate (electron acceptor), which drives shell
material dissolution in the Black Creek aquifer.
The relatively large pool of solid organic carbon
present in confining beds adjacent to the Black
Creek aquifer is subject to fermentation, which in
turn produces relatively high concentrations of
organic acids in confining bed pore waters
(McMahon and Chapelle, 1991b). Confining bed
pore waters contain higher concentrations of sul-
fate than adjacent aquifer waters (Table 7).
Oxidation of organic acids as they diffuse to the
aquifer, coupled to reduction of sulfate as it

Figure 9 �13C composition of DIC in Black Creek
aquifer water (source McMahon and Chapelle, 1991b).

Table 8 Calculated mass transfer for hypothesis 1.

Mineral phase Mass transfer

Olanta to
MRN-77

MRN-77 to
HO-338

CaCO3 2.297 2.531
NaX/CaXa 2.536 2.550
NaX/MgXb 0.0061 0.152
Illitec �0.472 �0.186
Glauconited 0.0020 0.0458
SiO2 1.211 0.136
Pyritee �0.0080 �0.0914
CO2 1.796 2.165
CH2O

f 0.0363 0.427
Seawater 0.0 0.0043

Source: McMahon and Chapelle (1991b).
a Ca-for-Na cation exchange. bMg-for-Na cation exchange.
cK0.6Mg0.25Al2.5Si3.5O10.

d K2Fe2Al6(Si4O10)3(OH)12.
e FeS2.

f Organic carbon, oxidation state +1.
Positive values mean dissolution and negative ones mean precipitation.
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diffuses to the aquifer, would produce carbon
dioxide. This carbon dioxide, in turn, could
drive dissolution/precipitation of carbonate shell
material in the aquifer. Because carbon-12 tends
to be used preferentially in carbonate dissolution/
precipitation reactions, a process called Rayleigh
distillation (Plummer et al., 1983) causes the �13C
of DIC to become progressively heavier. These
coupled processes, therefore, might account for
the observed mass and carbon isotope balance in
this system.

The mass balance implied by hypothesis 2 is
shown in Table 9. Again, however, while this
model accounts for mass balance, predicted �13C
of DIC values are not consistent with observed
values. Isotope balance at wells MRN-77 and
HO-338 using the mass balance of Table 9 predicts
�13C of DIC values of �25.6‰ and �24.5‰,
which are at variance with the observed values of
�5.6‰ and �6.1‰, respectively. The relatively
light predicted values reflect the light isotopic sig-
nature of organic matter in the confining beds
(McMahon and Chapelle, 1991a), and the fact
that the model of hypothesis 2 draws much of the
inorganic carbon from oxidation of this organic
matter. Rayleigh distillation accompanying shell
material dissolution and calcite cement precipita-
tion could account for the observed carbon isotope
values (Plummer et al., 1983), but it would require
over 50mM of shell material to dissolve per liter of
water, and with an equal amount of calcite cement
to precipitate in the downgradient part of the aqui-
fer. This, in turn, would cause complete
cementation of the Black Creek aquifer. While
secondary calcite cement is present in the down-
gradient portion of the aquifer, it cements less than
10% of the aquifer by volume. Thus, hypothesis 2
can be ruled out by mass-balance and isotope-
balance considerations.

9.2.4.3 Hypothesis 3

Analysis of pore waters associated with confin-
ing beds (Table 7) shows that the water also
contains relatively high concentrations of DIC.
This suggests that as solid organic matter present
in confining beds is fermented with the production
of organic acids, carbon dioxide produced by fer-
mentation reacts with shell material in confining
beds, producing relatively high DIC concentra-
tions. Unlike hypothesis 2, the stoichiometry of
dissolution suggests that half of the confining bed
DIC would come from shell material and half from
organic matter. Diffusion of sulfate, DIC, and
organic acids to the Black Creek aquifer would
significantly alter the isotope balance of the
system.

The mass balance implied by hypothesis 3 is
shown in Table 10. The net result of the assump-
tions built into this model is to decrease the amount
of organic matter oxidized to carbon dioxide and to
increase the amount of DIC from shell material
dissolution. This, in turn, decreases the amount of
shell material dissolution/calcite cement precipita-
tion needed to achieve isotope balance. Between
Olanta and MRN-77, the amount of dissolution/
precipitation needed for isotope balance is 2.0
mmol CaCO3 kg

�1 of H2O, and 25 mmol CaCO3

from MRN-77 to HO-338. This, in turn, implies
that 1–13 vol.% of the aquifer would be cemented
by calcite, which is roughly in line with observed
calcite cementation.

The overall carbon balance in the Black Creek
aquifer implied by hypothesis 3 is shown in
Table 11. According to this balance, shell material
has contributed 83–87% of the carbon to DIC in
the aquifer, compared to 13–17% from organic
carbon. Of the total carbon added from shell
material and organic carbon, �74% was subse-
quently removed as calcite cement in the aquifer.

Table 9 Calculated mass transfer for hypothesis 2.

Mineral phase Mass transfer

Olanta to
MRN-77

MRN-77 to
HO-338

CaCO3 �7.196 �10.102
NaX/CaXa �6.957 �10.084
NaX/MgXb �1.0019 �1.170
Illitec �4.504 �5.471
Glauconited 1.212 1.631
SiO2 0.808 0.393
Pyritee �2.427 �3.262
Pore water 1 11.326 15.225
Pore water 2 20.076 26.316
Seawater 0.0 0.0043

Source: McMahon and Chapelle (1991b).
Footnote symbols ‘a’ to ‘e’ are same as in Table 8.
Positive values mean dissolution and negative ones mean precipitation.

Table 10 Calculated mass transfer for hypothesis 3.

Mineral phase Mass transfer

Olanta to
MRN-77

MRN-77 to
HO-338

CaCO3 0.526 0.0193
NaX/CaXa 0.951 0.282
NaX/MgXb �0.105 0.0062
Illitec �1.138 �1.060
Glauconited 0.0692 0.134
SiO2 2.737 2.137
Pyritee �0.142 �0.268
Pore water 1 0.662 1.247
Pore water 2 1.116 1.462
Seawater 0.0 0.0043

Source: McMahon and Chapelle (1991b).
Footnote symbols ‘a’ to ‘e’ are same as in Table 8.
Positive values mean dissolution and negative ones mean precipitation.
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This relatively large component of carbonate dis-
solution–precipitation is reflected in the relatively
heavy �13C of DIC observed in the downgradient
portion of the aquifer. Confining beds contributed
22 – 27% of the total carbon input, compared to
73 – 78% from the aquifer.

9.2.4.4 Evaluation of hypotheses

It is clear from this hypothesis testing approach
that an infinite number of mass-balance scenarios
can be constructed to explain the observed water-
chemistry changes in the Black Creek aquifer. This
nonuniqueness/uncertainty is a general characteris-
tic, and is an unavoidable characteristic of material-
balance calculations in systems that are not at full
thermodynamic equilibrium. However, much can
still be learned by carefully considering the implica-
tions of each material balance. Each of the
hypotheses considered above produced testable pre-
dictions. Hypothesis 1 could not account for
observed carbon isotope values, and did not predict
the presence of calcite cement in the aquifer.
Similarly, for hypothesis 2 to account for isotopic
balance, it would require almost complete cementa-
tion of the aquifer by secondary calcite cement. Of
the three hypotheses considered, hypothesis 3 gave
the most plausible explanation of carbon isotope
balance and observed calcite cementation of the
aquifer. This does not, however, mean that hypoth-
esis 3 is ‘‘correct.’’ It simply provides an explanation
for the observed geochemical features of the Black
Creek aquifer, which includes aquifer water and
confining bed pore-water composition, aquifer and
confining bed mineralogy, and the observed pre-
sence and abundance of secondary calcite cements.

The chief utility of this hypothesis testing is that
it indicates that microbial processes occurring in
the aquifer (sulfate reduction) as well as microbial
processes in confining beds (organic matter fer-
mentation) have an important impact on the
geochemistry of groundwater in adjacent aquifers.
These nonintuitive results could not have been

arrived at without undertaking a quantitative mate-
rial balance.

9.3 REDUCTION/OXIDATION PROCESSES

Reduction–oxidation (redox) processes affect
the chemical composition of groundwater in all
aquifer systems. In particular, redox processes
affect the mobility of organic chemicals and metals
in both pristine and contaminated systems. Thus,
methods for characterizing redox processes are an
important part of groundwater geochemistry. The
purpose of this section is to review equilibrium and
kinetic frameworks for documenting the spatial and
temporal distribution of redox processes in ground-
water systems.

9.3.1 The Equilibrium Approach

The traditional approach for characterizing
redox processes in groundwater is based on con-
ventions and methods developed in classical
physical chemistry (Sillén, 1952). Back and
Barnes (1965) used platinum electrode measure-
ments to determine the Eh of groundwater
samples. This approach was systematized by
Stumm and Morgan (1981), who suggested that
the theoretical activity of electrons in aqueous solu-
tion (pe), could be used by direct analogy to
hydrogen ion activity (pH) as a ‘‘master variable’’
to describe redox processes. In this treatment, the
pe of a water sample is a linear function of Eh
(pe = 16.9Eh at 25 
C).

The definition of Eh, and thus pe, is given by the
Nernst equation, in which the Eh of a solution is
related to concentrations of aqueous redox couples
at chemical equilibrium and the voltage of a stan-
dard hydrogen electrode (E 0). For example, when
concentrations of aqueous Fe3+ and Fe2+ are at
equilibrium, Eh is defined as

Eh ¼ E0 þ 2:303RT

nF
log

aFe3þ

aFe2þ
ð12Þ

Table 11 Sources and sinks of organic and inorganic carbon to Black Creek aquifer groundwater.

Olanta to MRN-77 MRN-77 to HO-338

mmol kg�1 H2O % of total mmol kg�1 H2O % of total

Carbon source
Shell material aquifer 12.526 78 14.0193 73
Shell material confining bed 1.471 9 1.928 10
Organic carbon aquifer 0.0 0 0.0 0
Organic carbon confining bed 2.133 13 3.175 17
Seawater 0.0 0 0.00998 <1

Carbon sink
Calcite cement 12.0 74 14.0 73

Source: McMahon and Chapelle (1991b).
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Equation (12) illustrates an important point. Eh is
uniquely defined only when a system is at thermo-
dynamic equilibrium (Drever, 1982, p. 257). If the
activities of Fe3+ and Fe2+ ions are not at equili-
brium, an infinite number of apparent Eh values
can be calculated or measured with a platinum
electrode, but will not be ‘‘Eh’’ as defined by
Equation (12). Similarly, if the Eh defined by the
Fe3+/Fe2+ pair is not the same as that defined by the
SO2�

4 /H2S pair or the O2/H2O pair, it is impossible
to define the Eh of the solution as a whole.

In the 1960s and 1970s, when groundwater
systems were thought to be largely sterile envir-
onments devoid of microbial life, assuming
equilibrium or near-equilibrium conditions
seemed to be quite reasonable. However, in the
early 1980s it became clear that groundwater sys-
tems contained active, respiring, reproducing
microorganisms (Wilson et al., 1983; Chapelle
et al., 1987). Furthermore, it gradually became
clear that many of the important redox processes
occurring in groundwater systems were catalyzed
by microorganisms (Baedecker et al., 1988;
Lovley et al., 1989; Chapelle and Lovley, 1992).
This realization coincided with growing evidence
that measuring the Eh of groundwaters was pro-
blematic. In particular, it was shown that Eh
measurements with platinum electrodes were not
consistent with Eh calculated from the Nernst
equation, and that different redox couples gave
widely different Eh values (Lindberg and
Runnells, 1984). There are several reasons for
these problems. These include:

(i) The aqueous activity of free electrons in
water are so low (�10�55M) that they are essen-
tially zero (Thorstenson, 1984). Thus, while
electron activity is a thermodynamically definable
quantity, it is not measurable in the same way that
hydrogen ion activity (pH) is.

(ii) The pH electrode responds to aqueous con-
centrations of hydrogen ions. In contrast, the Eh
electrode responds to electron transfers between
solutes (Thorstenson, 1984). A platinum Eh elec-
trode, therefore, readily responds to concentrations
of Fe2+ and Fe3+ because they react rapidly and
reversibly with platinum. Because solutes such as
oxygen, carbon dioxide, and methane react slug-
gishly on a platinum surface, the Eh electrode is
relatively insensitive to the O2/H2O and CO2/CH4

redox couples.
(iii) Groundwater usually contains multiple

redox couples such as O2/H2O, Fe
3+/Fe2+, SO4/

H2S, and CO2/CH4 that are not in mutual
equilibrium.

(iv) Microorganisms cannot actively respire and
reproduce unless there is available free energy to
drive their metabolism. That is, microorganisms
require that their immediate environment not be at
thermodynamic equilibrium. Thus, using Eh to

describe redox processes driven by microbial pro-
cesses violates the underlying equilibrium
assumption of Eh.
In light of these difficulties, it is not surprising that
Eh measurements in groundwater systems are so
often problematic.

9.3.2 The Kinetic Approach

Equilibrium considerations are not the only
way to describe redox processes in groundwater
systems. The metabolism of microorganisms is
based on the cycling of electrons from electron
donors (often organic carbon) to electron accep-
tors such as molecular oxygen, nitrate, ferric
iron, sulfate, carbon dioxide, or other mineral
electron acceptors. This flow of electrons is cap-
able of doing work. Microorganisms capture this
electrical energy, convert it to chemical energy,
and use it to support their life functions. If it is
assumed that redox processes in groundwater
systems are driven predominantly by microbial
metabolism, it becomes possible to describe these
processes by the cycling of electron donors, elec-
tron acceptors, and intermediate products of
microbial metabolism. Because this is an inher-
ently nonequilibrium, kinetic description, it has
been termed the ‘‘kinetic approach’’ (Lovley
et al., 1994).

A kinetic description of redox processes in
groundwater systems includes two components.
These are documenting (i) the source of electrons
(electron donor) that supports microbial metabo-
lism, and (ii) the final sink for electrons (electron
acceptors) that supports microbial metabolism. In
many groundwater systems, identifying electron
donors is not a difficult problem since particulate
or DOC is the most common source of electrons
for subsurface microorganisms. Another common
source of electrons is the aerobic oxidation of
sulfide minerals, which facilitates the growth of
sulfide-oxidizing microorganisms such as
Thiobacillus sp. Alternatively, the aerobic oxida-
tion of ferrous iron can facilitate the growth of
iron-oxidizing bacteria such as Gallionella sp. A
more difficult problem is determining the term-
inal electron accepting processes (TEAPs) that
occur in a system. This problem is made even
more difficult by the inherent heterogeneity of
groundwater systems. This heterogeneity causes
both spatial (Chapelle and Lovley, 1992) and tem-
poral (Vroblesky and Chapelle, 1994) variations in
TEAPs.

9.3.3 Identifying TEAPs

Studies in aquatic sediment microbiology have
clearly demonstrated that microbially mediated
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redox processes tend to become segregated into
discrete zones. When this happens, the observed
sequence of redox zones follows a predicable pat-
tern. At the sediment–water interface, oxic
metabolism predominates. This oxic zone is under-
lain by zones dominated by nitrate reduction,
manganese reduction, and ferric iron reduction
(Froelich et al., 1979). In organic rich marine sedi-
ments, a sulfate-reducing zone overlies a zone
dominated by methanogenesis (Martens and
Berner, 1977).

The mechanisms causing the observed segrega-
tion of redox zones remained unclear for a long
time. However, studies with pure cultures of
methanogens and sulfate reducers (Lovley and
Klug, 1983), followed by studies with aquatic sedi-
ments (Lovley and Klug, 1986; Lovley and
Goodwin, 1988), showed that redox zonation
resulted from the ecology of aquatic sediments. In
anoxic sediments, organic matter oxidation is car-
ried out by food chains in which fermentative
microorganisms partially oxidize organic matter
with the production of fermentation products such
as acetate and hydrogen. These fermentation pro-
ducts are then consumed by terminal electron-
accepting microorganisms such as Fe(III) reducers
or sulfate reducers. Because Fe(III) reduction pro-
duces more energy per mole of acetate or hydrogen
oxidation, Fe(III) reducers are able to lower envir-
onmental concentrations of these fermentation
products below levels required by less efficient
sulfate reducers. Thus, when Fe(III) is available,
Fe(III) reducers can outcompete sulfate reducers
for available hydrogen, and sequester the majority
(although generally not all) of the available elec-
tron flow. Similarly, when sulfate is available,
sulfate reducers can outcompete methanogens for
available hydrogen, and sequester the majority of
electron flow. Thus, by considering concentrations
of potential electron acceptors, and by considering
concentrations of dissolved hydrogen (Chapelle
et al., 1995), it is often possible to deduce the
distribution of TEAPs in groundwater systems
(Figure 10).

9.3.4 Comparison of Equilibrium and Kinetic
Approaches

A comparison of the equilibrium (Eh) and
kinetic (TEAPs) approaches to describe redox pro-
cesses in a petroleum hydrocarbon-contaminated
aquifer was given by Chapelle et al. (1996). In
this study, Eh measurements were made with a
platinum electrode, and the results plotted on a
standard Eh–pH diagram (Sillén, 1952). The
results of this analysis are shown in Figure 11.
Based on this analysis, it can be concluded that
Fe(III) reduction is the predominant redox process,
as none of the measured Eh values are sufficiently

negative to indicate sulfate reduction or methano-
genesis. In contrast, measured hydrogen
concentrations (Figure 12) indicate the presence
of methanogenesis near the water table surrounded
by zones dominated by sulfate reduction and
Fe(III) reduction. By considering other redox-sen-
sitive solutes (Figure 10), including the depletion
of potential electron acceptors such as oxygen
(<0.01mgL�1), sulfate (<1.0mgL�1), and nitrate
(<0.02mgL�1) inside the plume, as well as the
generation of sulfide (�1.0mg L�1), methane
(5–20mgL�1), and Fe2+ (3–20mgL�1), it is clear
that methanogenesis and sulfate reduction are
occurring (Figure 12) in addition to Fe(III)-reduc-
tion indicated in Figure 11. In some groundwater
systems, therefore, the kinetic approach appears to
give a more complete evaluation of ambient redox
processes than the more traditional equilibrium
approach.

9.4 CONTAMINANT GEOCHEMISTRY

The principles and methods used to understand
groundwater geochemistry were largely developed
by considering pristine aquifer systems (Back,
1966; Plummer et al., 1983). In the 1970s, how-
ever, it became clear that decades of unregulated
disposal of industrial wastes had contaminated
shallow groundwater underlying thousands of
sites throughout the world. Many scientists
involved with assessing and remediating this envir-
onmental contamination had been trained in the use
of the mass-balance and equilibrium methods used
in groundwater geochemistry. It was natural, there-
fore, to apply the mass-balance approach to
problems of environmental contamination. This
section gives a brief overview of the application
of these principles to petroleum hydrocarbon and
chlorinated solvent contamination of groundwater
systems.

9.4.1 Petroleum Hydrocarbon Contamination

During the 1980s, enormous efforts were made
in order to assess and monitor petroleum hydro-
carbon contamination of groundwater in the
United States and Europe. From this mass of
information came several unanticipated and sur-
prising results. It was widely observed, for
example, that plumes of petroleum-hydrocarbon
contaminated groundwater stopped expanding
over time and assumed a dynamic steady-state
configuration. Perhaps the best-documented
example of this behavior was a crude oil spill in
northern Minnesota near the town of Bemidji
(Baedecker et al., 1988; Cozzarelli et al., 1999).
In 1979 an oil pipeline ruptured and spilled 1,670 m3

of crude oil on the land surface. During the
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following year, oil migrated downward and
formed a lens floating on the water table. The
site was instrumented with observation wells and
monitored throughout the 1980s and 1990s. A
plume of dissolved hydrocarbons, principally
composed of soluble benzene, toluene, ethylben-
zene, and xylene (BTEX) compounds, developed
downgradient of the oil lens. However, by 1985,
the BTEX plume appeared to stop spreading,
extending only �150 m downgradient of the oil
lens. This result, was unanticipated by many
scientists. Its explanation, however, came directly
from mass-balance considerations (Baedecker
et al., 1993). The dynamic steady state of the
plume reflected a balance between the rate at
which soluble hydrocarbons were leached into
the groundwater, and the rate at which biodegra-
dation processes consumed the hydrocarbons
(Lovley et al., 1989; Baedecker et al., 1993).

Similar observations were being made in other
hydrologic systems. In a controlled experimental

release to a shallow sandy aquifer, Barker et al.
(1987) showed that naturally occurring biodegra-
dation processes effectively removed benzene,
toluene, and all three xylene isomers from solution
in about one year. Barker et al. (1987) used the
term natural attenuation to describe the combined
dilution, dispersion, sorption, and biodegradation
processes that caused contaminant concentrations
to decrease. Similarly, Chiang et al. (1989) showed
significant losses of benzene over a three-year per-
iod in a contaminated aquifer underlying a gas
plant, and attributed this loss to natural attenuation
processes.

On a much larger scale, a study of 7,167
municipal supply wells in California showed
that, while leaking gasoline was by far the most
common contaminant being released into
groundwater systems, benzene was found in
only 10 wells (Hadley and Armstrong, 1991).
This study concluded that biodegradation
processes were actively consuming BTEX

Figure 10 Flowchart for deducing operative TEAPs in groundwater systems (source Chapelle et al., 1995).
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compounds, and that these processes were pro-
tecting California groundwater supplies from
widespread petroleum hydrocarbon contamina-
tion. These and other studies showed that
natural biodegradation processes are far more
important in affecting the migration of soluble
petroleum hydrocarbons than had been foreseen
in the early 1980s, and that they are a major
factor in the remediation of environmental con-
taminants (US EPA, 1999).

9.4.2 Chlorinated Solvent Contamination

Mass-balance considerations, in particular the
observed consumption of contaminants, were use-
ful in showing the importance of biodegradation
processes for limiting the mobility of petroleum
hydrocarbons in groundwater systems. The mass-
balance approach also contributed to our under-
standing of the environmental fate of chlorinated
solvents in groundwater systems. In the 1980s,
the observed behavior of chlorinated ethenes such
as trichloroethene (TCE) and perchloroethene

Figure 11 Measured Eh values in a cross-section of a contaminant plume, and the Eh values plotted on an Eh–pH
diagram (source Chapelle et al., 1996).

Figure 12 Concentrations of hydrogen in a cross-
section of a contaminant plume, and the associated

diagnosis of TEAPs (source Chapelle et al., 1996).
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(PCE) in groundwater systems were puzzling. In
some systems, TCE and PCE acted like conser-
vative solutes and were transported readily with
flowing groundwater. In other systems, TCE and
PCE disappeared rapidly but were apparently
replaced with more lightly chlorinated ethenes
such as cis-dichloroethene (DCE) and vinyl
chloride (VC). To further complicate matters,
these lightly chlorinated ethenes apparently accu-
mulated in some systems and disappeared in
others. In the early 1980s, the environmental
fate of chlorinated solvents in groundwater sys-
tems was considered mysterious and
unpredictable.

An example of chlorinated solvent disappear-
ance, from a site in Kings Bay, Georgia was
described by Chapelle and Bradley (1998).
Initially, PCE and TCE were the only contaminants
present (Figure 13). As groundwater moved along
the flow path, PCE and TCE both disappeared and
were replaced by DCE and VC. Further along the
flow path, both DCE and VC also disappeared.
This same basic sequence was observed repeatedly
in groundwater systems during the 1980s (Vogel
et al., 1987; Barrio-Lage et al., 1987). Clearly,
transformation processes converted one compound
into another. Just as clearly, however, there was a
net loss of all chlorinated ethenes along the flow
path. In the late 1980s, the process or processes
contributing to these observations were largely
unknown.

Soon thereafter, observations from a variety of
sources began to explain this behavior. It was
shown experimentally that pure cultures of metha-
nogenic microorganisms were capable of stripping

chlorine groups from PCE and TCE by reductive
dechlorination (Vogel and McCarty, 1985). It was
also shown that methane-oxidizing bacteria can
transform TCE as well (J. T. Wilson and B. H.
Wilson, 1985). Initially, both of these processes
were thought to be due to the accidental interaction
of TCE with enzyme systems designed either to
reduce carbon dioxide (reductive dechlorination) or
to oxidize methane (Vogel et al., 1987; Barrio-Lage
et al., 1987). Both processes were initially termed
co-metabolic. However, further research has shown
a class of previously unknown microorganisms that
can use chlorinated ethenes as electron acceptors in
growth-supporting metabolism (DiStefano et al.,
1991; Gossett and Zinder, 1996).

By the mid-1990s, it was clear that chlorinated
ethenes in groundwater systems are subject to a
variety of microbial degradation processes in
groundwater systems. These include reductive
dechlorination (Barrio-Lage et al., 1987, 1990;
Bouwer, 1994; McCarty and Semprini, 1994;
Odum et al., 1995; Vogel, 1994; Vogel and
McCarty, 1985), aerobic oxidation (Hartmans
et al., 1985; Davis and Carpenter, 1990; Phelps
et al., 1991; Bradley and Chapelle, 1996,
1998a,b), anaerobic oxidation (Bradley and
Chapelle, 1998b; Bradley et al., 1998), and aerobic
co-metabolism (J. T. Wilson and B. H. Wilson,
1985; McCarty and Semprini, 1994). In many
field environments, initial reductive dechlorination
drives the transformation of PCE and TCE to DCE
and VC, respectively. The latter in turn are trans-
formed into carbon dioxide, chloride and water
by the combined effects of methane-oxidizing
co-metabolism and anaerobic oxidation.

Figure 13 Observed transformation of chlorinated ethenes in a groundwater system (source Chapelle and
Bradley, 1998).
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Furthermore, because these biodegradation pro-
cesses are all reduction/oxidation processes, the
efficiency of biodegradation is very sensitive to
ambient redox conditions (Chapelle, 1996).

A simple use of mass-balance considerations
that shows this net transformation of chlorinated
ethenes is the observed accumulation of chloride
in contaminant plumes. For example, in a study of
a large plume of TCE-contaminated groundwater
at Dover Air Force Base, Delaware, Witt et al.
(2002) showed that the concentration of chloride
increased as TCE concentrations decreased, sug-
gesting the net transformation of the chlorine in
TCE to chloride. This chloride ‘‘tracer’’ of chlori-
nated ethene biodegradation is of use for mass-
balance calculations to demonstrate biodegrada-
tion processes in the field. These field
observations formed the basis of experimental
studies under controlled laboratory conditions
that documented the many and varied microbial
processes that transform and destroy chlorinated
ethenes in groundwater systems.

9.5 SUMMARYAND CONCLUSIONS

This brief overview shows that while the scope
of groundwater geochemistry has changed signif-
icantly over time, the themes of practicality and
the mass-balance approach have remained con-
stant. The major questions of groundwater
geochemistry have come directly from practical,
human problems. Whether it was understanding
the apparent medicinal properties of well and
springwaters (Steel, 1838), helping to prospect
for petroleum hydrocarbons (Rogers, 1917),
explaining the distribution of ‘‘hard’’ and ‘‘soft’’
groundwater (Renick, 1924), investigating the
origin of high concentrations of sodium and bicar-
bonate (Cedarstrom, 1946; Foster, 1950),
showing how chemical changes of groundwater
were related to directions of groundwater flow
(Back, 1966), understanding the composition of
springwaters (Garrels and Mackenzie, 1967), or
documenting biodegradation of environmental
contaminants (Baedecker et al., 1993), all
involved practical questions. The guiding princi-
ple used to address these questions has always
been the notion of mass balance, that groundwater
chemistry reflects the difference of what is put
into solution minus what is taken out. Rigorous
application of the mass-balance approach, and
constraining material balances for thermodynamic
consistency (Plummer et al., 1983) has led to
many unexpected and surprising discoveries.
One of these is the realization that nonequili-
brium, microbially mediated processes have an
important effect on groundwater chemistry
(Chapelle, 2001). In recent years, the mass-bal-
ance approach has helped identify microbial and

nonmicrobial transformations that serve to detox-
ify environmental contaminants (US EPA, 1999),
and has served to identify numerous remediation
technologies for dealing with contamination pro-
blems. There is every reason to expect that the
twin principles of practicality and mass balance
will continue to be major themes in the develop-
ment of groundwater geochemistry.
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10.1 INTRODUCTION

Along with the silicate debris carried to the sea
by rivers and wind, the calcitic hard parts manu-
factured by marine organisms constitute the most
prominent constituent of deep-sea sediments. On
high-standing open-ocean ridges and plateaus,
these calcitic remains dominate. Only in the dee-
pest portions of the ocean floor, where dissolution
takes its toll, are sediments calcite-free. The fora-
minifera shells preserved in marine sediments are
the primary carriers of paleoceanographic informa-
tion. Mg/Ca ratios in these shells record past
surface water temperatures; temperature corrected
18O/16O ratios record the volume of continental ice;
13C/12C ratios yield information about the strength
of the ocean’s biological pump and the amount of
carbon stored as terrestrial biomass; the cadmium
and zinc concentrations serve, respectively, as
proxies for the distribution of dissolved phosphate
and dissolved silica in the sea. While these isotopic
ratios and trace element concentrations constitute
the workhorses of the field of paleoceanography,
the state of preservation of the calcitic material

itself has an important story to tell. It is this story
with which this chapter is concerned.

In all regions of the ocean, plots of sediment
composition against water depth have a characteris-
tic shape. Sediments from mid-depth are rich in
CaCO3 and those from abyssal depths are devoid
of CaCO3. These two realms are separated by a
transition zone spanning several hundreds of meters
in water depth over which the CaCO3 content drops
toward zero from the 85–95% values which char-
acterize mid-depth sediment. The upper bound of
this transition zone has been termed the ‘‘lysocline’’
and signifies the depth at which dissolution impacts
become noticeable. The lower bound is termed the
‘‘compensation depth’’ and signifies the depth at
which the CaCO3 content is reduced to 10%.
While widely used (and misused), both of these
terms suffer from ambiguities. My recommendation
is that they be abandoned in favor of the term
‘‘transition zone.’’ Where quantification is appropri-
ate, the depth of the mid-point of CaCO3 decline
should be given. While the width of the zone is also
of interest, its definition suffers from the same
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problems associated with the use of the terms ‘‘lyso-
cline’’ and ‘‘compensation depth,’’ namely, the
boundaries are gradual rather than sharp.

While determinations of sediment CaCO3 content
as a function of water depth in today’s ocean or at any
specific time in the past constitute a potentially useful
index of the extent of dissolution, it must be kept in
mind that this relationship is highly nonlinear.
Consider, for example, an area where the rain rate
of calcite to the seafloor is 9 times that of noncarbo-
nate material. In such a situation, were 50% of the
calcite to be dissolved, the CaCO3 content would
drop only from 90% to only 82%, and were 75%
dissolved away, it would drop only to 69% (see
Figure 1). One might counter by saying that as the
CaCO3 content can be measured to an accuracy of
�0.5% or better, one could still use CaCO3 content
as a dissolution index. The problem is that in order to
obtain a set of sediment samples covering an appreci-
able range of water depth, topographic gradients
dictate that the cores would have to be collected
over an area covering several degrees. It is unlikely
that the ratio of the rain rate of calcite to that of
noncalcite would be exactly the same at all the coring
sites. Hence, higher accuracy is not the answer.

10.2 DEPTH OF TRANSITION ZONE

As in most parts of today’s deep ocean the
concentrations of Ca2+ and of CO2 –

3 are nearly
constant with water depth, profiles of CaCO3

content with depth reflect mainly the increase in
the solubility of the mineral calcite with pressure
(see Figure 2). This increase occurs because the
volume occupied by the Ca2+ and CO2 –

3 ions dis-
solved in seawater is smaller than when they are
combined in the mineral calcite. Unfortunately, a
sizable uncertainty exists in the magnitude of this
volume difference. The mid-depth waters in the
ocean are everywhere supersaturated with respect
to calcite. Because of the pressure dependence of
solubility, the extent of supersaturation decreases
with depth until the saturation horizon is reached.
Below this depth, the waters are undersaturated
with respect to calcite. While it is tempting to
conclude that the saturation horizon corresponds
to the top of the transition zone, as we shall see,
respiration CO2 released to the pore waters com-
plicates the situation by inducing calcite
dissolution above the saturation horizon.

One might ask what controls the depth of the
transition zone. The answer lies in chemical eco-
nomics. In today’s ocean, marine organisms
manufacture calcitic hard parts at a rate several
times faster than CO2 is being added to the
ocean–atmosphere system (via planetary outgas-
sing and weathering of continental rocks) (see
Figure 3). While the state of saturation in the
ocean is set by the product of the Ca2+ and CO2 –

3
concentrations, calcium has such a long residence
(106 yr) that, at least on the timescale of a single
glacial cycle (�105 yr), its concentration can be
assumed to have remained unchanged. Further, its
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concentration in seawater is so high that CaCO3

cycling within the sea does not create significant
gradients. In contrast, the dissolved inorganic car-
bon (i.e., CO2, HCO

–
3 , and CO2 –

3 ) in the ocean is
replaced on a timescale roughly equal to that of the
major glacial to interglacial cycle (105 yr). But,
since in the deep sea CO2 –

3 ion makes up only
�5% of the total dissolved inorganic carbon, its
adjustment time turns out to be only about one-
twentieth that for dissolved inorganic carbon or
�5,000 yr. Hence, the concentration of CO2 –

3 has
gradients within the sea and likely has undergone
climate-induced changes.

Hence, at least on glacial to interglacial time-
scales, attention is focused on distribution of CO2 –

3
concentration in the deep sea for it alone sets the

depth of the transition zone. Thus, it is temporal
changes in the concentration of carbonate ion
which have captured the attention of those paleo-
ceanographers interested in glacial to interglacial
changes in ocean operation. These changes involve
both the carbonate ion concentration averaged over
the entire deep ocean and its distribution with
respect to water depth and geographic location.
Of course, it is the global average carbonate ion
concentration in the deep sea that adjusts in order to
assure that burial of CaCO3 in the sediments
matches the input of CO2 to the ocean atmosphere
system (or, more precisely, the input minus the
fraction destined to be buried as organic residues).
For example, were some anomaly to cause the
burial of CaCO3 in seafloor sediments to exceed
supply, then the CO2 –

3 concentration would be
drawn down. This drawdown would continue
until a balance between removal and supply was
restored. As already mentioned, the time constant
for this adjustment is on the order of 5,000 yr.

10.3 DISTRIBUTION OF CO2�
3 ION IN

TODAY’S DEEP OCEAN

As part of the GEOSECS, TTO, SAVE and
WOCE ocean surveys,

P
CO2 and alkalinity mea-

surements were made on water samples captured at
various water depths in Niskin bottles. Given the
depth, temperature and salinity for these samples, it
is possible to compute the in situ carbonate ion
concentrations. LDEO’s Taro Takahashi played a
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key role not only in the measurement programs, but
also in converting the measurements to in situ
carbonate ion concentrations. Because of his
efforts and, of course, those of many others
involved in these expeditions, we now have a com-
plete picture of the distribution of CO2 –

3 ion
concentrations in the deep sea.

Below 1,500 m in the world ocean, the distribu-
tion of carbonate ion concentration is remarkably
simple (see Broecker and Sutherland, 2000 for
summary). For the most part, waters in the
Pacific, Indian, and Southern Oceans have concen-
trations confined to the range 83� 8 mmol kg�1.
The exception is the northern Pacific, where the
values drop to as low as 60 mmol kg�1. In contrast,
much of the deep water in the Atlantic has concen-
trations in the range 112� 5 mmol kg�1. The
principal exception is the deepest portion of the
western basin where Antarctic bottom water
(AABW) intrudes.

As shown by Broecker et al., the deep waters of
the ocean can be characterized as a mixture of two
end members, i.e., deep water formed in the north-
ern Atlantic and deep water formed in the Southern
Ocean. These end members are characterized by
quite different values of a quasi-conservative prop-
erty, PO�4 (i.e., PO4� 1.95 +O2/175). Although
these two deep-water sources have similar initial
O2 contents, those formed in the northern Atlantic
have only roughly half the PO4 concentration of the
deep waters descending in the Southern Ocean.
Thus, the northern end member is characterized

by a PO�4 value of 0.73� 0.03, while the southern
end member is characterized by a value of
1.95� 0.05 mmol kg�1. In Figure 4 is shown a
plot of carbonate ion concentration for waters dee-
per than 1,700 m as a function of PO�4. The points
are color coded according to O2 content. As can be
seen, the high O2 waters with northern Atlantic
PO�4 values have carbonate ion concentrations of
�120 mmol kg�1, while those formed in Weddell
Sea and Ross Sea have values closer to
90 mmol kg�1.

The sense of the between-ocean difference in
carbonate ion concentration is consistent with the
PO�4-based estimate that Atlantic deep water (i.e.,
North Atlantic deep water (NADW)) is a mixture
of about 85% deep water formed in the northern
Atlantic and 15% deep water formed in Southern
Ocean, while the remainder of the deep ocean is
flooded with a roughly 50–50 mixture of these two
source waters (Broecker, 1991). The interocean
difference in carbonate ion concentration relates
to the fact that deep water formed in the northern
Atlantic has a higher CO2 –

3 concentration than that
produced in the Southern Ocean. The transition
zone between NADW and the remainder of the
deep ocean is centered in the western South
Atlantic and extends around Africa into the Indian
Ocean (fading out as NADW mixes into the ambi-
ent circumpolar deep water).

The difference in carbonate ion concentration
between NADW and the rest of the deep ocean is
related to the difference in PO4 concentration.
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NADW has only about half the concentration of
PO4 as does, for example, deep water in equatorial
Pacific. This is important because, for each mole of
phosphorus released during respiration, �120 mol
of CO2 are also produced. This excess CO2 reacts
with CO2 –

3 ion to form two HCO –
3 ions. Were PO4

content the only factor influencing the interocean
difference in carbonate ion concentration, then it
would be expected to be more like 90 mmol kg�1

rather than the observed 30 mmol kg�1. So, some-
thing else must be involved.

This something is CO2 transfer through the
atmosphere (Broecker and Peng, 1993). The high-
phosphate-content waters upwelling in the
Southern Ocean lose part of their excess CO2 to
the atmosphere. This results in an increase in their
CO2 –

3 ion content. In contrast, the low-PO4-content
waters reaching in the northern Atlantic have CO2

partial pressures well below that in the atmosphere
and hence they absorb CO2. This reduces their
CO2 –

3 concentration. Hence, it is the transfer of
CO2 from surface waters in the Southern Ocean
to surface waters in the northern Atlantic reduces
the contrast in carbonate ion concentration between
deep waters in the deep Atlantic and those in the
remainder of the deep ocean.

One other factor expected to have an impact on
the carbonate ion concentration in deep Pacific
Ocean and Indian Ocean turns out to be less impor-
tant. Much of the floor of these two oceans lies
below the transition zone. Hence, most of the
CaCO3 falling into the deep Pacific Ocean and
Indian Ocean dissolves. One would expect then
that the older the water (as indicated by lower

14C/C ratios), the higher its CO2 –
3 ion concentra-

tion would be. While to some extent this is true, the
trend is much smaller than expected. The reason is
that in the South Pacific Ocean and South Indian
Ocean an almost perfect chemical titration is being
conducted, i.e., for each mole of respiration CO2

released to the deep ocean, roughly one mole of
CaCO3 dissolves (Broecker and Sutherland, 2000).
So indeed, the older the water, the higher its

P
CO2

content. But, due to CaCO3 dissolution, there is a
compensating increase in alkalinity such that the
carbonate ion concentration remains largely
unchanged. Only in the northern reaches of these
oceans does the release of metabolic CO2 over-
whelm the supply of CaCO3 allowing the CO3

concentration to drop.
As in the depth range of transition zone, the

solubility of CaCO3 increases by �14 mmol kg�1

km�1 increase in water depth, the 30 mmol kg�1

higher CO2 –
3 concentration in NADW should

(other things being equal) lead to a 2 km deeper
transition zone in the Atlantic than in the Pacific
Ocean and the Indian Ocean. In fact, this is more or
less what is observed.

10.4 DEPTH OF SATURATION HORIZON

A number of attempts have been made to estab-
lish the exact depth of the calcite saturation
horizon. The most direct way to do this is to sus-
pend preweighed calcite entities at various water
depths on a deep-sea mooring, then months later,
recover the mooring and determine the extent of
weight loss (see Figure 5). Peterson (1966)
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performed such an experiment at 19 
N in the
Pacific Ocean using polished calcite spheres and
observed a pronounced depth-dependent increase
in weight loss that commenced at�3,900 m. Honjo
and Erez (1978) performed a similar experiment at
32 
N in the Atlantic and found that coccoliths,
foraminifera shells and reagent calcite experienced
a 25–60% weight loss at 5,500 m but no measur-
able weight loss at 4,900 m. Thus the North
Atlantic–North Pacific depth difference in the
depth of the onset of dissolution is more or less
consistent with expectation. Broecker and
Takahashi (1978) used a combination of the depth
of the onset of sedimentary CaCO3 content decline
and the results of a technique referred to as in situ
saturometry (Ben-Yaakov and Kaplan, 1971) to
define the depth dependence of solubility. While
fraught with caveats, these results are broadly con-
sistent with those from the mooring experiment. By
measuring the composition of pore waters
extracted in situ from sediments at various water
depths, Sayles (1985) was able to calculate what he
assumed to be saturation CO2 –

3 concentrations.
Finally, several investigators have performed
laboratory equilibrations of calcite and seawater
as a function of confining pressure. But, as each
approach is subject to biases, more research is
needed before the exact pressure dependence of
the solubility of calcite can be pinned down.

10.5 DISSOLUTION MECHANISMS

Three possible dissolution processes come to
mind. The first of these is termed water column
dissolution. As foraminifera shells fall quite rapidly
and as they encounter calcite undersaturated water
only at great depth, it might be concluded that
dissolution during fall is unimportant. But it has
been suggested that organisms feeding on falling
debris ingest and partially dissolve calcite entities
(Milliman et al., 1999). Because of their small size,
coccoliths are presumed to be the most vulnerable
in this regard. But little quantitive information is
available to permit quantification of this mode of
dissolution.

The other two processes involve dissolution of
calcite after it reaches the seafloor. A distinction is
made between dissolution that occurs before burial
(i.e., interface dissolution) and dissolution that
takes place after burial (i.e., pore-water dissolu-
tion). The former presumably occurs only at
water depths greater than that of the saturation
horizon. But the latter has been documented to
occur above the calcite saturation horizon. It is
driven by respiration CO2 released to the pore
waters.

Following the suggestion of Emerson and
Bender (1981) that the release of respiration CO2

in pore waters likely drives calcite dissolution

above the saturation horizon, a number of investi-
gators took the bait and set out to explore this
possibility. David Archer, as part of his PhD thesis
research with Emerson, developed pH microelec-
trodes that could be slowly ratcheted into the upper
few centimeters of the sediment from a bottom
lander. He deployed these pH microelectrodes
along with the O2 microelectrodes and was able
to show that the release of respiration CO2

(as indicated by a reduction in pore-water O2)
was accompanied by a drop in pH (and hence
also of CO2 –

3 ion concentration). Through model-
ing the combined results, Archer et al. (1989)
showed that much of the CO2 released by respira-
tion reacted with CaCO3 before it had a chance to
escape (by molecular diffusion) into the overlying
bottom water. As part of his PhD research, Burke
Hales, a second Emerson student, improved
Archer’s electrode system and made measurements
on the Ceara Rise in the western equatorial Atlantic
(Hales and Emerson, 1997) and on the Ontong–
Java Plateau in the western equatorial Pacific
(Hales and Emerson, 1996) (see Figure 6). Taken
together, these two studies strongly support the
proposal that dissolution in pore waters of sedi-
ments leads to substantial dissolution of calcite.
This approach has been improved upon by the
addition of an LIX electrode to measure CO2 itself
and a micro-optode to measure Ca2+ (Wenzhöfer
et al., 2001).

In another study designed to confirm that most
of the CO2 released into the upper few centimeters
of the sediments reacts with CaCO3 before escap-
ing to the overlying bottom water, Martin and
Sayles (1996) deployed a very clever device that
permitted the in situ collection of closely spaced
pore-water samples in the upper few centimeters of
the sediment column. Measurements of

P
CO2 and

alkalinity on these pore-water samples revealed
that the gradient of

P
CO2 (mmol km�1) with

depth is close to that of alkalinity (mequiv. kg�1).
This can only be the case if much of the respiration
CO2 reacts with CaCO3 to form a Ca2+ and two
HCO –

3 ions.
Dan McCorkle of Woods Hole Oceanographic

Institution conceived of yet another way to confirm
that pore-water respiration CO2 was largely neutra-
lized by reaction with CaCO3. As summarized in
Figure 7, he made 13C/12C ratio measurements onP

CO2 from pore-water profiles and found that the
trend of �13C with excess

P
CO2 is consistent with

a 50–50 mixture of carbon derived from marine
organic matter (�20‰) and that derived from mar-
ine calcite (+1‰) (Martin et al., 2000). Again,
these results require that a large fraction of the
metabolic CO2 reacts with CaCO3.

There is, however, a fly in the ointment. Benthic
flux measurements made by deploying cham-
bers on the seafloor reveal a curious pattern
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(see Figure 8). R. A. Jahnke and D. B. Jahnke
(2002) found that alkalinity and calcium fluxes
from sediments (both high and low in CaCO3

content) below the calcite saturation horizon and
on low-CaCO3-content sediments from above the
saturation horizon yield more or less the expected
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fluxes. However, chambers deployed on high-
CaCO3-content sediments from above the
saturation horizon yield no measurable alkalinity
flux. Yet pore-water profiles and electrode mea-
surements for these same sediments suggest that
calcite is dissolving. Whole foraminifera shell
weight and CaCO3 size index measurements (see
below) agree with conclusion of these authors that
calcite dissolution is not taking place. R. A. Jahnke
and D. B. Jahnke (2002) propose that impure
CaCO3 coatings formed on the surfaces of calcite
grains are redissolved in contact with respiration
CO2-rich pore waters and that the products of this
dissolution diffuse back to sediment–water inter-
face. Based on this scenario, the reason that the
these authors record no calcium or alkalinity flux is
that the ingredients for upward diffusion of calcium
and alkalinity are being advected downward bound
to the surfaces of calcite grains. Hence, there is no
net flux of either property into their benthic cham-
ber. That such coatings form was demonstrated
long ago by Weyl (1965), who showed that when
exposed in the laboratory to supersaturated sea-
water it was the calcite crystal surfaces that
achieved saturation equilibrium with seawater
rather than vice versa.

Broecker and Clark (2003) fortify the mechan-
ism proposed by R.A. Jahnke and D. B. Jahnke,
providing additional evidence by proposing that it
must be coatings rather than the biogenic calcite
itself that dissolve. As shown in Figure 9, while on
the Ontong–Java Plateau, there is a progressive
decrease in shell weight and CaCO3 size index
with water depth; on the Ceara Rise, neither of
these indices shows a significant decrease above a
water depth of 4,100 m. This is consistent with the

conclusion that no significant dissolution occurs at
the depth of 3,270 m where the pore-water and
chamber measurements were made.

Although Berelson et al. (1994) report chamber-
based alkalinity fluxes from high-calcite sediment,
the sites at which their studies were performed are
very likely bathed in calcite-undersaturated bottom
water. If so, coatings would not be expected to
form.

One other observation, i.e., core-top radiocar-
bon ages, appears to be at odds with pore-water
dissolution. The problem is as follows. To the
extent that respiration CO2-driven dissolution
occurring in the core-top bioturbated zone is homo-
geneous (i.e., all calcite entities lose the same
fraction of their weight in a unit of time), then the
core-top radiocarbon age should decrease slowly
with increasing extent of dissolution. The reason is
that dissolution reduces the time of residence of
CaCO3 entities in the core-top mixed layer, and
hence also their apparent 14C age. But, as shown
by Broecker et al. (1999), core-top radiocarbon
ages on Ontong–Java Plateau cores from a range
of water depths reveal an increase rather than a
decrease with water depth (see Figure 10). This
increase is likely the result of dissolution that
occurs on the seafloor in calcite-undersaturated
bottom waters before the calcite is incorporated
into the core-top mixed layer. In this case, the
reduction of CaCO3 input to the sediment leads to
an increase in the average residence time of calcite
in the bioturbated layer. It may be that competition
between pore-water dissolution and seafloor disso-
lution changes with depth. As shown in Figure 3,
down to about 3 km pore-water dissolution appears
to have the upper hand (and hence the 14C ages
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Figure 8 Summary of the ratio of CaCO3 dissolved and organic material oxidized for bottom chamber deployments
in the northeastern Pacific, Ontong–Java Plateau, Ceara Rise, Cape Verde Plateau, northwestern Atlantic
continental rise and California borderland basins (R. A. Jahnke and D. B. Jahnke, 2002). The absence of measurable
alkalinity fluxes from high-CaCO3 sites bathed in supersaturated bottom water appears to be inconsistent with

observations (see text).
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becomes progressively younger with water depth).
Below 3 km, the situation switches and seafloor
dissolution dominates (hence, the 14C ages become
progressively older with increasing water depth).

10.6 DISSOLUTION IN THE PAST

One of the consequences of dissolution of
CaCO3 in pore waters is that it creates an ambiguity
in all of the sediment-based methods for recon-
structing past carbonate ion distributions in the
deep sea. By ‘‘sediment-based’’ methods, one
means methods involving some measure of the

preservation of the CaCO3 contained in deep-sea
sediments. The ambiguity involves the magnitude
of the offset between the bottom-water and the
pore-water carbonate ion concentrations. The
results obtained using any such methods can be
applied to time trends in bottom-water carbonate
ion concentration only if the pore-water–bottom-
water offset is assumed to have remained nearly
constant.

Fortunately, two methods have been proposed
for which this ambiguity does not exist. One
involves measurements of boron isotope ratios in
benthic foraminifera (Sanyal et al., 1995) and the
other Zn/Cd ratios in benthic foraminifera
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Figure 9 The upper panel shows shell weight and CaCO3 size fraction results from core top covering a range of water
depth on the Ontong–Java Plateau. The lower panel shows shell weight results from Ceara Rise and CaCO3 size

fraction results from the equatorial Atlantic.
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(Marchitto et al., 2000). Unfortunately, as of early
2003, neither of these methods has received wide
enough application to allow its utility to be proven
(see below). Until this has been done, we are left
with the ambiguity as to whether sediment-based
methods reflect mainly changes in bottom-water
CO2 –

3 or as proposed by Archer and Maier-
Reimer (1994) in the pore-water-bottom-water
CO2 –

3 offset.

10.7 SEDIMENT-BASED PROXIES

A number of schemes have been proposed by
which changes in the carbonate ion concentration
in the deep sea might be reconstructed. The most
obvious of these is the record of the CaCO3

content of the sediment. Unfortunately, as already
discussed, the CaCO3 content depends on the
ratio of the rain rate of CaCO3 to that of silicate
debris as well as on the extent of dissolution of
the calcite. Unless quite large, changes in the
extent of dissolution cannot be reliably isolated
from changes in the composition of the raining

debris. Other schemes focus on the state of pre-
servation of the calcite entities. One involves the
ratio of dissolution-prone to dissolution-resistant
planktonic foraminifera shells (Ruddiman and
Heezen, 1967; Berger, 1970). The idea is that
the lower this ratio, the greater the extent of
dissolution. A variant on this approach is to
measure the ratio of foraminifera fragments to
whole shells (Peterson and Prell, 1985; Wu and
Berger, 1989). The idea behind both approaches
is that as dissolution proceeds, the foraminifera
shells break into pieces. These methods suffer,
however, from two important drawbacks. First,
any method involving entity counting is highly
labor-intensive. Second, the results depend on the
initial makeup of the foraminifera population in
the sediment.

Furthermore, neither of these methods has yet
been calibrated against present-day pressure-
normalized carbonate ion concentration nor has
either one been widely applied. At one point, the
author became enamored with a simplified version
of the fragment method. Instead of counting frag-
ments (a labor-intensive task), the ratio of CaCO3

in the greater than 63 mm fraction to the total
CaCO3 was measured, the idea being that as dis-
solution proceeded, calcite entities larger than 63
mm would break down to entities smaller than 63
mm. This method was calibrated by conducting
measurements on core-top samples from low-
latitude sediments spanning a range of water
depth in all three oceans (Broecker and Clark,
1999). While these results were promising, when
the method was extended to glacial sediment, it
was found that the core-top calibration relationship
did not apply (Broecker and Clark, 2001a). A pos-
sible reason is that the ratio of the fine (coccolith)
to coarse (foraminifera) CaCO3 grains in the initial
material was higher during glacial time than during
the Holocene.

Despite their drawbacks, these methods have
led to several important findings. First, it was
clearly demonstrated that during glacial time the
mean depth of the transition zone did not differ
greatly from today’s. This finding is important
because it eliminates one of the hypotheses which
have been put forward to explain the lower glacial
atmospheric CO2 content, namely, the coral reef
hypothesis (Berger, 1982). According to this idea,
shallow-water carbonates (mainly coral and coral-
line algae) formed during the high-sea stands of
periods of interglaciation would be eroded and
subsequently dissolved during the low-sea stands
of periods of glaciation, alternately reducing and
increasing the sea’s CO2 –

3 concentration. But in
order for this hypothesis to be viable, the transition
zone would have to have been displaced downward
by several kilometers during glacial time. Rather,
the reconstructions suggest that the displacement
was no more than a few hundred meters.
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Figure 10 14C ages (reservoir corrected by 400 yr) as a
function of water depth for core-top samples from the
Ontong–Java Plateau (Broecker et al., 1999). As can be
seen, the ages for cores taken on the equator are
systematically younger than those for cores taken a
degree or so off the equator. The reason is that the
sedimentation rates are twice as high on, than off
the equator, while the depth of bioturbation is roughly
the same. The onset of the increase in core-top age
occurs at a depth of �3 km. If this onset can be
assumed to represent the depth of the saturation
horizon (see text), then those results suggest a
value �V of �45 cm3mol� for the reaction
CO2 –

3 þ Ca2þ , CaCO3 (calcite). On the other hand,
this depth may represent the horizon where interface

dissolution just matches pore-water dissolution.
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Two other findings stand out. First, as shown
by Farrell and Prell (1989), at water depths in the
4 km range in the eastern equatorial Pacific, the
impact of dissolution was greater during intergla-
cials than during glacials (i.e., the transition zone
was deeper during glacial time). Second, frag-
ment-to-whole foraminifera ratios measured on a
series of cores from various depths in the
Caribbean Sea clearly demonstrate better preser-
vation during glacials than interglacials (Imbrie,
1992). These findings have been confirmed by
several investigators using a range of methods.
Taken together, these findings gave rise to the
conclusion that the difference between the depth
of the transition zone in the Atlantic from that in
the Pacific was somewhat smaller than now dur-
ing glacial time. In addition, the existence of a
pronounced dissolution event in the Atlantic
Ocean at the onset of the last glacial cycle has
been documented (Curry and Lohmann, 1986).

10.8 SHELLWEIGHTS

An ingenious approach to the reconstruction of
the carbonate ion concentration in the deep sea was
developed by WHOI’s Pat Lohmann (1995).
Instead of focusing on ratios of one entity to
another, he developed a way to assess the extent
of dissolution experienced by shells of a given
species of planktonic foraminifera. He did this by
carefully cleaning and sonification of the greater
than 63 mm material sieved from a sediment sam-
ple. He then picked and weighed 75 whole shells of
a given species isolated in a narrow size fraction
range (usually 355–420 mm). In so doing, he
obtained a measure of the average shell wall thick-
ness. By obtaining shell weights for a given species

from core-top samples spanning a range in water
depth, Lohmann was able to show that the lower
the pressure-normalized carbonate ion concentra-
tion, the smaller the whole shell weight (and hence
the thinner the shell walls) (see Figure 11).

Lohmann’s method seemingly has the advantage
over those used previously in that no assumptions
need to be made about the initial composition of the
sediment. However, Barker and Elderfield (2002)
make a strong case that the thickness of the forami-
nifera shell walls varies with growth conditions.
They did so by weighing shells of temperate fora-
minifera from core tops from a number of locales in
the North Atlantic. They found strong correlations
between shell weight and both water temperature
and carbonate ion concentration, the warmer the
water and the higher its carbonate ion concentration,
the thicker the shells. If, as Barker and Elderfield
(2002) content, it is the carbonate ion concentration
that drives the change in initial wall thickness, then
glacial-age shells should have formed with thicker
shells than do their Late Holocene counterparts.
Fortunately, the ice-core-based atmospheric CO2

record allows the carbonate ion concentration in
the glacial surface waters to be reconstructed and
hence presumably also the growth weight of glacial
foraminifera. At this point, however, several ques-
tions remain unanswered. For example, does the
dependence of shell weight on surface water carbo-
nate ion concentration established for temperate
species apply to tropical species? Perhaps the shell
weight dependence flattens as the high carbonate ion
concentrations characteristic of tropical surface
waters are approached. Is carbonate ion concentra-
tion the only environmental parameter on which
initial shell weights depends? As discussed below,
there is reason to believe that the situation is perhaps
more complicated.

Mean

Expected range

P. obliquiloculata 355–420 μm split

40 50 60 70
Individual shell weights (μg)

Figure 11 Weights of 29 individual P. obliquiloculata shells picked from the 355–420 mm size fraction. If all the
shells had the same wall thickness, a spread in weight of 17 mg would be expected (assuming that shell weight varies
with the square of size). Clearly, this indicates that shells of the same size must have a range in wall thickness. As can be

seen, the observed range in weight is twice the expected range.
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Lohmann’s method has other drawbacks. Along
with all sediment-based approaches, it suffers from
an inability to distinguish changes in bottom-water
carbonate ion concentration from changes in bot-
tom-water to pore-water concentration offset. Shell
thickness may also depend on growth rate and
hence nutrient availability. Finally, a bias is likely
introduced when dissolution becomes sufficiently
intense to cause shell breakup, in which case the
shells with the thickest walls are likely to be the last
to break up. Nevertheless, Lohmann’s method
opens up a realm of new opportunities.

The sensitivity of shell-weight to pressure-
normalized carbonate ion concentration (i.e., after
correction for the increase in the solubility of cal-
cite with water depth) was explored by determining
the weight of Late Holocene shells from various
water depths in the western equatorial Atlantic
(Ceara Rise) and western equatorial Pacific
(Ontong–Java Plateau). This strategy takes advan-
tage of the contrast in carbonate ion concentration
between the Atlantic and Pacific deep waters. As
shown in Figure 9, shell weights for Ontong–Java
Plateau samples do decrease with water depth and
hence with decreasing pressure-normalized carbo-
nate ion concentrations (Broecker and Clark,
2001a). However, the surprise is that there is no
evidence of either weight loss or shell break at
depths less than 4,200 m for Ceara Rise core-top
samples. Rather, weight loss and shell breakup is
evident only for samples from deeper than 4,200 m.
This observation is in agreement with the benthic
chamber results of R. A. Jahnke and D. B. Jahnke
and hence supports the hypothesis that above the
calcite saturation horizon the gradients in pore-
water composition are fueled primarily by the dis-
solution of ‘‘Weyl’’ (1965) coatings rather than of
the biogenic calcite itself.

The Ontong–Java results yield a weight loss of
�8 mg for each kilometer increase in water depth. In
order to convert this to a dependence on pressure-
normalized carbonate ion concentration, it is neces-
sary to take into account the change in in situ

carbonate ion concentration in the water column
over the Ontong–Java Plateau water column (i.e.,
CO2 –

3 ¼ 72þ 3ðz – 2Þ mmol kg�1, where z is the
water depth in km) and the pressure dependence of
the saturation carbonate ion concentration. The latter
depends on the difference in volume between Ca2þ

and CO2 –
3 ions when in solution and when they are

bound into calcite. The relationship is as follows:

ðCO2 –
3 satÞz ¼ ðCO2 –

3 satÞ0ePV=RT

where the units of z are km, of �V, Lmol�1, of R,
L atm, and T, K. If �V is re-expressed as cm3

mol�1, the relationship becomes

ðCO2 –
3 satÞz ¼ ðCO2 –

3 satÞ0ez�V=225

where �V is the volume of the ions when bound
into calcite minus that when they are dissolved in
seawater. ðCO2 –

3 Þ0 is 45 mol kg�1 and while the
exact value of�V remains uncertain, 40 cm3mol�1

fits most ocean observations (Peterson, 1966;
Honjo and Erez, 1978; Ben-Yaakov and Kaplan,
1971; Ben-Yaakov et al., 1974). Listed in Table 1
are the saturation concentrations based on this �V
and the slope of the solubility as a function of water
depth. Also given are estimates of the weight loss
for foraminifera shells per unit decrease in carbo-
nate ion concentration.

10.9 THE BORON ISOTOPE PALEO pH
METHOD

Theoretical calculations by Kakihana et al.
(1977) suggested that the uncharged species of
dissolved borate (B(OH)3) should have a 21 per
mil higher 11B/10B ratio than that for the charged
species ðBðOHÞ –4 Þ. Hemming and Hanson (1992)
demonstrated that this offset might be harnessed as
a paleo pH proxy. Their reasoning was as follows.
As the residence time of borate in seawater is tens
of millions of years, on the timescale of glacial
cycles the isotope composition of oceanic borate
could not have changed. They further reasoned that

Table 1 The calcite-saturation carbonate ion concentration in cold seawater and the slope of this solubility as a
function of water depth based on a 1 atm solubility of 45mmol CO2 –

3 kg�1 and a �V of 40 cm3mol�1.

Water depth
(km)

Calcite sat.
(mmol CO2�

3 kg�1)
Sol. slope

(mmol kg�1 km�1)
CO2�

3 versus shell wt.
(mmol kg�1 mg�1)

1.5 58.8 10.3 1.4
2.0 64.2 11.4 1.5
2.5 70.2 12.5 1.6
3.0 76.7 13.6 1.8
3.5 83.8 14.9 2.0
4.0 91.6 16.3 2.1
4.5 100.1 17.9 2.3

Also shown is the slope of the shell-weight loss–carbonate ion concentration relationship for various water depths. The 0.7 mmol kg�1 km�1 increase in
carbonate ion concentration in the Ontong–Java Plateau deep-water column is taken into account.
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it must be the charged borate species that is incor-
porated into marine CaCO3 and hence marine
calcite should have an isotope composition close
to that of the charged species in seawater. This is
important because as shown in Figure 12 the iso-
topic composition of the charged species must
depend on the pH of the seawater. The higher the
pH, the larger the fraction of the borate in the
charged form and hence the closer its isotopic
composition will be to that for bulk seawater
borate. In contrast, for pH values the isotopic com-
position of the residual amount of charged borate
must approach a value 21 per mil lower than that
for bulk seawater borate. Working with a graduate
student, Abhijit Sanyal, Hemming applied his
method to foraminifera shells and demonstrated
that indeed foraminifera shells record pH (Sanyal
et al., 1995). Benthic foraminifera had the expected
offset from planktonics. Glacial age G. sacculifer,
as dictated by the lower glacial atmospheric CO2

content, recorded a pH about 0.15 units higher than
that for Holocene shells. Sanyal went on to grow
planktonic foraminifera shells at a range of pH
values (Sanyal et al., 1996, 2001). He also precipi-
tated inorganic CaCO3 at a range of pH values
(Sanyal et al., 2000). These results yielded the
expected pH dependence of boron isotope compo-
sition. However, they also revealed sizable species-

to-species offsets (as do the carbon and oxygen
isotopic compositions).

The waterloo of this method came when glacial-
age benthic foraminifera were analyzed. The
results suggested that the pH of the glacial deep
ocean was 0.3 units greater than today (Sanyal
et al., 1995). This corresponds to a whopping
90 mmol kg�1 increase in carbonate ion concentra-
tion. The result was exciting because, if correct, the
lowering of the CO2 content of the glacial atmo-
sphere would be explained by a whole ocean
carbonate ion concentration change. But this result
was clearly at odds with reconstructions of the
depth of the glacial transition zone. Such a large
increase in deep-water carbonate ion concentration
would require that it deepened by several kilo-
meters. Clearly, it did not. Archer and Maier-
Reimer (1994) proposed a means by which this
apparent disagreement might be explained. They
postulated that if during glacial time the release of
metabolic CO2 to sediment pore waters (relative to
the input of CaCO3) was larger than today’s, this
would have caused a shoaling of the transition zone
and thereby thrown the ocean’s CaCO3 budget out
of kilter. Far too little CaCO3 would have been
buried relative to the ingredient input. The result
would be a steady increase in the ocean’s carbonate
ion inventory (see Figure 13) and a consequent
progressive deepening of the transition zone. This
deepening would have continued until a balance
between input and loss was once again achieved. In
so doing, a several kilometer offset between the
depth of the saturation horizon and the depth of
the transition zone would have been created.
However, this explanation raised three problems
so serious that the boron isotope-based deep-
water pH change has fallen into disrepute. First, it
required that the change in glacial ecology respon-
sible for the increase in the rain of organic matter
be globally uniform. Otherwise, there would have
been very large ‘‘wrinkles’’ in the depth of the
glacial transition zone. No such wrinkles have
been documented. Second, at the close of each
glacial period when the flux of excess organic
matter was shut down, there must have been a
prominent global preservation event. In order to
restore the saturation horizon to its interglacial
position, an excess over ambient CaCO3 accumu-
lation of �3 g cm�2 would have to have occurred
over the entire seafloor. It would be surprising if
some residue from this layer were not to be found
in sediments lining the abyssal plains. It has not.
These sediments have no more than 0.2% by
weight CaCO3. In other words, of the 3 g cm�2

deposited during the course of the carbonate ion
drawdown, almost nothing remains. Finally, based
on model simulations, Sigman et al. (1998) have
shown that it is not possible to maintain for tens of
thousands of years a several-kilometer separation
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Figure 12 Speciation of borate in seawater as a
function of pH (upper panel). Isotopic composition of
the uncharged (B(OH)3) and charged ðBðOHÞ –4 Þ species
as a function of pH(lower panel) (Hemming and Hanson,
1992). As marine carbonates incorporate only the
charged species, their isotopic composition is close to

that of BðOHÞ –4 .
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between the saturation horizon and the transition
zone.

This ‘‘waterloo’’ was unfortunate for the author
considers the boron method to be basically sound
and potentially extremely powerful. The answer to
the benthic enigma may lie in species-to-species
differences in the boron isotope ‘‘vital’’ effect for
benthic foraminifera. The measurement method
use by Sanyal et al. (1996) required a large number
of benthic shells in order to get enough boron to
analyze. This created a problem because, as
benthics are rare among foraminifera shells,
mixed benthics rather than a single species were
analyzed. If the boron isotope pH proxy is to
become an aid to deep-ocean studies, then techni-
ques requiring smaller amounts of boron will have
to be created. There also appears to be a problem
associated with variable isotopic fractionation of

boron during thermal ionization. As this fractiona-
tion depends on the ribbon temperature and
perhaps other factors, it may introduce biases in
the results for any particular sample. Hopefully, a
more reproducible means of ionizing boron will be
found.

10.10 Zn/Cd RATIOS

The other bottom-water CO2 –
3 ion concentration

proxy is based on the Zn/Cd ratio in benthic for-
aminifera shells. As shown by Marchitto et al.
(2000), the distribution coefficient of zinc between
shell and seawater depends on CO2 –

3 ion concentra-
tion, such that the lower the carbonate ion
concentration, the large the Zn/Cd ratio in the for-
aminifera shell. Assuming that the Zn/Cd ratio in
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Figure 13 Shown on the left is the sequence of events envisioned by Archer and Maier-Reimer (1994) for the
transition from interglacial (I) to glacial (G) conditions. An increase in respiration CO2 release to the sediment pore
waters enhances calcite dissolution, thereby unbalancing the CaCO3 budget. This imbalance leads to a buildup in CO2 –

3
ion concentration in the deep sea until it compensates for the extra respiration CO2. On the right is the sequence of
events envisioned for the transition from G to I conditions. The input of excess respiration CO2 to the sediments ceases,
thereby reducing the rate of calcite dissolution. This leads to an excess accumulation of CaCO3 on the seafloor and

hence to a reduction in carbonate ion concentration which continues until steady state is reestablished.
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seawater was the same during the past as it is today,
the ratio of these two trace elements should serve as
a paleo carbonate ion proxy. However, there are
problems to be overcome. For example, in today’s
ocean, zinc correlates with silica and cadmium with
phosphorus. As silica is 10-fold enriched in deep
Pacific water relative to deep Atlantic water while
phosphorus is only twofold enriched, differential
redistribution of silica and phosphorus in the gla-
cial ocean poses a potential bias. However, as at
high carbonate supersaturation the distribution
coefficient for zinc flattens out, it may be possible
to use measurements on benthic foraminifera from
sediments bathed in highly supersaturated waters
to sort this out. But, as is the case for the boron
isotope proxy, much research will be required
before reconstructions based on Zn/Cd ratios can
be taken at face value.

10.11 DISSOLUTION AND
PRESERVATION EVENTS

There are several mechanisms that might lead to
carbonate ion concentration transients at the begin-
ning and end of glacial periods. One such instigator
is changes in terrestrial biomass. Shackleton (1997)
was the first to suggest that the mass of carbon
stored as terrestrial biomass was smaller during
glacial than during interglacial periods. He reached
this conclusion based on the fact that measure-
ments on glacial-age benthic foraminifera yielded
lower �13C values than those for their interglacial
counterparts. Subsequent studies confirmed that
this was indeed the case and when benthic forami-
nifera 13C results were averaged over the entire
deep sea, it was found that the ocean’s dissolved
inorganic carbon had a 13C/12C ratio 0.35� 0.10
per mil lower during glacial time than during the
Holocene (Curry et al., 1988). If this decrease is
attributed to a lower inventory of wood and humus,
then the magnitude of the glacial biomass decrease
would have been 500� 150Gt of carbon. The
destruction of this amount of organic material at the

onset of a glacial periodwould create a 20mmol kg�1

drop in the ocean’s CO2 –
3 concentration and

hence produce a calcite dissolution event.
Correspondingly, the removal of this amount of
CO2 from the ocean–atmosphere reservoir at the
onset of an interglacial period would raise the car-
bonate ion concentration by 20 mmol kg�1 and
hence produce a calcite preservation event. This
assumes that the time over which the biomass
increase occurred was short compared to the
CO2 –

3 response (i.e., �5,000 yr). If this is not the
case, then the magnitude of the carbonate ion
changes would be correspondingly smaller.

Another possible instigator of such transients
was proposed by Archer and Maier-Reimer
(1994). Their goal was to create a scenario by
which the lower CO2 content of the glacial atmo-
sphere might be explained. As already mentioned,
it involved a higher ratio of organic carbon to
CaCO3 carbon in the material raining to the deep-
sea floor during glacial times than during intergla-
cial times, and hence an intensification of
pore-water dissolution. As in the case for the ter-
restrial biomass change, such an increase would
have thrown the ocean’s carbon budget temporarily
out of kilter. The imbalance would have been reme-
died by a buildup of carbonate ion concentration at
the onset of glacials and a drawdown of carbonate
ion concentration at the onset of interglacials (see
Figure 14). Hence, it would also lead to a dissolu-
tion event at the onset of glacial episodes and a
preservation event at the onset of interglacial epi-
sodes. Were the changes in organic to CaCO3 rain
proposed by Archer and Maier-Reimer to have
explained the entire glacial to interglacial CO2

change, then the magnitude of the transients
would have been �4 times larger than that result-
ing from 500Gt C changes in terrestrial biomass.

Regardless of their origin, these dissolution
events and preservation events would be short-
lived. As they would disrupt the balance between
burial and supply, they would be compensated by
either decreased or increased burial of CaCO3 and
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Figure 14 Idealized scenario for carbonate ion concentration changes associated with dissolution and preservation
events.
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the balance would be restored with a constant time
of �5,000 yr (see Figure 14).

Clear evidence for the compensation for an
early Holocene preservation event is seen in shell
weight results form a core from 4.04 km depth on
the Ontong–Java Plateau in the western equatorial
Pacific (see Figure 15). A drop in the weight of P.
obliquiloculata shells of 11 mg between about
7,500 yr ago and the core-top bioturbated zone
(average age 4,000 yr) requires a decrease in car-
bonate ion concentration between 7,500 y ago and
today (see Table 1). This Late Holocene CO2 –

3 ion
concentration drop is characterized by an up-water
column decrease in magnitude becoming

imperceptible at 2.31 km. It is interesting to note
that during the peak of the preservation event, the
shell weights showed only a small decrease with
water depth (see Figure 15), suggesting either that
the pressure effect on calcite solubility was largely
compensated by an increase with depth in the in
situ carbonate ion concentration or that the entire
water column was supersaturated with respect to
calcite.

In the equatorial Atlantic only in the deepest
core (i.e., that from 5.20 km) is the Late Holocene
intensification of dissolution strongly imprinted.
As in this core no whole shells are preserved, the
evidence for an Early Holocene preservation event
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Figure 15 The Early Holocene preservation event. Records for six cores are shown: three from Ontong–Java Plateau
in western tropical Pacific (BC36:0
 158
E, 2.31 km; BC51: 0
 161
E, 3.43 km and BC56: 0
 162
E, 4.04 km) and
three from the western tropical Atlantic (RC15-175: 4
N, 47
W, 3.35 km; RC16-55: 10
N, 45
W, 4.76 km and RC17-
30: 11
N, 41
W, 5.20 km). In the upper panel, N.P. indicates that there are no whole shells present. In the lower panel,
the open circles represent measurements made on trigger weight cores and the closed circles, measurements made on
piston cores. Where measurements were made on both the depth scale is that for the piston core, and the trigger weight
sample depths have been multiplied by a factor of 1.5 to compensate for foreshortening (Broecker et al., 1993). The
shell weights are in mg, the size index is the percentage of the CaCO3 contained in the >63 mm fraction and the calcium

carbonate content is in percent. The dashed lines show the depth of the 9,500 B.P. radiocarbon-age horizon.
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is based on CaCO3 size-index and CaCO3 content
measurements. As can be seen in Figure 15, both
show a dramatic decrease starting about 7,500 yr
ago. As for the Pacific, the magnitude of the
imprint decreases up-water column, becoming
imperceptible at 3.35 km.

If either the biomass or the respiration CO2

mechanisms are called upon, the magnitude of the
Early Holocene CO2 –

3 maximum must have been
uniform throughout the deep ocean. The most
straightforward explanation for the up-water col-
umn reduction in the magnitude of the preservation
event is that at mid-depths; the sediment pore
waters are presently close to saturation with respect
to calcite. Hence, the Early Holocene maximum in
deep-sea CO3 ion concentration pushed them into
the realm of supersaturation. If so, there is no need
to call on a depth dependence for the magnitude of
the preservation event.

The post-8,000-year-ago decrease in CO2 –
3 ion

concentration of 23mmol kg�1 required to explain
theLateHolocene 11mgdecrease inP. obliquiloculata
shell weights observed in the deepest Ontong–
Java Plateau core is twice too large to be con-
sistent with the 20 ppm increase in atmospheric
CO2 content over this time interval (Indermühle
et al., 1999). The significance of this remains
unknown.

In the equatorial Atlantic CaCO3 content,
CaCO3 size-index and shell-weight measurements
reveal three major dissolution events, one during
marine isotope stage 5d, one during 5b and one
during stage 4 (see Figures 16(a) and (b)). As these
events are only weakly imprinted on Pacific sedi-
ments, it appears that a major fraction of the
carbonate ion reduction was the result of enhanced
penetration into the deep Atlantic of low carbonate
ion concentration Southern Ocean water. If this
conclusion proves to be correct, then it suggests
that the balance between the density of deep waters
formed in the northern Atlantic and those formed in
the Southern Ocean is modulated by the strength of
northern hemisphere summer insolation (i.e., by
Milankovitch cycles).

10.12 GLACIAL TO INTERGLACIAL
CARBONATE ION CHANGE

In addition to the preservation and dissolution
event transients, there were likely carbonate ion
concentration changes that persisted during the
entire glacial period. These changes could be
placed in two categories. One involves a change
in the average CO2 –

3 concentration of the entire
deep sea necessary to compensate for a change in
the ratio of calcite production by marine organisms
to ingredient supply. The other involves a redistri-
bution of carbonate ion within the deep sea due to a
redistribution of phosphate (and hence also of

respiration CO2) and/or to a change in the magni-
tude of the flux of CO2 through the atmosphere
from the Southern Ocean to the northern Atlantic.

Based on shell-weight measurements, Broecker
and Clark (2001c) attempted to reconstruct the
depth distribution of carbonate ion concentration
during late glacial time for the deep equatorial
Atlantic Ocean and Pacific Ocean. At the time
their paper was published, these authors were una-
ware of the dependence of initial shell weight on
carbonate ion concentration in surface water estab-
lished by Barker and Elderfield (2002) for
temperate species. Since during the peak glacial
time the atmosphere’s pCO2

was �80 ppm lower
than during the Late Holocene, the carbonate ion
concentration in tropical surface waters must have
been 40–50 mmol kg�1 higher at that time. Based
on the Barker and Elderfield (2002) trend of �1 mg
increase in shell weight per 9 mmol kg�1 increase in
carbonate ion concentration, this translates to an 8
mg heavier initial shell weights during glacial time.
Figure 17 shows, while this correction does not
change the depth dependence or interocean con-
centration difference, it does greatly alter the
magnitude of the change. In fact, were the correc-
tion made, it would require that the carbonate ion
concentration in virtually the entire glacial deep
ocean was lower during glacial time than during
interglacial time. For the deep Pacific Ocean and
the Indian Ocean, this flies in the face of all pre-
vious studies which conclude that dissolution was
less intense during periods of glaciation than dur-
ing periods of interglaciation. However, as the
Broecker and Clark study concentrates on the
Late Holocene while earlier studies concentrate
on previous periods of interglaciation, it is possible
that the full extent of the interglacial decrease in
carbonate ion during the present interglacial has
not yet been achieved. Of course, it is also possible
that significant thickening of foraminifera shells
during glacial time did not occur. Until this matter
can be cleared up, reconstruction of glacial-age
deep-sea carbonate ion concentrations must remain
on hold.

10.13 NEUTRALIZATION OF FOSSIL
FUEL CO2

The ultimate fate of much of the CO2 released to
the atmosphere through the burning of coal, oil,
and natural gas will be to react with the CaCO3

stored in marine sediments (Broecker and
Takahashi, 1977; Sundquist, 1990; Archer et al.,
1997). The amount of CaCO3 available for dissolu-
tion at any given place on the seafloor depends on
the calcite content in the sediment and the depth to
which sediments are stirred by organisms. The for-
mer is now well mapped and the latter has been
documented in many places by radiocarbon
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Figure 16 (A) CaCO3, size index and shell weight results for a portion of jumbo pistoncore EW92-9-2 (a) and EW92-9-3 (b) from the northern flank of the Ceara Rise. The results in
(a) document dissolution events A (stage 4) and B (stage 5b). (B) The results in (b) document dissolution events B (stage 5b) and C (stage 5d). The 18O and 13C records for benthic

foraminifera are from Curry (1996). The xs represent samples in which only 15–30 whole shells were found.



measurements. The amount of CaCO3 available for
dissolution at any given site is given by

X
CaCO3 ¼ h�fc

1 – fc

where h is the depth of bioturbation, � is the water-
free sediment density, and fc is the weight-fraction
calcite. The high-CaCO3 sediments that drape the
oceans’ ridges and plateaus typically have �90%
CaCO3 and a water-free density of 1 g cm�3. The
bioturbation depth in these sediments averages 8 cm.
Hence, the upper limit on amount of CaCO3 avail-
able for dissolution in such a sediment is 72 g cm�2.
As roughly one quarter of the seafloor is covered
with calcite-rich sediments, this corresponds to
�6.3� 1019 g CaCO3 (i.e., 7,560GtC). This amount
could neutralize 6.3� 1017mol of fossil fuel CO2.
This amount exceeds the combined oceanic inven-
tory of dissolved CO2 –

3 (1.6� 1017mol) and of
dissolved HBO3

� (0.8� 1017mol). It is comparable
to the amount of recoverable fossil fuel carbon.

I say ‘upper limit’ because once this amount of
CaCO3 has been dissolved, the upper 8 cm of the
sediment would consist entirely of a noncarbonate
residue. As molecular diffusion through such a
thick residue would be extremely slow, the rate of
dissolution of CaCO3 stored beneath this CaCO3-
free cap would be minuscule, and further neutrali-
zation would be confined to the fall to the seafloor
of newly formed CaCO3.

The rate of this dissolution of the CaCO3 stored
in the uppermost sediment will depend not only on

the magnitude of the reduction of the deep ocean’s
CO2 –

3 content, but also on the rate at which the
insoluble residue is stirred into the sediment. This
bioturbation not only homogenizes the mixed
layer, but is also exhumes CaCO3 from beneath
the mixed layer.
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11.1 INTRODUCTION

11.1.1 What is Hydrothermal Circulation?

Hydrothermal circulation occurs when seawater
percolates downward through fractured ocean crust
along the volcanic mid-ocean ridge (MOR) system.
The seawater is first heated and then undergoes che-
mical modification through reaction with the host
rock as it continues downward, reaching maximum
temperatures that can exceed 400 
C. At these tem-
peratures the fluids become extremely buoyant and
rise rapidly back to the seafloor where they are
expelled into the overlying water column. Seafloor
hydrothermal circulation plays a significant role in
the cycling of energy and mass between the solid
earth and the oceans; the first identification of sub-
marine hydrothermal venting and their
accompanying chemosynthetically based commu-
nities in the late 1970s remains one of the most
exciting discoveries in modern science. The existence
of some form of hydrothermal circulation had been
predicted almost as soon as the significance of ridges
themselves was first recognized, with the emergence
of plate tectonic theory. Magma wells up from the
Earth’s interior along ‘‘spreading centers’’ or
‘‘MORs’’ to produce fresh ocean crust at a rate of
�20 km3yr�1, forming new seafloor at a rate of�3.3
km2yr�1 (Parsons, 1981; White et al., 1992). The
young oceanic lithosphere formed in this way cools
as it moves away from the ridge crest. Although
much of this cooling occurs by upward conduction
of heat through the lithosphere, early heat-flow stu-
dies quickly established that a significant proportion
of the total heat flux must also occur via some addi-
tional convective process (Figure 1), i.e., through
circulation of cold seawater within the upper ocean
crust (Anderson and Silbeck, 1981).

The first geochemical evidence for the existence of
hydrothermal vents on the ocean floor came in the
mid-1960s when investigations in the Red Sea
revealed deep basins filled with hot, salty water (40–
60 
C) and underlain by thick layers of metal-rich
sediment (Degens and Ross, 1969). Because the Red
Sea represents a young, rifting, ocean basin it was
speculated that the phenomena observed there might
also prevail along other young MOR spreading cen-
ters. An analysis of core-top sediments from
throughout the world’s oceans (Figure 2) revealed
that such metalliferous sediments did, indeed, appear
to be concentrated along the newly recognized global
ridge crest (Boström et al., 1969). Another early indi-
cation of hydrothermal activity came from the
detection of plumes of excess 3He in the Pacific

Ocean Basin (Clarke et al., 1969)—notably the
>2,000 km wide section in the South Pacific (Lupton
and Craig, 1981)—because 3He present in the deep
ocean could only be sourced through some form of
active degassing of the Earth’s interior, at the seafloor.

One area where early heat-flow studies suggested
hydrothermal activity was likely to occur was along
the Galapagos Spreading Center in the eastern equa-
torial Pacific Ocean (Anderson and Hobart, 1976).
In 1977, scientists diving at this location found
hydrothermal fluids discharging chemically altered
seawater from young volcanic seafloor at elevated
temperatures up to 17 
C (Edmond et al., 1979).
Two years later, the first high-temperature
(380� 30 
C) vent fluids were found at 21
N on
the East Pacific Rise (EPR) (Spiess et al., 1980)—
with fluid compositions remarkably close to those
predicted from the lower-temperature Galapagos
findings (Edmond et al., 1979). Since that time,
hydrothermal activity has been found at more than
40 locations throughout the Pacific, North Atlantic,
and Indian Oceans (e.g., Van Dover et al., 2002)
with further evidence—from characteristic chemical
anomalies in the ocean water column—of its occur-
rence in even the most remote and slowly spreading
ocean basins (Figure 3), from the polar seas of the
Southern Ocean (German et al., 2000;
Klinkhammer et al., 2001) to the extremes of the
ice-covered Arctic (Edmonds et al., 2003).

The most spectacular manifestation of seafloor
hydrothermal circulation is, without doubt, the high-
temperature (>400 
C) ‘‘black smokers’’ that expel

Figure 1 Oceanic heat flow versus age of ocean crust.
Data from the Pacific, Atlantic, and Indian oceans,
averaged over 2 Ma intervals (circles) depart from the
theoretical cooling curve (solid line) indicating
convective cooling of young ocean crust by circulating

seawater (after C. A. Stein and S. Stein, 1994).
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Figure 3 Schematic map of the global ridge crest showing the major ridge sections along which active hydrothermal
vents have already been found (red circles) or are known to exist from the detection of characteristic chemical signals in
the overlying water column (orange circles). Full details of all known hydrothermally active sites and plume signals are

maintained at the InterRidge web-site: http://triton.ori.u-tokyo.ac.jp/~intridge/wg-gdha.htm

Figure 2 Global map of the (Al + Fe +Mn):Al ratio for surficial marine sediments. Highest ratios mimic the trend of
the global MOR axis (after Boström et al., 1969).
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fluids from the seafloor along all parts of the global
ocean ridge crest. In addition to being visually com-
pelling, vent fluids also exhibit important
enrichments and depletions when compared to
ambient seawater. Many of the dissolved chemicals
released from the Earth’s interior during venting
precipitate upon mixing with the cold, overlying
seawater, generating thick columns of black metal-

sulfide and oxide mineral-rich smoke—hence the
colloquial name for these vents: ‘‘black smokers’’
(Figure 4). In spite of their common appearance,
high-temperature hydrothermal vent fluids actually
exhibit a wide range of temperatures and chemical
compositions, which are determined by subsurface
reaction conditions. Despite their spectacular
appearance, however, high-temperature vents may
only represent a small fraction—perhaps as little as
10%—of the total hydrothermal heat flux close to
ridge axes. A range of studies—most notably along
the Juan de Fuca Ridge (JdFR) in the NE Pacific
Ocean (Rona and Trivett, 1992; Schultz et al., 1992;
Ginster et al., 1994) have suggested that, instead,
axial hydrothermal circulation may be dominated by
much lower-temperature diffuse flow exiting the
seafloor at temperatures comparable to those first
observed at the Galapagos vent sites in 1977. The
relative importance of high- and low-temperature
hydrothermal circulation to overall ocean chemistry
remains a topic of active debate.

While most studies of seafloor hydrothermal sys-
tems have focused on the currently active plate
boundary (�0–1Ma crust), pooled heat-flow data
from throughout the world’s ocean basins
(Figure 1) indicate that convective heat loss from
the oceanic lithosphere actually continues in crust
from 0–65 Ma in age (Stein et al., 1995). Indeed,
most recent estimates would indicate that hydrother-
mal circulation through this older (1–65 Ma) section,
termed ‘‘flank fluxes,’’ may be responsible for some
70% or more of the total hydrothermal heat loss
associated with spreading-plate boundaries—either
in the form of warm (20–65 
C) altered seawater,
or as cooler water, which is only much more subtly
chemically altered (Mottl, 2003).

When considering the impact of hydrothermal cir-
culation upon the chemical composition of the oceans
and their underlying sediments, however, attention
returns—for many elements—to the high-tempera-
ture ‘‘black smoker’’ systems. Only here do many
species escape from the seafloor in high abundance.
When they do, the buoyancy of the high-temperature
fluids carries them hundreds of meters up into the
overlying water column as they mix and eventually
form nonbuoyant plumes containing a wide variety of
both dissolved chemicals and freshly precipitated
mineral phases. The processes active within these
dispersing hydrothermal plumes play a major role in
determining the net impact of hydrothermal circula-
tion upon the oceans and marine geochemistry.

11.1.2 Where Does Hydrothermal Circulation
Occur?

Hydrothermal circulation occurs predomi-
nantly along the global MOR crest, a near-
continuous volcanic chain that extends over
�6� 104 km (Figure 3). Starting in the Arctic

Figure 4 (a) Photograph of a ‘‘black smoker’’
hydrothermal vent emitting hot (>400 
C) fluid at a
depth of 2,834 m into the base of the oceanic water
column at the Brandon vent site, southern EPR. The
vent is instrumented with a recording temperature probe.
(b) Diffuse flow hydrothermal fluids have temperatures
that are generally <35 
C and, therefore, may host animal
communities. This diffuse flow site at a depth of 2,500 m
on the EPR at 9
509N is populated by Riftia tubeworms,

mussels, crabs, and other organisms.
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basin this ridge system extends south through the
Norwegian-Greenland Sea as far as Iceland and
then continues southward as the Mid-Atlantic
Ridge (MAR), passing through the Azores and
onward into the far South Atlantic, where it
reaches the Bouvet Triple Junction, near 50
 S.
To the west, a major transform fault connects this
triple junction to the Sandwich and Scotia plates
that are separated by the East Scotia Ridge (an
isolated back-arc spreading center). These plates
are also bound to north and south by two major
transform faults that extend further west between
South America and the Antarctic Peninsula
before connecting to the South Chile Trench. To
the east of the Bouvet Triple Junction lies the SW
Indian Ridge, which runs east and north as far as
the Rodrigues Triple Junction (�25
 S, 70
 E),
where the ridge crest splits in two. One branch,
the Central Indian Ridge, extends north through
the western Indian Ocean and Gulf of Aden end-
ing as the incipient ocean basin that is the Red
Sea (Section 11.1.1). The other branch of the
global ridge crest branches south east from the
Rodrigues Triple Junction to form the SE Indian
and Pacific-Antarctic Ridges which extend across
the entire southern Indian Ocean past Australasia
and on across the southern Pacific Ocean as far
as �120
W, where the ridge again strikes north.
The ridge here, the EPR, extends from �55
 S to
�30
 N but is intersected near 30
 S by the Chile
Rise, which connects to the South Chile Trench.
Further north, near the equator, the Galapagos
Spreading Center meets the EPR at another triple
junction. The EPR (and, hence, the truly contin-
uous portion of the global ridge crest, extending
back through the Indian and Atlantic Oceans)
finally ends where it runs ‘‘on-land’’ at the north-
ern end of the Gulf of California. There, the ridge
crest is offset to the NW by a transform zone,
more commonly known as the San Andreas
Fault, which continues offshore once more, off
northern California at �40
 N, to form the Gorda,
Juan de Fuca, and Explorer Ridges—all of which
hug the NE Pacific/N. American margin up to
�55
 N. Submarine hydrothermal activity is
also known to be associated with the back-arc
spreading centers formed behind ocean–ocean
subduction zones which occur predominantly
around the northern and western margins of the
Pacific Ocean, from the Aleutians via the
Japanese archipelago and Indonesia all the way
south to New Zealand. In addition to ridge-crest
hydrothermal venting, similar circulation also
occurs associated with hot-spot related intraplate
volcanism—most prominently in the central and
western Pacific Ocean (e.g., Hawaii, Samoa,
Society Islands), but these sites are much less exten-
sive, laterally, than ridge crests and back-arc
spreading centers, combined. A continuously
updated map of reported hydrothermal vent sites is

maintained by the InterRidge community as a Vents
Database (http://triton.ori.u-tokyo.ac.jp/~intridge/
wg-gdha.htm).

As described earlier, the first sites of hydro-
thermal venting to be discovered were located
along the intermediate to fast spreading
Galapagos Spreading Center (6 cm yr�1) and
northern EPR (6–15 cm yr�1). A hypothesis, not
an unreasonable one, influenced heavily by these
early observations but only formalized nearly 20
years later (Baker et al., 1996) proposed that the
incidence of hydrothermal venting along any unit
length of ridge crest should correlate positively
with spreading-rate because the latter is intrinsi-
cally linked to the magmatic heat flux at that
location. Thus, the faster the spreading rate the
more abundant the hydrothermal activity, with the
most abundant venting expected (and found:
Charlou et al., 1996; Feely et al., 1996;
Ishibashi et al., 1997) along the superfast spread-
ing southern EPR (17–19
 S), where ridge-
spreading rate is among the fastest known (>14
cm yr�1). Evidence for reasonably widespread
venting has also been found most recently along
some of the slowest-spreading sections of the
global ridge crest, both in the SW Indian Ocean
(German et al., 1998a; Bach et al., 2002) and in
the Greenland/Arctic Basins (Connelly et al.,
2002; Edmonds et al., 2003). Most explorations
so far, however, have focused upon ridge crests
closest to nations with major oceanographic
research fleets and in the low- to mid-latitudes,
where weather conditions are most favorable
toward use of key research tools such as submer-
sibles and deep-tow vehicles. Consequently,
numerous active vent sites are known along the
NE Pacific ridge crests, in the western Pacific
back-arc basins and along the northern MAR
(Figure 3), while other parts of the global MOR
system remain largely unexplored (e.g., southern
MAR, Central Indian Ridge, SE Indian Ridge,
Pacific–Antarctic Ridge).

Reinforcing how little of the seafloor is well
explored, as recently as December 2000 an
entirely new form of seafloor hydrothermal activ-
ity, in a previously unexplored geologic setting
was discovered (Kelley et al., 2001). Geologists
diving at the Atlantis fracture zone, which offsets
part of the MAR near 30
N, found moderate-
temperature fluids (40–75 
C) exiting from tall
(up to 20m) chimneys, formed predominantly
from calcite [CaCO3], aragonite [CaCO3], and
brucite [Mg(OH)2]. These compositions are
quite unlike previously documented hydrother-
mal vent fluids (Section 11.2), yet their geologic
setting is one that may recur frequently along
slow and very slow spreading ridges (e.g.,
Gracia et al., 1999, 2000, Parson et al., 2000;
Sauter et al., 2002). The Lost City vent site may,
therefore, represent a new and important form of
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hydrothermal vent input to the oceans, which has
hitherto been overlooked.

11.1.3 Why Should Hydrothermal Fluxes Be
Considered Important?

Since hydrothermal systems were first discov-
ered on the seafloor, determining the magnitude of
their flux to the ocean and, hence, their importance
in controlling ocean chemistry has been the over-
riding question that numerous authors have tried to
assess (Edmond et al., 1979, 1982; Staudigel and
Hart, 1983; Von Damm et al., 1985a; C. A. Stein
and S. Stein, 1994; Elderfield and Schultz, 1996;
Schultz and Elderfield, 1997; Mottl, 2003). Of the
total heat flux from the interior of the Earth
(�43TW) �32TW is associated with cooling
through oceanic crust and, of this, some 34% is
estimated to occur in the form of hydrothermal
circulation through ocean crust up to 65 Ma in age
(C. A. Stein and S. Stein, 1994). The heat supply
that drives this circulation is of two parts: magmatic
heat, which is actively emplaced close to the ridge
axis during crustal formation, and heat that is con-
ducted into the crust from cooling lithospheric
mantle, which extends out beneath the ridge flanks.

At the ridge axis, the magmatic heat available
from crustal formation can be summarized as
(i) heat released from the crystallization of basal-
tic magma at emplacement temperatures (latent
heat), and (ii) heat mined from the solidified
crust during cooling from emplacement tempera-
tures to hydrothermal temperatures, assumed by
Mottl (2003) to be 1175� 25 
C and 350� 25 
C,
respectively. For an average crustal thickness of
�6 km (White et al., 1992) the mass of magma
emplaced per annum is estimated at 6� 1016 g
yr�1 and the maximum heat available from crys-
tallization of this basaltic magma and cooling to
hydrothermal temperatures is 2.8� 0.3 TW
(Elderfield and Schultz, 1996; Mottl, 2003). If
all this heat were transported as high-temperature
hydrothermal fluids expelled from the seafloor at
350 
C and 350 bar, this heat flux would equate to
a volume flux of 5–7� 1016 g yr�1. It should be
noted, however, that the heat capacity (cp) of a
3.2% NaCl solution becomes extremely sensitive
to increasing temperature under hydrothermal
conditions of temperature and pressure, as the
critical point is approached. Thus, for example,
at 350 bar, a moderate increase in temperature
near 400 
C could cause an increase in cp
approaching an order of magnitude resulting in a
concomitant drop in the water flux required to
transport this much heat (Bischoff and
Rosenbauer, 1985; Elderfield and Schultz, 1996).

Of course, high-temperature hydrothermal
fluids may not be entirely responsible for the trans-
port of all the axial hydrothermal heat flux.

Elderfield and Schultz (1996) considered a uniform
distribution, on the global scale, in which only 10%
of the total axial hydrothermal flux occurred as
‘‘focused’’ flow (heat FLUX=0.2–0.4 TW; volume
FLUX=0.3–0.6� 1016 g yr�1). In those calcula-
tions, the remainder of the axial heat flux was
assumed to be transported by a much larger volume
flux of lower-temperature fluid (280–560� 1016 g
yr�1 at �5 
C). But how might such diffuse flow
manifest itself? Should diffuse fluid be considered
as diluted high-temperature vent fluid, conduc-
tively heated seawater, or some combination of
the above? Where might such diffuse fluxes
occur? Even if the axial hydrothermal heat flux
were only restricted to 0–0.1 Ma crust, the asso-
ciated fluid flow might still extend over the range
of kilometers from the axis on medium-fast
ridges—i.e., out onto young ridge flanks. For
slow and ultraslow spreading ridges (e.g., the
MAR) by contrast, all 0–0.1 Ma and, indeed
0–1 Ma crustal circulation would occur within the
confines of the axial rift valley (order 10 km wide).
The partitioning of ‘‘axial’’ and ‘‘near-axial’’
hydrothermal flow, on fast and slow ridges and
between ‘‘focused’’ and ‘‘diffuse’’ flow, remains
very poorly constrained in the majority of MOR
settings and is an area of active debate.

On older oceanic crust (1–65 Ma) hydrothermal
circulation is driven by upward conduction of heat
from cooling of the underlying lithospheric mantle.
Heat fluxes associated with this process are esti-
mated at 7� 2 TW (Mottl, 2003). These values are
significantly greater than the total heat fluxes asso-
ciated with axial and near-axis circulation
combined, and represent as much as 75–80% of
Earth’s total hydrothermal heat flux, >20% of the
total oceanic heat flux and >15% of the Earth’s
entire heat flux. Mottl and Wheat (1994) chose to
subdivide the fluid circulation associated with this
heat into two components, warm (>20 
C) and cool
(< 20 
C) fluids, which exhibit large and small
changes in the composition of the circulating sea-
water, respectively. Constraints from the
magnesium mass balance of the oceans suggest
that the cool (less altered) fluids carry some 88%
of the total flank heat flux, representing a cool-fluid
water flux (for 5–20 
C fluid temperatures) of
1–4� 1019 g yr�1 (Mottl, 2003).

To put these volume fluxes in context, the
maximum flux of cool (< 20 
C) hydrothermal
fluids, calculated above is almost identical to the
global riverine flux estimate of 3.7–4.2� 1019 g
yr�1 (Palmer and Edmond, 1989). The flux of
high-temperature fluids close to the ridge axis,
by contrast, is �1,000-fold lower. Nevertheless,
for an ocean volume of �1.4� 1024 g, this still
yields a (geologically short) oceanic residence
time, with respect to high-temperature circulation,
of �20–30Ma—and the hydrothermal fluxes will
be important for those elements which exhibit
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high-temperature fluid concentrations more than
1,000-fold greater than river waters. Furthermore,
high-temperature fluids emitted from ‘‘black smo-
ker’’ hydrothermal systems typically entrain large
volumes of ambient seawater during the formation
of buoyant and neutrally buoyant plumes (Section
11.5) with typical dilution ratios of �104:1 (e.g.,
Helfrich and Speer, 1995). If 50% of the fluids
circulating at high temperature through young
ocean crust are entrained into hydrothermal
plumes then the total water flux through hydro-
thermal plumes would be approximately one order
of magnitude greater than all other hydrothermal
fluxes and the global riverine flux to the oceans
(Table 1). The associated residence time of the
global ocean, with respect to cycling through
hydrothermal plume entrainment, would be just
4–8 kyr, i.e., directly comparable to the mixing
time of the global deep-ocean conveyor
(�1.5 kyr; Broecker and Peng, 1982). From that
perspective, therefore, we can anticipate that
hydrothermal circulation should play an important
role in the marine geochemistry of any tracer
which exhibits a residence time greater than �1–
10 kyr in the open ocean.

The rest of the chapter is organized as follows.
In Section 11.2 we discuss the chemical composi-
tion of hydrothermal fluids, why they are
important, what factors control their composi-
tions, and how these compositions vary, both in
space, from one location to another, and in time.
Next (Section 11.3) we identify that the fluxes
established thus far represent gross fluxes into
and out of the ocean crust associated with high-
temperature venting. We then examine the other
source and sink terms associated with hydrother-
mal circulation, including alteration of the oceanic
crust, formation of hydrothermal mineral depos-
its, interactions/uptake within hydrothermal
plumes and settling into deep-sea sediments.
Each of these ‘‘fates’’ for hydrothermal material
is then considered in more detail. Section 11.4
provides a detailed discussion of near-vent

deposits, including the formation of polymetallic
sulfides and other minerals, as well as near-vent
sediments. In Section 11.5 we present a detailed
description of the processes associated with
hydrothermal plumes, including a brief explana-
tion of basic plume dynamics, a discussion of how
plume processes modify the gross flux from high-
temperature venting and further discussions of
how plume chemistry can be both determined by,
and influence, physical oceanographic, and biolo-
gical interactions. Section 11.6 discusses the fate
of hydrothermal products and concentrates on
ridge-flank metalliferous sediments, including
their potential for paleoceanographic investiga-
tions and role in ‘‘boundary scavenging’’
processes. We conclude (Section 11.7) by identi-
fying some of the unresolved questions associated
with hydrothermal circulation that are most in
need of further investigation.

11.2 VENT-FLUID GEOCHEMISTRY

11.2.1 Why are Vent-fluid Compositions
of Interest?

The compositions of vent fluids found on the
global MOR system are of interest for several rea-
sons; how and why those compositions vary has
important implications. The overarching question,
as mentioned in Section 11.1.3, is to determine how
the fluids emitted from these systems influence and
control ocean chemistry, on both short and long
timescales. This question is very difficult to address
in a quantitative manner because, in addition to all
the heat flux and related water flux uncertainties
discussed in Section 11.1, it also requires an
understanding of the range of chemical variation
in these systems and an understanding of the
mechanisms and variables that control vent-fluid
chemistries and temperatures. Essentially every
hydrothermal vent that is discovered has a different
composition (e.g., Von Damm, 1995) and we now

Table 1 Overview of hydrothermal fluxes: heat and water volume: data from Elderfield and Schultz (1996) and
Mottl (2003).

(I) Summary of global heat fluxes
Heat flux from the Earth’s interior 43 TW
Heat flux associated with ocean crust 32 TW
Seafloor hydrothermal heat flux 11 TW

(II) Global hydrothermal fluxes: heat and water
Heat flux (TW) Water flux (1016gyr�1)

Axial flow (0–1 Ma)
All flow at 350 
C 2.8� 0.3 5.6� 0.6
10%@350 
C/90%@5 
C 2.8� 0.3 420� 140
Hydrothermal plumes (50%) 28,000� 3,000

Off-axis flow (1–65 Ma) 7� 2 1,000–4,000
Global riverine flux 3,700–4,200
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know that these compositions often vary pro-
foundly on short (minutes to years) timescales.
Hence, the flux question remains a difficult one
to answer. Vent fluid compositions also act as
sensitive and unique indicators of processes
occurring within young oceanic crust and at pre-
sent, this same information cannot be obtained
from any other source. The ‘‘window’’ that vent
fluids provide into subsurface crustal processes is
especially important because we can not yet drill
young oceanic crust, due to its unconsolidated
nature, unless it is sediment covered. The chemi-
cal compositions of the fluids exiting at the
seafloor provide an integrated record of the reac-
tions and the pressure and temperature (P–T)
conditions these fluids have experienced during
their transit through the crust. Vent fluids can
provide information on the depth of fluid circula-
tion (hence, information on the depth to the heat
source), as well as information on the residence
time of fluids within the oceanic crust at certain
temperatures. Because the dissolved chemicals in
hydrothermal fluids provide energy sources for
microbial communities living within the oceanic
crust, vent-fluid chemistries can also provide
information on whether such communities are
active at a given location. Vent fluids may also
lead to the formation of metal-rich sulfide and

sulfate deposits at the seafloor. Although the
mineral deposits found are not economic them-
selves, they have provided important insights
into how metals and sulfide can be transported in
the same fluids and, thus, how economically
viable mineral deposits are formed. Seafloor
deposits also have the potential to provide an
integrated history of hydrothermal activity at
sites where actively venting fluids have ceased
to flow.

11.2.2 Processes Affecting Vent-fluid
Compositions

In all known cases the starting fluid for a sub-
marine hydrothermal system is predominantly, if not
entirely, seawater, which is then modified by pro-
cesses occurring within the oceanic crust. Four
factors have been identified: the two most important
are (i) phase separation and (ii) water–rock interac-
tion; the importance of (iii) biological processes and
(iv) magmatic degassing has yet to be established.

Water–rock interaction and phase separation
are processes that are inextricably linked. As
water passes through the hydrothermal system it
will react with the rock and/or sediment substrate
that is present (Figure 5). These reactions begin in

Figure 5 (a) Schematic illustration of the three key stages of submarine hydrothermal circulation through young
ocean crust (after Alt, 1995). Seawater enters the crust in widespread ‘‘recharge’’ zones and reacts under increasing
conditions of temperature and pressure as it penetrates downward. Maximum temperatures and pressures are
experienced in the ‘‘reaction zone,’’ close to the (magmatic or hot-rock) ‘‘heat source’’ before buoyant plumes rise
rapidly back toward the seafloor—the ‘‘discharge’’ zone. (b) Schematic of processes controlling the composition of
hydrothermal vent fluid, as it is modified from starting seawater (after Von Damm, 1995). During recharge, fluids are
heated progressively. Above�130 
C anhydrite (CaSO4) precipitates and, as a result of water–rock reaction, additional
calcium (Ca2+) is leached from the rock in order to precipitate most of the sulfate (SO4

2�) derived from seawater.
Magnesium (Mg2+) is also lost to the rock and protons (H+) are added. As the fluid continues downward and up the
temperature gradient, water–rock interactions continue and phase separation may occur. At at least two sites on the
global MOR system, direct degassing of the magma must be occurring, because very high levels of gas (especially CO2,
and helium) are observed in the hydrothermal fluids. The buoyant fluids then rise to the seafloor. In most cases the
fluids have undergone phase separation, and in at least some cases storage of the liquid or brine phase has occurred
which has been observed to vent in later years from the same sulfide structure (Von Damm et al., 1997). See Figure 6 for

additional discussion of phase separation.
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the downflow zone, and continue throughout.
When vent fluids exit at the seafloor, what we
observe represents the net result of all the reactions
that have occurred along the entire hydrothermal
flow path. Because the kinetics of most reactions
are faster at higher temperatures, it is assumed that
much of the reaction occurs in the ‘‘reaction zone.’’
Phase separation may also occur at more than one
location during the fluid’s passage through the
crust, and may continue as the P–T conditions
acting on the fluid change as it rises through the
oceanic crust, back toward the seafloor. However,
without a direct view into any of the active seafloor
hydrothermal systems, for simplicity of discussion,
and because we lack better constraints, we often
view the system as one of: (i) water–rock reaction
on the downflow leg; (ii) phase separation and
water–rock reaction in the ‘‘reaction zone’’; (iii)
additional water–rock reaction after the phase
separation ‘‘event’’ (Figure 5). Unless confronted
with clear inconsistencies in the (chemical) data
that invalidate this approach, we usually employ
this simple ‘‘flow-through’’ as our working con-
ceptual model. Even though we are unable to
rigorously constrain the complexities for any
given system, it is always important to remember
that the true system is likely far more complex than
any model we employ.

In water–rock reactions, chemical species are
both gained and lost from the fluids. In terms of
differences from the major-element chemistry of
seawater, magnesium and SO4 are lost, and the
pH is lowered so substantially that all the alkalinity
is titrated. The large quantities of silicon, iron, and
manganese that are frequently gained may be suffi-
cient for these to become ‘‘major elements’’ in
hydrothermal fluids. For example, silicon and iron
can exceed the concentrations of calcium and
potassium, two major elements in seawater. Much
of the dissolved SO4 in seawater is lost on the
downflow leg of the hydrothermal system as
CaSO4 (anhydrite) precipitates at temperatures of
�130 
C—just by heating seawater. Because there
is more dissolved SO4 than calcium in seawater, on
a molar basis, additional calcium would have to be
leached from the host rock if more than �33% of
all the available seawater sulfate were to be pre-
cipitated in this way. In fact, it is now recognized
that at least some dissolved SO4 must persist down
into the reaction zone, based on the inferred redox
state at depth (see later discussion). Some seawater
SO4 is also reduced to H2S, substantial quantities
of which may be found in hydrothermal fluids at
any temperature, based on information from sulfur
isotopes (Shanks, 2001). The magnesium is lost by
the formation of Mg–OH silicates. This results in
the generation of H+, which accounts for the low
pH and titration of the alkalinity. Sodium can also
be lost from the fluids due to Na–Ca replacement
reactions in plagioclase feldspars, known as

albitization. Potassium (and the other alkalis) are
also involved in similar types of reaction that can
also generate acidity. Large quantities of iron, man-
ganese, and silicon are also leached out of the rocks
and into the fluids.

An element that is relatively conservative
through water–rock reaction is chlorine in the
form of the anion chloride. Chloride is key in
hydrothermal fluids, because with the precipita-
tion and/or reduction of SO4 and the titration of
HCO3

�/CO3
2�, chloride becomes the overwhelm-

ing and almost only anion (Br is usually present
in the seawater proportion to chloride). Chloride
becomes a key component, therefore, because
almost all of the cations in hydrothermal fluids
are present as chloro-complexes; thus, the levels
of chloride in a fluid effectively determine the
total concentration of cationic species that can be
present. A fundamental aspect of seawater is that
the major ions are present in relatively constant
ratios—this forms the basis of the definition of
salinity (see Volume Editors Introduction).
Because these constant proportions are not main-
tained in vent fluids and because chloride is the
predominant anion, discussions of vent fluids are
best discussed in terms of their chlorinity, not
their salinity.

Although small variations in chloride may be
caused by rock hydration/dehydration, there are
almost no mineralogic sinks for chloride in these
systems. Therefore, the main process that effects
changes in the chloride concentrations in the vent
fluids is phase separation (Figure 6). Phase separa-
tion is a ubiquitous process in seafloor hydrothermal
systems. Essentially no hydrothermal fluids are
found with chlorinities equal to the local ambient
seawater value. To phase separate seawater at typical
intermediate-to-fast spreading MOR depths of
�2,500 m requires temperatures = 389 
C
(Bischoff, 1991). This sets a minimum temperature
that fluids must have reached, therefore, during their
transit through the oceanic crust. The greater the
depth, the higher the temperature required for
phase separation to occur. Known vent systems
occur at depths of 800–3,600 m, requiring maxi-
mum temperatures in the range 297–433 
C to
phase separate seawater. Seawater, being a two-
component system, H2O+NaCl (to a first approx-
imation) exhibits different phase separation behavior
from pure water. The critical point for seawater is
407 
C and 298 bar (Bischoff and Rosenbauer,
1985) compared to 374 
C and 220 bar for pure
water. For the salt solution, the two-phase curve
does not stop at the critical point but, instead, con-
tinues beyond it. As a solution crosses the two-phase
curve, it will separate into two phases, one
with chlorinities greater than starting seawater,
and the other with chlorinities less than starting sea-
water. If the fluid reaches the two-phase curve at
temperature and pressure conditions less than the
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critical point, subcritical phase separation (also called
boiling) will occur, with the generation of a low
chlorinity ‘‘vapor’’ phase. This phase contains salt,
the amount of which will vary depending on where
the two-phase curve was intersected (Bischoff and
Rosenbauer, 1987). What is conceptually more diffi-
cult to grasp, is that when a fluid intersects the two-
phase curve at P–Tconditions greater than the critical
point, the process is called supercritical phase

separation (or condensation). In this case a small
amount of a relatively high chlorinity liquid phase is
condensed out of the fluid. Both sub- and super-criti-
cal phase separation occur in seafloor hydrothermal
systems. To complete the phase relations in this sys-
tem, halite may also precipitate (Figure 6). There is
evidence that halite forms, and subsequently redis-
solves, in some seafloor hydrothermal systems
(Oosting and Von Damm, 1996; Berndt and

Figure 6 Phase relations in the NaCl–H2O system. (a) The amount of salt (NaCl) in the NaCl–H2O system varies as
both a function of temperature and pressure. Bischoff and Pitzer (1989) constructed this figure of the three dimensional
relationships between pressure (P), temperature (T), and composition (x) in the system based on previous literature data
and new experiments, in order to better determine the phase relationships for seafloor hydrothermal systems. The P–T–x
relationships define a 3D space, but more commonly various projections are shown. (b) The P–T properties for seawater
including the two phase curve (solid-line) separating the liquid stability field from the liquid + vapor field, and
indicating the location of the critical point (CP) at 407 
C and 298 bar. Halite can also be stable in this system and
the region where halite + vapor is stable is shown, separated from the liquid+vapor stability field by the dotted line. This
figure is essentially a ‘‘slice’’ from (a) and is a commonly used figure to show the phase relations for seawater (after Von
Damm et al., 1995). (c) A ‘‘slice’’ of (a) can also be made to better demonstrate the relationships in the system in T–x
space. Here isobars show the composition of the conjugate vapor and brine (liquid) phases formed by the phase
separation of seawater. This figure can be used to not only determine salt contents of the conjugate phases, but also their
relative amounts. On this figure the compositions of the vapor and liquid phases sampled from ‘‘F’’ vent in 1991 and

1994, respectively, are shown (after Von Damm et al., 1997).
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Seyfried, 1997; Butterfield et al., 1997; Von Damm,
2000). TheP–Tconditions atwhich the fluid intersects
the two-phase curve, will determine the relative com-
positions of the two phases, as well as their relative
amounts. Throughout this discussion, we have
assumed the starting fluid undergoing phase separa-
tion is seawater (or, rather, an NaCl equivalent,
because the initial magnesium and SO4 will already
be lost by this stage). If the NaCl content is different,
the phase relations in this system change, forming a
family of curves or surfaces that are a function of the
NaCl content, as well as pressure and temperature.

The critical point is also a function of the salt content,
and hence is really a critical curve in P–T–x (x refer-
ring to composition) space.

As phase separation occurs, substantially
changing the chloride content of vent fluids
(values from < 6% to �200% of the seawater
concentration have been observed), other chemi-
cal species will change in concert. It has been
shown, both experimentally as well as in the
field, that most of the cations (and usually bro-
mide) maintain their element-to-Cl ratios during
the phase separation process (Berndt and
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Seyfried, 1990; Von Damm, 2000; Von Damm
et al., 2003), i.e., most elements are conserva-
tive with respect to chloride. Exceptions do
occur, however—primarily for those chemical
species not present as chlorocomplexes.
Dissolved gases (e.g., CO2, CH4, He, H2, H2S)
are preferentially retained in the low chlorinity
or vapor phase, and boron, which is present as a
hydroxyl complex, is relatively unaffected by
phase separation (Bray and Von Damm,
2003a). Bromide, as viewed through the Br/Cl
ratio, is sometimes seen to be fractionated from
chloride; this occurs whenever halite is formed
or dissolves because bromide is preferentially
excluded from the halite structure (Oosting and
Von Damm, 1996; Von Damm, 2000). Fluids
that have deposited halite, therefore, will have
a high Br/Cl ratio, while fluids that have dis-
solved halite will have a low Br/Cl ratio,
relative to seawater. It is because of the ubiquity
of phase separation that vent-fluid compositions
are often now viewed or expressed as ratios
with respect to chloride, rather than as absolute
concentrations. This normalization to chloride
must be used when trying to evaluate net gains
and losses of chemical species as seawater tra-
verses the hydrothermal circulation cell, to

correct for the fractionation caused by phase
separation.

Aside from early eruptive fluids (discussed
later), the chemical composition of most high-
temperature fluids (Figure 7) appears to be con-
trolled by equilibrium or steady state with the rock
assemblage. (Equilibrium requires the assemblage
to be at its lowest energy state, but the actual
phases present may be metastable, in which case
they are not at true thermodynamic equilibrium
but, rather, have achieved a steady-state condi-
tion.) When vent-fluid data are modeled with
geochemical modeling codes using modern ther-
modynamic databases, the results suggest
equilibrium, or at least steady state, has been
achieved. The models cannot be rigorously
applied to many of the data, however, because
the fluids are often close to the critical point and
in that region the thermodynamic data are not as
well constrained. Based on results from both geo-
chemical modeling codes and elemental ratios,
current data indicate that not only the major ele-
ments, but also many minor elements (e.g.,
rubidium, caesium, lithium, and strontium) are
controlled by equilibrium, or steady-state, condi-
tions between the fluids and their host-rocks (Bray
and Von Damm, 2003b). The rare earth elements
(REE) in vent fluids present one such example.

Figure 7 Compositional data for vent fluids. (a) Time series data from ‘‘A’’ vent for chloride and H2S
concentrations and measured temperature (T). When time-series data are available, this type of figure,
demonstrating the change in fluid composition in a single vent over time, is becoming more common. The
data plotted are referred to as the ‘‘end-member’’ data (data from Von Damm et al., 1995 and unpublished).
Points on the y-axis are values for ambient seawater. Note the low chlorinity (vapor phase) fluids venting
initially from A vent; over time the chloride content has increased and the fluids sampled more recently, in 2002,
are the liquid (brine) phase. As is expected, the concentration of H2S, a gas that will be partitioned preferentially
into the vapor phase, is anticorrelated with the chloride concentration. The vertical axis has 10 divisions with the
following ranges: T (
C) 200–405 (ambient seawater is 2 
C); Cl (mmol kg�1) 0–800 (ambient is 540 mmol
kg�1); H2S (mmol kg�1) 0–120 (ambient is 0 mmol kg�1). (b) Whenever vent fluids are sampled, varying
amounts of ambient seawater are entrained into the sampling devices. Vent fluids contain 0 mmol kg�1, while
ambient seawater contains 52.2 mmol kg�1. Therefore, if actual sample data are plotted as properties versus
magnesium, least squares linear regression fits can be made to the data. The calculated ‘‘end-member’’
concentration for a given species, which represents the ‘‘pure’’ hydrothermal fluid is then taken as the point
where that line intercepts the y-axis (i.e., the calculated value at Mg = 0 mmol kg�1). These plots versus
magnesium are therefore mostly sampling artifacts and are referred to as ‘‘mixing’’ diagrams. While these
types of plots were originally used to illustrate vent-fluid data, they have been largely superceded by figures
such as (a) or (c). This figure (b) shows the data used to construct the time series represented in (a). Note the
different lines for the different years. In some years samples were collected on more than one date. All samples
for a given year are shown by the same shape, the different colors within a year grouping indicate different
sample dates. In some years the chemical composition varied from day-to-day, but for simplicity a single line is
shown for each year in which samples were collected (Von Damm et al., 1995 and unpublished data). (c) As the
chloride content of a vent fluid is a major control on the overall composition of the vent composition, most of
the cations vary as a function of the chloride-content. Variations in the chloride content are a result of phase
separation. This shows the relationship between the potassium (K) and chloride content in vent fluids in the
global database, as of 2000. The line is the ratio of K/Cl in ambient seawater. Closed circles are from 9–10
 N
EPR following the 1991 eruption, open circles are other 9–10
 N data not affected by the eruptive events;
triangles are from sites where vents occur on enriched oceanic crust, diamonds are from bare-basalt (MORB)
hosted sites, filled diamonds are other sites impacted by volcanic eruptions. Data sources and additional

discussion in Von Damm (2000).
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REE distributions in hydrothermal fluids are light-
REE enriched and exhibit strong positive europium
anomalies, apparently quite unrelated to host-rock
MORB compositions (Figure 8). However,
Klinkhammer et al. (1994) have shown that when
these same REE concentrations are plotted versus
their ionic radii, the fluid trends not only become
linear but also show the same fractionation trend
exhibited by plagioclase during magma segrega-
tion, indicating that vent-fluid REE concentrations
may be intrinsically linked to the high-temperature
alteration of this particular mineral.

Two other processes are known to influence the
chemistry of seafloor vent fluids: biological pro-
cesses and magmatic degassing. Evidence for
‘‘magmatic degassing’’ has been identified at two
sites along the global MOR system—at 9
509N
and at 32
 S on the EPR (M. D. Lilley, personal
communication; Lupton et al., 1999a). These sites
have very high levels of CO2, and very high He/
heat ratios. The interpretation is that we are seeing
areas with recent magma resupply within the crust
and degassing of the lavas, resulting in very high
gas levels in the hydrothermal fluids found at these
sites. We do not know the spatial–temporal varia-
tion of this process, hence, we cannot yet evaluate
its overall importance. Presumably, every site on
the global MOR system undergoes similar pro-
cesses episodically. What is not known, however,
is the frequency of recurrence at any one site.
Consequently, the importance of fluxes due to this
degassing process, versus more ‘‘steady-state’’
venting, cannot currently be assessed. At 9
509N,
high gas contents have now been observed for
almost a decade; no signature of volatile-metal

enrichment has been observed in conjunction with
these high gas contents (Von Damm, 2003).

The fourth process influencing vent-fluid com-
positions is biological change, which can take the
form of either consumption or production of var-
ious chemical species. As the current known limit
to life on Earth is �120 
C (e.g., Holland and
Baross, 2003) this process can only affect fluids
at temperatures lower than this threshold. This
implies that high-temperature vents should not be
subject to these effects whereas they may occur in
both lower-temperature axial diffuse flow and
beneath ridge flanks. From observations at the
times of seafloor eruptions and/or diking events,
it is known that there are microbial communities
living within the oceanic crust (e.g., Haymon et al.,
1993). Their signatures can be seen clearly in at
least some low-temperature fluids, as noted in par-
ticular by changes in the H2, CH4, and H2S
contents of those fluids (Von Damm and Lilley,
2003). Hence, biological influences have been
observed; how widespread this is, which elements
are affected, and what the overall impact on che-
mical fluxes may be all remain to be resolved.

11.2.3 Compositions of Hydrothermal Vent
Fluids

11.2.3.1 Major-element chemistry

The known compositional ranges of vent fluids
are summarized in Figure 9 and Table 2. Because
no two vents yet discovered have exactly the same
composition, these ranges often change with each
new site. As discussed in Section 11.2.2, vent
fluids are modified seawater characterized by the
loss of magnesium, SO4, and alkalinity and the
gain of many metals, especially on a chloride nor-
malized basis.

Vent fluids are acidic, but not as acid as may first
appear from pH values measured at 25 
C and 1 atm
(i.e., in shipboard laboratories). The cation H+ in
vent fluids is also present as a chloro-complex with
the extent of complexation increasing as P and T
increase. At the higher in situ conditions of P and T
experienced at the seafloor, therefore, much of the
H+ is incorporated into the HCl–aqueous complex;
hence, the activity of H+ is reduced and the in situ
pH is substantially higher than what is measured at
laboratory temperatures. The Kw for water also
changes as a function of P and T such that neutral
pH is not necessarily 7 at other P–T conditions. For
most vent fluids, the in situ pH is 1–2 pH units more
acid than neutral, not the�4 units of acidity that the
measured (25 
C, 1 atm) data appear to imply. Most
high-temperature vent fluids have (25 
C measured)
pH values of 3.3� 0.5 but a few are more acidic
whilst several are less acid. If fluids are more acid
than pH 3.3� 0.5, it is often an indicator that metal
sulfides have precipitated below the seafloor

Figure 8 End-member REE concentrations in vent
fluids from four different ‘‘black smokers’’ at the 21
 N
vent site, EPR, normalized to chondrite (REE data from
Klinkhammer et al., 1994). NGS=National Geographic
Smoker; HG=Hanging Gardens; OBS=Ocean Bottom

Seismometer; SW= South West vent.

350 Hydrothermal Processes



because such reactions produce protons. Two
mechanisms are known that can cause fluids to be
less acidic than the norm: (i) cases where the rock
substrate appears to be more highly altered—the
rock cannot buffer the solutions to as low a pH;
(ii) when organic matter is present, ammonium is
often present and the NH3/NH4

+ couple serves to
buffer the pH to a higher level.

Vent fluids are very reducing, as evidenced by the
presence of H2S rather than SO4, as well as H2, CH4

and copious amounts of Fe2+ and Mn2+. In rare
cases, there can be more H2S and/or H2 than chloride
on a molar basis and it is the prevailing high acidity
that dictates that H2S rather than HS– or S2� is the
predominant form in high-temperature vent fluids.
Free H2 is derived as a result of water–rock reaction
and there is substantially more H2 than O2 in these
fluids. Therefore, although redox calculations are
typically given in terms of the log fO2

, the redox
state is best calculated based on the H2/H2O couple
for seafloor vent fluids. This can then be expressed in
terms of the log fO2

. The K for the reaction:

H2 þ 1

2
O2 ¼ H2O

also changes as a function of temperature and
pressure. Another way to determine how redu-
cing vent fluids are is by comparing them to
various mineralogic buffers such as pyrite–pyr-
rhotite–magnetite (PPM) or hematite–magnetite–
pyrite (HMP). Most vent fluids lie between
these two extremes, but there is some systematic
variation (Seyfried and Ding, 1995). The obser-
vation that vent fluids are more oxic than would
be expected based on the PPM buffer, provides
one line of evidence that the reaction zone is
not as reducing as initially predicted, consistent
with at least some dissolved seawater SO4

penetrating into the deeper parts of the system
rather than being quantitatively removed by
anhydrite precipitation within shallower levels
of the downflow limb.

Lower-temperature (< 100 
C) vent fluids
found right at the axis are in most known cases a
dilution of some amount of high-temperature
fluids with seawater, or a low-temperature fluid
with a composition close to seawater. There is
some evidence for an ‘‘intermediate’’ fluid, per-
haps most analogous to a crustal ‘‘ground water,’’
with temperatures of �150 
C within the oceanic
crust. Evidence for the latter is found in some
Ocean Drilling Program data (Magenheim et al.,
1992), some high-temperature vent fluids from
9
509N on the EPR (Ravizza et al., 2001), and
some very unusual �90 
C fluids from the south-
ern EPR (O’Grady, 2001). To conclude, the
major-element composition of high-temperature
vent fluids can be described as acidic, reducing,
metal-rich NaCl solutions whilst lower-tempera-
ture fluids are typically a dilution of this same
material with seawater. The few exceptions to
this will be discussed below.

11.2.3.2 Trace-metal chemistry

Compared to the number of vent fluids
sampled and analyzed for their major-element
data, relatively little trace-metal data exist. This
is because when hot, acidic vent fluids mix with
seawater, or even just cool within submersible- or
ROV-deployed sampling bottles, they become
supersaturated with respect to many solid phases
and, thus, precipitate. Once this occurs, every-
thing in the sampling apparatus must be treated
as one sample: a budget can only be constructed
by integrating these different fractions back

Figure 9 Periodic table of the elements showing the elements that are enriched in hydrothermal vent fluids relative to
seawater (red), depleted (blue) and those which have been shown to exhibit both depletions and enrichments in different
hydrothermal fluids (yellow) relative to seawater. All data are normalized to the chloride content of seawater in order to

evaluate true gains and losses relative to the starting seawater concentrations.
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Table 2 Ranges in chemical composition for all known vent fluids.

Chemical
species

Units Seawater Overall range Slowa

(0–2.5 cm yr�1)
Intermediatea

>2.5–6
Fasta

>6–12
Ultrafasta

>12
Sediment
coveredb

Ultramafic
hostedc

Arc, back-
arcd

T 
C 2 >2 – 405 40 – 369 13 – 382 8 – 403 16 – 405 100 – 315 40 – 364 278 – 334
pH 25 
C, 1 atm 7.8 2.0 – 9.8 2.5 – 4.85 2.8 – 4.5 2.45 – >6.63 2.96 – 5.53 5.1 – 5.9 2.7 – 9.8 2.0 – 5.0
Alkalinity meq kg�1 2.4 �3.75 – 10.6 �3.4 – 0.31 �3.75 – 0.66 �2.69 – <2.27 �1.36 – 0.915 1.45 – 10.6 �0.20 – 3.51
Cl mmol kg�1 540 30.5 – 1,245 357 – 675 176 – 1,245 30.5 – 902 113 – 1,090 412 – 668 515 – 756 255 – 790
SO4 mmol kg�1 28 <0 – <28 �3.5 – 1.9 �25 – 0.763 >�8.76 �0.502 – 9.53 0 <12.9 0
H2S mmol kg�1 0 0 – 110 0.5 – 5.9 0 – 19.5 0 – 110 0 – 35 1.10 – 5.98 0.064 – 1.0 2.0 – 13.1
Si mmol kg�1 0.03 – 0.18 <24 7.7 – 22 11 – 24 2.73 – 22.0 8.69 – 21.3 5.60 – 13.8 6.4 – 8.2 10.8 – 14.5
Li umol kg�1 26 4.04 – 5,800 238 – 1,035 160 – 2,350 4.04 – 1,620 248 – 1,200 370 – 1,290 245 – 345 200 – 5,800
Na mmol kg�1 464 10.6 – 983 312 – 584 148 – 924 10.6 – 983 109 – 886 315 – 560 479 – 553 210 – 590
K mmol kg�1 10.1 �1.17 – 79.0 17 – 28.8 6.98 – 58.7 �1.17 – 51 2.2 – 44.8 13.5 – 49.2 20.2 – 22 10.5 – 79.0
Rb umol kg�1 1.3 0.156 – 360 9.4 – 40.4 22.9 – 59 0.156 – 31.1 0.39 – 6.8 22.5 – 105 28 – 37.1 8.8 – 360
Cs nmol kg�1 2 2.3 – 7,700 100 – 285 168 – 364 2.3 – 264 1,000 – 7,700 331 – 385
Be nmol kg�1 0 10 – 91 10 – 37 12 – 91
Mg mmol kg�1 52.2 0 0 0 0 0 0 <19 0
Ca mmol kg�1 10.2 �1.31 – 109 9.9 – 43 9.75 – 109 �1.31 – 106 4.02 – 65.5 26.6 – 81.0 21.0 – 67 6.5 – 89.0
Sr umol kg�1 87 �29 – 387 42.9 – 133 0.0 – 348 �29 – 387 10.7 – 190 160 – 257 138 – 203 20 – 300
Ba umol kg�1 0.14 1.64 – 100 <52.2 >8 – >46 1.64 – 18.6 >12 >45 – 79 5.9 – 100
Mn umol kg�1 <0.001 10 – 7,100 59 – 1,000 140 – 4,480 62.7 – 3,300 20.6 – 2,750 10 – 236 330 – 2,350 12 – 7,100
Fe mmol kg�1 <0.001 0.007 – 25.0 0.0241 – 5.590 0.009 – 18.7 0.007 – 12.1 0.038 – 14.7 0 – 0.18 2.5 – 25.0 13 – 2,500
Cu umol kg�1 0.007 0 – 162 0 – 150 0.1 – 142 0.18 – 97.3 2.6 – 150 <0.02 – 1.1 27 – 162 0.003 – 34
Zn umol kg�1 0.012 0 – 3,000 0 – 400 2.2 – 600 13 – 411 1.9 – 740 0.1 – 40.0 29 – 185 7.6 – 3,000
Co umol kg�1 0.00003 <0.005 – 14.1 0.130 – 0.422 0.022 – 0.227 <0.005 11.8 – 14.1
Ni umol kg�1 0.012 2.2 – 3.6
Ag nmol kg�1 0.02 <1 – 230 <1 – 38 <1 – 230 11 – 47
Cd nmol kg�1 1.0 0 – 180 75 – 146 0 – 180 <10 – 46 63 – 178
Pb nmol kg�1 0.01 <20 – 3,900 221 – 376 183 – 360 <20 – 652 86 – 169 36 – 3,900
B umol kg�1 415 356 – 3,410 356 – 480 465 – 1,874 430 – 617 400 – 499 <2,160 470 – 3,410
Al umol kg�1 0.02 0.1 – 18.7 1.03 – 13.9 4.0 – 5.2 0.1 – 18 9.3 – 18.7 0.9 – 7.9 1.9 – 4 4.9 – 17.0
Br umol kg�1 840 29.0 – 1,910 666 – 1,066 250 – 1789 29.0 – 1370 216 – 1910 770 – 1,180 306 – 1,045

F umol kg�1 68 <38.8 16.1 – 38.8 ‘‘0’’
CO2 mmol kg�1 3.56 – 39.9 <5.7 <200 8.4 – 22 14.4 – 200
CH4 umol kg�1 0.0003 150 – 2,150 <52 7 – 133 130 – 2,200
NH4 mmol kg�1 0 <15.6 <0.06 <0.65 5.6 – 15.6
H2 umol kg�1 0.0003 <38,000 1.1 – 727 <0.45 <38,000 40 – 1300 250 – 13,000

a These omit sedimented covered and um hosted. b Includes: Guaymas, Escanaba, Middle Valley. c Includes Rainbow, Lost City, kvd unpublished data for Logatchev. d Compilation from Ishibashi and Urabe (1995).



together. In the difficult sampling environment
found at high-temperature vent sites, pieces of
chimney structure are also sometimes entrained
into the sampling apparatus. It is necessary,
therefore, to be able to discriminate between par-
ticles that have precipitated from solution in the
sampling bottle and ‘‘contaminating’’ particles
that are extraneous to the sample. In addition,
water samples are often subdivided into different
fractions, aboard ship, making accurate budget
reconstructions difficult if not impossible to com-
plete. It is because of these difficulties that there
are few robust analyses of many trace metals,
especially those that precipitate as, or co-precipi-
tate with, metal sulfide phases. Some general
statements can, however, be made. In high-tem-
perature vent fluids, most metals are enriched
relative to seawater, sometimes by 7–8 orders of
magnitude (as is sometimes true for iron). At
least some data exist demonstrating the enrich-
ment of all of vanadium, cobalt, nickel, copper,
zinc, arsenic, selenium, aluminum, silver, cad-
mium, antimony, caesium, barium, tungsten,
gold, thallium, lead, and REE relative to sea-
water. Data also exist showing that
molybdenum and uranium are often lower than
their seawater concentrations. These trace-metal
data have been shown to vary with substrate and
the relative enrichments of many of these trace
metals varies significantly between MOR hydro-
thermal systems, those located in back arcs, and
those with a significant sedimentary component.
Even fewer trace-metal data exist for low-tem-
perature ‘‘diffuse’’ fluids. The original work on
the < 20 
C GSC fluids (Edmond et al., 1979)
showed these fluids to be a mix of high-tempera-
ture fluids with seawater, with many of the
transition metals present at less than their sea-
water concentrations due to precipitation and
removal below the seafloor. Essentially the
same results were obtained by James and
Elderfield (1996) using the MEDUSA system to
sample diffuse-flow fluids at TAG (26
N,
MAR).

11.2.3.3 Gas chemistry of hydrothermal fluids

In general, concentrations of dissolved gases
are highest in the lowest-chlorinity fluids, which
represent the vapor phase. However, there are
exceptions to this rule, and gas concentrations
vary significantly between vents, even at a sin-
gle location. In the lowest chlorinity and hottest
fluids, H2S may well be the dominant gas.
However, because H2S levels are controlled by
metal-sulfide mineral solubility, this H2S is often
lost via precipitation. While the first vent sites
discovered contained less than twice the CO2

present in seawater (Welhan and Craig, 1983),

more vents have higher levels of CO2 than is
commonly realized. Few MOR vent fluids have
CO2 levels less than or equal to the total CO2

levels present in seawater (�2.5mmol kg�1).
Instead, many fluids have concentrations
approaching an order of magnitude more CO2

than seawater; the highest approach two orders
of magnitude more CO2 than seawater, but these
highest levels are uncommon (M. D. Lilley,
personal communication). Back-arc systems
more commonly have higher levels of CO2 in
their vent fluids, but concentrations two orders
of magnitude greater than seawater are, again,
close to the upper maximum of what has been
sampled so far (Ishibashi and Urabe, 1995). CH4

is much less abundant than CO2 in most sys-
tems. Vent-fluid CH4 concentrations are
typically higher in sedimented systems and in
systems hosted in ultramafic rocks, when com-
pared to bare basaltic vent sites. CH4 is also
enriched in low-temperature vent fluids when
compared to concentrations predicted from sim-
ple seawater/vent-fluid mixing (Von Damm and
Lilley, 2003). Longer-chain organic molecules
have also been reported from some sites, usually
at even lower abundances than CO2 and/or CH4

(Evans et al., 1988). The concentrations of H2

gas in vent fluids vary substantially, over two
orders of magnitude (M. D. Lilley, personal
communication). Again the highest levels are
usually observed in vapor phase fluids, espe-
cially those sampled immediately after volcanic
eruptions or diking events. Relatively high
values (several mmol kg�1) have also been
reported from sites hosted by ultramafic rocks.
Of the noble gases, helium, especially 3He, is
most enriched in vent fluids. 3He can be used as
a conservative tracer in vent fluids, because its
entire source in vent fluids is primordial, from
within the Earth (see Section 11.5). Radon, a
product of radioactive decay in the uranium
series, is also greatly enriched in vent fluids
(e.g., Kadko and Moore, 1988; Rudnicki and
Elderfield, 1992). Less data are available for
the other noble gases, at least some of which
appear to be relatively conservative compared to
their concentration in starting seawater
(Kennedy, 1988).

11.2.3.4 Nutrient chemistry

The concentrations of nutrients available in sea-
water control biological productivity. Consequently,
the dissolved nutrient concentrations in natural
waters are always of great interest. Compared to
deep-ocean seawater, the PO4 contents of vent fluids
are significantly lower, but are not zero. Much work
remains to be done on the distribution of nitrogen
species, and the nitrogen cycle in general, in vent
fluids. Generally, in basalt-hosted systems, the
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nitrate + nitrite content is also lower than local deep-
waters but, again, is not zero. Ammonium in these
systems typically measures less than 10mmol kg�1

but, in some systems in which no sediment cover is
present, values of 10s to even 100s of mmol kg�1 are
sometimes observed (cf. Von Damm, 1995). In
Guaymas Basin, in contrast, ammonium concentra-
tions as high as 15 mmol kg�1 have been measured
(Von Damm et al., 1985b). N2 is also present. Silica
concentrations are extremely high, due to interaction
with host rocks at high temperature, at depth. Of
course, in these systems, it could be debated what
actually constitutes a ‘‘nutrient.’’ For example, both
dissolved H2 and H2S (as well as numerous other
reduced species), represent important primary
energy sources for the chemosynthetic communities
invariably found at hydrothermal vent sites.

11.2.3.5 Organic geochemistry of hydrothermal
vent fluids

Studies of the organic chemistry of vent fluids are
truly in their infancy and little field data exist (Holm
and Charlou, 2001). There are predictions of what
should be present based on experimental work (e.g.,
Berndt et al., 1996; Cruse and Seewald, 2001) and
thermodynamic modeling (e.g., McCollom and
Shock, 1997, 1998). These results await confirma-
tion ‘‘in the field.’’ Significant data on the organic
geochemistry are uniquely available for the
Guaymas Basin hydrothermal system (e.g.,
Simoneit, 1991), which underlies a very highly pro-
ductive area of the ocean, and is hosted in an
organic-rich sediment-filled basin.

11.2.4 Geographic Variations in Vent-fluid
Compositions

11.2.4.1 The role of the substrate

There are systematic reasons for some of the
variations observed in vent-fluid compositions.
One of the most profound is the involvement of
sedimentary material in the hydrothermal circu-
lation cell, as seen at sediment-covered ridges
(Von Damm et al., 1985b; Campbell et al.,
1994; Butterfield et al., 1994). The exact differ-
ences this imposes depend upon the nature of the
sedimentary material involved: the source/nature
of the aluminosilicate material, the proportions
and type of organic matter it contains and the
proportion and type of animal tests present, cal-
careous and/or siliceous. In the known sediment-
hosted systems (Guaymas Basin, EPR; Escanaba
Trough, Gorda Ridge; Middle Valley, JdFR; and
perhaps the Red Sea) basalts are intercalated
with the sediments or else underlie them.
Hence, in these systems, reactions with basalt
are overprinted by those with the sediments. In
most cases, depending on the exact nature as

well as thickness of the sedimentary cover, this
causes a rise in the pH, which results in the
precipitation of metal sulfides before the fluids
reach the seafloor. The presence of carbonate
and/or organic matter also buffers the pH to
significantly higher levels (at least pH 5 at 25

C and 1 atm).

The chemical composition of most seafloor
vent fluids can be explained by reaction of unal-
tered basalt with seawater. However, in some
cases the best explanation for the fluid chemistry
is that the fluids have reacted with basalt that has
already been highly altered (Von Damm et al.,
1998). Two indicators for this are higher pH
values (pH� 4 versus pH� 3.3 at 25 
C), as
well as lower K/Na molar ratios and lower con-
centrations of the REEs. In the last several years,
several vent sites have been sampled that cannot
be explained by these mechanisms. At some loca-
tions, vent fluids must be generated by reaction of
seawater with ultramafic rocks (Douville et al.,
2002). These fluids can also have major variations
from each other, depending on the temperature
regime. In high-temperature fluids that have
reacted with an ultramafic substrate, silicon con-
tents are generally lower than in basalt-hosted
fluids; H2, calcium, and iron contents are gener-
ally higher, but these fluids remain acidic
(Douville et al., 2002). Not much is yet known
about the seafloor fluids that are generated from
lower-temperature ultramafic hydrothermal circula-
tion. In the one example studied thus far (Lost
City) the measured pH is greater than that in
seawater, and fluid compositions are clearly con-
trolled by a quite distinct set of serpentinization-
related reactions (Kelley et al., 2001). An illustra-
tion of this fundamental difference is given by
magnesium which is quantitatively stripped from
‘‘black smoker’’ hydrothermal fluids but exhibits
�20–40% of seawater concentrations (9–19 mM)
in the Lost City vents, leading to the unusual
magnesium-rich mineralization observed at this
site (see later). The seafloor fluids from Lost
City are remarkably similar to those found in
continental hydrothermal systems hosted in ultra-
mafic environments (Barnes et al., 1972). In back-
arc spreading centers such as those found in the
western Pacific, andesitic rock types are common
and profound differences in vent-fluid composi-
tions arise (Fouquet et al., 1991; Ishibashi and
Urabe, 1995, Gamo et al., 1997). These fluids
can be both more acidic and more oxidizing
than is typical and the relative enrichments of
transition metals and volatile species in these
fluids are quite distinct from what is observed in
basalt-hosted systems.

Major differences in substrate are, therefore,
reflected in the compositions of vent fluids.
Insufficient trace-metal data for vent fluids exist,
however, to discern more subtle substrate
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differences, e.g., between EMORB and NMORB
on non-hotspot influenced ridges. Where the ridge
axis is influenced by hot-spot volcanism, some
differences may be seen in the fluid compositions,
as, for example, the high barium in the Lucky
Strike vent fluids, but in this case most of the
fluid characteristics (e.g., potassium concentra-
tions) do not show evidence for an enriched
substrate (Langmuir et al., 1997; Von Damm
et al., 1998).

11.2.4.2 The role of temperature and pressure

Temperature, of course, plays a major role in
determining vent-fluid compositions. Pressure is
often thought of as less important than temperature,
but the relative importance of the two depends on
the exact P–T conditions of the fluids. Because of
the controls that pressure and temperature condi-
tions exert on the thermodynamics as well as the
physical properties of the fluids, the two effects
cannot be discussed completely independently
from each other. Not only do P–T conditions gov-
ern phase separation, as discussed above, they
control transport in the fluids and mineral dissolu-
tion and precipitation reactions. Temperature,
especially, plays a role in the quantities of elements
that are leached from the host rocks. When tem-
perature decreases, as it often does due to
conductive cooling as fluids rise through the ocea-
nic crust, most minerals become less soluble. Due
to these decreasing mineral solubilities, transition
metals and sulfide, in particular, may be lost from
the ascending fluids. P–T conditions in the fluids
also control the strength of the aqueous complexes.
In general, as P and T rise, aqueous species become
more associated. Because of the properties of water
at the critical point (the dielectric constant goes to
zero), all the species must become associated, as
there can be no charged species in solution at the
critical point. Therefore, transport of species can
increase markedly as the critical point is
approached because there will be smaller amounts
of the (charged) species present in solution which
are needed if mineral solubility products are to be
exceeded (Von Damm et al., 2003). It is in this
critical point region that small changes in pressure
can be particularly significant—for example, as a
fluid is rising in the upflow (‘‘discharge’’) limb of a
hydrothermal cell (Figure 5). Because most vent-
fluid compositions are controlled by equilibrium or
steady state, and because the equilibrium constants
for these reactions change as a function of pressure
and temperature, P–T conditions will ultimately
control all vent-fluid compositions. One problem
associated with modeling vent fluids and trying to
understand the controls on their compositions is
that we really do not know the temperature in the
‘‘reaction zone.’’ Basaltic lavas are emplaced at

temperatures of 1,100–1,200 
C, but rocks must
be brittle to retain fractures that allow fluid flow,
and this brittle–ductile transition lies in the range
500–600 
C. A commonplace statement is that the
reaction zone temperature is �450 
C, but we do
not really know this value with any accuracy, nor
how variable it may be from one location to
another. At the seafloor, we have sampled fluids
with exit temperatures as high as �405 
C. Hence,
in addition to the constraints provided by the recog-
nition that at least subcritical phase separation is
pervasive (see above) we can further determine that
(i) reaction zone temperatures must exceed 405 
C,
at least in some cases, and (ii) that in cases where
evidence for supercritical phase separation has
been determined (e.g., Butterfield et al., 1994;
Von Damm et al., 1998) temperatures must exceed
407 
C within the oceanic crust.

The pressure conditions at any hydrothermal
field are largely controlled by the depth of the
overlying water column. Pressure is most critical
in terms of phase separation and vent fluids are
particularly sensitive to small changes in pressure
when close to the critical point. It is in this region,
close to the critical point, when fluids are very
expanded (i.e., at very low density) that small
changes in pressure can cause significant changes
in vent-fluid composition.

11.2.4.3 The role of spreading rate

When one considers tables of vent-fluid che-
mical data, one cannot separate vents from
ultrafast- versus slow-spreading ridges (Table 2);
the range of chemical compositions from each of
these two end-member types of spreading regime
overlap. There has been much debate in the mar-
ine geological literature whether rates of magma
supply, rather than spreading rate, should more
correctly be applied when defining ridge types
(e.g., ‘‘magma-starved’’ versus ‘‘magma-rich’’
sections of ridge crest). While any one individual
segment of ridge crest undoubtedly passes
through different stages of a volcanic–tectonic
cycle, regardless of spreading rate (e.g., Parson
et al., 1993; Haymon, 1996), it is generally the
case that slow-spreading ridges are relatively
magma-starved whilst fast spreading ridges are
more typically magma-rich. Consequently, we
continue to rely upon (readily quantified) spread-
ing rate (De Mets et al., 1994) as a proxy for
magma supply. To a first approximation, ridge
systems in the Atlantic Ocean are slow-spreading,
while fast-spreading ridges are only found in the
Pacific. The Pacific contains ridges that spread at
rates from �15 cm yr�1 full opening rate to a
minimum of �2.4 cm yr�1 on parts of the Gorda
Ridge (comparable to the northern MAR). In the
Indian Ocean, ridge spreading varies between
intermediate (�6 cm yr�1, CIR and SEIR) and
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very slow rates (<2.0 cm yr�1, SWIR). In the
Arctic Ocean the spreading rate is the slowest
known, decreasing to <1.0 cm yr�1 from west to
east as the Siberian shelf is approached.
Discussion of vent-fluid compositions from dif-
ferent oceans, therefore, often approximates
closely to variations in vent-fluid chemistries at
different spreading rates. Although tables of the
ranges of vent-fluid chemistries do not show
distinct differences between ocean basins, some
important differences do become apparent when
those data are modeled. (NB: Although there is
now firm evidence for hydrothermal activity in
the Arctic, those systems have not yet been
sampled for vent fluids; similarly, in the Indian
Ocean, only two sites have recently been discov-
ered). Consequently, meaningful comparisons
can only readily be made, at present, between
Atlantic and Pacific vent-fluid compositions. In
systems on the slow spreading MAR, the calcu-
lated fO2

of hydrothermal fluids is higher,
suggesting that these systems are more oxidiz-
ing. Also, for example, both TAG and Lucky
Strike vent fluids contain relatively little potas-
sium compared to sodium (Edmond et al., 1995;
Von Damm et al., 1998). Boron is also low in
some of the Atlantic sites, especially at TAG and
Logatchev (You et al., 1994; Bray and Von
Damm, 2003a). The explanation for these obser-
vations is that on the slow-spreading MAR,
hydrothermal activity is active for a much longer
period of time at any given site (also reflected in
the relative sizes of the hydrothermal deposits
formed: Humphris et al., 1995; Fouquet et al.,
submitted). Consequently, MAR vent fluids
become more oxic because more dissolved sea-
water SO4 has penetrated as deep as the reaction
zone; the rocks within the hydrothermal flow cell
have been more completely leached and altered.
Because of the more pronounced tectonic (rather
than volcanic) activity that is associated with
slow spreading ridges, rock types that are nor-
mally found at greater depths within the oceanic
crust can be exposed at or near the surface. Thus,
hydrothermal sites have been located along the
MARs that are hosted in ultramafic rocks: the
Rainbow, Logatchev, and Lost City sites. No
ultramafic-hosted systems are expected to
occur, by contrast, along the fast-spreading
ridges of the EPR.

11.2.4.4 The role of the plumbing system

Another fundamental difference observed in the
nature of hydrothermal systems at fast- and slow-
spreading ridges concerns intra-field differences in
vent-fluid compositions. (Note that the terms ‘‘vent
field’’ and ‘‘vent area’’ are often used interchange-
ably, have no specific size classifications, and may
be used differently by different authors. In our

usage, ‘‘vent area’’ is smaller, referring to a cluster
of vents within 100 m or so, while a ‘‘vent field’’
may stretch for a kilometer or more along the ridge
axis—but this is by no means a standard defini-
tion.) On a slow spreading ridge, such as the MAR,
all of the fluids venting, for example, at the TAG
site, can be shown to have a common source fluid
that may have undergone some change in composi-
tion due to near surface processes such as mixing
and/or conductive cooling. Many of the fluids can
also be related to each other at the Lucky Strike
site. In contrast, on fast spreading ridges, vents that
may be within a few tens of meters of each other,
clearly have different source fluids. A plausible
explanation for these differences would be that
vents on slow spreading ridges are fed from greater
depths than those on fast-spreading ridges, with
emitted fluids channeled upward from the subsur-
face along fault planes or other major tectonic
fractures. Hence, in at least some cases, hydrother-
mal activity found on slow spreading ridges may be
located wherever fluids have been preferentially
channeled. Active vent sites on slow spreading
ridges also appear to achieve greater longevity,
based on the size of the sulfide structures and
mounds they have produced. Fluids on fast spread-
ing ridges, by contrast, are fed by much shallower
heat sources and the conduits for these fluids
appear to be much more localized, resulting in the
very pronounced chemical differences often
observed between immediately adjacent vent struc-
tures. Clearly, the plumbing systems at fast and
slow spreading ridges must be characterized by
significant, fundamental differences.

11.2.5 Temporal Variability in Vent-fluid
Compositions

The MOR is, in effect, one extremely long,
continuous submarine volcano. While volcanoes
are commonly held to be very dynamic features,
however, little temporal variability was observed
for more than the first decade of work on hydro-
thermal systems. Indeed, a tendency arose not to
view the MOR as an active volcano, at least on
the timescales that were being worked on. This
perspective was changed dramatically in the
early 1990s. Together with evidence for recent
volcanic eruptions at several sites, profound tem-
poral variability in vent-fluid chemistries,
temperatures, and styles of venting were also
observed (Figure 7). In one case, the changes
observed at a single vent almost span the full
range of known compositions reported from
throughout the globe. These temporal variations
in hydrothermal venting reflect changes in the
nature of the underlying heat source. The intru-
sion of a basaltic dike into the upper ocean crust,
which may or may not be accompanied by
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volcanic extrusion at the seafloor, has been col-
loquially termed ‘‘the quantum unit of ocean
accretion.’’ These dikes are of the order 1 m
wide, 10 km long, and can extend hundreds of
meters upward through the upper crust toward
the ocean floor. These shallow-emplaced and
relatively small, transient, heat sources provide
most, if not all of the heat that supports venting
immediately following magmatic emplacement.
Over timescales of as little as a year, however,
an individual dike will have largely cooled and
the heat source driving any continuing vent
activity deepens. An immediate result is a
decrease in measured exit temperatures for the
vent fluids, because more heat is now lost, con-
ductively, as the fluids rise from deeper within
the oceanic crust. Vent-fluid compositions
change, too, because the conditions of phase
separation change; so, too, do the subsurface
path length and residence time, such that the
likelihood that circulating fluids reach equili-
brium or steady state with the ocean crust also
vary. Detailed time-series studies at sites per-
turbed by magmatic emplacements have shown
that it is the vapor phase which vents first, in the
earliest stages after a magmatic/volcanic event,
while the high-chlorinity liquid phase is expelled
somewhat later. In the best documented case
study available, ‘‘brine’’ fluids were actively
venting at a location some three years after the
vapor phase had been expelled from the same
individual hydrothermal chimney; at other event-
affected vent sites, similar evolutions in vent-
fluid composition have been observed over
somewhat longer timescales.

The temporal variability that has now been
observed has revolutionized our ideas about the
functioning of hydrothermal systems and the
timescales over which processes occur on the
deep ocean floor. It is no exaggeration to state
that processes we thought would take 100–1,000
yr, have been seen to occur in < 10 yr. The major-
ity of magmatic intrusions/eruptions that have
been detected have been along the JdFR (Cleft
Segment, Co-axial Segment, and Axial Volcano)
where acoustic monitoring of the T-phase signal
that accompanies magma migration in the upper
crust has provided real-time data for events in
progress and allowed ‘‘rapid response’’ cruises to
be organized at these sites, within days to weeks.
We also have good evidence for two volcanic
events on the ultrafast spreading southern EPR,
but the best-studied eruption site, to date, has been
at 9
45–529N on the EPR. Serendipitously, sub-
mersible studies began at 9–10
 N EPR less than
one month after volcanic eruption at this site
(Haymon et al., 1993; Rubin et al., 1994).
Profound chemical changes (more than a factor
of two in some cases) were noted at some of these
vents during a period of less than a month (Von

Damm et al., 1995; Von Damm, 2000).
Subsequently, it has become clear that very rapid
changes occur within an initial one-year period
which are related to changes in the conditions of
phase separation and water rock reaction. These,
in turn, are presumed to reflect responses to the
mining of heat from the dike-intrusion, including
lengthening of the reaction path and increases in
the residence time of the fluids within the crust. At
none of the other eruptive sites has it been possi-
ble to complete comparable direct sampling of
vent fluids within this earliest ‘‘post-event’’ time
period. It is now clear that the first fluid to be
expelled is the vapor phase (whether formed as a
result of sub- or supercritical phase separation),
probably because of its lower density. What hap-
pens next, however, is less clear. In several cases,
the ‘‘brine’’ (liquid) phase has been emitted next.
In some vents this has occurred as a gradual pro-
gression to higher-chlorinity fluids; in other vents,
the transition appears to occur more as a step
function—although those observations may be
aliased by the episodic nature of the sampling
programs involved. What is most certainly the
case at 9
 N EPR, however, is that following
initial vapor-phase expulsion, some vents have
progressed to venting fluids with chlorinities
greater than seawater much faster (�3 yr), than
others (�10 yr), and several have never made
the transition. Further, in some parts of the erup-
tive area, vapor phase fluids are still the
predominant type of fluid being emitted more
than a decade after the eruption event. Fluids
exiting from several of the vents have begun to
decrease in chlorinity again, without ever having
reached seawater concentrations. Conversely,
other systems (most notably those from the Cleft
segment) have been emitting vent fluids with
chlorinities approximately twice that of seawater
for more than a decade. If one wanted to sustain an
argument that hydrothermal systems followed a
vapor-to-brine phase evolution as a system ages
(e.g., Butterfield et al., 1997), it would be difficult
to reconcile the observation that systems that are
presumed to be relatively ‘‘older’’ (e.g., those on
the northern Gorda Ridge) vent vapor-phase
fluids, only (Von Damm et al., 2001). Finally,
one vent on the southern EPR, in an area with no
evidence for a recent magmatic event, is emitting
fluids which are phase separating ‘‘real time,’’
with vapor exiting from the top of the structure,
and brine from the bottom, simultaneously (Von
Damm et al., 2003). Fundamentally, there is a
chloride-mass balance problem at many known
hydrothermal sites. For example, at 21
 N EPR,
where high-temperature venting was first discov-
ered and an active system is now known to have
persisted for at least 23 years (based on sampling
expeditions from 1979 and 2002) only low-chlori-
nity fluids are now being emitted (Von Damm
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et al., 2002). Clearly there must be some addi-
tional storage and/or transport of higher-chlorinity
fluids within the underlying crust. Our under-
standing of such systems is, at best, poor. What
is clear is that pronounced temporal variability
occurs at many vent sites, most notably at those
that have been affected by magmatic events.
There is also evidence for changes accompanying
seismic events that are not related to magma-
migration, but most likely related to cracking
within the upper ocean crust (Sohn et al., 1998;
Von Damm and Lilley, 2003).

In marked contrast to those sites where volcanic
eruptions and/or intrusions (diking events) have
been detected, there are several other sites that
have been sampled repeatedly over timescales of
about two decades where no magmatic activity is
known to have occurred. At some of these sites,
chemical variations observed over the entire sam-
pling period fall within the analytical error of our
measurement techniques. The longest such time-
series is for hydrothermal venting at 21
N on the
EPR, where black smokers were first discovered in
1979, and where there has been remarkably little
change in the composition of at least some of the
vent fluids. Similarly, the Guaymas Basin vent site
was first sampled in January 1982 (Von Damm
et al., 1985b), South Cleft on the JdF ridge in
1984 (Von Damm and Bischoff, 1987), and TAG
on the MAR in 1986 (Campbell et al., 1988). All
these sites have exhibited very stable vent-fluid
chemistries, although only TAG would be consid-
ered as a ‘‘slow spreading’’ vent site. Nevertheless,
it is the TAG vent site that has shown perhaps the
most remarkable stability in its vent-fluid composi-
tions; these have remained invariant for more than
a decade, even after perturbation from the drilling
of a series of 5 ODP holes direct into the top of the
active sulfide mound (Humphris et al., 1995;
Edmonds et al., 1996).

Accounting for temporal variability (or lack
thereof) when calculating hydrothermal fluxes is,
clearly, problematic. It is very difficult to calcu-
late the volume of fluid exiting from a
hydrothermal system accurately. Many of the
differences from seawater are most pronounced
in the early eruptive period (�1 yr), which is
also the time when fluid temperatures are hottest
(Von Damm, 2000). Visual observations suggest
that this is a time of voluminous fluid flow,
which is not unexpected given that an enhanced
heat source will have recently been emplaced
directly at the seafloor in the case of an eruption,
or, in the case of a dike intrusion, at shallow
depths beneath. The upper oceanic crust exhibits
high porosity, filled with ambient seawater. At
eruption/intrusion, this seawater will be heated
rapidly, its density will decrease, the resultant
fluid will quickly rise, and large volumes of
unreacted, cooler seawater will be drawn in and

quickly expelled. It is not unreasonable to
assume, therefore, that the water flux through a
hydrothermal system may be at its largest during
this initial period, just when chemical composi-
tions are most extreme (Von Damm et al., 1995;
Von Damm, 2000). The key to the problem,
therefore, probably lies in determining how
much time a hydrothermal system spends in its
‘‘waxing’’ (immediate post-eruptive) stage when
compared to the time spent at ‘‘steady state’’
(e.g., as observed at 21
N EPR) and in a ‘‘wan-
ing’’ period, together with an evaluation of the
relative heat, water, and chemical fluxes asso-
ciated with each of these different stages. If
fluid fluxes and chemical anomalies are greatest
in the immediate post-eruptive period, for exam-
ple, the initial 12 months of any vent-field
eruption may be geochemically more significant
than a further 20 years of ‘‘steady-state’’ emis-
sion. At fast-spreading ridges, new eruptions
might even occur faster than such a vent ‘‘life-
cycle’’ can be completed. Alternately, the
converse may hold true: early-stage eruptions
may prove relatively insignificant over the full
lifecycle of a prolonged, unperturbed hydrother-
mal site.

To advance our understanding of the chemical
variability of vent fluids, it will be important to
continue to find new sites that may be at evolu-
tionary stages not previously observed. Equally, it
will be important to continue studies of temporal
variability at known sites: both those that have
varied in the past and those that have appeared to
be stable over the time intervals at which they have
been sampled. Understanding the mechanisms and
physical processes that control these vent-fluid
compositions are key to calculating hydrothermal
fluxes.

11.3 THE NET IMPACT OF
HYDROTHERMAL ACTIVITY

It is important to remember that the gross che-
mical flux associated with expelled vent fluids
(Section 11.2) is not identical to the net flux from
hydrothermal systems. Subsurface hydrothermal
circulation can have a net negative flux for some
chemicals, the most obvious being magnesium
which is almost quantitatively removed from the
starting seawater and is added instead to the ocea-
nic crust. Another example of such removal is
uranium, which is also completely removed from
seawater during hydrothermal circulation and then
recycled into the upper mantle through subduction
of altered oceanic crust. Even where, compared to
starting seawater, there is no concentration gain or
loss, an element may nevertheless undergo almost
complete isotopic exchange within the oceanic
crust indicating that none of the substance
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originally present in the starting seawater has
passed conservatively through the hydrothermal
system—the most obvious example being that of
strontium. We present a brief summary of ocean
crust mineralization in Section 11.4.1, but a more
detailed treatment of ocean crust alteration is given
elsewhere.

For the remainder of this chapter we concen-
trate, instead, upon the fate of hydrothermal
discharge once it reaches the seafloor. Much of
this material, transported in dissolved or gaseous
form in warm or hot fluids, does not remain in
solution but forms solid phases as fluids cool and/
or mix with colder, more alkaline seawater. These
products, whose formation may be mediated as
well as modified by a range of biogeochemical
processes, occur from the ridge axis out into the
deep ocean basins. Massive sulfide as well as
silicate, oxide, and sometimes carbonate deposits
formed from high-temperature fluids are progres-
sively altered by high-temperature metasomatism,
as well as low-temperature oxidation and mass
wasting—much of which may be biologically
mediated. Various low-temperature deposits may
also be formed, again often catalyzed by biologi-
cal activity. In addition to these near-vent
hydrothermal products, abundant fine-grained
particles are formed in hydrothermal plumes,
which subsequently settle to the seafloor to form
metalliferous sediments, both close to vent sites
and across ridge flanks into adjacent ocean basins.
The post-depositional fates for these near- and far-
field deposits remain poorly understood. Sulfide
deposits, for example, may undergo extensive
diagenesis and dissolution, leading to further
release of dissolved chemicals into the deep
ocean. Conversely, oxidized hydrothermal pro-
ducts may remain well-preserved in the
sedimentary record and only be recycled via sub-
duction back into the Earth’s interior. On ridges
where volcanic eruptions are frequent, both rela-
tively fresh and more oxidized deposits may be
covered over by subsequent lava flows (on the
timescale of a decade) and, thus, become assimi-
lated into the oceanic crust, isolated from the
overlying water- and sediment-columns. In the
following sections we discuss the fates of various
hydrothermal ‘‘products’’ in order of their dis-
tance from the vent-source: near-vent deposits
(Section 11.4); hydrothermal plumes (Section
11.5); and hydrothermal sediments (Section 11.6).

11.4 NEAR-VENT DEPOSITS

11.4.1 Alteration and Mineralization of the
Upper Ocean Crust

Hydrothermal circulation causes extensive
alteration of the upper ocean crust, reflected

both in mineralization of the crust and in
changes to physical properties of the basement
(Alt, 1995). The direction and extent of chemi-
cal and isotopic exchange between seawater and
oceanic crust depends on variations in
temperature and fluid penetration and, thus,
vary strongly as a function of depth. Extensive
mineralization of the upper ocean crust
can occur where metals leached from large
volumes of altered crust become concentrated
at, or close beneath, the sediment–water
interface (Hannington et al., 1995, Herzig and
Hannington, 2000). As we have seen (Section
11.2), hydrothermal circulation within the ocean
crust can be subdivided into three major com-
ponents—the recharge, reaction, and discharge
zones (Figure 5).

Recharge zones, which are broad and diffuse,
represent areas where seawater is heated and under-
goes reactions with the crust as it penetrates,
generally downwards. (It is important to remember,
however, that except where hydrothermal systems
are sediment covered, the location of the recharge
zone has never been established; debate continues,
for example, whether recharge occurs along or
across axis.) Important reactions in the recharge
zone, at progressively increasing temperatures,
include: low-temperature oxidation, whereby iron
oxyhydroxides replace olivines and primary sul-
fides; fixation of alkalis (potassium, rubidium,
and caesium) in celadonite and nontronite (ferric
mica and smectite, respectively) and fixation of
magnesium, as smectite (< 200 
C) and chlorite
(>200 
C). At temperatures exceeding �130–150

C, two other key reactions occur: formation of
anhydrite (CaSO4) and mobilization of the alkalis
(potassium, rubidium, lithium) (Alt, 1995). Upon
subduction, the altered mineralogy and composi-
tion of the ocean crust can lead to the development
of chemical and isotopic heterogeneities, both in
the mantle and in the composition of island arc
volcanic rocks. This subject is discussed in greater
detail by Staudigel.

The reaction zone represents the highest pres-
sure and temperature (likely >400 
C) conditions
reached by hydrothermal fluids during their subsur-
face circulation; it is here that hydrothermal vent
fluids are believed to acquire much of their chemi-
cal signatures (Section 11.2). As they become
buoyant, these fluids then rise rapidly back to the
seafloor through discharge zones. The deep roots
of hydrothermal discharge zones have only ever
been observed at the base of ophiolite sequences
(e.g., Nehlig et al., 1994). Here, fluid inclusions
and losses of metals and sulfur from the rocks
indicate alteration temperatures of 350–440 
C
(Alt and Bach, 2003) in reasonable agreement
with vent-fluid observations (Section 11.2).
Submersible investigations and towed camera sur-
veys of the modern seafloor have allowed surficial
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hydrothermal deposits to be observed in some
detail (see next section). By contrast, the alteration
pipes and ‘‘stockwork’’ zones that are believed to
form the ‘‘roots’’ underlying all seafloor hydrother-
mal deposits (Figure 10) and which are considered
to be quantitatively important in global geochem-
ical cycles (e.g., Peucker-Ehrenbrink et al., 1994)
remain relatively inaccessible. Direct sampling of
the stockwork beneath active seafloor hydrother-
mal systems has only been achieved on very rare
occasions, e.g., through direct sampling from ODP
drilling (Humphris et al., 1995) or through fault-
face exposure at the seabed (e.g., Fouquet et al.,
2003). Because of their relative inaccessibility,
even compared to all other aspects of deep-sea
hydrothermal circulation, study of sub-seafloor
crustal mineralization remains best studied in
ancient sulfide deposits preserved in the geologic
record on-land (Hannington et al., 1995).

11.4.2 Near-vent Hydrothermal Deposits

The first discoveries of hydrothermal vent
fields (e.g., Galapagos; EPR, 21
N) revealed
three distinctive types of mineralization: (i) mas-
sive sulfide mounds deposited from focused
high-temperature fluid flow, (ii) accumulations
of Fe–Mn oxyhydroxides and silicates from
low-temperature diffuse discharge, and (iii)
fine-grained particles precipitated from hydro-
thermal plumes. Subsequently, a wide range of
mineral deposits have been identified that are the
result of hydrothermal discharge, both along the
global ridge crest and in other tectonic settings

(Koski et al., 2003). Of course, massive sulfides
only contain a fraction of the total dissolved load
released from the seafloor. Much of this flux is
delivered to ridge flanks via dispersion in buoy-
ant and nonbuoyant hydrothermal plumes
(Section 11.5). In addition, discoveries such as
the carbonate-rich ‘‘Lost City’’ deposits (Kelley
et al., 2001), silica-rich deposits formed in the
Blanco Fracture Zone (Hein et al., 1999), and
metal-bearing fluids on the flanks of the JdFR
(Mottl et al., 1998) remind us that there is still
much to learn about the formation of hydrother-
mal mineral deposits.

Haymon (1983) proposed the first model for
how a black smoker chimney forms (Figure 11).
The first step is the formation of an anhydrite
(CaSO4) framework due to the heating of sea-
water, and mixing of vent fluids with that
seawater. The anhydrite walls then protect sub-
sequent hydrothermal fluids from being mixed
so extensively with seawater, as well as provid-
ing a template onto which sulfide minerals can
precipitate as those fluids cool within the anhy-
drite structure. As the temperature and chemical
compositions within the chimney walls evolve, a
zonation of metal sulfide minerals develops,
with more copper-rich phases being formed
towards the interior, zinc-rich phases towards
the exterior, and iron-rich phases ubiquitous.
This model is directly analogous to the concept
of an ‘‘intensifying hydrothermal system’’ devel-
oped by Eldridge et al. (1983), in which initial
deposition of a fine-grained mineral carapace
restricts mixing of hydrothermal fluid and sea-
water at the site of discharge. Subsequently,
less-dilute, higher-temperature (copper-rich)
fluids interact with the sulfides within this

Figure 10 Schematic illustration of an idealized
hydrothermal sulfide mound including: branching
stockwork zone beneath the mound; emission of
both high-temperature (350 
C) and lower-temperature
(100–250 
C) fluids from the top of the mound together
with more ephemeral diffuse flow; and deposition by
mass-wasting of an apron of sulfidic sediments around

the edges of the mound.

Figure 11 Schematic diagram showing mineral
zonation in cross-section and in plan view for a typical
black smoker chimney. Arrows indicate direction of

inferred fluid flow (after Haymon, 1983).

360 Hydrothermal Processes



carapace to precipitate chalcopyrite and mobilize
more soluble, lower-temperature metals such as
lead and zinc toward the outer, cooler parts of
the deposit. Thus, it is the steep temperature and
chemical gradients, caused by both mixing and
diffusion, which account for the variations in
wall mineralogy and Cu–Zn zonation observed
in both chimneys and larger deposits. These
processes, initially proposed as part of a con-
ceptual model, have subsequently been
demonstrated more rigorously by quantitative
geochemical modeling of hydrothermal fluids
and deposits (Tivey, 1995).

Drilling during Ocean Drilling Program Leg
158 revealed that similar internal variations can
also occur on much larger scales—e.g., across the
entire TAG mound (Humphris et al., 1995;
Petersen et al., 2000). That work revealed the
core of the mound to be dominated by chalcopyr-
ite-bearing massive pyrite, pyrite–anhydrite and
pyrite–silica breccias whilst the mound top and
margins contained little or no chalcopyrite but
more sphalerite and higher concentrations of
metals soluble at lower temperatures (e.g., zinc,
gold). The geochemical modeling results of Tivey
(1995) point to a mechanism of entrainment of
seawater into the focused upflow zone within the
mound which would, almost simultaneously: (i)
induce the precipitation of anhydrite, chalcopyrite,
pyrite, and quartz; (ii) decrease the pH of the fluid;
and (iii) mobilize zinc and other metals. When
combined, the processes outlined above—zone
refining and the entrainment of seawater into active
sulfide deposits—appear to credibly explain miner-
alogical and chemical features observed both in
modern hydrothermal systems (e.g., the TAG
mound) and in ‘‘Cyprus-type’’ deposits found in
many ophiolites of orogenic belts (Hannington
et al., 1998).

A quite different form of hydrothermal deposit
has also been located, on the slow-spreading
MAR. The Lost City vent site (Kelley et al.,
2001) occurs near 30
 N on the MAR away from
the more recently erupted volcanic ridge axis.
Instead, it is situated high up on a tectonic massif
where faulting has exposed variably altered peri-
dotite and gabbro (Blackman et al., 1998). The
Lost City field hosts at least 30 active and inactive
spires, extending up to 60m in height, on a ter-
race that is underlain by diverse mafic and
ultramafic lithologies. Cliffs adjacent to this ter-
race also host abundant white hydrothermal
alteration both as flanges and peridotite minerali-
zation, which is directly akin to deposits reported
from Alpine ophiolites (Früh-Green et al., 1990).
The Lost City chimneys emit fluids up to 75 
C
which have a very high pH (9.0–9.8) and compo-
sitions which are rich in H2S, CH4, and H2—
consistent with serpentinization reactions
(Section 11.2)—but low in dissolved silica and

metal contents (Kelley et al., 2001). Consistent
with this, the chimneys of the Lost City field are
composed predominantly of magnesium and cal-
cium-rich carbonate and hydroxide minerals,
notably calcite, brucite, and aragonite.

In addition to the sulfide- and carbonate-
dominated deposits described above, mounds
and chimneys composed of Fe- and Mn-oxy-
hydroxides and silicate minerals also occur at
tectonically diverse rift zones, from MORs such
as the Galapagos Spreading Center to back-arc
systems such as the Woodlark Basin (Corliss
et al., 1978; Binns et al., 1993). Unlike poly-
metallic sulfides, Fe–Mn oxide-rich, low-
temperature deposits should be chemically
stable on the ocean floor. Certainly, metallifer-
ous sediments in ophiolites—often referred to as
‘‘umbers’’—have long been identified as sub-
marine hydrothermal deposits formed in
ancient ocean ridge settings. These types of
ophiolite deposit may be intimately linked to
the Fe–Mn–Si oxide ‘‘mound’’ deposits formed
on pelagic ooze near the Galapagos Spreading
Center (Maris and Bender, 1982). It has proven
difficult, however, to determine the precise tem-
poral and genetic relationship of umbers to
massive sulfides, not least because no gradation
of Fe–Mn–Si oxide to sulfide mineralization has
yet been reported from ophiolitic terranes. The
genetic relationship between sulfide and oxide
facies deposits formed at modern hydrothermal
sites also remains enigmatic. Fe–Mn–Si oxide
deposits may simply represent ‘‘failed’’ massive
sulfides. Alternately, it may well be that there
are important aspects of, for example, axial ver-
sus off-axis plumbing systems (e.g., porosity,
permeability, chemical variations caused by
phase separation) or controls on the sulfur bud-
get of hydrothermal systems that remain
inadequately understood. What seems certain is
that the three-dimensional problem of hydrother-
mal deposit formation (indeed, 4D if one
includes temporal evolution) cannot be solved
from seafloor observations alone. Instead, what
is required is a continuing program of seafloor
drilling coupled with analogue studies of hydro-
thermal deposits preserved on land.

11.5 HYDROTHERMAL PLUME
PROCESSES

11.5.1 Dynamics of Hydrothermal Plumes

Hydrothermal plumes form wherever buoyant
hydrothermal fluids enter the ocean. They repre-
sent an important dispersal mechanism for the
thermal and chemical fluxes delivered to the
oceans while the processes active within these
plumes serve to modify the gross fluxes from

Hydrothermal Plume Processes 361



venting, significantly. Plumes are of further inter-
est to geochemists because they can be exploited
in the detection and location of new hydrother-
mal fields and for the calculation of total
integrated fluxes from any particular vent field.
To biologists, hydrothermal plumes represent an
effective transport mechanism for dispersing vent
fauna, aiding gene-flow between adjacent vent
sites along the global ridge crest (e.g.,
Mullineaux and France, 1995). In certain circum-
stances the heat and energy released into
hydrothermal plumes could act as a driving
force for mid-depth oceanic circulation (Helfrich
and Speer, 1995).

Present day understanding of the dynamics of
hydrothermal plumes is heavily influenced by
the theoretical work of Morton et al. (1956)
and Turner (1973). When high-temperature vent
fluids are expelled into the base of the much
colder, stratified, oceanic water column they are
buoyant and begin to rise. Shear flow between
the rising fluid and the ambient water column
produces turbulence and vortices or eddies are
formed which are readily visible in both still and
video-imaging of active hydrothermal vents.
These eddies or vortices act to entrain material
from the ambient water column, resulting in a
continuous dilution of the original vent fluid as
the plume rises. Because the oceans exhibit
stable density-stratification, this mixing causes
progressive dilution of the buoyant plume with
water which is denser than both the initial vent
fluid and the overlying water column into which
the plume is rising. Thus, the plume becomes
progressively less buoyant as it rises and it even-
tually reaches some finite maximum height
above the seafloor, beyond which it cannot rise
(Figure 12). The first, rising stage of

hydrothermal plume evolution is termed the
buoyant plume. The later stage, where plume
rise has ceased and hydrothermal effluent begins
to be dispersed laterally, is termed the nonbuoy-
ant plume also referred to in earlier literature as
the neutrally buoyant plume.

The exact height reached by any hydrother-
mal plume is a complex function involving key
properties of both the source vent fluids and the
water column into which they are injected—
notably the initial buoyancy of the former and
the degree of stratification of the latter. A theo-
retical approach to calculating the maximum
height-of-rise that can be attained by any hydro-
thermal plume is given by Turner (1973) with
the equation:

zmax ¼ 3:76F1=4
0 N – 3=4 ð1Þ

where F0 and N represent parameters termed the
buoyancy flux and the Brunt–Väisälä frequency,
respectively. The concept of the buoyancy flux,
F0 (units cm

4 s�3) can best be understood from an
explanation that the product F0�0 represents the
total weight deficiency produced at the vent source
per unit time (units g cm s�3). The Brunt–Väisälä
frequency, also termed the buoyancy frequency, N
(units s�1) is defined as:

N2 ¼ – ðg=�0Þd�=dz ð2Þ
where g is the acceleration due to gravity, �0 is the
background density at the seafloor and d�/dz is the
ambient vertical density gradient. In practice,
buoyant hydrothermal plumes always exceed this
theoretical maximum because, as they reach the
level zmax the plume retains some finite positive
vertical velocity. This leads to ‘‘momentum over-
shoot’’ (Turner, 1973) and ‘‘doming’’ directly
above the plume source before this (now negatively
buoyant) dome collapses back to the level of zero
buoyancy (Figure 12).

Note also the very weak dependence of empla-
cement height (zmax) upon the buoyancy flux or
heat flux of any given vent source. A doubling of
zmax for any plume, for example, could only be
achieved by a 16-fold increase in the heat flux
provided by its vent source. By contrast, the ambi-
ent water column with which the buoyant plume
becomes progressively more diluted exerts a sig-
nificant influence because the volumes entrained
are nontrivial. For a typical plume with
F0 = 10

�2m4 s�3, N = 10�3 s�1 the entrainment
flux is of the order 102m3 s�1 (e.g., Helfrich and
Speer, 1995) resulting in very rapid dilution of the
primary vent fluid (102–103:1) within the first 5–10
m of plume rise and even greater dilution (�104:1)
by the time of emplacement within the nonbuoyant,
spreading hydrothermal plume (Feely et al., 1994).
Similarly, the time of rise for a buoyant hydrother-
mal plume, is entirely dependent on the

Figure 12 Sketch of the hydrothermal plume rising
above an active hydrothermal vent, illustrating
entrainment of ambient seawater into the buoyant
hydrothermal plume, establishment of a nonbuoyant
plume at height zmax (deeper than the maximum height
of rise actually attained due to momentum overshoot) and
particle settling from beneath the dispersing nonbuoyant

plume (after Helfrich and Speer, 1995).
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background buoyancy frequency, N (Middleton,
1979):

� ¼ �N – 1 ð3Þ
which, for a typical value of N = 10�3 s�1, yields a
plume rise-time of �1 h.

11.5.2 Modification of Gross Geochemical
Fluxes

Hydrothermal plumes represent a significant
dispersal mechanism for chemicals released from
seafloor venting to the oceans. Consequently, it is
important to understand the physical processes that
control this dispersion (Section 11.5.1). It is also
important to recognize that hydrothermal plumes

represent non-steady-state fluids whose chemical
compositions evolve with age (Figure 13).
Processes active in hydrothermal plumes can lead
to significant modification of gross hydrothermal
fluxes (cf. Edmond et al., 1979; German et al.,
1991b) and, in the extreme, can even reverse the
sign of net flux to/from the ocean (e.g., German
et al., 1990, 1991a).

11.5.2.1 Dissolved noble gases

For one group of tracers, however, inert
marine geochemical behavior dictates that they
do undergo conservative dilution and dispersion
within hydrothermal plumes. Perhaps the sim-
plest example of such behavior is primordial

Figure 13 Schematic representation of an MOR hydrothermal system and its effects on the overlying water
column. Circulation of seawater occurs within the oceanic crust, and so far three types of fluids have been
identified and are illustrated here: high-temperature vent fluids that have likely reacted at >400 
C; high-
temperature fluids that have then mixed with seawater close to the seafloor; fluids that have reacted at
‘‘intermediate’’ temperatures, perhaps �150 
C. When the fluids exit the seafloor, either as diffuse flow (where
animal communities may live) or as ‘‘black smokers,’’ the water they emit rises and the hydrothermal plume then
spreads out at its appropriate density level. Within the plume, sorption of aqueous oxyanions may occur onto the
vent-derived particles (e.g., phosphate, vanadium, arsenic) making the plumes a sink for these elements;
biogeochemical transformations also occur. These particles eventually rain-out, forming metalliferous sediments
on the seafloor. While hydrothermal circulation is known to occur far out onto the flanks of the ridges, little is known
about the depth to which it extends or its overall chemical composition because few sites of active ridge-flank venting

have yet been identified and sampled (Von Damm, unpublished).
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dissolved 3He, which is trapped in the Earth’s
interior and only released to the deep ocean
through processes linked to volcanic activity—
notably, submarine hydrothermal vents. As we
have seen, previously, end-member vent fluids
typically undergo �10,000-fold dilution prior
to emplacement in a nonbuoyant hydrothermal
plume. Nevertheless, because of the large
enrichments of dissolved 3He in hydrothermal
fluids when compared to the low background
levels in seawater, pronounced enrichments of
dissolved 3He relative to 4He can be traced
over great distances in the deep ocean.
Perhaps the most famous example of such
behavior is the pronounced 3He plume identi-
fied by Lupton and Craig (1981) dispersing
over �2,000 km across the southern Pacific
Ocean, west of the southern EPR (Figure 14).
A more recent example of the same phenom-
enon, however, is the large-scale 3He anomaly
reported by Rüth et al. (2000) providing the
first firm evidence for high-temperature hydro-
thermal venting anywhere along the southern
MAR. Rn-222, a radioactive isotope of the
noble element radon, is also enriched in hydro-
thermal fluids; while it shares the advantages of
being a conservative tracer with 3He, it also
provides the additional advantage of acting as
a ‘‘clock’’ for hydrothermal plume processes
because it decays with a half-life of 3.83 d.

Kadko et al. (1990) used the fractionation of
222Rn/3He ratios in a dispersing nonbuoyant
hydrothermal plume above the JdFR to estimate
rates of dispersion or ‘‘ages’’ at different loca-
tions ‘‘down-plume’’ and, thus, deduce rates of
uptake and/or removal of various nonconserva-
tive plume components (e.g., H2, CH4,
manganese, particles). A complication to that
approach arises, however, with the recognition
that—in at least some localities—maximum
plume-height 222Rn/3He ratios exceed pristine
high-temperature vent-fluid values; clearly,
entrainment from near-vent diffuse flow can
act as an important additional source of dis-
solved 222Rn entering ascending hydrothermal
plumes (Rudnicki and Elderfield, 1992).

11.5.2.2 Dissolved reduced gases
(H2S, H2, CH4)

The next group of tracers that are important in
hydrothermal plumes are the reduced dissolved
gases, H2S, H2, and CH4. As we have already
seen, dissolved H2S is commonly the most abun-
dant dissolved reduced gas in high-temperature
vent fluids (Section 11.2). Typically, however,
any dissolved H2S released to the oceans under-
goes rapid reaction, either through precipitation of
polymetallic sulfide phases close to the seafloor
and in buoyant plumes, or through oxidation in

Figure 14 Distribution of �3He across the Pacific Ocean at 15
 S. This plume corresponds to the lobe of metalliferous
sediment observed at the same latitude extending westward from the crest of the EPR (Figure 2) (after Lupton and

Craig, 1981).
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the water column. As of the early 2000s, there has
only been one report of measurable dissolved H2S
at nonbuoyant plume height anywhere in the deep
ocean (Radford-Knöery et al., 2001). That study
revealed maximum dissolved H2S concentrations
of �2 nM, representing a 5� 105-fold decrease
from vent-fluid concentrations (Douville et al.,
2002) with complete oxidative removal occurring
in just 4–5 h, within �1–10 km of the vent site.
Dissolved H2, although not commonly abundant in
such high concentrations in vent fluids (Section
11.2), exhibits similarly short-lived behavior
within hydrothermal plumes. Kadko et al. (1990)
and German et al. (1994) have reported maximum
plume-height dissolved H2 concentrations of
12 nM and 32 nM above the Main Endeavour
vent site, JdFR and above the Steinahóll vent site,
Reykjanes Ridge. From use of the 222Rn/3He
‘‘clock,’’ Kadko et al. (1990) estimated an apparent
‘‘oxidative-removal’’ half-life for dissolved H2 of
�10 h.

The most abundant and widely reported dis-
solved reduced gas in hydrothermal plumes is
methane which is released into the oceans from
both high- and low-temperature venting and the
serpentinization of ultramafic rocks (e.g.,
Charlou et al., 1998). Vent-fluid concentrations
are significantly enriched over seawater values
(10–2,000 mmol kg�1 versus < 5 nmol kg�1) but
the behavior of dissolved methane, once released,
appears variable from one location to another:
e.g., rapid removal of dissolved CH4 was
observed in the Main Endeavour plume (half-
life = 10 d; Kadko et al., 1990) yet near-conser-
vative behavior for the same tracer has been
reported for the Rainbow hydrothermal plume,
MAR, over distances up to 50 km from the vent
site (Charlou et al., 1998; German et al., 1998b).
Possible reasons for these significant variations
are discussed later (Section 11.5.4).

11.5.2.3 Iron and manganese geochemistry in
hydrothermal plumes

The two metals most enriched in hydrother-
mal vent fluids are iron and manganese. These
elements are present in a reduced dissolved form
(Fe2+, Mn2+) in end-member vent fluids yet are
most stable as oxidized Fe(III) and Mn(IV) pre-
cipitates in the open ocean. Consequently, the
dissolved concentrations of iron and manganese
in vent fluids are enriched �106:1 over open-
ocean values (e.g., Landing and Bruland, 1987;
Von Damm, 1995; Statham et al., 1998). When
these metal-laden fluids first enter the ocean, two
important processes occur. First, the fluids are
instantaneously cooled from >350 
C to �30 
C.
This quenching of a hot saturated solution leads
to precipitation of a range of metal sulfide
phases that are rich in iron but not manganese

because the latter does not readily form sulfide
minerals. In addition, turbulent mixing between
the sulfide-bearing vent fluid and the entrained,
oxidizing, water column leads to a range of
redox reactions resulting in the rapid precipita-
tion of high concentrations of suspended iron
oxyhydroxide particulate material. The dissolved
manganese within the hydrothermal plume, by
contrast, typically exhibits much more sluggish
oxidation kinetics and remains predominantly in
dissolved form at the time of emplacement in the
nonbuoyant plume. Because iron and manganese
are so enriched in primary vent fluids, nonbuoy-
ant plumes typically exhibit total (dissolved and
particulate) iron and manganese concentrations,
which are �100-fold higher than ambient water
column values immediately following nonbuoy-
ant plume emplacement. Consequently, iron and
manganese, together with CH4 and 3He (above),
act as extremely powerful tracers with which to
identify the presence of hydrothermal activity
from water-column investigations. The fate of
iron in hydrothermal plumes is of particular
interest because it is the geochemical cycling of
this element, more than any other, which con-
trols the fate of much of the hydrothermal flux
from seafloor venting to the oceans (e.g., Lilley
et al., 1995).

Because of their turbulent nature, buoyant
hydrothermal plumes have continued to elude
detailed geochemical investigations. One approach
has been to conduct direct sampling using manned
submersibles or ROVs (e.g., Rudnicki and
Elderfield, 1993; Feely et al., 1994). An alternate,
and indirect, method is to investigate the geochem-
istry of precipitates collected both rising in, and
sinking from, buoyant hydrothermal plumes using
near-vent sediment traps (e.g., Cowen et al., 2001;
German et al., 2002). From direct observations it is
apparent that up to 50% of the total dissolved iron
emitted from hydrothermal vents is precipitated
rapidly from buoyant hydrothermal plumes (e.g.,
Mottl and McConachy, 1990; Rudnicki and
Elderfield, 1993) forming polymetallic sulfide
phases which dominate (>90%) the iron flux to
the near-vent seabed (Cowen et al., 2001;
German et al., 2002). The remaining dissolved
iron within the buoyant and nonbuoyant hydrother-
mal plume undergoes oxidative precipitation. In
the well-ventilated N. Atlantic Ocean, very rapid
Fe(II) oxidation is observed with a half-life for
oxidative removal from solution of just 2–3 min
(Rudnicki and Elderfield, 1993). In the NE Pacific,
by contrast, corresponding half-times of up to 32 h
have been reported from JdFR hydrothermal
plumes (Chin et al., 1994; Massoth et al., 1994).
Field and Sherrell (2000) have predicted that the
oxidation rate for dissolved Fe2+ in hydrothermal
plumes should decrease along the path of the ther-
mohaline circulation, reflecting the progressively
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decreasing pH and dissolved oxygen content of the
deep ocean (Millero et al., 1987):

– d½FeðIIÞ	=dt ¼ k½OH – 	2½O2	½FeðIIÞ	 ð4Þ
The first Fe(II) incubation experiments con-

ducted within the Kairei hydrothermal plume,
Central Indian Ridge, are consistent with that pre-
diction, yielding an Fe(II) oxidation half-time of
�2 h (Statham et al., 2003, submitted).

11.5.2.4 Co-precipitation and uptake with iron
in buoyant and nonbuoyant plumes

There is significant co-precipitation of other
metals enriched in hydrothermal fluids, along
with iron, to form buoyant plume polymetallic
sulfides. Notable among these are copper, zinc,
and lead. Common accompanying phases, which
also sink rapidly from buoyant plumes, are barite
and anhydrite (barium and calcium sulfates) and
amorphous silica (e.g., Lilley et al., 1995). In
nonbuoyant hydrothermal plumes, where Fe- and
(to a lesser extent) Mn-oxyhydroxides predomi-
nate, even closer relationships are observed
between particulate iron concentrations and
numerous other tracers. To a first approximation,
three differing iron-related behaviors have been
identified (German et al., 1991b; Rudnicki and
Elderfield, 1993): (i) co-precipitation; (ii) fixed
molar ratios to iron; and (iii) oxyhydroxide
scavenging (Figure 15). The first is that already
alluded to above and loosely termed ‘‘chalco-
phile’’ behavior—namely preferential co-
precipitation with iron as sulfide phases followed
by preferential settling from the nonbuoyant
plume. Such elements exhibit a generally positive
correlation with iron for plume particle concentra-
tions but with highest X:Fe ratios closest to the
vent site (X =Cu, Zn, Pb) and much lower values
farther afield.

The second group are particularly interesting.
These are elements that establish fixed X:Fe ratios
in nonbuoyant hydrothermal plumes which do not
vary with dilution or dispersal distance ‘‘down-
plume’’ (Figure 15). Elements that have been
shown to exhibit such ‘‘linear’’ behavior include
potassium, vanadium, arsenic, chromium, and ura-
nium (e.g., Trocine and Trefry, 1988; Feely et al.,
1990, 1991; German et al., 1991a,b). Hydrothermal
vent fluids are not particularly enriched in any of
these elements, which typically occur as rather
stable ‘‘oxyanion’’ dissolved species in seawater.
Consequently, this uptake must represent a signifi-
cant removal flux, for at least some of these
elements, from the deep ocean. The P:Fe ratios
observed throughout all Pacific hydrothermal
plumes are rather similar (P:Fe = 0.17–0.21; Feely
et al., 1998) and distinctly higher than the value
observed in Atlantic hydrothermal plumes
(P:Fe=0.06–0.12). This has led to speculation that

Figure 15 Plots of particulate copper, vanadium, and
neodymium concentrations versus particulate iron for
suspended particulate material filtered in situ from the
TAG hydrothermal mound, MAR, 26
 N (data from
German et al., 1990, 1991b). Note generally positive
correlations with particulate Fe concentration for all
three tracers but with additional negative (Cu) or
positive (Nd) departure for sulfide-forming and

scavenged elements, respectively.
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plume P:Fe ratios may reflect the ambient dissolved
PO4

3� concentration of the host water column and,
thus, may offer potential as a long-term tracer of past
ocean circulation, if preserved faithfully in metalli-
ferous marine sediments (Feely et al., 1998).

11.5.2.5 Hydrothermal scavenging by
Fe-oxyhydroxides

A final group of elements identified from
hydrothermal plume particle investigations are
of particular importance: ‘‘particle-reactive’’ tra-
cers. Perhaps the best examples are the REE
although other tracers that show similar behavior
include beryllium, yttrium, thorium, and protac-
tinium (German et al., 1990, 1991a,b, 1993;
Sherrell et al., 1999). These tracers, like the two
preceding groups, exhibit generally positive cor-
relations with particulate iron concentrations in
hydrothermal plumes (Figure 15). Unlike the
‘‘oxyanion’’ group, however, these tracers do
not show constant X:Fe ratios within the non-
buoyant plume. Instead, highest values (e.g., for
REE:Fe) are observed at increasing distances
away from the vent site, rather than immediately
above the active source (German et al., 1990;
Sherrell et al., 1999). One possible interpretation
of this phenomenon is that the Fe-oxyhydroxide
particles within young nonbuoyant plumes are
undersaturated with respect to surface adsorption
and that continuous ‘‘scavenging’’ of dissolved,
particle-reactive species occurs as the particles
disperse through the water column (German
et al., 1990, 1991a,b). An alternate hypothesis
(Sherrell et al., 1999) argues, instead, for two-
stage equilibration within a nonbuoyant hydro-
thermal plume: close to the vent source, a
maximum in (e.g.,) particulate REE concentra-
tions is reached, limited by equilibration at
fixed distribution constants between the high par-
ticulate iron concentrations present and the finite
dissolved tracer (e.g., REE) concentrations pre-
sent in plume-water. As the plume disperses and
undergoes dilution, however, particulate iron
concentrations also decrease; re-equilibration
between these particles and the diluting ‘‘pris-
tine’’ ambient seawater, at the same fixed
distribution constants, would then account for
the higher REE/Fe ratios observed at lower par-
ticulate iron concentrations. More work is
required to resolve which of these interpretations
(kinetic versus equilibrium) more accurately
reflects the processes active within hydrothermal
plumes. What is beyond dispute concerning these
particle-reactive tracers is that their uptake
fluxes, in association with hydrothermal Fe-oxy-
hydroxide precipitates, far exceeds their
dissolved fluxes entering the oceans from hydro-
thermal vents. Thus, hydrothermal plumes act as
sinks rather than sources for these elements, even

causing local depletions relative to the ambient
water column concentrations (e.g., Klinkhammer
et al., 1983). Thus, even for those ‘‘particle-reac-
tive’’ elements which are greatly enriched in vent
fluids over seawater concentrations (e.g., REE),
the processes active within hydrothermal plumes
dictate that hydrothermal circulation causes a net
removal of these tracers not just relative to the
vent fluids themselves, but also from the oceanic
water column (German et al., 1990; Rudnicki and
Elderfield, 1993). In the extreme, these processes
can be sufficient to cause geochemical fractiona-
tions as pronounced as those caused by
‘‘boundary scavenging’’ in high-productivity
ocean margin environments (cf.Anderson et al.,
1990; German et al., 1997).

Thus far, we have treated the processes active in
hydrothermal plumes as inorganic geochemical
processes. However we know this is not strictly
the case: microbial processes are well known to
mediate key chemical reactions in hydrothermal
plumes (Winn et al., 1995; Cowen and German,
2003) and more recently the role of larger organ-
isms such as zooplankton has also been noted (e.g.,
Burd et al., 1992; Herring and Dixon, 1998). The
biological modification of plume processes is
discussed more fully below (Section 11.5.4).

11.5.3 Physical Controls on Dispersing Plumes

Physical processes associated with hydrother-
mal plumes may affect their impact upon ocean
geochemistry; because of the fundamentally dif-
ferent hydrographic controls in the Pacific versus
Atlantic Oceans, plume dispersion varies
between these two oceans. In the Pacific Ocean,
where deep waters are warmer and saltier than
overlying water masses, nonbuoyant hydrother-
mal plumes which have entrained local deep
water are typically warmer and more saline at
the point of emplacement than that part of the
water column into which they intrude (e.g.,
Lupton et al., 1985). The opposite has been
observed in the Atlantic Ocean where deep
waters tend to be colder and less saline than the
overlying water column. Consequently, for exam-
ple, the TAG nonbuoyant plume is anomalously
cold and fresh when compared to the background
waters into which it intrudes, 300–400 m above
the seafloor (Speer and Rona, 1989).

Of perhaps more significance, geochemically,
are the physical processes which affect plume-
dispersion after emplacement at nonbuoyant
plume height. Here, topography at the ridge crest
exerts particular influence. Along slow and ultra-
slow spreading ridges (e.g., MAR, SW Indian
Ridge, Central Indian Ridge) nonbuoyant plumes
are typically emplaced within the confining bathy-
metry of the rift-valley walls (order 1,000m).
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Along faster spreading ridges such as the EPR, by
contrast, buoyant plumes typically rise clear of the
confining topography (order 100 m, only). Within
rift-valley ‘‘corridors’’ plume dispersion is highly
dependent upon along-axis current flow. At the
TAG hydrothermal field (MAR 26
 N), for exam-
ple, residual currents are dominated by tidal
excursions (Rudnicki et al., 1994). A net effect
of these relatively ‘‘stagnant’’ conditions is that
plume material trapped within the vicinity of the
vent site appears to be recycled multiple times
through the TAG buoyant and nonbuoyant
plume, enhancing the scavenging effect upon
‘‘particle-reactive’’ tracers (e.g., thorium isotopes)
within the local water column (German and
Sparks, 1993). At the Rainbow vent site (MAR
36
 N) by contrast, much stronger prevailing cur-
rents (�10 cm s�1) are observed and a more
unidirectional, topographically controlled flow is
observed (German et al., 1998b). Failure to
appreciate the potential complexities of such dis-
persion precludes the ‘‘informed’’ sampling
required to resolve processes of geochemical evo-
lution within a dispersing hydrothermal plume.
Nor should it be assumed that such topographic
steering is entirely a local effect confined to slow
spreading ridges’ rift-valleys. In recent work,
Speer et al. (2003) used a numerical simulation
of ocean circulation to estimate dispersion along
and away from the global ridge crest. A series of
starting points were considered along the entire
ridge system, 200 m above the seafloor and at
spacings of 30–100 km along-axis; trajectories
were then calculated over a 10 yr integrated per-
iod. With few exceptions (e.g., major fracture
zones) the net effect reported was that these dis-
persal trajectories tend to be constrained by the
overall form of the ridge and flow parallel to the
ridge axis over great distances (Speer et al., 2003).

The processes described above are relevant to
established ‘‘chronic’’ hydrothermal plumes.
Important exceptions (only identified rarely–so
far) are Event (or ‘‘Mega-’’) Plumes. One inter-
pretation of these features is as follows: however a
hydrothermal system may evolve, it must first
displace a large volume of cold seawater from
pore spaces within the upper ocean crust. Initial
flushing of this system must be rapid, especially
on fast ridges that are extending at rates in excess
of ten centimeters per year. In circumstances
where there is frequent recurrence, either of intru-
sions of magma close beneath the seafloor or dike-
fed eruptions at the seabed, seafloor venting may
commence with a rapid exhalation of a large
volume of hydrothermal fluid to generate an
‘‘event’’ plume high up in the overlying water
column (e.g., Baker et al., 1995; Lupton et al.,
1999b). Alternately, Palmer and Ernst (1998,
2000) have argued that cooling of pillow basalts,
erupted at �1,200 
C on the seafloor and the most

common form of submarine volcanic extrusion, is
responsible for the formation of these same
‘‘event’’ plume features. Whichever eruption-
related process causes their formation, an impor-
tant question that follows is: how much
hydrothermal flux is overlooked if we fail to inter-
cept ‘‘event’’ plumes at the onset of venting at any
given location? To address this problem, Baker
et al. (1998) estimated that the event plume trig-
gered by dike-intrusion at the co-axial vent field
(JdFR) contributed less than 10% of the total flux
of heat and chemicals released during the �3 yr
life span of that vent. If widely applicable, those
deliberations suggest that event plumes can safely
be ignored when calculating global geochemical
fluxes (Hein et al., 2003). They remain of great
interest to microbiologists, however, as a potential
‘‘window’’ into the deep, hot biosphere (e.g.,
Summit and Baross, 1998).

11.5.4 Biogeochemical Interactions in
Dispersing Hydrothermal Plumes

Recognition of the predominantly along-axis
flow of water masses above MORs as a result of
topographic steering has renewed speculation that
hydrothermal plumes may represent important vec-
tors for gene-flow along the global ridge crest,
transporting both chemicals and vent larvae alike,
from one adjacent vent site to another (e.g., Van
Dover et al., 2002). If such is the case, however, it
is also to be expected that a range of biogeochem-
ical processes should also be active within
nonbuoyant hydrothermal plumes. One particularly
good example of such a process is the microbial
oxidation of dissolved manganese. In the restricted
circulation regime of the Guaymas Basin, forma-
tion of particulate manganese is dominated by
bacteria and the dissolved manganese residence
time is less than a week (Campbell et al., 1988).
Similarly, uptake of dissolved manganese in the
Cleft Segment plume (JdFR) is bacterially domi-
nated, albeit with much longer residence times,
estimated at 0.5 yr to >2 yr (Winn et al., 1995).
Distributions of dissolved CH4 and H2 in hydro-
thermal plumes have also been shown to be
controlled by bacterially mediated oxidation (de
Angelis et al., 1993) with apparent residence
times which vary widely for CH4 (7–177 d) but
are much shorter for dissolved H2 (< 1 d).

The release of dissolved H2 and CH4 into hydro-
thermal plumes provides suitable substrates for both
primary (chemolithoautotrophic) and secondary
(heterotrophic) production within dispersing non-
buoyant hydrothermal plumes. Although the
sinking organic carbon flux from hydrothermal
plumes (Roth and Dymond, 1989; German et al.,
2002) may be less than 1% of the total oceanic
photosynthetic production (Winn et al., 1995)
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hydrothermal production of organic carbon is prob-
ably restricted to a corridor extending no more than
�10 km to either side of the ridge axis.
Consequently, microbial activity within hydrother-
mal plumes may have a pronounced local effect—
perhaps 5–10-fold greater than the photosynthetic-
flux driven from the overlying upper ocean (Cowen
and German, 2003). Although the detailed micro-
biology of hydrothermal plumes remains poorly
studied, as of the early 2000s, bacterial counts
from the Rainbow plume have identified both an
increase in total cell concentrations at plume-height
compared to background (Figure 16) and, further,
that 50–75% of the microbial cells identified in that
work were particle-attached compared to typical
values of just 15% for the open ocean. Detailed
molecular biological analysis of those particle-asso-
ciated microbes have also revealed that the majority
(66%) are archeal in nature rather than bacterial
(German et al., 2003); in the open ocean, by con-
trast, it is the bacteria which typically dominate
(Fuhrmann et al., 1993; Mullins et al., 1995). It is
tempting to speculate that these preliminary data
may provide testament to a long-established (even
on geological timescales) chemical-microbial
symbiosis at hydrothermal vents.

11.5.5 Impact of Hydrothermal Plumes Upon
Ocean Geochemical Cycles

Hydrothermal plumes form by the entrainment
of large volumes of ambient ocean water into rising
buoyant plumes driven by the release of vent fluids
at the seafloor. The effect of this dilution is such

that the entire volume of the oceans is cycled
through buoyant and nonbuoyant hydrothermal
plumes, on average, every few thousand years—a
timescale comparable to that for mixing of the
entire deep ocean.

Close to the vent source, rapid precipitation of
a range of polymetallic sulfide, sulfate, and
oxide phases leads to a strong modification of
the gross dissolved metal flux from the seafloor.
Independent estimates by Mottl and McConachy
(1990) and German et al. (1991b), from buoyant
and nonbuoyant plume investigations in the
Pacific and Atlantic Oceans respectively, con-
cluded that perhaps only manganese and
calcium achieved a significant dissolved metal
flux from hydrothermal venting to the oceans.
(For comparison, the following 27 elements
exhibited no evidence for a significant dissolved
hydrothermal flux: iron, beryllium, aluminum,
magnesium, chromium, vanadium, cobalt, cop-
per, zinc, arsenic, yttrium, molybdenum, silver,
cadmium, tin, lanthanum, cerium, praseody-
mium, neodymium, samarium, europium,
gadolinium, terbium, holmium, erbium, lead,
and uranium.) In addition to rapid co-precipita-
tion and deposition of vent-sourced metals to the
local sediments (e.g., Dymond and Roth, 1988;
German et al., 2002), hydrothermal plumes are
also the site of additional uptake of other dis-
solved tracers from the water column—most
notably large dissolved ‘‘oxyanion’’ species
(phosphorus, vanadium, chromium, arsenic, ura-
nium) and particle-reactive species (beryllium,
yttrium, REE, thorium, and protactinium). For
many of these tracers, hydrothermal plume
removal fluxes are as great as, or at least signifi-
cant when compared to, riverine input fluxes to
the oceans (Table 3). What remains less certain,
however, is the extent to which these particle-
associated species are subsequently retained
within the hydrothermal sediment record.

11.6 HYDROTHERMAL SEDIMENTS

Deep-sea metalliferous sediments were first
documented in the reports of the Challenger
Expedition, 1873–1876 (Murray and Renard,
1891), but it took almost a century to recognize
that such metalliferous material was concentrated
along all the world’s ridge crests (Figure 2).
Boström et al. (1969) attributed these distributions
to some form of ‘‘volcanic emanations’’; the accu-
racy of those predictions was confirmed some ten
years later with the discovery of ridge-crest venting
(Corliss et al., 1978; Spiess et al., 1980) although
metalliferous sediments had already been found in
association with hot brine pools in the Red Sea
(Degens and Ross, 1969). Following the discovery
of active venting, it has become recognized that

Figure 16 Plot showing co-registered enrichments of
TDMn concentrations and ‘‘excess’’ cell counts (after
subtraction of a ‘‘background’’ N. Atlantic cell-count
profile) in the Rainbow nonbuoyant hydrothermal plume

near 36
14’N, MAR (source German et al., 2003).

Hydrothermal Sediments 369



hydrothermal sediments can be classified into two
types: those derived from plume fall-out (including
the majority of metalliferous sediments reported
from ridge flanks) and those derived from mass
wasting close to active vent sites (see, e.g., Mills
and Elderfield, 1995).

11.6.1 Near-vent Sediments

Near-vent metalliferous sediments form from
the physical degradation of hydrothermal deposits
themselves, a process which begins as soon as
deposition has occurred. Whilst there is ample evi-
dence for extensive mass wasting in ancient
volcanogenic sulfide deposits, only limited atten-
tion has been paid, to date, to this aspect of modern
hydrothermal systems. Indeed, much of our under-
standing comes from a series of detailed
investigations from a single site, the TAG hydro-
thermal field at 26
 N on the MAR. It has been
shown, for example, that at least some of the
weathered sulfide debris at TAG is produced from
collapse of the mound itself. This collapse is
believed to arise from waxing and waning of
hydrothermal circulation which, in turn, leads to
episodic dissolution of large volumes of anhydrite
within the mound (e.g., Humphris et al., 1995;
James and Elderfield, 1996). The mass-wasting
process at TAG generates an apron of hydrothermal
detritus with oxidized sulfides deposited up to 60 m
out, away from the flanks of the hydrothermal
mound.

Similar ponds of metalliferous sediment are
observed close to other inactive sulfide structures
throughout the TAG area (Rona et al., 1993).
Metz et al. (1988) characterized the metalliferous
sediment in a core raised from a sediment pond
close to one such deposit, �2 km NNE of the
active TAG mound. That core consisted of alter-
nating dark red-brown layers of weathered
sulfide debris and lighter calcareous ooze.
Traces of pyrite, chalcopyrite, and sphalerite,
together with elevated transition-metal concentra-
tions were found in the dark red-brown layers,

confirming the presence of clastic sulfide debris.
Subsequently, German et al. (1993) investigated
a short-core raised from the outer limit of the
apron of ‘‘stained’’ hydrothermal sediment sur-
rounding the TAG mound itself. That core
penetrated through 7 cm of metal-rich degraded
sulfide material into pelagic carbonate ooze. The
upper ‘‘mass-wasting’’ layer was characterized by
high transition-metal contents, just as observed
by Metz et al. (1988), but also exhibited REE
patterns similar to vent fluids (see earlier) and
high uranium contents attributed to uptake from
seawater during oxidation of sulfides (German
et al., 1993). Lead isotopic compositions in sul-
fidic sediments from both sites were
indistinguishable from local MORB, vent fluids
and chimneys (German et al., 1993, Mills et al.,
1993). By contrast, the underlying/intercalated
carbonate/calcareous ooze layers from each core
exhibited lead isotope, REE, and U–Th composi-
tions which much more closely reflected input of
Fe-oxyhydroxide particulate material from non-
buoyant hydrothermal plumes (see below).

11.6.2 Deposition from Hydrothermal Plumes

Speer et al. (2003) have modeled deep-water
circulation above the global ridge crest and con-
cluded that this circulation is dominated by
topographically steered flow along-axis. Escape
of dispersed material into adjacent deep basins is
predicted to be minimal, except in key areas where
pronounced across-axis circulation occurs. If this
model proves to be generally valid, the majority of
hydrothermal material released into nonbuoyant
hydrothermal plumes should not be dispersed
more than �100 km off-axis. Instead, most hydro-
thermal material should settle out in a near-
continuous rain of metalliferous sediment along
the length of the global ridge crest. Significant
off-axis dispersion is only predicted (i) close to
the equator (�5
 N to 5
 S), (ii) where the ridge
intersects boundary currents or regions of

Table 3 Global removal fluxes from the deep ocean into hydrothermal plumes (after Elderfield and Schultz, 1996)

Element Hydrothermal input
(mol yr�1)

Plume removal
(mol yr�1)

Riverine input
(mol yr�1)

Cr 0 4.8�107 6.3�108
V 0 4.3�108 5.9�108
As (0.01–3.6)�107 1.8�108 8.8�108
P �4.5�107 1.1�1010 3.3�1010
U �3.8�105 4.3�107 3.6�107
Mo 0 1.9�106 2.0�108
Be 1.7�106 3.7�107
Ce 9.1�105 1.0�106 1.9�107
Nd 5.3�105 6.3�106 9.2�106
Lu 2.1�103 0.6�105 1.9�105
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deep-water formation, and (iii) in the Antarctic
Circumpolar Current (Speer et al., 2003). One
good example of strong across-axis flow is at the
equatorial MAR where pronounced eastward flow
of both Antarctic Bottom Water and lower North
Atlantic Deep Water has been reported, passing
through the Romanche and Chain Fracture Zones
(Mercier and Speer, 1998).

Another location where the large-scale off-
axis dispersion modeled by Speer et al. (2003)
has already been well documented is on the
southern EPR (Figure 14). There, metalliferous
sediment enrichments underlie the pronounced
dissolved 3He plume which extends westward
across the southern Pacific Ocean at �15
 S (cf.
Boström et al., 1969; Lupton and Craig, 1981).
Much of our understanding of ridge-flank metal-
liferous sediments comes from a large-scale
study carried out at this latitude (19
 S) by Leg
92 of the Deep Sea Drilling Project (DSDP).
That work targeted sediments underlying the
westward-trending plume to investigate both
temporal and spatial variability in hydrothermal
output at this latitude (Lyle et al., 1987). A series
of holes were drilled extending westward from
the ridge axis into 5–28 Ma crust; the recovered
cores comprised mixtures of biogenic carbonate
and Fe–Mn oxyhydroxides. One important result
of that work was the demonstration, based on
lead isotopic analyses, that even the most distal
sediments, collected at a range of >1,000 km
from the ridge axis, contained 20–30% mantle-
derived lead (Barrett et al., 1987). In contrast,
analysis of the same samples indicated that REE
distributions in the metalliferous sediments were
dominated by a seawater source (Ruhlin and
Owen, 1986). This is entirely consistent with
what has subsequently been demonstrated for
hydrothermal plumes (see Section 11.5, above)
with the caveat that REE/Fe ratios in DSDP Leg
92 sediments are everywhere higher than the
highest REE/Fe ratios yet measured in modern
nonbuoyant hydrothermal plume particles
(German et al., 1990; Sherrell et al., 1999).

11.6.3 Hydrothermal Sediments
in Paleoceanography

Phosphorus and vanadium, which are typi-
cally present in seawater as dissolved oxyanion
species, have been shown to exhibit systematic
plume-particle P:Fe and V:Fe variations which
differ from one ocean basin to another (e.g.,
Trefry and Metz, 1989; Feely et al., 1990).
This has led to the hypothesis (Feely et al.,
1998) that (i) plume P:Fe and V:Fe ratios may
be directly linked to local deep-ocean dissolved
phosphate concentrations and (ii) ridge-flank
metalliferous sediments, preserved under oxic

diagenesis, might faithfully record temporal var-
iations in plume-particle P:Fe and/or V:Fe ratios.
Encouragingly, a study of slowly accumulating
(�0.5 cm kyr�1) sediments from the west flank
of the JdFR has revealed that V:Fe ratios in the
hydrothermal component from that core appear
faithfully to record local plume-particle V:Fe
ratios for the past �200 kyr (German et al.,
1997; Feely et al., 1998). More recently, how-
ever, Schaller et al. (2000) have shown that
while cores from the flanks of the southern
EPR (10
 S) also exhibit V:Fe ratios that mimic
modern plume-values, in sediments dating back
to 60–70 kyr, the complementary P:Fe and As:Fe
ratios in these samples are quite different from
contemporaneous nonbuoyant plume values.
These variations have been attributed to differ-
ences in the intensity of hydrothermal iron oxide
formation between different hydrothermal
plumes and/or significant uptake/release of phos-
phorus and arsenic, following deposition
(Schaller et al., 2000).

Unlike vanadium, REE/Fe ratios recorded in
even the most recent metalliferous sediments are
much higher than those in suspended hydrothermal
plume particles (German et al., 1990, 1997;
Sherrell et al., 1999). Further, hydrothermal sedi-
ments’ REE/Fe ratios increase systematically with
distance away from the paleo-ridge crest (Ruhlin
and Owen, 1986; Olivarez and Owen, 1989). This
indicates that the REE may continue to be taken up
from seawater, at and near the sediment–water
interface, long after the particles settle from the
plume to the seabed. Because increased uptake of
dissolved REE from seawater should also be
accompanied by continuing fractionation across
the REE series (e.g., Rudnicki and Elderfield,
1993) reconstruction of deep-water REE patterns
from preserved metalliferous sediment records
remain problematic. Much more tractable, how-
ever, is the exploitation of these same sample
types for isotopic reconstructions.

Because seawater uptake dominates the REE
content of metalliferous sediment, neodymium iso-
topic analysis of metalliferous carbonate can
provide a reliable proxy for contemporaneous sea-
water, away from input of near-vent sulfide detritus
(Mills et al., 1993). Osmium also exhibits a similar
behavior and seawater dominates the isotopic com-
position of metalliferous sediments even close to
active vent sites (Ravizza et al., 1996).
Consequently, analysis of preserved metalliferous
carbonate sediments has proven extremely useful
in determining the past osmium isotopic composi-
tion of the oceans, both from modern marine
sediments (e.g., Ravizza, 1993; Peucker-
Ehrenbrink et al., 1995) and those preserved in
ophiolites (e.g., Ravizza et al., 2001). Only in
sediments close to an ultramafic-hosted hydrother-
mal system, have perturbations from a purely
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seawater osmium isotopic composition been
observed (Cave et al., 2003, in press).

11.6.4 Hydrothermal Sediments and
Boundary Scavenging

It has been known for sometime that sediments
underlying areas of high particle settling flux exhi-
bit pronounced fractionations between particle-
reactive tracers. Both 231Pa and 10Be, for example,
exhibit pronounced enrichments relative to 230Th,
in ocean margin environments, when compared to
sediments underlying mid-ocean gyres (e.g.,
Bacon, 1988; Anderson et al., 1990; Lao et al.,
1992). Comparable fractionations between these
three radiotracers (230Th, 231Pa, and 10Be) have
also been identified in sediments underlying hydro-
thermal plumes (German et al., 1993; Bourlès
et al., 1994; German et al., 1997). For example, a
metalliferous sediment core raised from the flanks
of the JdFR exhibited characteristic hydrothermal
lead-isotopic and REE/Fe compositions, together
with high 10Be/230Th ratios indicative of net focus-
ing relative to the open ocean (German et al.,
1997). The degree of fractionation observed was
high, even compared to high-productivity ocean-
margin environments (Anderson et al., 1990; Lao
et al., 1992), presumably due to intense scavenging
onto hydrothermal Fe-oxyhydroxides. Of course,
the observation that REE and thorium are sca-
venged into ridge-crest metalliferous sediments is
not new; sediments from the EPR near 17
 S, with
mantle lead, excess 230Th and seawater-derived
REE compositions were reported more than thirty
years ago by Bender et al. (1971). More recently,
however, examination of ridge crest sediments and
near-vent sediment-traps has revealed that the set-
tling flux of scavenged tracers (e.g., 230Th) from
hydrothermal plumes is higher than can be sus-
tained by in situ production in the overlying water
column alone (German et al., 2002). Thus, uptake
onto Fe-oxyhydroxide material in hydrothermal
plumes and sediments may act as a special form
of deep-ocean ‘‘boundary scavenging’’ leading to
the net focusing and deposition of these dissolved
tracers in ridge-flank metalliferous sediments.

11.7 CONCLUSION

The field of deep-sea hydrothermal research is
young; it was only in the mid-1970s when it was
first discovered, anywhere in the oceans. To
synthesize current understanding of its impact on
marine geochemistry, therefore, could be consid-
ered akin to explaining the significance of rivers to
ocean chemistry in the early part of the last century.
This chapter has aimed to provide a brief synposis
of the current state of the art, but much more surely
remains to be learnt. There are three key questions

that will continue to focus efforts within this vigor-
ous research field:

(i) What are the geological processes that con-
trol submarine hydrothermal venting? How might
these have varied during the course of Earth’s
history?

(ii) To what extent do geochemical and biologi-
cal processes interact to regulate hydrothermal
fluxes to the ocean? How might past-ocean pro-
cesses have differed from the present-day ones?

(iii) What are the timescales relevant to hydro-
thermal processes? Whilst some long-term proxies
do exist (sufide deposits, metalliferous sediments)
for active processes, we do not have any time-
series records longer than 25 years!
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12.1 INTRODUCTION

Aristotle proposed that the saltness of the sea
was due to the effect of sunlight on water. Robert
Boyle took strong exception to this view and—in
the manner of the Royal Society—laid out a pro-
gram of research in the opening paragraph of his
Observations and Experiments about the Saltness
of the Sea (1674) (Figure 1):

The Cause of the Saltness of the Sea appears by

Aristotle’s Writings to have busied the Curiosity of

Naturalists before his time; since which, his Authority,

perhaps much more than his Reasons, did for divers

Ages make the Schools and the generality of Naturalists

of his Opinion, till towards the end of the last Century,

and the beginning of ours, some Learned Men took the

boldness to question the common Opinion; since when

the Controversie has been kept on foot, and, for ought I

know, will be so, as long as ‘tis argued on both sides but

by Dialectical Arguments, which may be probable on

both sides, but are not convincing on either.Wherefore I

shall here briefly deliver some particulars about the

Saltness of the Sea, obtained by my own trials, where

I was able; and where I was not, by the best Relations I

could procure, especially from Navigators.

Boyle measured and compiled a considerable
set of data for variations in the saltness of surface
seawater. He also designed an improved piece of
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equipment for sampling seawater at depth, but the
depths at which it was used were modest: 30 m
with his own instrument, 80 m with another, simi-
lar sampler. However, the younger John Winthrop
(1606–1676), an early member of the Royal
Society, an important Governor of Connecticut,
and a benefactor of Harvard College, was asked
to collect seawater from the bottom of the Atlantic
Ocean during his crossing from England to New
England in the spring of 1663. The minutes of the
Royal Society’s meeting on July 20, 1663, give the
following account of his unsuccessful attempt to do
so (Birch, 1756; Black, 1966):

Mr. Winthrop’s letter written from Boston to

Mr. Oldenburg was read, giving an account of the

trials made by him at sea with the instrument for

sounding of depths without a line, and with the vessel

for drawing water from the bottom of the sea; both

which proved successless, the former by reason of too

much wind at the time of making soundings; the

latter, on account of the leaking of the vessel. Capt.

Taylor being to go soon to Virginia, and offering

himself to make the same experiments, the society

recommended to him the trying of the one in calm

weather, and of the other with a stanch vessel.

Mr. Hooke mentioning, that a better way might be

suggested to make the experiment above-mentioned,

was desired to think farther upon it, and to bring in an

account thereof at the next meeting.

A little more than one hundred years later, in the
1780s, John Walker (1966) lectured at Edinburgh on
the saltness of the oceans. He marshaled all of the
available data and concluded that ‘‘these reasons seem
all to point to this, that thewater of the ocean in respect
to saltness is pretty much what it ever has been.’’

In this opinion he disagreed with Halley (1715),
who suggested that the salinity of the oceans has
increased with time, and that the ratio of the total salt
content of the oceans to the rate at which rivers
deliver salt to the sea could be used to ascertain the
age of the Earth. The first really serious attempt to
measure geologic time by this method was made by
Joly (1899). His calculations were refined by Clarke
(1911), who inferred that the age of the ocean, since
the Earth assumed its present form, is somewhat less
than 100 Ma. He concluded, however, that ‘‘the
problem cannot be regarded as definitely solved
until all available methods of estimation shall have
converged on one common conclusion.’’ There was
little appreciation in his approach for the magnitude
of: (i) the outputs of salt from the oceans,
(ii) geochemical cycles, and (iii) the notion of a
steady-state ocean. In fact, Clarke’s ‘‘age’’ of the
ocean turns out to be surprisingly close to the
oceanic residence time of Na+ and Cl�.

The modern era of inquiry into the history of
seawater can be said to have begun with the work
of Conway (1943, 1945), Rubey (1951), and Barth
(1952). Much of the progress that was made
between the appearance of these publications and
the early 1980s was summarized by Holland
(1984). This chapter describes a good deal of the
progress that has been made since then.

12.2 THE HADEAN (4.5–4.0Ga)

The broad outlines of Earth history during the
Hadean are starting to become visible. The solar
system originated 4.57 Ga (Allègre et al., 1995).
The accretion of small bodies in the solar nebula
occurred within �10Myr of the birth of the solar
system (Lugmaier and Shukolyukov, 1998). The
Earth reached its present mass between 4.51Ga and
4.45Ga (Halliday, 2000; Sasaki and Nakazawa,
1986; Porcelli et al., 1998). The core formed in
<30Ma (Yin et al., 2002; Kleine et al., 2002). The
early Earth was covered by a magma ocean, but this
must have cooled quickly at the end of the accretion

Figure 1 Title page of Robert Boyle’s Tracts consisting
of Observations about the Saltness of the Sea and other

essays (1674).

380 The Geologic History of Seawater



process, and the first primitive crust must have
formed shortly thereafter.

At present we do not have any rocks older than
4.03Ga (Bowring and Williams, 1999). There are,
however, zircons older than 4.03Ga which were
weathered out of their parent rocks and incorpo-
rated in 3Ga quartzitic rocks in the Murchison
District of Western Australia (Froude et al., 1983;
Compston and Pidgeon, 1986; Nutman et al., 1991;
Nelson et al., 2000). A considerable number of
4.2–4.3 Ga zircon grains have been found in the
Murchison District. A single 4.40Ga zircon grain
has been described by Wilde et al. (2001). The
oxygen of these zircons has apparently retained
its original isotopic composition. Mojzsis et al.
(2001), Wilde et al. (2001), and Peck et al. (2001)
have shown that the �18O values of the zircons
which they have analyzed are significantly more
positive than those of zircons which have crystal-
lized from mantle magmas (see Figure 2). The most
likely explanation for this difference is that the
melts from which the zircons crystallized contained
a significant fraction of material enriched in 18O.
This component was probably a part of the pre-
4.0Ga crust. Its enrichment in 18O was almost
certainly the result of subaerial weathering,
which generates 18O-enriched clay minerals (see,
e.g., Holland, 1984, pp. 241–251). If this interpre-
tation is correct, the data imply the presence of an
active hydrologic cycle, a significant quantity of
water at the Earth surface, and an early continental
crust. However, as Halliday (2001) has pointed
out, inferring the existence of entire continents
from zircon grains in a single area requires quite

a leap of the imagination. We need more zircon
data from many areas to confirm the inferences
drawn from the small amount of available data.
Nevertheless, the inferences themselves are rea-
sonable and fit into a coherent model of the
Hadean Earth.

At present, little can be said with any degree of
confidence about the composition of the proposed
Hadean ocean, but it was probably not very differ-
ent from that of the Early Archean ocean, about
which a good deal can be inferred.

12.3 THE ARCHEAN (4.0–2.5Ga)

12.3.1 The Isua Supracrustal Belt, Greenland

The Itsaq Gneiss complex of southern West
Greenland contains the best preserved occurrences
of �3.6Ga crust. The gneiss complex had a com-
plicated early history. It was added to and modified
during several events starting ca. 3.9Ga (Nutman
et al., 1996). Supracrustal, mafic, and ultramafic
rocks comprise �10% of the complex; these range
in age from�3.87 Ga to ca. 3.6Ga. A large portion
of the Isua supracrustal belt (Figure 3) contains
rocks that may be felsic volcanics and volcaniclas-
tics, and abundant, diverse chemical sediments
(Nutman et al., 1997). The rocks are deformed,
and many are substantially altered by metasoma-
tism. However, transitional stages can be seen
from units with relatively well-preserved primary
volcanic and sedimentary features to schists in
which all primary features have been obliterated.

Figure 2 Ion microprobe �18O data for individual zircon spot analyses versus 207Pb/206Pb zircon age. The right
vertical axis shows the estimated �18O data for the whole rock (�18OWR) from which the zircon crystallized (source

Mojzsis et al., 2001).
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Most of the Isua greenstone belt consists of fault-
bounded rock packages mainly derived from basaltic
and high-manganese basaltic pillow lava and pillow
lava breccia, chert-banded iron formation (chert-
BIF), and a minor component of clastic sedimentary
rocks derived from chert and basaltic volcanic rocks
(Myers, 2001). The Isua sequence, as we now see it,
resembles deep-sea sequences rather than platform

deposits. The Isua rocks could have been deposited
in a purely oceanic environment without a significant
sialic detrital component, and intruded by the felsic
gneisses during or after tectonic emplacement into the
Amitsoq protocontinent (Rosing et al., 1996).

The most compelling evidence for an ocean
during the deposition of the Isua greenstone belt
is provided by the BIF deposits which occur in this

Figure 3 Map of the northern part of the Itsaq Gneiss complex (source Nutman et al., 2002).
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sequence. They are highly metamorphosed. Boak
and Dymek (1982) have shown that the pelitic
rocks in the sequence were exposed to temperatures
of �550
C at pressures of �5 kbar. Temperatures
during metamorphism could not have exceeded
�600 
C. The mineralogy and the chemistry of the
iron formations have obviously been altered by
metamorphism, but their major features are still
preserved. Magnetite-quartz BIFs are particularly
common. Iron enrichment can be extensive, as
shown by the presence of a two-billion ton body at
the very north-easternmost limit of the supracrustal
belt (Bridgewater et al., 1976).

In addition to the quartz-magnetite iron forma-
tion, Dymek and Klein (1988) described magnesian
iron formation, aluminous iron formation, graphitic
iron formation, and carbonate rich iron formation.
They pointed out that the composition of the iron
formation as a whole is very similar to that of other
Archean and Proterozoic iron formations that have
been metamorphosed to the amphibolite facies.

The source of the iron and probably much of the
silica in the BIF was almost certainly seawater that
had cycled through oceanic crust at temperatures of
several hundred degree celsius. The low concentra-
tion of sulfur and of the base metals that are always
present in modern solutions of this type indicates
that these elements were removed, probably as sul-
fides of the base metals before the deposition of the
iron oxides and silicates of the Isua iron formations.

The molar ratio of Fe2O3/FeO in the BIFs is less
than 1.0 in all but one of the 28 analyses of Isua
iron formation reported by Dymek and Klein
(1988). In the one exception the ratio is 1.17.
Unless the values of this ratio were reduced sig-
nificantly during metamorphism, the analyses
indicate that magnetite was the dominant iron
oxide, and that hematite was absent or very minor
in these iron formations. This, in turn, shows that
some of the hydrothermal Fe2+ was oxidized to
Fe3+ prior to deposition, but that not enough was
oxidized to lead to the precipitation of Fe2O3 and/
or Fe3+ oxyhydroxide precursors, or that these
phases were subsequently replaced by magnetite.

The process(es) or processes by which the pre-
cursor(s) of magnetite in these iron formations
precipitated is not well understood. A possible
explanation involves the oxidation of Fe2+ by reac-
tion with seawater to produce Fe3+ and H2 followed
by the precipitation of ‘‘green rust’’—a solid solu-
tion of Fe(OH)2 and Fe(OH)3—and finally by the
dehydration of green rust to magnetite (but see
below). Figure 4 shows that the boundary between
the stability field of Fe(OH)2 and amorphous
Fe(OH)3 is at a rather low value of p". The field
of green rust probably straddles this boundary.
Saturation of solutions with siderite along this
boundary at a total carbon concentration of
10�3M and a total Fe concentration of 10�5M
lies within a reasonable range for the pH of

Archean seawater. However, the sequence of
mineral deposition was probably more complex
(see below).

The reaction of Fe2+ with H2O is greatly accel-
erated by solar UV (see, e.g., Braterman et al.,
1984), and it has been suggested that solar UV
played an important role in the deposition of
oxide facies iron formation (Cairns-Smith, 1978;
Braterman et al., 1983; Sloper, 1983;François,
1986, 1987; Anbar and Holland, 1992). However,
it now appears that solar UV played no more than a
minor role in the deposition of oxide facies BIF.
The reasons for this conclusion are detailed later in
the chapter. The absence of significant quantities of
hematite indicates that seawater from which the
precursor of the magnetite-quartz iron formation
was deposited was mildly reducing. This is corro-
borated by the mineralogy of the silicates, in which
iron is present exclusively or nearly so in the diva-
lent state. The only possible indication of a
relatively high oxidation state is the presence of
cerium anomalies reported in some of Dymek and
Klein’s (1988) rare earth element (REE) analyses.
However, the validity of these anomalies is
somewhat uncertain, because the analyses do not
include praseodymium, and because neodymium
measurements are lacking in a number of cases.
Fryer (1983) had earlier observed that no signifi-
cantly anomalous behavior of cerium has been

Figure 4 Diagram p" versus pH for the system Fe–
CO2–H2O. The solid phases are Fe(OH)3
(amorphous), FeCO3 (siderite), Fe(OH)2(s), and
Fe(s); CT= 10

�3M. Lines are calculated for Fe(II)
and Fe(III)=10�5M at 25
C. The possible
conversion of carbonate to methane at low p" values
was ignored (source Stumm and Morgan, 1996).
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found in any Archean iron formations, and neither
Appel (1983) and Shimizu et al. (1990), nor Bau
and Möller (1993) were able to detect cerium
anomalies in samples of the Isua iron formation.

One of the most intriguing sedimentary units
described by Dymek and Klein (1988) is the graphitic
iron formation. Four samples of this unit contained
between 0.70% and 2.98% finely dispersed graphite.
Quartz, magnetite, and cummingtonite are their main
mineral constituents. The origin of the graphite has
been a matter of considerable debate. Schidlowski
et al. (1979) reported a range of �5.9‰ to
�22.2‰ for the �13C value of 13 samples of graphite
from Isua. They proposed that the graphite represents
the metamorphosed remains of primary Isua organ-
isms, that the isotopically light carbon in some of
their graphite samples reflects the isotopic composi-
tion of these organisms, and that the isotopically
heavy carbon in some of their graphite samples
reflects the redistribution of carbon isotopes between
organic and carbonate carbon during amphibolite
grade metamorphism. Perry and Ahmad (1977)
found �13C values between �9.3‰ and �16.3‰ in
Isua supracrustal rocks and pointed out that the frac-
tionation of the carbon isotopes between siderite and
graphite in their samples is consistent with inorganic
equilibrium of these phases at �400–500
C. Oehler
and Smith (1977) found graphite with �13C values of
�11.3‰ to �17.4‰ in Isua metapelites (?) contain-
ing 150–4,800 ppm reduced carbon, and graphite
with a �13C range between �21.4‰ and �26.9‰
in metasediments from the Isua iron formation which
contain only trace amounts of graphite (4–56 ppm).
The carbon in the latter samples is thought to be due
to postdepositional contamination.

Since then Mojzsis et al. (1996) have used in
situ ion microprobe techniques to measure the iso-
topic composition of carbon in Isua BIF and in a
unit from the nearby Akilia Island that may be BIF.
�13C in carbonaceous inclusions in the BIF ranged
from �23‰ to �34‰. those in carbon inclusions
occluded in apatite micrograins from the Akilia
Island BIF ranged from �21‰ to �49‰. Since
the carbon grains embedded in apatite were small
and irregular, the precision and accuracy of the
individual �13C measurements was typically
� 5‰ (1�). These measurements tend to confirm
the Schidlowski et al. (1979) interpretation, and
suggest that the graphite in the Isua and Akilia
BIFs could well be the metamorphosed remains
of primitive organisms. However, other interpreta-
tions have been advanced very forcefully (see, e.g.,
Holland, 1997; Van Zuilen et al., 2002).

Naraoka et al. (1996) have added additional
�13C measurements, which fall in the same range
as those reported previously. They emphasize that
graphite with �13C values around�12‰ was prob-
ably formed by an inorganic, rather than by a
biological process. Rosing (1999) reported �13C
values ranging from �11.4‰ to �20.2‰ in

2–5mm graphite globules in turbiditic and pelagic
sedimentary rocks from the Isua supracrustal belt.
He suggests that the reduced carbon in these sam-
ples represents biogenic detritus, which was
perhaps derived from planktonic organisms.

This rather large database certainly suggests that
life was present in the 3.7–3.9Ga oceans, but it is
probably best to treat the proposition as likely rather
than as proven. One of the arguments against the
presence of life before 3.8Ga is based on the like-
lihood of large extraterrestrial impacts during a late
heavy bombardment (LHB). The craters of the
moon record an intense bombardment by large
bodies, ending abruptly ca. 3.85Ga (Dalrymple
and Ryder, 1996; Hartmann et al., 2000; Ryder,
1990). The Earth was probably impacted at least
as severely as the moon, and there is a high prob-
ability that impacts large enough to vaporize the
ocean’s photic zone occurred as late as 3.8Ga
(Sleep et al., 1989). The environment of the early
Earth, therefore, may have been extremely challen-
ging to life (Chyba, 1993; Appel and Moorbath,
1999). There has, however, been little direct exam-
ination of the Earth’s surface environment during
this period. The metasediments at Isua and on Akilia
Island supply a small window on the effects of
extraterrestrial bombardment between ca. 3.8Ga
and 3.9Ga. Anbar et al. (2002) have determined
the concentration of iridium and platinum in three
samples of a �5m thick BIF chert unit and in three
samples of mafic–ultramafic flows interposed with
BIF in a relatively undeformed section on Akilia
Island. The iridium and platinum concentrations in
the Akilia metasediments are all extremely low. The
Iridium content of only one of the BIF/chert samples
is above 3ppt, the detection limit of the techniques.
ID-ICP-MS techniques. The concentration of plati-
num is below the detection limit (40ppt) in nearly
all of the BIF/chert samples. Both elements were
readily detected in the mafic–ultramafic samples.
The extremely low concentration of iridium and
platinum in the BIF/chert samples shows that their
composition was not significantly affected by extra-
terrestrial impacts. It is difficult, however, to
extrapolate from these few analyses to other envir-
onments between 3.8Ga and 3.9Ga, especially
because it has been proposed that these rocks are
not sedimentary (Fedo and Whitehouse, 2002). As
Anbar et al. (2002) have pointed out, the large time
gaps between the large, life-threatening impact
events require extensive sampling of the rock record
for the detection of the impact events. The slim
evidence supplied by the Anbar et al. (2002) study
encourages the view that conditions were
sufficiently benign for the existence of life on
Earth during the deposition of the sediments at
Isua and on Akilia, but optimism on this point
must surely be tempered, and it is premature to
speculate on the effects of the potential biosphere
on the state of the oceans 3.8–3.9Ga.
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12.3.2 The Mesoarchean Period (3.7–3.0Ga)

Evidence for the presence of life is abundant
during the later part of the Mesoarchean period.
Unmetamorphosed carbonaceous shales with �13C
values that are consistent with a biological origin of
the contained carbon are reasonably common (see,
e.g., Schidlowski et al., 1983; Strauss et al., 1992).
The nature of the organisms that populated the
Mesoarchean oceans is still hotly disputed. The
description of microfossils in the 3.45Ga
Warrawoona Group of Western Australia by
Schopf and Packer (1987) and Schopf (1983) sug-
gested that some of these microfossils were
probably the remains of cyanobacteria. If so, oxy-
genic photosynthesis is at least as old as 3.45Ga.
Brasier et al. (2002) have re-examined the type
sections of the material described by Schidlowski
et al. (1983) and have reinterpreted all of his 11
holotypes as artifacts formed from amorphous gra-
phite within multiple generations of metalliferous
hydrothermal vein chert and volcanic glass.
However, Schopf et al. (2002) maintain that the
laser Raman imagery of this material not only estab-
lishes the biogenicity of the fossils which they have
studied, but also provides insight into the chemical
changes that accompanied the metamorphism of
these organics. Whatever the outcome of this debate,
it is most likely that the oceans contained an upper,
photic zone, that �20% of the volcanic CO2 added
to the atmosphere was reduced and buried as a
constituent of organic water, and that the remaining
80% were buried as a constituent of marine carbo-
nates (see, e.g., Holland, 2002).

The influence of these processes on the composi-
tion of Mesoarchean seawater is still unclear. De
Ronde et al. (1997) have studied the fluid chemistry
of what they believe are Archean seafloor hydrother-
mal vents, and have explored the implications of
their analyses for the composition of contemporary
seawater. They estimate that seawater contained
920mmol L�1 Cl, 2.25mmol L�1 Br,
2.3mmolL�1 SO4, 0.037mmolL�1 I,
789mmol L�1 Na, 5.1mmol L�1 NH4,
18.9mmolL�1 K, 50.9mmol L�1 Mg, 232 mmol
L�1 Ca, and 4.52mmol L�1 Sr. This composition, if
correct, implies that Archean seawater was rather
similar to modern seawater. Unfortunately, there is
considerable doubt about the correctness of these
concentrations. First, the composition of seawater is
altered significantly during passage through the
oceanic crust, and the reconstruction of the composi-
tion of seawater from that of hydrothermal fluids is
not straightforward. Second the charge balance of the
proposed seawater is quite poor. Third, the quartz
which contained the fluid inclusions analyzed by De
Ronde et al. (1997) is intimately associated with
hematite and goethite. The former mineral is most
unusual as an ocean floor mineral at 3.2Ga. The
latter is also unusual, because these sediments passed

through a metamorphic event at 2.7Ga during which
the temperature rose to >200
C (De Ronde
et al., 1994). It is not unlikely that the inclusion fluids
analyzed by De Ronde et al. were trapped more
recently than 3.2Ga, and that they are not samples
of 3.2Ga seawater (Lowe, personal communication,
2002).

The direct evidence for the composition of
Mesoarchean seawater is, therefore, quite weak.
For the time being it seems best to rely on indirect
evidence derived from the mineralogy of sediments
from this period, the composition of these minerals,
and the isotopic composition of their contained
elements. The carbonate minerals in Archean sedi-
ments are particularly instructive (see, e.g.,
Holland, 1984, chapter 5). Calcite, aragonite, and
dolomite were the dominant carbonate minerals.
Siderite was only a common constituent of BIFs.
These observations imply that the Archean oceans
were saturated or, more likely, supersaturated with
respect to CaCO3 and CaMg(CO3)2. Translating
this observation into values for the concentration
of Ca2+, Mg2+, HCO3

�, and CO3
2� in seawater is

difficult in the absence of other information, but it
can be shown that for the likely range of values of
atmospheric PCO2

(�0.03atm; Rye et al., 1995), the
pH of seawater was probably �6.5. At saturation
with respect to calcite and dolomite at 25
C, the
ratio mMg2+/mCa2+ in solutions is close to 1.0. This
does not have to be the value of the ratio in
Archean seawater. In Phanerozoic seawater (see
below), the Mg2+/Ca2+ ratio varied considerably
from values as low as 1 up to its present value of
5.3 (Lowenstein et al., 2001; Horita et al., 2002).

A rough upper limit to the Fe2+/Ca2+ ratio in
Archean seawater can be derived from the scarcity
of siderite except as a constituent of carbonate iron
formations. At saturation with respect to siderite
and calcite, the ratio mFe2+/mCa2+ is approximately
equal to the ratio of the solubility product of side-
rite (Bruno et al., 1992) and calcite (Plummer and
Busenberg, 1982):

mFe2þ

mCa2þ
� Ksid

Kcal
¼ 10– 10:8

10 – 8:4
¼ 4� 10 – 3 ð1Þ

The absence of siderite from normal Archean
carbonate sequences indicates that this is a reason-
able upper limit for the Fe2+/Ca2+ ratio in normal
Archean seawater. An approximate lower limit can
be set by the Fe2+ content of limestones and dolo-
mites. These contain significantly more Fe2+ and
Mn2+ than their Phanerozoic counterparts (see,
e.g., Veizer et al., 1989), a finding that is consistent
with a much lower O2 content in the atmosphere
and in near-surface seawater than today.

The strongest evidence for no more than a few
ppm O2 in the Archean and Early Paleoproterozoic
atmosphere is the evidence for mass-independent
fractionation (MIF) of the sulfur isotopes in
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pre-2.47Ga sulfides and sulfates (Farquhar et al.,
2000, 2001; Pavlov and Kasting, 2002; Bekker
et al., 2002). In the absence of O2, solar UV interacts
with SO2 and generates MIF of the sulfur isotopes in
the reaction products. The MIF signal is probably
preserved in the sedimentary record, because this
signal in elemental sulfur produced by this process
differs from that of the gaseous products. The fate of
the elemental sulfur and sulfur gases is not well
understood, but S0 may well be deposited largely
as a constituent of sulfide minerals and the sulfur
that is present as a constituent of sulfur gases in part
as a constituent of sulfates. Today very little of the
MIF signal is preserved, because all of the products
are gases that become isotopically well mixed
before the burial of their contained sulfur.

It is not surprising that the geochemical cycle of
sulfur during the low-O2 Archean differed from
that of the present day. As shown in Figure 5, the
mass-dependent fractionation of the sulfur isotopes
in sedimentary sulfides was smaller prior to 2.7Ga
than in more recent times. Several explanations
have been advanced for this observation. The
absence of microbial sulfate reduction is one.
However, the presence of microscopic sulfides in
ca. 3.47Ga barites from north pole, Australia with
a maximum sulfur fractionation of 21.1% and a
mean of 11.6% clearly indicates that microbial
sulfate reduction was active during the deposition
of these, probably evaporitic sediments (Shen
et al., 2001). A second explanation involves high
temperatures in the pre-2.7 Ga oceans (Ohmoto
et al., 1993; Kakegawa et al., 1998). However,
Canfield et al. (2000) have shown that at both
high and low temperatures large fractionations are
expected during microbial sulfate reduction in the
presence of abundant sulfate. A third possibility is
that the concentration of sulfate in the
Mesoarchean oceans was very much smaller than
its current value of 28mm. At present it appears
that, until ca. 2.3Ga, mSO4

2� was�200mmol L�, the

concentration below which isotopic fractionation
during sulfate reduction is greatly reduced
(Harrison and Thode, 1958; Habicht et al., 2002).
Such a low sulfate concentration in seawater prior
to 2.3Ga is quite reasonable. In the absence of
atmospheric O2, sulfide minerals would not have
been oxidized during weathering, and this source
of river SO4

2� would have been extremely small.
The other major source of river SO4

2�, the solution
of evaporite minerals, would also have been mini-
mal. Constructing a convincing, quantitative model
of the Archean sulfur cycle is still, however, very
difficult. Volcanic SO2 is probably disproportio-
nated, at least partially, into H2S and H2SO4 by
reacting with H2O at temperatures below 400
C.
SO4

2� from this source must have cycled through
the biosphere. Some of it was probably lost during
passage through the oceanic crust at hydrothermal
temperatures. Some was lost as a constituent of
sulfides (mainly pyrite) and relatively rare sulfates
(mainly barite).

Another potentially major loss of SO4
2� may

well have been the anaerobic oxidation of
methane via the overall reaction

CH4 þ SO2 –
4 ! HCO –

3 þ HS – þ H2O ð2Þ
(Iversen and Jørgensen, 1985; Hoehler and
Alperin, 1996; Orphan et al., 2001). It seems
likely that the reaction is accomplished in part
by a consortium of Archaea growing in dense
aggregates of �100 cells, which are surrounded
by sulfate-reducing bacteria (Boetius et al., 2000;
De Long, 2000). In sediments rich in organic
matter SO4

2� is depleted rapidly. Below the zone
of SO4

2� depletion CH4 is produced. The gas
diffuses upward and is destroyed, largely in the
transition zone, where the concentration of SO4

2�

in the interstitial water is in the range of 0.1–
1mmol kg�1 (Iversen and Jørgensen, 1985). The
rate of CH4 oxidation is highest where its con-
centration is equal to that of SO4

2�. In two stations

Figure 5 The isotopic composition of sedimentary sulfides over geologic time (sources Canfield and Raiswell, 1999).
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studied by Iversen and Jørgensen, the total anae-
robic methane oxidation was close to
1mmolm�2d�1, of which 96% occurred in the
sulfate–methane transition zone. If this rate were
characteristic of the ocean floor as a whole, SO4

2�

reduction within marine sediments would occur at
a rate of �(1�1014) mol yr�1, which exceeds the
present-day input of volcanic SO2 by ca. two
orders of magnitude. The process is, therefore,
potentially important for the global geochemistry
of sulfur and carbon.

The anaerobic oxidation of CH4 also occurs in
anoxic water masses. In the Black Sea only �2%
of the CH4 which escapes from sediments reaches
the atmosphere. The remainder is largely lost by
sulfate reduction in the anoxic parts of the water
column (Reeburgh et al., 1991). In an ocean con-
taining �1mmol L SO4

2� the rate of CH4 loss in
the water column would almost certainly be smal-
ler than in the Black Sea today, and the flux of
CH4 to the atmosphere would almost certainly be
greater than today. Pavlov et al. (2000) have
shown that the residence time of CH4 in an anoxic
atmosphere is �3� 104 yr, i.e., some 1,000 times
longer than today. The combination of a higher
rate of CH4 input and a longer residence time in
the atmosphere virtually assures that the partial
pressure of CH4 was much higher in the Archean
atmosphere than its present value of �(1�10�6)
atm. A CH4 pressure of 10�4–10�3atm is not
unlikely (Catling et al., 2001). At these levels
CH4 generates a very significant greenhouse
warming, enough to overcome the likely lower
luminosity of the Sun during the early part of
Earth history (Kasting et al., 2001). The recent
discovery of microbial reefs in the Black Sea
fueled by the anaerobic oxidation of methane by
SO4

2� (Michaelis et al., 2002) suggests that this
process was important during the Archean, and
that it can account for some of the organic matter
generated in the oceans before the rise of atmo-
spheric O2.

12.3.3 The Neoarchean (3.0–2.5Ga)

The spread in the �34S value of sulfides and sul-
fates increased significantly between 3.0Ga and
2.5Ga. The first major increase in the �34S range
occurred �2.7Ga (see Figure 5). However, sulfate
concentrations probably stayed well below the pre-
sent value of 28mmol kg�1 until the Neoproterozoic.
Grotzinger (1989) has reviewed the mineralogy of
Precambrian evaporites and has shown that calcium
sulfate minerals (or their pseudomorphs) are scarce
before �1.7–1.6Ga. Bedded or massive gypsum/
anhydrite formed in evaporitic environments is
absent in the Archean and Paleoproterozoic record.
A low concentration of SO4

2� in the pre-1.7Ga

oceans is the most reasonable explanation for these
observations (Grotzinger and Kasting, 1993).

Rather interestingly, the oldest usable biomarkers
in carbonaceous shales date from the Neoarchean.
Molecular fossils extracted from 2.5Ga to 2.7Ga
shales of the Fortescue and Hamersley groups in the
Pilbara Craton, Western Australia, if they are not due
to contamination, indicate that the photic zone of the
water column in the areas where these shales were
deposited was probably weakly oxygenated, and that
cyanobacteria were part of the microbial biota
(Brocks et al., 1999, 2002; Summons et al., 1999).
The similarity of the timing of the rise in the range of
�34S in sediments and the earliest evidence for the
presence of cyanobacteria may, however, be coinci-
dental, because to date no sediments older than 2.7Ga
have been found that contain usable biomarker mole-
cules (Brocks, personal communication, 2002).

Despite the biomarker evidence for the genera-
tion of O2 at 2.7Ga, the atmosphere seems to have
contained very little or no O2, and much of the
ocean appears to have been anoxic. Pyrite, urani-
nite, gersdorffite, and, locally, siderite occur as
unequivocally detrital constituents in 3,250–
2,750Ma fluvial siliciclastic sediments in the
Pilbara Craton in Australia (Rasmussen and
Buick, 1999). These sediments have never under-
gone hydrothermal alteration. Some grains of
siderite display evidence of several episodes of
erosion, rounding, and subsequent authigenic over-
growth (see Figure 6). Their frequent survival after
prolonged transport in well-mixed and, therefore,
well-aerated Archean rivers that contained little
organic matter strongly implies that the contempor-
ary atmosphere was much less oxidizing than at
present. The paper by Rasmussen and Buick
(1999) was criticized by Ohmoto (1999), but
staunchly defended by Rasmussen et al. (1999).

These observations complement those made
since the early 1990s on the gold–uranium ores of
the Witwatersrand Basin in South Africa and on the
uranium ores of the Elliot Lake District in Canada.
The origin of these ores has been hotly debated (see,
e.g., Phillips et al., 2001). The rounded shape of
many of the pyrite and uraninite grains (see Figures
7 and 8) are in a geologic setting appropriate for the
placer accumulation of heavy minerals. Figure 7
shows some of the muffin-shaped uraninite grains
described by Schidlowski (1966), and Figure 8
shows rounded grains of pyrite described by
Ramdohr (1958). It is clear that some of the rounded
pyrite grains are replacements of magnetite, ilme-
nite, and other minerals. The origin of any specific
rounded pyrite grain if based on textural evidence
alone is, therefore, somewhat ambiguous. However,
the Re–Os age of some pyrite grains indicates that
they are older than the depositional age of the sedi-
ments (Kirk et al., 2001). The detrital origin of the
uraninite muffins is essentially established by their
chemical composition. As shown in Table 1 these
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contain significant concentrations of ThO2, which
are characteristic of uraninite derived from pegma-
tites but not of hydrothermal pitchblende. It is,
therefore, very difficult to assign anything but a
detrital origin to the uraninite in the Witwatersrand
ores (see, e.g., Hallbauer, 1986).

Experiments by Grandstaff (1976, 1980) and
more recently by Ono (2002) on the oxidation
and dissolution or uraninite can be used to set a
rough upper limit of 10�2–10�3atm on the O2

content of the atmosphere during the formation of
the Au–U deposits of the Witwatersrand Basin
(Holland, 1984, chapter 7). This maximum O2

pressure is much greater than that permitted by
the presence of MIF of sulfur isotopes during the
last 0.5 Ga of the Archean; the observations do,
however, complement each other.

The chemical composition of soils developed
during the Late Archean and during the

Paleoproterozoic also fit the pattern of a low- or no-
O2 atmosphere. During weathering on such an Earth,
elements which are oxidized in a high-O2 atmo-
sphere remain in their lower valence states and
behave differently within soils, in ground-waters,
and in rivers. The theory connecting this qualitative
statement to the expected behavior of redox sensitive
elements has been developed in papers by Holland
and Zbinden (1988), Pinto and Holland (1988), and
Yang and Holland (2003). The available data for the
chemical evolution of paleosols have been summar-
ized by Rye and Holland (1998) and by Yang and
Holland (2003). The composition of paleosols is
consistent with a change from a low- or no-O2 atmo-
sphere to a highly oxygenated atmosphere between
2.3Ga and 2.0Ga; a different interpretation of the
available data has been proposed by Ohmoto (1996)
and by Beukes et al. (2002a,b).

One consequence of the proposed great oxidation
event (GOE) of the atmosphere between 2.3Ga and
2.0Ga is that trace elements such as molybdenum,
rhenium, and uranium, which are mobile during
weathering in an oxidized environment, would
have been essentially immobile before 2.3Ga.
Their concentration in seawater would then have
been very much lower than today, and their enrich-
ment in organic carbon-richshales would have been
minimal. This agrees with the currently available
data (Bekker et al., 2002; Yang and Holland,
2002). Carbonaceous shales older than ca. 2.3Ga
are not enriched in molybdenum, rhenium, and ura-
nium. A transition to highly enriched shales occurs
�2.1Ga; by 1.6Ga the enrichment of carbonaceous
shales in these elements was comparable to that in
their Phanerozoic counterparts (see, e.g., Werne
et al., 2002).

Figure 6 Rounded siderite grain, with core of
compositionally banded siderite and gray to black
syntaxial overgrowths (source Rasmussen and Buick,

1999).

Figure 7 Detrital grains of uraninite with characteristic
dusting of galena, partly surrounded by PbS overgrowths.
The big grain displays a typical ‘‘muffin shape.’’ Basal Reef,
footwall; Loraine Gold Mines, South Africa oil immersion;

375� (source Schidlowski, 1966).

Figure 8 Conglomerate consisting of several types of
pyrite together with zircon, chromite, and other heavy
minerals. The large pyrite grain in the right part of the
figure is a complex assemblage of older pyrite grains
which have been cemented by younger pyrite (source

Ramdohr, 1958).
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The data for the mineralogy of BIFs tell much
the same story. These sediments provide strong
evidence for the view that the deep oceans were
anoxic throughout Archean time (James, 1992).
Evidence regarding the oxidation state of the shal-
low parts of the Archean oceans is still very
fragmentary. The shallow water facies of the
2.49� 0.03 Griquatown iron formation (Nelson
et al., 1999) in the Transvaal Supergroup of South
Africa (Beukes, 1978, 1983; Beukes and Klein,
1990) were deposited on the �800 km�800 km

shelf shown in the somewhat schematic Figure 9.
The stratigraphic relations are illustrated in the
south–north cross-section of Figure 10. Several of
the units in the Danielskuil Member of the
Griquatown iron formation can be traced across
the shallow platform from the subtidal, low-energy
epeiric sea, through the high-energy zone of the
shelf, into the lagoonal, near-shore parts of the
platform. In the deeper parts of the shelf, siderite
and iron silicates dominate the mineralogy of the
iron formation. Siderite and minor (<10%)

Table 1 Electron microprobe analyses of uraninite in some Witwatersrand ores.

Source Grain
no.

UO2

(%)
ThO2

(%)
PbO2

(%)
FeO
(%)

TiO2

(%)
CaO
(%)

Total
(%)

UO2/
ThO2

Cristaalkop Reef (171)
(Vaal Reefs South Mine)

T21 65.8 5.3 23.3 0.8 <0.01 0.6 95.8 12.4
T22 66.5 6.1 21.9 0.5 0.02 0.7 95.7 10.9
T23 70.5 1.7 23.8 0.5 0.04 0.8 97.3 41.5
T23 62.4 6.1 24.7 0.4 <0.01 1.1 94.7 10.2
T25 63.0 8.0 23.0 0.5 <0.01 1.0 95.5 7.9
T27 66.6 3.2 23.3 1.0 0.04 0.9 95.0 20.8
T28 66.3 1.4 28.0 0.6 0.02 0.9 97.2 47.4
T29 63.5 3.9 28.5 0.6 <0.01 0.8 97.3 16.3
T30 65.7 10.2 18.9 0.7 0.08 1.1 96.7 6.4
Average 65.6 5.1 23.9 0.6 0.02 0.9 96.1 12.9

Carbon Leader (135)
(Western Deep Levels
Mine)

T13 69.6 2.7 26.1 0.2 0.08 1.0 99.7 25.8

T14 66.4 2.5 27.8 0.2 0.12 0.7 97.7 26.6
T15 63.8 2.0 30.3 0.2 0.06 0.7 97.1 31.9
T16 62.6 7.0 24.5 0.2 0.04 0.8 95.1 8.9
T17 67.1 5.2 21.1 0.2 0.06 0.7 94.4 12.9
T18 69.2 2.1 28.0 0.2 0.10 0.7 100.3 33.0
T19 67.9 7.2 18.3 0.2 0.06 0.6 94.3 9.4
Average 66.7 4.1 25.2 0.2 0.07 0.7 97.0 16.3

Carbon Leader (167)
(West Driefontein Mine)

B43 61.1 5.4 27.9 1.1 0.25 0.4 96.2 11.3
B44 71.3 2.6 24.2 0.6 0.25 0.6 99.6 27.4
B46 68.2 4.3 28.2 0.4 0.10 0.5 101.7 15.9
B47 70.0 2.1 23.6 0.4 0.10 0.6 96.8 33.3
B48 68.2 3.5 24.7 0.5 0.12 0.3 97.3 19.5
B49 67.3 6.4 21.6 0.4 0.16 0.5 96.4 10.5
B52 67.6 9.2 22.8 0.9 0.14 0.3 100.9 7.3
Average 68.1 4.2 24.7 0.6 0.16 0.5 98.3 16.2

Main Reef (151)
(SA Lands Mine)

B31 68.7 3.3 14.7 2.3 1.20 0.4 90.6 20.8
B32 69.1 2.1 21.0 1.1 0.50 0.4 94.2 32.9
B36 67.3 1.5 24.4 0.9 0.19 0.3 94.6 44.9
B37 63.5 2.9 17.3 5.0 2.03 0.5 91.2 21.9
Average 67.2 2.5 19.4 2.3 0.98 0.4 92.8 26.9

Basal Reef (184)
(Welkom Mine)

U4 68.2 6.3 19.6 2.4 <0.1 0.4 96.9 10.8
U5 70.5 3.3 16.8 4.1 0.2 0.4 95.3 21.4
U7 70.1 5.2 24.8 1.1 0.1 0.5 101.8 13.5
U8 66.6 4.5 25.2 0.9 <0.1 0.3 97.5 14.8
U9 72.5 2.6 26.1 1.6 <0.1 0.5 103.3 27.9
U10 64.8 3.3 23.7 5.2 0.2 0.5 97.7 19.6

Average 68.8 4.2 22.7 2.6 0.1 0.4 98.7 16.4
Overall average: 67.2 3.9 23.6 1.0 0.16 0.6 93.8 17.2

Source: Feather (1980).
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hematite dominate the sediments of the high-
energy zone. Greenalite and siderite lutites are
most common in the platform lagoonal zone.

The dominance of Fe2+ minerals in even the
shallowest part of the platform can only be
explained if the O2 content of the ambient atmo-
sphere was very low. The half-life of Fe2+ oxidation
in the Gulf Stream and in Biscayne Bay, Florida is
only a few minutes (Millero et al., 1987). The half-
life of Fe2+ oxidation is similar in the North Sea, the
Sargasso Sea, Narragansett Bay, and Puget Sound
(for summary see Millero et al., 1987).

The half-life of Fe2+ in the solutions from which
the Griquatown iron formation was deposited was
obviously many orders of magnitude longer than
this, and it is useful to inquire into the cause for the
difference. Stumm and Lee (1961) have shown that
the rate of oxidation of Fe2+ in aqueous solutions is
governed by the equation

– dmFe2þ=dt ¼ km2
OH – mO2

mFe2þ ð3Þ
where

mOH – ¼ concentration of free OH –

mO2 ¼ concentration of dissolved O2

Integration of Equation (3) yields

lnmFe2þ=omFe2þ ¼ – km2
OH – mO2

t ð4Þ
where omFe2+ is the initial concentration of Fe

2+ in the
solution. If we substitute aOH� for mOH�, the value of

k for modern seawater is �0.9�1015min�1 (Millero
et al., 1987). An upper limit for lnmFe2+/omFe2+ can be
obtained from the field data for the Griquatown iron
formation on the Campbellrand platform. Hematite
accounts for �10% of the iron in the near-shore iron
formation. If all of the iron that was oxidized to Fe3+

was precipitated as a constituent of Fe2O3 during the
passage of seawater across the platform,

mFe2þ=omFe2þ � 0:9 ð5Þ
The time, t, required for the passage of water

across the Campbellrand platform is uncertain. The
modern Bahamas are probably a reasonable analo-
gue for the Campbellrand platform. On the Bahama
Banks tidal currents of 25cm s�1 are common, and
velocities of 1ms�1 have been recorded in chan-
nels (Sellwood, 1986). At a rate of 25cm s�1 it
would have taken seawater �1 month
(4�104min) to traverse the �800km diameter of
the Campbellrand platform. This period is much
longer than the time required to precipitate Fe3+

oxyhydroxide after the oxidation of Fe2+ to Fe3+

(Grundl and Delwiche, 1993). The best estimate of
the residence time of seawater on the Grand
Bahama Bank is �1 yr (Morse et al., 1984;
Millero, personal communication). The pH of the
solutions from which the iron formations were
deposited was probably less than that of seawater
today, but probably not lower than 7.0.

If we combine all of these rather uncertain
values for the terms in Equation (4), we obtain

mO2
� ð<0:10Þ=0:9�1015 � ð�10 – 14:0Þ� 4

�104 mol kg – 1

<3�10 – 7 mol kg – 1 ð6Þ
In an atmosphere in equilibrium with seawater

containing this concentration of dissolved O2,

PO2 ¼ 2:4� 10 – 4 atm

The maximum value of atmospheric PO2
estimated

in this manner is consistent with inferences from
the MIF of the sulfur isotopes during the deposition
of the Griquatown iron formation that
PO2
�1�10�5 PAL.
A rather curious observation in the light of

these observations is that in many unmetamor-
phosed oxide facies BIFs, the first iron oxide
mineral precipitated was frequently hematite
(Han, 1982, 1988). This phase was later replaced
by magnetite. Klein and Beukes (1989) have
reported the presence of hematite as a minor
component in iron formations of the
Paleoproterozoic Transvaal Supergroup, South
Africa. The hematite occurs in two forms: as
fine hematite dust and as very fine grained spec-
ularite. The former could well be a very early
phase in these BIFs. The early deposition of
hematite in BIFs followed by large-scale

Figure 9 Depositional model for the Kuruman–
Griquatown transition zone in a plan view, illustrating
lithofacies distribution during drowning of the Kaapvaal

craton (source Beukes and Klein, 1990).
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replacement by magnetite could simply be the
result of reactions in mixtures of hydrothermal
vent fluids with ambient O2-free seawater. High-
temperature hydrothermal vent fluids are strongly
undersaturated with respect to hematite.
However, on mixing with ambient O2-free sea-
water their pH rises, and path calculations
indicate that they can become supersaturated
with respect to hematite. During hematite preci-
pitation PH2

would increase, and the early
hematite could well be replaced by magnetite
during early diagenesis. The sequence of mineral
deposition from such solutions depends not only
on the composition of the vent fluids and that of
the ambient seawater, but also on the kinetics of
the precipitation mechanisms. These, in turn,
could have been influenced by bacterial pro-
cesses (Konhauser et al., 2002). A thorough

study of the effects of these parameters remains
to be done.

12.4 THE PROTEROZOIC

12.4.1 The Paleoproterozoic (2.5 –1.8Ga)

In 1962 the author divided the evolution of the
atmosphere into three stages (Holland, 1962). On
the basis of rather scant evidence from the mineral-
ogy of Precambrian sedimentary uranium deposits,
it was suggested that free oxygen was not present in
appreciable amounts until ca. 1.8Ga, but that by the
end of the Paleozoic the O2 content of the atmo-
sphere was already a large fraction of its present
value. In a similar vein, Cloud (1968) proposed
that the atmosphere before 1.8–2.0 Ga could have
contained little or no free oxygen. In 1984 the author

Figure 10 Longitudinal cross-section illustrating stratigraphic relationships and inferred palaeodepositional
environments of the Asbesheuwels Subgroup in the Griqualand West basin (after Beukes, 1978).
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published a muchmore extensive analysis of the rise
of atmospheric oxygen (Holland, 1984). Progress
since 1962 had been rather modest. After reading
the section on atmospheric O2 in the Precambrian,
Robert Garrels commented that this part of the book
was very long but rather short on conclusions. Much
more progress was reported in 1994 (Holland,
1994), and the last few years have shown a wide-
spread acceptance of his proposed ‘‘great oxidation
event’’ (GOE) between ca. 2.3Ga and 2.0Ga. This
acceptance has not, however, been universal.
Ohmoto and his group have steadfastly maintained
(Ohmoto, 1996, 1999) that the level of atmospheric
O2 has been close to its present level during the past
3.5–4.0 Ga.

During the past few years the most exciting new
development bearing on this question has been the
discovery of the presence of mass-independent
fractionation (MIF) of the sulfur isotopes in sul-
fides and sulfates older than ca. 2.47Ga. Figure 11
summarizes the available data for the degree of
MIF (�33S) in sulfides and sulfates during the
past 3.8 Ga. The presence of values of �33S
> 0.5‰ in sulfides and sulfates older than ca.
2.47Ga indicates that the O2 content of the atmo-
sphere was <10�5 PAL prior to 2.47Ga (Farquhar
et al., 2001; Pavlov and Kasting, 2002). The
absence of significant MIF in sulfides and sulfates
�2.32 Ga (Bekker et al., 2002) is indicative of O2

levels >10�5 PAL. There are no data to decide
when between 2.32Ga and 2.47Ga the level of
atmospheric PO2

rose, and whether the rise was a
single event, or whether PO2

oscillated before a
final rise by 2.3 Ga.

The presence of O2 in the atmosphere–ocean
system at 2.32Ga is supported strongly by the
presence of a large body of shallow-water hematitic
ironstone ore in the Timeball Hill Formation, South
Africa (Beukes et al., 2002a,b). Apparently, the
shallow oceans have been oxidized ever since.
The deeper oceans may have continued in a
reduced state at least until the disappearance of
the Paleoproterozoic BIFs ca. 1.7 Ga.

The rapidity of the rise of the O2 content of the
atmosphere after 2.3Ga is a matter of dispute. The
Hekpoort paleosols, which developed on the
2.25Ga Hekpoort Basalt, consist of an oxidized
hematitic upper portion and a reduced lower por-
tion. Beukes et al. (2002a,b) have pointed out that
the section through the Hekpoort paleosol near
Gaborone in Botswana is similar to modern tropi-
cal laterites. Yang and Holland (2003) have
remarked on the differences between the chemistry
and the geology of the Hekpoort paleosols and
Tertiary groundwater laterites, and have proposed
that the O2 level in the atmosphere during the
formation of the Hekpoort paleosols was between
ca. 2.5�10�4 atm and 9�10�3atm, i.e., consider-
ably lower than at present. Paleosols developed in
the Griqualand Basin on the Ongeluk Basalt, which
is of the same age as the Hekpoort Basalt, are highly
oxidized. The difference between their oxidation
state and that of the Hekpoort paleosols may be
due to a slightly younger age of the paleosols in
the Griqualand Basin. They probably formed during
the large, worldwide positive variation of Figure 12
in the �13C value of marine carbonates (Karhu and
Holland, 1996). This excursion is best interpreted as

Figure 11 Summary of data for the degree of MIF of the sulfur isotopes in sulfides and sulfates. Data from Farquhar
et al. (2000) (chemically defined sulfur minerals ( ) sulfides, (�) total sulfur, and (*) sulfates; ( ) macroscopic
sulfate minerals) with updated ages and from Bekker et al. (2002) ((&) range of values for pyrites in black shales). The
gray band at �33S� 0 represents the mean and 1 SD of recent sulfides and sulfates from Farquhar et al. (2000).
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a signal of the production of a large quantity of O2

between 2.22Ga and 2.06Ga. Estimates of this
quantity are perforce very rough. The average iso-
topic composition of organic carbon during the
excursion is somewhat uncertain, as is the total rate
of carbon burial with organic matter and carbonate
sediments during the �13C excursion, and there is the
possibility that the �13C excursion in Figure 12 was
preceded by another, shorter excursion (Bekker
et al., 2001; Young, 1969).It seems likely, however,
that the total excess quantity of O2 produced during
the ca. 160Ma of the �13C excursion was �12–22
times the inventory of atmospheric oxygen (Karhu,
1993; Karhu and Holland, 1996). This large amount
of O2 must somehow have disappeared into the
sedimentary record. The most likely sinks are crustal
iron and sulfur. As indicated by the mineralogy of
marine evaporites and the isotopic composition of
sulfur in black shales, the SO4

2� concentration of
seawater probably remained very modest until well
beyond 2.0Ga (Grotzinger and Kasting, 1993; Shen
et al., 2002). Iron is, therefore, the most likely major
sink for the O2 produced during the �13C excursion
between 2.22Ga and 2.06 Ga. This is not

unreasonable. Before the rise of atmospheric O2,
FeO was not oxidized to Fe2O3 during weathering,
as shown by the record of the Fe2O3/FeO ratio in
pre-2.3Ga sedimentary rocks (Bekker et al., 2003).
The appearance of extensive red beds ca. 2.3Ga
indicates that a major increase in the Fe2O3/FeO
ratio of sediments and sedimentary rocks occurred
at that time. Shales before the GOE contained, on
average, �6.5% FeO and �1.3% Fe2O3. Shales
deposited between 2.3Ga and 2.1Ga contain, on
average, �4.1% FeO and 2.5% Fe2O3. There
seems to have been little change between 2.1Ga
and 1.0Ga (Bekker et al., 2003). Approximately
2% of the FeO in pre-GOE rocks seem to have
been converted to Fe2O3 during weathering in the
course of the GOE. Since each mole of FeO requires
0.25mol O2 for conversion to Fe2O3, �0.08mol O2

was used during the weathering of each kilogram of
rock. If weathering rates during the GOE were com-
parable to current rates, some 1.6�1012mol O2 were
used annually to convert FeO to Fe2O3 during
weathering in the course of the �13C excursion.
The total O2 use was, therefore, 2.6�1020mol, i.e.,
�6 times the present atmospheric O2 inventory.

Figure 12 Variation in isotopic composition of carbon in sedimentary carbonates and organic matter during
Paleoproperozoic time. Mean �13C values of carbonates from Fennoscandian Shield from Karhu (1993) are indicated
by open circles. Vertical bars represent � 1 SD of �13C values, and horizontal bars indicate uncertainty in age of each
stratigraphic unit. Arrows combine dated formations that are either preceded or followed by major �13C shift. BIF denotes
field for iron and manganese formations. Note that uncertainties given for ages do not necessarily cover uncertainties in

entire depositional periods of sample groups. PDB—Peedee belemnite (source Karhu and Holland, 1996).
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Some of the excess O2 was probably used to increase
the redox state of the crustal sulfur cycle. The dura-
tion of the �13C excursion is roughly equal to the half-
life of sedimentary rocks at 2Ga. The Fe2O3/FeO
ratio of rocks subjected to weathering at the end of
the �13C excursion was, therefore, greater than at its
beginning and was approaching a value typical of
Mesoproterozoic sedimentary rocks. Post-�13C
excursion weathering of sediments produced during
the �13C excursion, therefore, required much less
additional O2 than the weathering of pre-GOE rocks.

Although this is a likely explanation for the fate
of most of the ‘‘extra’’ O2 generated during the �

13C
excursion between ca. 2.22Ga and 2.06Ga, it does
not account for the GOE itself or for the cause of the
�13C excursion. The appearance of O2 in the atmo-
sphere between ca. 2.47Ga and 2.32Ga could be
explained easily if cyanobacteria evolved at that
time. However, this explanation has been rendered
very unlikely by the discovery of biomarkers that
are characteristic of cyanobacteria and eukaryotes in
2.5–2.7Ga sedimentary rocks (Brocks et al., 1999).
An alternative explanation involves a change in the
redox state of volcanic gases as the trigger for the
change of the oxidation state of the atmosphere
(Kasting et al., 1993). These authors pointed out
that the loss of H2 from the top of a reducing atmo-
sphere into interplanetary space would have
increased the overall oxidation state of the Earth as
a whole, and almost certainly that of the mantle.
This, in turn, would have led to an increase in the
fO2

of volcanic gases and to a change in the redox
state of the atmosphere.

In a more detailed analysis of this mechanism,
Holland (2002) showed that the change in the
average fO2

of volcanic gases required for the tran-
sition of the atmosphere from an anoxygenic to an
oxygenic state is quite small. There is no inconsis-
tency between the required change in fO2

and the
limits set on such changes by the data of Delano
(2001) and Canil (1997, 1999, 2002) for the evolu-
tion of the redox state of the upper mantle during
the past 4.0Ga. The estimated changes in fO2

due to
H2 loss are consistent with the likely changes in the
redox state of the upper mantle if the major control
on that state is exerted by the Fe2O3 /FeO buffer. In
this explanation the average composition of volca-
nic gases before the GOE was such that 20% of
their contained CO2 could be reduced to CH2O,
and all of the sulfur gases to FeS2. Excess H2

present in the gases would have escaped from the
atmosphere, possibly via the decomposition of
CH4 in the upper atmosphere. The loss of H2

would have produced an irreversible oxidation of
the early Earth (Catling et al., 2001). The GOE
began when the composition of volcanic gases
had changed, so that not enough H2 was present
to convert 20% of the contained CO2 to CH2O and
all of the sulfur gases to FeS2. Before the GOE the
only, or nearly the only, sulfate mineral deposited

in sediments seems to have been barite. Since bar-
ium is a trace element, its precipitation as BaSO4

accounted for only a small fraction of the atmo-
spheric input of volcanic sulfur. After the GOE a
fraction of volcanic sulfur began to leave the
atmosphere–ocean system as a constituent of
other sulfate minerals as well, largely as gypsum
(CaSO4?2H2O) and anhydrite (CaSO4).

During the Phanerozoic close to half of the
volcanic sulfur in volcanic gases has been removed
as a constituent of FeS2, the other half as a consti-
tuent of gypsum and anhydrite (see, e.g., Holland,
2002). The shift from the essentially complete
removal of volcanic sulfur as a constituent of
FeS2 to the present state was gradual (see below).
It was probably controlled by a feedback mechan-
ism involving an increase in the sulfur content of
volcanic gases. This was probably the result of an
increase in the rate of subduction of CaSO4 added
to the oceanic crust by the cycling of sea water at
temperatures above ca. 200
C.

The burial of excess organic matter during the
�13C excursion between 2.22Ga and 2.06Ga almost
certainly required an excess of PO4

3�. It seems likely
that this excess was released from rocks during
weathering due to the lower pH of soil waters related
to the generation of H2SO4 that accompanied the
oxidative weathering of sulfides. Toward the end of
the �13C excursion, this excess PO4

3� was probably
removed by adsorption on the Fe3+ hydroxides and
oxyhydroxides produced by the oxidative weather-
ing of Fe2+ minerals (Colman and Holland, 2000).
Although this sequence of events is reasonable, and
although some parts of it can be checked semiquan-
titatively, the proposed process by which the
anoxygenic atmosphere became converted to an
oxygenic state should be treated with caution. Too
many pieces of the puzzle are still either missing or
of questionable shape.

A most interesting and geochemically significant
change in the oceans may have occurred ca. 1.7Ga.
BIFs ceased to be deposited. They are apparently
absent from the geologic record until their reappear-
ance 1Ga later in association with the very large
Neoproterozoic ice ages (Beukes and Klein, 1992).
Three explanations have been advanced for the hia-
tus in BIF deposition between 1.7 and 0.7Ga. The
first proposes that the deposition of BIF ended when
the deep waters of the oceans became aerobic
(Cloud, 1972; Holland, 1984). After 1.7 Ga, Fe2+

from hydrothermal vents was oxidized to Fe3+ close
to the vents and was precipitated as Fe3+ oxides and/
or oxyhydroxides on the floor of the oceans. The
second explanation proposes that anoxic bottom
waters persisted until well after the deposition of
BIFs ceased, and that an increase in the concentra-
tion of H2S rather than the advent of oxygen was
responsible for removing iron from deep oceanwater
(Canfield, 1998). The sulfur isotope record indicates
that the concentration of oceanic sulfate began to
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increase 2.3Ga leading to increasing rates of sulfide
production by bacterial sulfate reduction. Canfield
(1998) has suggested that sulfide production became
sufficiently intense �1.7Ga to precipitate the total
hydrothermal flux of iron as a constituent of pyrite in
the deep oceans. As a basis for this contention, he
points out that the generation of aerobic deep ocean
water would have required levels of atmospheric O2

within a factor of 2 or 3 of the present level, a level
which he believes was not attained until the
Neoproterozoic. However, Canfield’s (1998) analy-
sis of his three-box model of the oceans assumes that
the rate of sinking of organic matter into the deep
ocean was the same during the Paleoproterozoic as at
present. This is unlikely. Organic matter requires
ballast to make it sink. Today most of the ballast is
supplied by siliceous and carbonate tests (Logan
et al., 1995; Armstrong et al., 2002; Iglesias-
Rodriguez et al., 2002; Sarmiento et al., 2002).
Clays and dust seem to be minor constituents of the
ballast, although theymay have beenmore important
before the advent of soil-binding plants. There is no
evidence for the production of siliceous or calcar-
eous tests in the Paleoproterozoic oceans.
Inorganically precipitated SiO2 and/or CaCO3

could have been important, but precipitation of
these phases probably occurred mainly in shallow-
water evaporitic settings. It is, therefore, likely that
ballast was much scarcer during the
Paleoproterozoic than today, and that the quantity
of particulate organic matter (POC) transported
annually from shallow water into the deep oceans
was much smaller than today. This, in turn, implies
that the amount of dissolved O2 that was required to
oxidize the rain of POC was much smaller than
today. Evidence from paleosols suggests that atmo-
spheric O2 levels ca. 2.2Ga were �15% PAL
(Holland and Beukes, 1990). This implies that the
proposal for the end of BIF deposition based on the
development of oxygenated bottom waters ca.
1.7Ga is quite reasonable. It does not, of course,
prove that the proposal is correct. For one thing,
too little is known about the mixing time of the
Paleoproterozoic oceans. Data for the oxidation
state of the deep ocean since 1.7Ga are needed to
settle the issue. The third explanation posits that no
large hydrothermal inputs such as are required to
produce BIFs occurred between 1.7Ga and 0.7Ga.
This seems unlikely but not impossible.

12.4.2 The Mesoproterozoic (1.8–1.2Ga)

Sedimentary rocks of the McArthur Basin in
Northern Australia provide one of the best windows
on the chemistry of theMesoproterozoic ocean. Some
10 km of 1.6–1.7Ga sediments accumulated in this
intracratonic basin (Southgate et al., 2000). In certain
intervals, they contain giant strata-bound Pb–Zn–Ag
mineral deposits (Jackson et al., 1987; Jackson and

Raiswell, 1991; Crick, 1992). The sediments have
experienced only low grades of metamorphism.

Shen et al. (2002) have reported data for the
isotopic composition of sulfur in carbonaceous
shales of the lower part of the 1.72–1.73Ga
Wollogorang Formation and in the lower part of
the 1.63–1.64Ga Reward Formation of the
McArthur Basin. These shales were probably depos-
ited in a euxinic intracratonic basin with connection
to the open ocean. The �34S of pyrite in black shales
of the Wollogorang Formation ranges from�1‰ to
+6.3‰ with a mean and SD of 4.0� 1.9‰ (n=14).
Donnelly and Jackson (1988) reported similar
values. The �34S values of pyrite in the lower
Reward Formation range from +18.2‰ to +23.4‰
with an average and SD of 18.4�1.8‰ (n=10). The
spread of �34S values within each formation is rela-
tively small. The sulfur is quite 34S-enriched
compared to compositions expected from the reduc-
tion of seawater sulfate with a �34S of 20�25‰
(Strauss, 1993). This is especially true of the sulfides
in the Reward Formation. Shen et al. (2002) propose
that the Reward data are best explained if the con-
centration of sulfate in the contemporary seawater
was between 0.5mmol kg�1 and 2.4 mmol kg�1.
Sulfate concentrations in the Mesoproterozoic
ocean well below those of the present oceans have
also been proposed on the basis of the rapid change
in the value of �34S in carbonate associated sulfate
of the 1.2Ga Bylot Supergroup of northeastern
Canada (Lyons et al., 2002). However, the value of
mSO4

2 in Mesoproterozoic seawater is still rather
uncertain.

Somewhat of a cross-check on the SO4
2� con-

centration of seawater can be obtained from the
evaporite relics in the McArthur Group (Walker
et al., 1977). Up to 40% of the measured sections
of the Amelia Dolomite consist of such relics in the
form of carbonate pseudomorphs after a variety of
morphologies of gypsum and anhydrite crystals,
chert pseudomorphs after anhydrite nodules, halite
casts, and microscopic remnants of original, unal-
tered sulfate minerals. Muir (1979) and Jackson
et al. (1987) have pointed out the similarity of
this formation to the recent sabkhas along the
Persian Gulf coast. The pseudomorphs crosscut
sedimentary features such as bedding and lami-
nated microbial mats, suggesting that the original
sulfate minerals crystallized in the host sediments
during diagenesis.

Pseudomorphs after halite are common through-
out the McArthur Group. The halite appears to
have formed by almost complete evaporation of
seawater in shallow marine environments and
probably represents ephemeral salt crusts. The gen-
eral lack of association of halite and calcium sulfate
minerals in these sediments probably resulted in
part from the dissolution of previously deposited
halite during surface flooding, but also indicates
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that evaporation did not always proceed beyond the
calcium sulfate facies.

This observation allows a rough check on the
reasonableness of the Shen et al. (2002) estimate of
the sulfate concentration in seawater during the
deposition of the McArthur Group. On evaporating
modern seawater, gypsum begins to precipitate
when the degree of evaporation is �3.8. As
shown in Figure 13, the onset of gypsum and/or
anhydrite precipitation occurs at progressively greater
degrees of evaporation as the product mCa2+mSO4

2� in
seawater decreases. Today mCa2+mSO4

2� =280 (mmol
kg�1)2. If this product is reduced to 23 (mmol kg�1)2,
anhydrite begins to precipitate simultaneously with
halite at a degree of evaporation of 10.8. The pre-
sence of gypsum casts without halite in the sediments
of the McArthur Group indicates that in seawater at
that timemCa2+mSO4

2� >23 (mmol kg�1)2 provided the
salinity of seawater was the same as today. If mSO4

2�

was 2.4mmol kg�1, the upper limit suggested by
Shen et al. (2002), mCa2+, must then have been
>10mmolkg�1, the concentration of Ca2+ in modern
seawater. An SO4

2� concentration of 2.4mmol kg�1

is, therefore, permissible. Sulfate concentrations as
low as 0.5mmol kg�1 require what are probably
unreasonably high concentrations of Ca2+ in seawater
to account for the precipitation of gypsum before
halite in the McArthur Group sediments.

The common occurrence of dolomite in the
McArthur Group indicates that the mMg2+/mCa2+

ratio in seawater was >1 (see below). This is
also indicated by the common occurrence of
aragonite as the major primary CaCO3 phase
of sediments on Archean and Proterozoic carbo-
nate platforms (Grotzinger, 1989; Winefield,
2000). Although these hints regarding the com-
position of Mesoproterozoic seawater are
welcome, they need to be confirmed and

expanded by analyses of fluid inclusions in cal-
cite cements.

Perhaps the most interesting implication of the
close association of gypsum, anhydrite, and halite
relics in the McArthur Group is that the temperature
during the deposition of these minerals was not much
above 18



C, the temperature at which gypsum, anhy-

drite, and halite are stable together (Hardie, 1967). At
higher temperatures anhydrite is the stable calcium
sulfate mineral in equilibrium with halite. The coex-
istence of gypsum and anhydrite with halite suggests
that the temperature during their deposition was pos-
sibly lower but probably no higher than in the
modern sabkhas of the Persian Gulf, where anhydrite
is the dominant calcium sulfate mineral in associa-
tion with halite (Kinsman, 1966).

In their paper on the carbonaceous shales of the
McArthur Basin, Shen et al. (2002) comment that
euxinic conditions were common in marine-con-
nected basins during the Mesoproterozoic, and they
suggest that low concentrations of seawater sulfate
and reduced levels of atmospheric oxygen at this time
are compatible with euxinic deep ocean waters.
Anbar and Knoll (2002) echo this sentiment. They
point out that biologically important trace metals
would then have been scarce in most marine environ-
ments, potentially restricting the nitrogen cycle,
affecting primary productivity, and limiting the eco-
logical distribution of eukaryotic algae. However,
some of the presently available evidence does not
support the notion of a Mesoproterozoic euxinic
ocean floor. Figure 14 shows that the redox sensitive
elements molybdenum, uranium, and rhenium are
well correlated with the organic carbon content of
carbonaceous shales in the McArthur Basin. The
slope of the correlation lines is close to that in many
Phanerozoic black shales, suggesting that the concen-
tration of these elements in McArthur Basin seawater

Figure 13 The relationship between the value of the product mCa2+ mSO4
2� in seawater and the concentration factor at

which seawater becomes saturated with respect to gypsum at 25 
C and 1atm (source Holland, 1984).
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was comparable to their concentration in modern
seawater. Preliminary data for the isotopic composi-
tion of molybdenum in the Wollogorang Formation
of the McArthur Basin (Arnold et al., 2002) suggest
somewhat more extensive sulfidic deposition of
molybdenum in the Mesoproterozoic than in the
modern oceans. Their data may, however, reflect a
greater extent of shallow water euxinic basins rather
than an entirely euxinic ocean floor. The good corre-
lation of the concentration of sulfur and total iron in
the McArthur Basin shales (Shen et al., 2002) con-
firms the euxinic nature of the Basin; the large value
of the ratio of sulfur to total iron indicates that this
basin cannot have been typical of the oceans as a
whole. Additional data for the concentration of redox
sensitive elements in carbonaceous shales and more
data for the isotopic composition of molybdenum and
perhaps of copper in carbonaceous shales will prob-
ably clarify and perhaps settle the questions
surrounding the redox state of the deep ocean during
the Mesoproterozoic.

12.4.3 The Neoproterozoic (1.2 – 0.54Ga)

After what appears to have been a relatively
calm and uneventful climatic, atmospheric, and
marine history during the Mesoproterozoic, the

Neoproterozoic returned to the turbulence of the
Paleoproterozoic era. The last 300Ma of the
Proterozoic were times of extraordinary global
environmental and biological change. Major
swings in the �13C value of marine carbonates
were accompanied by several very large glacia-
tions, the sulfate content of seawater rose to
values comparable to that of the modern oceans
(Horita et al., 2002), and the level of atmospheric
O2 probably attained modern values by the time of
the biological explosion at the end of the
Precambrian and the beginning of the Paleozoic.
A great deal of research has been done on the last
few hundred million years of the Proterozoic, sti-
mulated in part by the discovery of the extensive
glacial episodes of this period. Nevertheless, many
major questions remain unanswered. The descrip-
tion of the major events and particularly their
causes are still quite incomplete.

Figure 15 is a recent compilation of measure-
ments of the �13C values of marine carbonates
between 800Ma and 500 Ma (Jacobsen and
Kaufman, 1999). The �13C values experienced a
major positive excursion interrupted by sharp
negative spikes. The details of these spikes are
still quite obscure (see, e.g., Melezhik et al.,
2001), but the negative excursions associated with

Figure 14 The concentration of Mo, U, and Re in carbonaceous shales: (a) McArthur Basin, Australia, 1.6Ga;
(b) Finland and Gabon, 2.0–2.15Ga; and (c) South Africa, �2.3Ga.
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major glaciations between ca. 720 Ma and 750 Ma
and between 570 Ma and 600 Ma were almost
certainly separated by a 100 Ma plateau of very
strongly positive �13C values (see, e.g., Walter et
al., 2000; Shields and Veizer, 2002; Halverson,
2003). In some ways the Late Neoproterozoic posi-
tive �13C excursion is reminiscent of the
Paleoproterozoic excursion between 2.22Ga and
2.06Ga. Their duration and magnitude are similar.
However, the Paleoproterozoic ice ages preceded
the large positive �13C excursion, whereas in the
Neoproterozoic they occur close to the beginning
and close to the end of the excursion. Figure 15 can
be used to estimate the ‘‘excess O2’’ produced dur-
ing the Neoproterozoic excursion. The average
value of �13C between 700 Ma and 800 Ma was
þ3.0‰; between 595 Ma and 700 Ma it was
�8.0‰, and between 540 Ma and 595 Ma it was
�0.4‰. The average �13C value for the period
between 595 Ma and 800 Ma was þ5.6‰. The
variation of �13C during this time interval has been
defined much more precisely by Halverson (2003).
Although his �13C curve differs considerably from
that of Jacobsen and Kaufman (1999), Halverson’s
(2003) average value of �13C between 595 Ma and
800 Ma is very similar to that of Jacobsen and
Kaufman (1999). This indicates that �40% of the
carbon in the sediments of this period were depos-
ited as a constituent of organic matter.

The rate of excess O2 generation was probably
�6�1012molyr�1, and the total excess O2 pro-
duced between 600Ma and 800Ma was
�12�1020mol. This quantity is �30 times the
O2 content of the present atmosphere, 0.4�1020

mol. O2 buildup in the atmosphere could, therefore,
have been only a small part of the effect of the large
�13C excursion. The excess O2 is also much larger
than 0.8�1020 mol, the quantity required to raise
the SO4

2� concentration of seawater from zero to its
present value by oxidizing sulfide. Fortunately,
additional sulfate sinks are available to account
for the estimated excess O2:CaSO4 and
CaSO4?2H2O in evaporites, CaSO4 precipitated in
the oceanic crust close to MORs during the cycling
of seawater at hydrothermal temperatures, and an
increase in the Fe2O3/FeO ratio in sedimentary
rocks. These sinks seem to be of the right order of
magnitude to account for the use of the excess O2.
The magnitude of the CaSO4 reservoir in sedimen-
tary rocks during the last part of the Neoproterozoic
has been estimated on the basis of models based on
sulfur isotope data to be (2� 0.5)�1020mol
(Holser et al., 1989). The conversion of this quan-
tity of sulfur from sulfide to sulfate requires
(4� 1)�1020mol O2.

At present the loss of CaSO4 from seawater to
the oceanic crust seems to be �1.0�1012mol yr�1

(Holland, 2002). At this rate the loss of SO4
2� to the

oceanic crust between 600Ma and 800Ma would
have been 2�1020mol. The total O2 sinks due to
the sulfur cycle during this period might, therefore,
have amounted to �6�1020mol. The increase in
the Fe2O3/FeO ratio in sedimentary rocks probably
required �1�1020mol O2. Given all the rather
large uncertainties and somewhat shaky assump-
tions which have been made in this mass balance
calculation, the agreement between the estimated
quantity of excess O2 and the estimated quantity of

Figure 15 Temporal variations in �13C values of marine carbonates between 800 Ma and 500 Ma (source Jacobsen
and Kaufman, 1999).
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O2 required to convert the sulfur cycle from its pre-
1,200Ma state to its state at the beginning of the
Paleozoic is quite reasonable. The logic behind the
change is also compelling. Carbon, iron, and sulfur
are the three elements which dominate the redox
state of the near-surface system. The carbon cycle
seems to have been locked into its present state
quite early in Earth history, probably by its linkage
to the geochemical cycle of phosphorus. The iron
cycle took on a more modern cast during the posi-
tive Paleoproterozoic �13C excursion. It is not
unreasonable to propose that the positive �13C
excursion during the Neoproterozoic was respon-
sible for converting the sulfur cycle to its modern
mode and for generating a further increase in the
Fe2O3/FeO ratio.

Two questions now come to mind: (i) what
triggered the Neoproterozoic �13C excursion? and
(ii) Are the strong negative excursions due to
instabilities inherent in the long positive excursion?
The answers that have been given to both questions
are still speculative, but it seems worthwhile to
attempt a synthesis. The �13C excursion was
accompanied by the reappearance of BIFs (Klein
and Beukes, 1993), which are related to glacial
periods but in a somewhat irregular manner
(Young, 1969, 1976; James, 1983). They are
widely distributed, and their tonnage is significant.
Their reappearance virtually demands that the dee-
per parts of the oceans were anoxic. If, as suggested
earlier, the deep oceans were oxidized during the
Mesoproterozoic, they returned to their pre-1.7 Ga
state during the last part of the Neoproterozoic.
One possible cause for this return is the appearance
of organisms which secreted SiO2 or CaCO3, that
could serve as ballast for particulate organic matter.
Recently discovered vase-shaped microfossils
(VSMs) in the Chuar Group of the Grand Canyon
could be members of one of these groups. The
fossils appear to be testate amoebae (Porter and
Knoll, 2000; Porter et al., 2003). The structure
and composition of testate amoebae tests are simi-
lar to those inferred for the VSMs. A number of
testate amoebae have agglutinated tests; others
have tests in which internally synthesized 1mm to
>10mm scales of silica are arrayed in a regular
pattern (Figure 16). The age of the VSM fossils in
the Grand Canyon and in the Mackenzie Mountain
Supergroup, NWT, is between 742� 7Ma and ca.
778Ma. Their presence at this time suggests that
they or other SiO2-secreting organisms could have
supplied ballast for the transport of particulate
organic matter into the deep ocean near the begin-
ning of the Neoproterozoic �13C excursion. If the
O2 content of the atmosphere at that time was still
significantly less than today, the flux of organic
matter required to make the deep oceans anoxic
would only need to have been a small fraction of
the present-day flux. An increase in the flux of

organic matter to the deep ocean probably followed
the Cambrian explosion (Logan et al., 1995).

Arguments can be raised against the importance
of the evolution of SiO2-secreting organisms as
ballast for organic matter. The VSM organisms
were shallow water and benthic, not open ocean
and planktonic, and the remains of SiO2-secreting
organisms have not been found in Neoproterozoic
deep-sea sediments. Alternative explanations have
been offered for the burial of ‘‘excess’’ organic
carbon between 800Ma and 600Ma. Knoll
(1992) and Hoffman et al. (1998) pointed out that
the Late Proterozoic was a time of unusual, if not
unique, formation of rapidly subsiding extensional
basins flooded by marine waters. Organic matter
buried with rapidly deposited sediments is pre-
served more readily than in slowly deposited
sediments (Suess, 1980). However, the conse-
quences of this effect on the total rate of burial of
organic matter are small unless additional PO4

3�

becomes available. Anoxia would tend to provide
the required addition (Colman and Holland, 2000).
However, the evidence for anoxia is still limited.
The reappearance of BIFs demands deep-ocean
anoxia during their formation, but the
Neoproterozoic BIFs are associated with the
major glaciations, which may indicate—but surely
does not prove—that deep-water anoxia between
800Ma and 550Ma was restricted to these cold
periods. Other indications of deep-water anoxia
are needed to define the oxidation state of deep
water and the causes of anoxia during the
Neoproterozoic.

In a low-sulfate ocean, anoxia would probably
have increased the rate of methane production in

Figure 16 The test of Euglypha tuberculata. Note
regularly arranged siliceous scales: scale bar, 20mm

(courtesy of Ralf Meisterfeld).
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marine sediments. Some of this methane probably
escaped into the water column. In the deeper, O2-
free parts of the oceans, it was oxidized in part by
organisms using SO4

2� as the oxidant. In the upper
parts of the oceans, methane was partly oxidized by
O2. The remainder escaped into the atmosphere.
There it was in part decomposed and oxidized
inorganically to CO2; in part it was returned to
the ocean in nonmethanogenic areas and was oxi-
dized there biologically. Some methane generated
in marine sediments was probably sequestered at
least temporarily in methane clathrates. The
methane concentration in the Neoproterozoic
atmosphere could have been as high as 100 –
300 ppm (Pavlov et al., 2003). If methane concen-
trations were as high as this, it would have been a
very significant greenhouse gas. At a concentration
of 100ppm, methane could well have increased the
surface temperature by 12
C (Pavlov et al., 2003).

It seems strange, therefore, that the Late
Neoproterozoic should have been the time of
severe glaciations (Kirschvink, 1992). In their
review of the snowball Earth hypothesis,
Hoffman and Schrag (2002) point out that in
some sections a steep decline in �13C values by
10�15‰ preceded any physical evidence of gla-
ciation or sea-level fall. The most likely
explanation for such a sharp drop involves a
major decrease in the burial rate of organic carbon.
The reason(s) for this are still obscure. It is intri-
guing that major periods of phosphogenesis
coincided roughly with the glaciations between
750–800 Ma and ca. 620 Ma (Cook and
McElhinny, 1979). The first of these appears to
coincide with the appearance of Rapitan-type iron
ores. The second seems to have commenced
shortly after the latest Neoproteroizc glaciation
(Hambrey and Harland, 1981), reached a peak dur-
ing the Early Cambrian, then declined rapidly, and
finally ended in the Late Mid-Cambrian (Cook and
Shergold, 1984, 1986). However, the time relation-
ship between the glacial and the phosphogenic
events is still not entirely resolved. The rapid
removal of phosphate from the oceans may have
begun before the onset of glaciation. Perhaps con-
tinental extension and rifting during the
Neoproterozoic and the creation of many shallow
epicontinental seaways at low paleolatitudes cre-
ated environments that were particularly favorable
for the deposition of phosphorites (Donnelly et al.,
1990).

Some of the Neoproterozoic BIFs and asso-
ciated rock units are also quite enriched in P2O5.
For instance, the P2O5 content of the Rapitan iron
formation in Canada and its associated hematitic
mudstones ranges from 0.49% to 2.16% (Klein and
Beukes, 1993). It can readily be shown, however,
that the phosphate output from the oceans into the
known phosphorites and BIFs is a small fraction of
the phosphate metabolism of the oceans as a whole

between 800Ma and 600Ma. This observation
does not eliminate the possibility that phosphate
removal into other sedimentary rocks was abnor-
mally rapid during the two phosphogenic periods
between 800Ma and 600Ma. Such abnormally
rapid phosphate removal as a constituent of apatite
would have decreased the availability of phosphate
for deposition with organic matter. This would
have produced a decrease in the �13C value of
carbonates as observed before the onset of the
snowball Earth glaciations. It would probably also
have reduced the rate of methane generation, the
methane concentration in the atmosphere, and the
global temperature. If this, in turn, led to the onset
of glaciation, the decrease in the rate of weathering
would have further restricted the riverine flow of
phosphate and thence to a decrease in �13Ccarb and
the global temperature. This scenario is highly
speculative, but it does seem to account at least
for the onset of the glaciations.

It seems very likely that the continents were
largely ice covered during the Neoproterozoic gla-
ciations. The state of the oceans is still a matter of
debate. The Hoffman–Schrag Snowball Earth
hypothesis posits that the oceans were completely,
or nearly completely, ice covered. This seems unli-
kely. Leather et al. (2002) have pointed out that the
sedimentology and stratigraphy of the
Neoproterozoic glacials of Arabia were more like
those of the familiar oscillatory glaciations of the
Pleistocene than those required by the Snowball
Earth hypothesis. Similarly, Condon et al. (2002),
who studied the stratigraphy and sedimentology of
six Neoproterozoic glaciomarine successions, con-
cluded that the Neoproterozoic seas were not
totally frozen, and that the hydrologic cycle was
functioning during the major glaciations. This sug-
gests that the tropical oceans were ice free or only
partially ice covered. Perhaps an Earth in such a
state might be called a frostball, rather than a snow-
ball. Chemical weathering on the continents in this
state would have been very minor. CO2 released
from volcanoes would have built up in the atmo-
sphere and in the oceans until its partial pressure
was high enough to overcome the low albedo of the
Earth at the height of the glacial episodes. In the
Hoffman–Schrag model, some 10Ma of CO2

buildup are needed to raise the atmospheric CO2

pressure sufficiently to overcome the low albedo of
a completely ice-covered Earth. The only test of
this timescale has been provided by the Bowring
et al.’s (2003) data for the duration of the Gaskiers
glacial deposits in Newfoundland. This unit is
often described as a Varanger-age glaciomarine
deposit. It is locally overlain by a thin cap carbo-
nate bed with a highly negative carbon isotopic
signature. The U–Pb geochronology of zircons
separated from ash beds below, within, and above
the glacial deposits indicates that these glacial
deposits accumulated in less than 1Ma. The short
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duration of this episode may be more consistent
with a frostball than with a snowball Earth.

At the very low stand of sea level during the
heights of these glaciations, the release of methane
from clathrates might have contributed significantly
to the subsequent warming and to the negative value
of �13CCARB in the ocean–atmosphere system
(Kennedy et al., 2001). Intense weathering after
the retreat of the glaciers would—among other pro-
ducts—have released large quantities of phosphate.
This might have speeded the recovery of photo-
synthesis and the return of the �13C of marine
carbonates to their large positive values along the
course of the 800–600 Ma positive �13C excursion.

Between the end of the positive �13C excursion
and the beginning of the Cambrian, several large
marine evaporites were deposited. These are still
preserved and offer the earliest opportunity to use
the mineralogy of marine evaporites and the compo-
sition of fluid inclusions in halite to reconstruct the
composition of the contemporaneous seawater.
Horita et al. (2002) have used this approach to
show that the sulfate concentration in latest
Neoproterozoic seawater was �23mmol kg�1, i.e.,
only slightly less than in modern seawater, and sig-
nificantly greater than during some parts of the
Phanerozoic. By the latest Proterozoic, a new sulfur
regimen had been installed. The cycling of seawater
through MORs had probably reached present-day
levels, the S/C ratio in volcanic gases had therefore
risen, and the proportion of volcanic sulfur con-
verted to constituents of sulfides and sulfates had
approached unity as demanded by the composition
of average Phanerozoic volcanic gases (Holland,
2002). The conversion of the composition of sedi-
mentary rocks from their pre-GOE to their modern
composition had been nearly completed.

The level of atmospheric O2 seems to have been
the last of the redox parameters to approach mod-
ern values. The evidence for this comes from the
changes in the biota that occurred between the
latest Proterozoic and the middle of the Cambrian
period. These changes are discussed in the next
section. Although a good deal of progress has
been made since 1980 in our understanding of the
atmosphere and oceans during the Proterozoic Era,
we are still woefully ignorant of even the most
basic oceanographic data for Precambrian
seawater.

12.5 THE PHANEROZOIC

12.5.1 Evidence from Marine Evaporites

Our understanding of the chemical evolution of
Phanerozoic seawater has increased enormously
since the end of World War II. Rubey’s (1951)
presidential address to the Geological Society of
America was aptly entitled ‘‘The geologic history

of seawater, an attempt to state the problem.’’
During the following year, Barth (1952) introduced
the concept of the characteristic time in his analysis
of the chemistry of the oceans, and this can, per-
haps, be considered the beginning of the
application of systems analysis to marine geochem-
istry. Attempts were made by the Swedish physical
chemist Lars Gunnar Sillén to apply equilibrium
thermodynamics to define the chemical history of
seawater, but, as he pointed out, ‘‘practically every-
thing that interests us in and around the sea is a
symptom of nonequilibrium . . . What we can hope
is that an equilibrium model may give a useful first
approximation to the real system, and that the
deviations of the real system may be treated as
disturbances’’ (Sillén, 1967). Similar sentiments
were expressed by Mackenzie and Garrels (1966)
and by Garrels and Mackenzie (1971). They pro-
posed that there has been little change in seawater
composition since 1.5–2Ga, although they were
concerned by the discovery by Ault and Kulp
(1959), Thode et al. (1961), Thode and Monster
(1965), and Holser and Kaplan (1966) of very
significant fluctuations in the isotopic composition
of sulfur in seawater during the Phanerozoic.

A good deal of optimism regarding the con-
stancy or near constancy of the composition of
seawater during the Phanerozoic was, however,
permitted by the Holser (1963) discovery that the
Mg/Cl and Br/Cl ratios in brines extracted from
fluid inclusions in Permian halite from
Hutchinson, Kansas were close to those of modern
brines. Holland (1972) published his analysis of the
constraints placed by the constancy of the early
mineral sequence in marine evaporites during the
Phanerozoic. This paper showed that most of the
seawater compositions permitted by the precipita-
tion sequence CaCO3–CaSO4–NaCl in marine
evaporites fall within roughly twice and half of
the concentration of the major ions in seawater
today. These calculations were extended by
Harvie et al. (1980) and Hardie (1991) to include
the later, more complex mineral assemblages of
marine evaporites. Their calculations explained
the mineral sequence in modern evaporites, and
confirmed that the composition of Permian sea-
water was similar to that of modern seawater.

The development of a method to extract brines
from fluid inclusions in halite and to obtain quanti-
tative analyses by means of ion chromatography
(Lazar and Holland, 1988) led to a study of the
composition of trapped brines in halite from several
Permian marine evaporites (Horita et al., 1991).
Their results together with those of Stein and
Krumhansl (1988) confirmed that the composition
of modern seawater is similar to that of Permian
seawater, and suggested that the composition of sea-
water has been quite conservative during the
Phanerozoic. This suggestion, however, has turned
out to be far off the mark. Analyses of fluid
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inclusions in halite of the Late Silurian Salina Group
of the Michigan Basin (Das et al., 1990), the Middle
Devonian Prairie Formation in the Saskatchewan
Basin (Horita et al., 1996), and a growing number
of other marine evaporites (for a summary of the
results of other groups, see Horita et al. (2002)) have
shown that the similarity between Permian and mod-
ern seawater is the exception rather than the rule.
Only the fluid inclusions in halite of the latest
Neoproterozoic Ara Formation in Oman (Horita
et al., 2002) are similar to their Permian and modern
equivalents. All of the other fluid inclusions contain
brines which are very significantly depleted in Mg2+

and SO4
2� relative to modern seawater. Their com-

position is consistent with the mineralogy of the
associated evaporites. The difference between
these inclusion fluids and their modern counterparts
is either due to significant differences in the compo-
sition of the seawater from which they were derived
or to reactions which depleted the Mg2+ and SO4

2�

content of the brines along their evaporation path.
The Silurian and Devonian evaporites which we
studied are associated with large carbonate plat-
forms. The dolomitization of CaCO3 followed by
the deposition of gypsum and/or anhydrite during
the passage of seawater across such platforms can
deplete the evaporating brines in Mg2+ and SO4

2�.
Their composition can then become similar to that
of the brines in the Silurian and Devonian halites.
We opted for this interpretation of the fluid inclusion
data, wrongly as it turned out. An obvious test of the
proposition that the differences were due to dolomi-
tization and CaSO4 precipitation was to analyze
fluid inclusions in halite from marine evaporites
which are not associated with extended carbonate
platforms. Zimmermann’s (2000) work on Tertiary

evaporites did just that. Her analyses showed that in
progressively older Tertiary evaporites the composi-
tion of the seawater from which the brines in these
evaporites developed was progressively more
depleted in Mg2+ and SO4

2� (Figure 17). As shown
in Figure 18, this trend continued into the
Cretaceous and was not reversed until the Triassic
or latest Permian. The composition of fluid inclusion
brines in marine halite is, therefore, a reasonably
good guide to the composition of their parent sea-
water. However, changes due to the reaction of
evaporating seawater with the sediments across
which it passes en route to trapping have almost
certainly occurred and cannot be neglected.

12.5.2 The Mineralogy of Marine Oölites

The proposed trend of the Mg/Ca ratio of sea-
water (Figure 17) during the Tertiary is supported by
two independent lines of evidence: the mineralogy
of marine oölites and the magnesium content of
foraminifera. Sandberg (1983, 1985) discovered
that the mineralogy of marine oölites has alternated
several times between dominantly calcitic and dom-
inantly aragonitic (see Figure 18). On this basis he
divided the Phanerozoic into periods of calcitic and
aragonitic seas. He suggested that the changes in
mineralogy were related to changes in atmospheric
PCO2

or to changes in the Mg/Ca ratio of seawater.
The experiments by Morse et al. (1997) have shown
that changes in the Mg/Ca ratio are the most likely
cause of the changes in oölite mineralogy. The most
recent switch in oölite mineralogy occurred near the
base of the Tertiary (see Figures 17 and 18).
Unfortunately, the Mg/Ca ratio of seawater at the

Figure 17 m(Mg2+)i/m(Ca
2+)i ratio in seawater during the Tertiary based on analyses of fluid inclusions in marine

halite (� and dashed line), compared with data based on the Mg/Ca ratio of O. umbonatus (*) (Lear et al., 2000) and
the boundary of ‘‘aragonite-calcite seas’’ of Sandberg (1985) (source Horita et al., 2002).
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time of this switch can be defined only roughly,
because the change in oölite mineralogy from calcite
to aragonite depends on temperature as well as on
the Mg/Ca ratio of seawater, and probably also on
other compositional and kinetic factors.

12.5.3 The Magnesium Content of
Foraminifera

The magnesium content of foraminifera supplies
another line of evidence in support of a low Mg/Ca
ratio in Early Tertiary seawater. Lear et al. (2000)
found that the magnesium content of O. umbonatus
decreased progressively with increasing age during
the Tertiary. This change in composition is due in
large part to changes in seawater temperature and in
the Mg/Ca ratio of seawater, but it can also be over-
printed by diagenetic processes. Much more data are
needed to define the course of the Mg/Ca ratio of
seawater on the basis of paleontologic data, but it is
encouraging that its rather uncertain course during
the Tertiary is consistent with that derived from the
two other lines of evidence.

The correlation between the mineralogy of mar-
ine oölites and the Mg/Ca ratio of seawater as
inferred from the composition of fluid inclusion
brines extends throughout the Phanerozoic. This
is also true for the correlation of the temporal dis-
tribution of the taxa of major calcite and aragonite
reef builders and the temporal distribution of KCl-

rich and MgSO4-rich marine evaporites (Figure 19;
Stanley and Hardie, 1998). There is no reason,
therefore, to doubt that the composition of seawater
has changed significantly during the Phanerozoic.
As shown in Figures 20–23, only the concentration
of potassium seems to have remained essentially
constant. Lowenstein et al. (2001) have confirmed
these trends and have shown that ancient inclusion
fluids in halite had somewhat lower Na+ concen-
trations and higher Cl� concentrations during
halite precipitation than present-day halite-satu-
rated seawater brines.

Figures 20 – 23 compare the changes in the com-
position of seawater during the Phanerozoic that have
been proposed by various authors since the early
1980s. Some of these differences are sizable. The
Berner–Lasaga–Garrels (BLAG) box model devel-
oped by Berner et al. (1983) and Lasaga et al.
(1985) included most of the major geochemical pro-
cesses that affect the composition of seawater. Their
changes in the concentration of Mg2+ and Ca2+ dur-
ing the past 100 Ma are, however, much smaller than
the estimates of Horita et al. (2002). The differences
are due, in part, to the absence of dolomite as a major
sink of Mg2+ in the BLAG model. However,
Wallmann (2001) proposed concentrations of Ca2+

much higher than those of Horita et al. (2002),
because he assumed, as an initial value in his
model, that at 150Ma the Ca2+ concentration in sea-
water was twice that of modern seawater.

Figure 18 m(Mg2+)i/m(Ca
2+)i ratio in seawater during the Phanerozoic based on analyses of fluid inclusions in

marine halite (solid symbols and dashed line), compared with the data based on Mg/Ca of O. umbonatus (*) (Lear
et al., 2000) and of abiogenic marine carbonate cements (&) (Cicero and Lohmann, 2001). Also shown are the
results of modeling by Lasaga et al. (1985), Wilkinson and Algeo (1989), and Hardie (1996). ‘‘A’’ and ‘‘C’’ at the top

indicate ‘‘aragonite seas’’ and ‘‘calcite seas’’ of Sandberg (1985) (source Horita et al., 2002).
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The effect of penecontemporaneous dolomite
deposition on the chemical evolution of seawater
was included in the model published by Wilkinson

and Algeo (1989), which was based on Given and
Wilkinson’s (1987) compilation of the distribution of
limestones and dolomites in Phanerozoic sediments.

Figure 19 Sea-level changes and secular variations in the mineralogy of marine carbonates (Holland and
Zimmermann, 2000): A—mean sea level during the Mesozoic and Cenozoic (Haq et al., 1987); B—mean sea level
during the Phanerozoic ((– –) Vail et al., 1977; (—) Hallam, 1984); C—secular variation in the mineralogy of

Phanerozoic nonskeletal marine carbonates (source Stanley and Hardie, 1998).

Figure 20 Concentration of Mg2+ in seawater during the Phanerozoic based on analyses of fluid inclusions in marine
halite (solid symbols): thick and thin vertical bars are based on the assumption of different values for m(Ca2+)i/
m(SO4

2�)i. Dashed line is our best estimate of age curve: (&)—Horita et al. (1991) and (*)—Zimmermann (2000).
Also shown are the results of modeling by Lasaga et al. (1985), Wilkinson and Algeo (1989), and Hardie (1996)

(source Horita et al., 2002).
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Their calculations suggest that the concentration of
Ca2+ in seawater remained relatively constant
(�20%) during the Phanerozoic, but that the concen-
tration of Mg2+ changed significantly, largely in
phase with their proposed dolomite-age curve. The
changes that they proposed for the concentration of
both elements differ significantly from those of
Horita et al. (2002), in part because of their

incomplete compilation of Phanerozoic carbonate
rocks (Holland and Zimmermann, 2000).

12.5.4 The Spencer–Hardie Model

Avery different approach to estimating the com-
position of seawater during the Phanerozoic was

Figure 21 Concentration of Ca2+ in seawater during the Phanerozoic based on analyses of fluid inclusions in marine
halite (solid symbols): circles–triangles and thick–thin vertical bars are based on the assumption of different values for
m(Ca2+)i m(SO4

2�)i. Dashed line is our best estimate of age curve. Also shown are the results of modeling by Lasaga
et al. (1985), Wilkinson and Algeo (1989), Hardie (1996), Stanley and Hardie (1998), and Wallmann (2001) (source

Horita et al., 2002).

Figure 22 Concentration of SO4
2� in seawater during the Phanerozoic based on analyses of fluid inclusions in marine

halite (solid symbols): circles–triangles and thick–thin vertical bars are based on the assumption of different values for
m(Ca2+)im(SO4

2�)i. Dashed line is our best estimate of age curve. Data in open and filled circles are from Zimmermann
(2000). Also shown are the results of modeling by Hardie (1996) (source Horita et al., 2002).
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taken by Spencer and Hardie (1990) and Hardie
(1996). These authors proposed that the composi-
tion of seawater was determined by the mixing
ratio of river water and mid-ocean ridge solutions
coupled with the precipitation of solid CaCO3 and
SiO2 phases. They accepted Gaffin’s (1987) curve
for the secular variation of ocean crust production,
which is based on the Exxon first-order global sea-
level curve (Vail et al., 1977). They assumed that,
as a first approximation, the MOR flux of hydro-
thermal brines has scaled linearly with the rate of
ocean crust production as estimated from the
sea-level curves. Spencer and Hardie (1990) and
Hardie (1996) then applied their mixing model to
estimate the course of the composition of seawater
during the Phanerozoic.

The sea-level curves in Figure 19 have two
maxima. In the Hardie (1996) model these max-
ima are taken to coincide with maxima in the
rate of seawater cycling through MORs and
hence to minima in the concentration of Mg2+

and SO4
2� in the contemporaneous seawater. To

that extent the predictions of the Hardie (1996)
model agree well with the fluid inclusion data
and represented a distinct advance in under-
standing the chemical evolution of seawater
during the Phanerozoic.

There are, however, rather serious discrepan-
cies between the Hardie (1996) model and the
fluid inclusion data of Horita et al. (2002). The
most glaring is the difference between the large
variations in the K+ concentration predicted by
Hardie (1996) and the essentially constant value
of the K+ concentration indicated by the fluid

inclusion data. The reasons for the constancy of
the K+ concentration in Phanerozoic seawater are
not completely understood. They must, however,
be related to the mechanisms by which K+ is
removed from seawater. The most important of
these are almost certainly the uptake of K+ by
riverine clays and by silicate phases produced
during the alteration of oceanic crust by seawater
at temperatures below 100 
C. Neither process is
included in the Hardie (1996) model.

The Hardie (1996) model has also been criti-
cized on several other grounds (Holland et al.,
1996; Holland and Zimmermann, 1998). At present
it is, perhaps, best regarded as a rough, first-order
approximation. Currently the fluid inclusion data
for brines in marine halite are probably the best
indicators of the composition of seawater during
the Phanerozoic. However, these data are much in
need of improvement. The coverage of the
Phanerozoic era is still quite spotty, and a large
number of additional measurements are needed
before anything more can be claimed than a pre-
liminary outline of the Phanerozoic history of
seawater. Even the presently available data are not
above suspicion. The assumptions that underlie the
data points in Figures 17–23 were detailed by
Horita et al. (2002). They are reasonable but not
necessarily correct. The composition of brines
trapped in halite is far removed from that of their
parent seawater. Reconstructing the evolution of
these brines is a considerable challenge, given the
complexity of the precipitation, dissolution, repre-
cipitation, and mixing processes in evaporite
basins.

Figure 23 Concentration of K+ in seawater during the Phanerozoic based on analyses of fluid inclusions in marine
halite (solid symbols): circles–triangles and thick–thin vertical bars are based on the assumption of different values for
m(Ca2+)i m(SO4

2�)i. Dashed line is our best estimate of age curve. Open circles are from Zimmermann (2000). Also
shown are the results of modeling by Hardie (1996) (source Horita et al., 2002).
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12.5.5 The Analysis of Unevaporated
Seawater in Fluid Inclusions

Analyses of unevaporated seawater are probably
essential for defining precisely the evolution of sea-
water during the Phanerozoic. Johnson and
Goldstein (1993) have described single-phase fluid
inclusions in low-magnesium calcite cement of the
Wilberns Formation in Texas. These almost cer-
tainly contain Cambro–Ordovician seawater. The
salinity of the inclusion fluids ranges from 31‰ to
47‰. This is essentially identical to the range of
seawater salinity observed in shallow-water marine
settings today, and is consistent with the precipita-
tion of the calcite cements within slightly restricted
environments. Banner has reported a similar salinity
range for fluid inclusions in low-magnesium calcite
cements in the Devonian Canning Basin of
Australia. The fluid inclusions in both areas have
diameters �30mm. They are large enough for mak-
ing heating–freezing measurements but too small
until now to serve for quantitative chemical analysis.
The recent development of analytical techniques
based on ICPMS technology brings the analysis of
these fluid inclusions within reach. It will be impor-
tant to determine whether their composition agrees
with the composition of seawater that has been
inferred from studies of the composition of inclusion
fluids in halite from marine evaporites.

12.5.6 The Role of the Stand of Sea Level

The correlation between the composition of sea-
water and the sea-level curves in Figure 19 is quite
striking. The reasons for the correlation are not
entirely clear. Hardie (1996) suggested that the
stand of sea level reflects the rate of ocean crust
formation, that this determines the rate of seawater
cycling through MORs, and hence the mixing ratio
of hydrothermally altered seawater with average
river water. However, the rate of seafloor spreading
has apparently not changed significantly during the
last 40Ma (Lithgow-Bertelloni et al., 1993), and
Rowley’s (2002) analysis of the rate of plate creation
and destruction indicates that the rate of seafloor
spreading has not varied significantly during the
past 180 Ma. If this is correct, the rate of ridge
production has been essentially constant since the
Early Jurassic. Since the rate of seawater cycling
through MORs is probably proportional to this rate,
other changes in the Earth system have been respon-
sible for the changes in sea level and in the
composition of seawater during the past 180 Ma.
Holland and Zimmermann (2000) have pointed out
that marine carbonate sediments deposited during
the past 40 Ma contain, on average, less dolomite
than Proterozoic and Paleozoic carbonates. The
lower dolomite content of the more recent carbonate
sediments is due to the increase in the deposition of
CaCO3 in the deep sea, where dolomitization only

takes place in unusual circumstances. The decrease
in the rate of Mg2+ output from the oceans due to
dolomite formation has been balanced by an increase
in the output of oceanic Mg2+ by the reaction of
seawater with clay minerals and with ocean-floor
basalts, mainly at MORs. The increase in the output
ofMg2+ into these reservoirs has been brought about
by an increase in the Mg2+ concentration of sea-
water. A simple quantitative model of these
processes (Holland and Zimmermann, 2000) can
readily account for the observed increase in the
Mg2+ and SO4

2� concentration of seawater during
the Tertiary.

This explanation cannot account for the changes
in seawater chemistry before the development of
abundant open-ocean CaCO3 secreting organisms.
Coccolithophores first appeared in the Jurassic and
diversified tremendously during the Cretaceous.
The foraminifera radiated explosively during the
Jurassic and Cretaceous. Prior to the evolution of
coccoliths and planktonic foraminifera, carbonate
sediments were largely or entirely deposited on the
continents and in shallow-water marine settings. It
is likely, therefore, that changes in seawater com-
position before ca. 150Ma were related either to
changes in the rate of seafloor spreading or to the
mineralogy of continental and near-shore carbo-
nate sediments.There are not enough data to rule
out the first alternative. However, the apparent
near-constancy of the rate of ocean crust formation
during the past 180 Ma (Rowley, 2002) is not kind
to the notion of major changes in this rate during
the first part of the Phanerozoic. The second alter-
native is more attractive. Flooding of the continents
was extensive during high stands of sea level, and
dolomitization, which is favored in warm, shallow
evaporative settings, must have been widespread.
During low stands of sea level, carbonate deposi-
tion on the continents was probably replaced by
deposition on rims along continental margins,
where dolomitization was kinetically less favored.
One can imagine that this is the major reason for
the correlation of the Mg2+ and SO4

2� concentration
of seawater and the stand of sea level. The relation-
ship may, however, be more complicated. During
the Tertiary, sea level fell, yet the shallow water,
near-shore carbonates deposited during the last 40
Ma are strongly and extensively dolomitized. It is
not clear why this should not have happened
equally enthusiastically during the Permian and
Late Neoproterozoic low stands of sea level.

12.5.7 Trace Elements in Marine Carbonates

Many attempts have been made to relate the
trace element distribution in marine minerals,
particularly in carbonates, to the rate of seawater
cycling through MORs, and to tectonics in gen-
eral. The concentration of lithium and the
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concentration and isotopic composition of stron-
tium have been studied particularly intensively.
In their paper on the lithium and strontium con-
tent of foraminiferal shells, Delaney and Boyle
(1986) proposed that the Li/Ca ratio has varied
rather little during the past 116 Ma, but that the
Sr/Ca ratio increased significantly during this
time period. More recent measurements by Lear
et al. (2003) on a very large number of foramini-
fera have shown that the Sr/Ca ratio of benthic
foraminifera has had a more complicated history
during the past 75 Ma. Relating the Sr/Ca ratio of
foraminiferal shells to the Sr/Ca ratio in seawater
is complicated, because the Sr/Ca ratio in fora-
minifera is a rather strong function of
temperature, shell size, and pressure, and
because it is species specific (Elderfield et al.,
2000, 2002). Lear et al. (2003) have taken all
these factors into account, have combined their
data for a variety of benthic foraminifera, and
have proposed the course shown in Figure 24
for the Sr/Ca ratio in seawater during the last 75
Ma. The ratio decreased rapidly between 75 Ma
and 40 Ma; during the last 40 Ma it climbed
significantly, but the increase was interrupted
by a decrease between 15 Ma and 7 Ma.

The data in Figure 24 can be combined with
those in Figure 21 for the course of the calcium
concentration in seawater to yield the course of
the strontium concentration of seawater during the
last 75 Ma. At 75 Ma, the strontium concentration
was �22�10�5 mol kg�1 H2O. At 40 Ma, it was
�11�10�5 mol kg�1 H2O. At present it is
8.5�10�5 mol kg�1 H2O. The 60% decrease in
the strontium concentration during the last
75 Ma exceeds the decrease of the calcium con-
centration (45%).

Reconstructing the course of the Sr/Ca concen-
tration in seawater from the composition of fossils
is limited by the effects of diagenesis. These are
particularly disturbing in carbonates older than
100 Ma. Figure 25 shows Steuber and Veizer’s
(2002) data for the strontium content of
Phanerozoic biological low-magnesium calcites.
The averages of the strontium concentrations indi-
cate a course similar to that of the changes in sea
level during the Phanerozoic; but the scatter in their
data is so large that the significance of their average
curve is somewhat in doubt. Lear et al. (2003) have
attempted to interpret the changes in the concentra-
tion and the isotopic composition of strontium in
seawater during the last 75 Ma. The rise of the
Himalayas and perhaps of other major mountain
chains, the lowering of sea level, and the transfer of
a significant fraction of marine CaCO3 deposition
from shallow to deep waters have all played a role
in the changes in seawater composition during the
Tertiary. A quantitative treatment of the available
data for strontium is still quite difficult; there are
still too many poorly defined parameters in the
controlling equations.

12.5.8 The Isotopic Composition of Boron in
Marine Carbonates

The isotopic composition of several elements in
marine mineral phases is a much better indicator of
oceanic conditions than their concentration in these
phases. The 11B/10B ratio of living planktonic forami-
nifera is related to the pH of seawater (Sanyal et al.,
1996). This relationship has opened the possibility of
using the 11B/10B ratio in foraminifera to infer the pH
of seawater in the past (Spivack et al., 1993) and
thence the course of past PCO2

. This approach has

Figure 24 Seawater Sr/Ca record for the Cenozoic (source Lear et al., 2003).
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been applied by Pearson and Palmer (1999, 2000) and
by Palmer et al. (2000) to estimate the pH of seawater
and PCO2

during the Cenozoic. The results are, how-
ever, somewhat uncertain, because they depend rather
heavily on the assumed value of the isotopic compo-
sition of boron in Cenozoic seawater, and because the
fractionation of the boron isotopes during the uptake
of this element in foraminifera is somewhat species
specific (Sanyal et al., 1996).

12.5.9 The Isotopic Composition of Strontium
in Marine Carbonates

Avery important contribution to paleoceanogra-
phy has been made by measurements of the
isotopic composition of strontium in Phanerozoic
carbonates. The Burke et al. (1982) compilation of
the isotopic composition of strontium in 744
Phanerozoic marine carbonates has now been
expanded by a factor of about �6. Figure 26 is
taken from the summary of these data by Veizer
et al. (1999). The major features of the Burke curve

have survived, and many of its features have been
sharpened considerably. The curve in Figure 26 is
quite robust, and our view of variations in the
87Sr/86Sr ratio of seawater during the Phanerozoic
is unlikely to change significantly. The 87Sr/86Sr
ratio of seawater has fluctuated quite significantly.
The overall decrease from its high value during the
Cambrian to a minimum in the Jurassic and the
return to its Early Paleozoic value during the
Tertiary does not mirror the two megacycles of
the sea-level curve. There is an obvious second-
order correlation with orogenies, but their effect on
the 87Sr/86Sr ratio of seawater has been oversha-
dowed by changes in the isotopic composition and
the flux of river strontium to the oceans. The very
rapid rise of the 87Sr/86Sr ratio in seawater during
the Tertiary must be related to the weathering of
rocks of very high 87Sr/86Sr ratios, and changes in
the 87Sr/86Sr ratio of rocks undergoing weathering
have probably played a major role in determining
the fluctuations in the 87Sr/86Sr ratio of seawater
during the entire Phanerozoic.

Figure 25 Sr concentrations in biological low-Mg calcite of brachiopods (dots), belemnites (crosses) and rudist
bivalve (boxes). Mean values (bold curve) and two standard errors (thin curves) were calculated by moving a 20 Myr
window in 5 Myr intervals across the data set. Ranges (vertical lines) and mean values (stars) of intrashell variations for
concentrations in single rudist shells are also shown, but were not used in calculation of running means (source Steuber

and Veizer, 2002).
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12.5.10 The Isotopic Composition of Osmium
in Seawater

Large changes in the composition of rocks
undergoing weathering must also be invoked to
explain the major changes in the 187Os/186Os ratio
of seawater during the Cenozoic (see Figure 27)
(Pegram and Turekian, 1999; Peucker-Ehrenbrink
et al., 1995).

12.5.11 The Isotopic Composition of Sulfur
and Carbon in Seawater

Interestingly, the first-order variation of the iso-
topic composition of sulfur and carbon in seawater
during the Phanerozoic is qualitatively similar to
that of strontium. The value of �34S at the base of

the Phanerozoic is highly positive. It drops to a
minimum in the Permian and then rises again to
its present, intermediate level (Figures 28 and 29).
The variation of �13C during the Phanerozoic is
nearly the inverse of the �34S curve (Figure 30).
Both describe a half-cycle rather than a two-cycle
path. The inverse variation of �34S and �13C
strongly suggests that the geochemical cycles of
the two elements are closely linked, as suggested
by Holland (1973) and Garrels and Perry (1974).
Since that time the database for assessing the var-
iation of the isotopic composition of both elements
has been enlarged very considerably, and the litera-
ture dealing with the linkage between their
geochemistry has grown apace (e.g., Veizer et al.,
1980; Holser et al., 1988, 1989; Berner, 1989;
Kump, 1993; Carpenter and Lohmann, 1997;

Figure 26 87Sr/86Sr variations for the Phanerozoic based on 4,055 samples of brachiopods (‘‘secondary’’ layer only
for the new Bochum/Ottawa measurements), belemnites, and conodonts (source Veizer et al., 1999).

Figure 27 The marine Os isotope record during the last 200 Ma (source Peucker-Ehrenbrink and Ravizza, 2000.
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Petsch and Berner, 1998). Nevertheless, a truly
quantitative understanding of the linkage has not
yet been achieved. The inputs of sulfur and carbon
to the oceans as well as the functional relationships
that relate the composition of these reservoirs to
their outputs into the rock record are still not very
well defined. The large difference between the
residence time of HCO3

� and SO4
2� in the oceans

has invited deviations from steady state both in
their concentration in seawater and in the isotopic
composition of their constituents.

12.5.12 The Isotopic Composition of Oxygen
in Seawater

The use of the isotopic composition of oxygen
in marine carbonates as a means of reconstruct-
ing the course of the �18O value of seawater
during the Phanerozoic has been a matter of
considerable contention. The �18O value of
carbonates and cherts tends to become
more negative with increasing geologic age
(see, e.g., Figure 31). In many instances this
decrease is clearly due to diagenetic changes
involving reactions with isotopically light water.
However, the �18O of carbonates which have
been chosen carefully to avoid overprinting by
diagenetic alteration also tends to decrease with
increasing geologic age.

Figure 28 The sulfur isotopic composition of Phanerozoic seawater sulfate based on the analysis of structurally
substituted sulfate in carbonates (Kampschulte and Strauss, in press) and evaporite based �34 data (source

Strauss, 1999).

Figure 29 Isotopic composition of seawater sulfate
during the past 65 Ma (Paytan et al., 1998, 2002) with
ages modified somewhat (sources Paytan, personal

communication, 2003).
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The strongest argument in favor of a near-
constant �18O value of seawater during much of
Earth history is based on an analysis of the
effects of seawater cycling through MORs at
high temperatures (Muehlenbachs and Clayton,
1976; Holland, 1984; Muehlenbachs, 1986).
Changes in the high-temperature cycling of sea-
water through mid-ocean ridges do not seem to
be capable of accounting for major changes in
the �18O of seawater. At present the only promis-
ing mechanism for explaining large changes in
the �18O of seawater is a major change in the

ratio of low-temperature to high-temperature
alteration of the oceanic crust (Lohmann and
Walker, 1989). The �18O of high-temperature
vent fluids (200 – 400
C) scatter from +0.2‰ to
+2.15‰ with an average value of +1.0‰ with
respect to the entering seawater (Bach and
Humphris, 1999). �18O data for basement fluids
at temperatures below 100 
C are few. Elderfield
et al. (1999) have shown that thermally driven
seawater in an 80km transect across the eastern
flank of the Juan de Fuca Ridge at 48
 latitude
has temperatures between 15.5
C and 62.8
C

Figure 30 Carbon isotope composition of Phanerozoic low-Mg calcitic shells (source Veizer et al., 1999).
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and �18O values, on average, �1.05‰ with
respect to the entering seawater. About 5% of
the global ridge flank heat flux would have to
be associated with exchange of �18O in the ridge
flanks to balance the enrichment in seawater
�18O due to high-temperature hydrothermal activ-
ity. The estimate of 5% is similar to that
proposed by Mottl and Wheat (1994) (see also
Mottl, 2003). It remains to be seen whether the
large changes in the balance between
low-temperature and high-temperature alteration
of the oceanic crust that seem to be required to
shift the �18O values of seawater to �8‰ have

actually occurred. Even if they have not, the
Earth’s total hydrologic system is so complex
that major changes in the �18O of seawater dur-
ing the history of the planet should not be
dismissed out of hand.

12.6 A BRIEF SUMMARY

The large amount of research that has been
completed since the early 1980s has done much
to clarify our understanding of the chemical evolu-
tion of seawater. In the Precambrian, major

Figure 31 Oxygen isotope composition of Phanerozoic low-Mg calcitic shells (source Veizer et al., 1999).
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advances have centered on the effects of the rise of
oxygen on the marine geochemistry of sulfur and
the redox sensitive elements. In the Phanerozoic
the definition, albeit imprecise, of the concentra-
tion of the major constituents of seawater and of the
relationship between changes in their concentra-
tion, isotopic composition, tectonics, and
biological evolution represent a major advance.

Despite this progress our knowledge of the
ancient oceans is miniscule compared to our
knowledge of the modern ocean. Even the course
of the major element concentrations in Phanerozoic
seawater is still rather poorly defined, and esti-
mates of their concentration in Precambrian
seawater are little more than guesswork. The most
promising avenue to a more satisfactory paleocea-
nography is probably the analysis of fluid
inclusions containing unevaporated seawater. This
presents formidable analytical problems. If they
can be solved, and if a sufficient number of such
inclusions spanning a large fraction of Earth his-
tory are analyzed, the state of paleoceanography
will be improved dramatically.
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13.1 INTRODUCTION

The nature of detrital sedimentary (siliciclastic)
rocks is determined by geological processes that
occur in the four main Earth surface environments
encountered over the sediment’s history from
source to final sink: (i) the site of sediment produc-
tion (provenance), where interactions among
bedrock geology, tectonic uplift, and climate con-
trol weathering and erosion processes; (ii) the
transport path, where the medium of transport,
gradient, and distance to the depositional basin
may modify the texture and composition of weath-
ered material; (iii) the site of deposition, where a
suite of physical, chemical, and biological pro-
cesses control the nature of sediment
accumulation and early burial modification; and
(iv) the conditions of later burial, where diagenetic
processes may further alter the texture and compo-
sition of buried sediments. Many of these
geological processes leave characteristic geochem-
ical signatures, making detrital sedimentary rocks
one of the most important archives of geochemical
data available for reconstructions of ancient Earth
surface environments. Although documentation of
geochemical data has long been a part of the study
of sedimentation (e.g., Twenhofel, 1926, 1950;
Pettijohn, 1949; Trask, 1955), the development
and application of geochemical methods specific
to sedimentary geological problems blossomed in
the period following the Second World War
(Degens, 1965; Garrels and Mackenzie, 1971)
and culminated in recent years, as reflected by the
publication of various texts on marine geochemis-
try (e.g., Chester, 1990, 2000), biogeochemistry
(e.g., Schlesinger, 1991; Libes, 1992), and organic
geochemistry (e.g., Tissot and Welte, 1984; Engel
and Macko, 1993).

Coincident with the growth of these subdisci-
plines a new focus has emerged in the geological
sciences broadly represented under the title of
‘‘Earth System Science’’ (e.g., Kump et al., 1999).
Geochemistry has played the central role in this
revolution (e.g., Berner, 1980; Garrels and Lerman,
1981; Berner et al., 1983; Kump et al., 2000), with a
shifting emphasis toward sophisticated characteriza-
tion of the linkages among solid Earth, oceans,
biosphere, cryosphere, atmosphere, and climate,
mediated by short- and long-term biogeochemical
cycles. As a result, one of the primary objectives of
current geological inquiry is improved understand-
ing of the interconnectedness and associated
feedback among the cycles of carbon, nitrogen,
phosphorous, oxygen, and sulfur, and their relation-
ship to the history of Earth’s climate. This ‘‘Earth
System’’ approach involves uniformitarian extrapo-
lations of knowledge gained from modern
environments to proxy-based interpretations of

environmental change recorded in ancient strata.
The strength of modern data lies with direct obser-
vations of pathways and products of physical,
chemical, and biological processes, but available
time-series are short relative to the response times
of many of the biogeochemical systems under study.
By contrast, stratigraphically constrained geological
data offer time-series that encompass a much fuller
range of system response. But with the enhanced
breadth of temporal resolution and signal amplitude
provided by ancient sedimentary records comes a
caveat—wemust account for the blurring of primary
paleo-environmental signals by preservational arti-
facts and understand that proxy calibrations are
extended from the modern world into a nonsubstan-
tively uniformitarian geological past.

Fortunately, detrital sedimentary rocks preserve
records of multiple proxies (dependent and inde-
pendent) that illuminate the processes and
conditions of sediment formation, transport,
deposition, and burial. An integrated multiproxy
approach offers an effective tool for deconvolving
the history of biogeochemical cycling of, among
other things, carbon and sulfur, and for understand-
ing the range of associated paleo-environmental
conditions (e.g., levels of atmospheric oxygen and
carbon dioxide, oceanic paleoredox, and paleosali-
nity). Authors of a single chapter can hope, at best,
to present a cursory glance at the many biogeo-
chemical proxies currently used and under
development in sedimentary studies. Our goal,
instead, is to focus on a selected suite of tools of
particular value in the reconstruction of paleo-
environments preserved in fine-grained siliciclastic
sedimentary rocks.

Fine-grained, mixed siliciclastic–biogenic sedi-
mentary facies—commonly termed hemipelagic
(mainly calcareous or siliceous mudrocks contain-
ing preserved organic matter (OM))—are ideal for
unraveling the geological past and are thus the focus
of this chapter. These strata accumulate in predomi-
nantly low-energy basinal environments where the
magnitude (and frequency) of lacunae is diminished,
resulting in relatively continuous, though generally
condensed sequences. Fortunately, condensation
tends to benefit geochemical analysis as it helps to
amplify some subtle environmental signals. Because
hemipelagic facies include contributions from both
terrigenous detrital and pelagic biogenic systems, as
well as from authigenic components reflecting the
burial environment (Figure 1), they are rich archives
of geochemical information. In this chapter we pre-
sent a conceptual model linking the major processes
of detrital, biogenic, and authigenic accumulation in
fine-grained hemipelagic settings. This model is
intended to be a fresh synthesis of decades of prior
research on the geochemistry of modern and ancient
mudrocks, including our own work.
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In the sections that follow we will first develop
and illustrate (Figures 1 and 2) the conceptual
model and the proxy methods incorporated within
this model—with additional details provided in the
cited literature. The remainder of the chapter is
devoted to demonstrating the utility of the model
through a series of case studies ranging from the
modern Black Sea to shales and argillites of the
Precambrian. Based on these case studies, we con-
clude with a summary of similarities and
differences in proxy application.

13.2 CONCEPTUALMODEL—PROCESSES

A schematic representation of our model for the
major inputs and feedback involved in the formation
of fine-grained, mixed siliciclastic–biogenic facies in
marine basins is shown in Figure 1. The major inputs
include terrigenous detritus, such as material derived
from weathering of continental crust or from volcanic
sources, biogenic components (both OM and miner-
alized microskeletal remains) derived from primary
photosynthetic production and heterotrophic pro-
cesses on land and in the sea, and authigenic

material precipitated at or near the sediment-water
interface as a consequence of Eh-pH-controlled
organic and inorganic reactions. Although these
major inputs have been recognized for many years
(e.g., see reviews by Potter et al., 1980; Gorsline,
1984; Arthur and Sageman, 1994; Wignall, 1994;
Hedges and Keil, 1995; Tyson, 1995; Schieber
et al., 1998a,b; Chester, 2000, and references therein),
the synthesis in Figure 1 is novel in that it integrates
physical (sedimentologic and oceanographic) and
biogeochemical processes, relates major inputs to
proximate and broader paleo-environmental controls,
illustrates important linkages between causes and
effects in the model (i.e., feedback), and, lastly, iden-
tifies and tracks key components of the major
biogeochemical cycles (C, O, S, N, and P) involved
in regulating conditions at the Earth’s surface.

Climate and plate tectonics are the master con-
trolling factors for the system represented in
Figure 1. Climate includes a complex set of phe-
nomena (temperature, evaporation, precipitation,
and wind) and interactions among the atmosphere,
land surface, ocean surface, biosphere, and cryo-
sphere that are driven largely by variations in the
amount and distribution of incoming solar

Figure 1 Conceptual model for the origin of mixed detrital–biogenic facies relating the three major inputs to the
processes that control them. The major inputs are shown in boxes with bold-type labels. Controlling factors are shown
in italics. Large and medium scale arrows represent fluxes of key components involved in sedimentation and the
biogeochemical cycles of carbon, sulfur, and oxygen. Thin arrows illustrate relationships between major controlling
factors and depositional processes and/or feedback. Dashed thin arrows apply to major nutrient fluxes only. Dotted thin

arrows apply to major authigenic fluxes only. See text for further explanation.
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radiation. Tectonic processes, by contrast, can be
simplified to two parameters. These are vertical
uplift, which creates crustal source areas for weath-
ering and erosion, and subsidence, which together
with eustasy acts to control the accommodation
space available for accumulation of sediments
(e.g., Sloss, 1962).

13.2.1 Detrital Flux

Climate and tectonics, particularly the interaction
between uplift of continental crust and physical/
chemical weathering, controls the generation of ter-
rigenous detritus (sand, silt, and clay), as well as
dissolved species (e.g., cations and anions such as
Na+, Ca2+, SO4

2�, Cl�, and HCO3
�), many of which

play important roles in biogeochemical cycling
(Figure 1). The chemical composition of the detrital
fraction is largely determined by the mineralogy of
the source rocks, the weathering regime, and the

reactivity of weathering products during transport.
Regional climatic conditions determine weathering
regimes (temperature, precipitation, and runoff), and
for a given weathering environment, uplift rate and
drainage area determine net detrital flux or sediment
yield into a basin of deposition (Milliman and
Syvitski, 1992; Perlmutter et al., 1998). Tectonic
activity drives source area uplift to create relief,
and on a global scale also influences long-term
eustasy, which together with local subsidence will
determine the bathymetric profile of a given sedi-
mentary basin, as well as its relative sea-level
history. Geography (latitude and basin orientation)
and bathymetric profile combine with climate to
determine the oceanographic character of a basin
(e.g., circulation), which, in turn, controls delivery
of the detrital fine fraction to distal depositional sites
and strongly influences biogenic and authigenic
processes. The ratio of accommodation (whether
controlled by eustasy, local tectonics, or both) to

Figure 2 (a) Details of the interrelationship between biogenic and authigenic processes in Figure 1 are shown.
Sequential steps in the remineralization of photosynthetically produced OM (represented by gray arrow) are
represented by simplified chemical reactions. For each step in which a given electron acceptor is dominant, one or
more characteristic biogeochemical proxies may accumulate (in some cases proxies accumulate across a range of
conditions; in others the range is narrower than the text font: such cases are represented by slanted borders). The rate at
which OM moves through the steps depends on availability of electron acceptors and bulk sedimentation rate, which
may be evaluated using detrital proxies. (b) Cartoon illustrating sources of terrigenous flux and proxies for their

detection. See text for further discussion.
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sediment supply is one of the most important reg-
ulators of particulate detrital flux to a basin (e.g.,
Loutit et al., 1988; Pasley et al., 1991) because it
controls the extent to which river-transported mate-
rials are stored in estuaries or transported beyond the
‘‘littoral energy fence’’ (Allen, 1970; Swift and
Thorne, 1991), where they are dispersed by the
shelfal transport system.

In general, transport of weathered material is
directly mediated by runoff and wind-driven
waves and currents. Both of these are controlled
by climatic parameters and exhibit broadly predict-
able latitudinal patterns. Although runoff is the
most volumetrically significant agent of detrital
and chemical transport to the oceans, under certain
circumstances windblown components can have a
major influence on sedimentary composition and
geochemical interpretations of detrital fluxes (e.g.,
Bertrand et al., 1996). Once fine-grained material
enters a marine basin, for example, from a riverine
source, its transport is controlled by surface circu-
lation, and deposition occurs by fall-out from
suspension (Gorsline, 1984) often mediated by
biologically and chemically induced aggregation.
Large sediment plumes associated with major riv-
ers characterize supply-dominated systems (Swift
and Thorne, 1991) and are well known from mod-
ern observations (e.g., the Amazon).

Although good modern analogues for ancient
epicratonic basins do not exist today, it is assumed
that turbid plumes of muddy sediment blanketed
such ancient settings (e.g., Pratt, 1984). There is,
however, relatively little known about the dispersal
of fine-sediment in ancient depositional systems
beyond what can be implied by trends of increasing
thickness, grain size, etc., toward dominant sedi-
ment sources (e.g., Elder, 1985). Sediment gravity
processes, when bathymetric topography is suffi-
cient (Gorsline, 1984), or impingement of storm
wave base during large storms or episodes of
decreased relative sea level can redistribute fine-
grained sediment into thicker and thinner accumu-
lations on the basin floor. These events can result in
winnowing of clays and progressive concentration
of coarser grained pelagic and benthic skeletal
components (Sageman, 1996) or eolian-derived
particles, thus altering the geochemical proportions
of the detrital fraction. It is also well known (e.g.,
in the modern Black Sea; Lyons, 1991) that fine
sediment is transported over large lateral distances
along isopycnal surfaces within well-stratified
water columns, often as a result of internal wave
activity along the density interfaces.

The major elemental components of the net
particulate flux from modern fluvial sources, in
order of decreasing magnitude, are Si, Al, Fe, Ca,
K, Mg, Na, Ti, P, Mn, and Ba (Martin and
Whitfield, 1983; see also Bewers and Yeats,
1979; Martin and Maybeck, 1979; Chester and
Murphy, 1990; Chester et al., 1997). Similar

proportions among the most abundant components
(e.g., Si, Al, and Fe) generally characterize the
mineralogy of the eolian dust flux (e.g., Lantzy
and Mackenzie, 1979), but there can be significant
regional variations in elemental concentrations
depending on the composition of source areas
(e.g., Chester, 2000). For example, titanium con-
centrations can be significantly elevated over
average crustal values in eolian fluxes from arid
regions (Bertrand et al., 1996; Yarincik et al.,
2000b). Deviations from the crustal mean also
characterize areas with a high volcanigenic contri-
bution to the atmospheric flux (Weisel et al., 1984;
Arthur and Dean, 1991). Silicon is often involved
in biogenic processes (see below), but aluminum
and titanium are regarded as the most refractory
products of crustal weathering (Taylor and
McLennan, 1985), except under extreme weather-
ing conditions (Young and Nesbitt, 1998).

13.2.2 Biogenic Flux

Photosynthetic production of OM and asso-
ciated skeletal material defines the second major
input to fine-grained, mixed siliciclastic–biogenic
facies. Sedimentary organic carbon (Corg) has two
major sources: terrestrial and marine. About 65%
of the total terrestrial carbon flux survives as recal-
citrant OM and can be incorporated in marine
sediments (Ittekkot, 1988). In general, the concen-
tration of this material varies as a function of
proximity of the fluvial source and the dispersion
processes. However, some recent studies have
shown that much of this material is transported as
sorbed phases on mineral surfaces, which can be
shed in the nearshore zone and replaced by marine
OM (e.g., Keil and Hedges, 1993; Mayer, 1994;
Leithold and Blair, 2001). This marine Corg is far
more labile and thus provides the dominant sub-
strate for microbial decomposers, and through most
of the marine realm its export to surface sediments
is controlled by surface-water bioproductivity, het-
erotrophic ‘‘repackaging’’ (as fecal pellets with
rapid down-column transit rates; Suess, 1980;
Degens and Ittekkot, 1987), and water depth,
which regulates the extent of degradation during
export through the water column (e.g., Suess,
1980). In ancient epicratonic seaways, water
depths probably varied from less than 100 m to
not significantly more than 300 m. Consequently,
decomposition during down-column transport was
appreciably lower than for open-ocean settings
(e.g., 61% versus 99% loss; Suess, 1980). Distal
hemipelagic deposits in these basins commonly
received minimal terrigenous OM, with marine
phytoplanktonic and bacterial fractions dominating
the sedimentary Corg.

The fundamental control on the production of
marine OM and associated skeletal material
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(CaCO3 and SiO2) is the concentration and tem-
poral continuity of biolimiting nutrients in surface
waters (e.g., nitrate, phosphate, and micronutrients
such as iron). In general, these are produced by
chemical weathering and biogenic activities on
land and transported via riverine or eolian pro-
cesses to the marine realm, or they may be
produced by biological processes within the water
column (i.e., N-fixation). Although phosphate is
transported in both dissolved (orthophosphate)
and particulate (organic and inorganic) phases,
only the dissolved form is readily bioavailable.
However, preferential remineralization of particu-
late nutrients due to, for example, microbially
mediated reactions under oscillating redox condi-
tions (Aller, 1994; Ingall and Jahnke, 1997) may
enhance nutrient recycling (Tyson and Pearson,
1991). In general, nitrogen is thought to be effec-
tive as a biolimiting nutrient on short (ecological)
timescales, while phosphorus availability limits
marine bioproductivity on geological timescales
(Broecker and Peng, 1982; Berner and Canfield,
1989; Van Cappellen and Ingall, 1994; Falkowski,
1997; Tyrrell, 1999). In modern open-ocean set-
tings the surface-water nutrient inventory is
generally low, and upwelling zones represent
major sites of enhanced bioproductivity. Nutrients
remineralized in the deeper water column are
actively recycled to the surface, thus driving new
production. Climate exerts control on the biogenic
flux by regulating nutrient supply, either through
its effect on chemical weathering, soil biology, and
rates of riverine transport, or by controlling water-
column stability and wind-driven (Ekman-trans-
port-induced) upwelling.

The pelagic biogenic flux includes carbon,
nitrogen, and phosphorus in OM, which under
conditions of exceptional preservation may be bur-
ied in proportions approximating the algal
Redfield ratio (Redfield et al., 1963; Murphy
et al., 2000a) but more commonly is enriched in
carbon relative to nitrogen and phosphorus due to
preferential nutrient release (Van Cappellen and
Ingall, 1994; Aller, 1994; Ingall and Jahnke,
1997). Similarly, CaCO3 accumulation can
directly reflect primary productivity. Because epi-
cratonic settings were sufficiently shallow to allow
carbonate deposition with little or no dissolution,
relations between CaCO3 accumulation and total
organic production in modern oceans (i.e.,
Broecker, 1982) may provide a means to recon-
struct paleoproductivity in ancient hemipelagic
deposits (Meyers et al., in review).

13.2.3 Authigenic Flux

The third major input of material to fine-
grained, mixed siliciclastic–biogenic facies is
associated with authigenic processes that occur

as a consequence of OM remineralization (bacter-
ial and macrofaunal heterotrophy) in
uncompacted sediments (Figure 1). In cases
where the supply of O2 exceeds the demand of
microbial and macrofaunal respiration, most OM
is efficiently oxidized by aerobes to dissolved
inorganic C (�CO2) and other byproducts, such
as PO4

3� and ultimately NO3
�, which can return to

surface waters and/or the atmosphere during
water-column mixing events (Figures 1 and 2). If
such conditions predominate on short to inter-
mediate geological timescales (centuries to
1Myr), the global carbon cycle remains in relative
equilibrium. When O2 supply fails to meet
respiratory demand (e.g., due to diminished O2

advection in a stratified water column, excess O2

demand in the water column and sediments from
enhanced production, or limitations in diffusional
O2 replenishment), oxygen is depleted and alter-
nate terminal electron acceptors are employed
in the remineralization of OM by a series of dys-
aerobic to anaerobic microbial communities
(Figure 2); the dominant metabolic processes are
nitrate reduction, manganese and iron reduction,
sulfate reduction, and fermentation (methanogen-
esis), which represent progressively less efficient
(i.e., less energy yielding per mole of Corg oxi-
dized) forms of respiration (Froelich et al., 1979;
Berner, 1980; Canfield and Raiswell, 1991).
While the relative net efficiencies of aerobic
and anaerobic remineralization are debated (as
discussed below), some fraction of the Corg is
buried, and its removal from the short-term part
of the carbon cycle may have direct consequences
for climate change (i.e., Arthur et al., 1988).

Nutrient release during OM remineralization
appears to depend on the dominant type of bacterial
decomposition, as well as its frequency and dura-
tion (e.g., Ingall et al., 1993) and is thus related to
the redox state of the system. Decoupled elemental
release from OM (enhanced phosphorus regenera-
tion relative to carbon) has been shown to occur
during decomposition in sediments overlain by O2-
deficient bottom waters (e.g., Ingall and Jahnke,
1997) and may be particularly pronounced for
nitrate under oscillating bottom-water redox condi-
tions (Aller, 1994). In modern oceans, preferential
nutrient release under normal aerobic conditions
results in OM being buried with organic C : P ratios
of �250 : 1, compared to the assimilation ratio of
�106 : 1 (Van Cappellen and Ingall, 1994). The
ratios increase dramatically under anoxic deposi-
tional conditions (Ingall et al., 1993). Information
about the extent to which nitrogen is preferentially
regenerated from OM in natural settings is not
abundant, as Corg : Ntotal ratios are typically inter-
preted in terms of OM source rather than
preservation state (e.g., Meyers, 1994). However,
there is evidence that Corg : Ntotal ratios increase
with depth in sediments independent of source

428 Geochemistry of Fine-grained Sediments and Sedimentary Rocks



variation (e.g., Stevenson and Cheng, 1972), sug-
gesting that postdepositional release of nitrogen
may be enhanced by prolonged exposure to active
microbial degradation.

In modern deep oceans, the aerobic zone dom-
inates water columns and often the substrates,
and most OM is remineralized by aerobic respira-
tion during export, with less than 1–2% reaching
the seafloor (Suess, 1980). This loss reflects the
great depth of the oceanic water column, as well
as vigorous resupply of O2 due to thermohaline
circulation. By contrast, up to 40% of primary
production reaches substrates in shelfal areas
where depths are �100 m (and by inference
shallow epicontinental seaways), even though
water columns are fully oxic (Suess, 1980).
However, most of this OM is subsequently remi-
neralized by aerobic and anaerobic bacteria and
other heterotrophic organisms in the sediments.
Consequently, net carbon burial remains very
low, but the percent of the flux to the sediment–
water interface that becomes buried and pre-
served beyond early diagenetic remineralization
also varies sympathetically with rates of bulk
sediment accumulation (Stein, 1986; Henrichs
and Reeburgh, 1987; Canfield, 1989, 1994;
Betts and Holland, 1991). In open oceanic water
columns, nitrate reduction may occur at mid-
water depths where the decomposition of des-
cending particulate OM depletes available
oxygen (Falkowski, 1997), but thermohaline cir-
culation tends to resupply oxygen to bottom
waters, ensuring the near-complete remineraliza-
tion of pelagic OM. Upwelling zones with high
fluxes of recycled nutrients and enhanced pro-
duction are characterized by benthic anoxia and
high burial fluxes of Corg, but they tend to be
nonsulfidic—suggesting that oxygen and nitrate
are resupplied by currents at levels just sufficient
to prevent sulfate reduction (Arthur et al., 1998).
Well-documented occurrences of water-column
sulfate reduction and high sulfide concentrations
are known to occur today only in highly
restricted (silled) basins with relatively isolated
bottom waters and predominantly stratified water
columns (Black Sea, Fjords), and/or within
restricted settings beneath fertile surface waters
(Cariaco Basin, California borderland basins)
(e.g., Rhoads and Morse, 1971; Demaison and
Moore, 1980; Pedersen and Calvert, 1990; Werne
et al., 2000; Lyons et al., 2003).

Ultimately, the redox state of a depositional
system represents a dynamic balance between
supply of electron acceptors and their consump-
tion during OM remineralization. The key
controls include water-column mixing rate,
which is influenced by relative sea level and cli-
mate, and OM production and export rates (plus
feedback expressed in water-column redox and
associated effects on OM preservation—see

Section 13.2.4) controlled mainly by nutrient sup-
ply and the biology of the planktic biota. Because
the redox state of a depositional system regulates
various organic and inorganic reactions by which
dissolved constituents are precipitated as geologi-
cally preservable minerals (e.g., metal
oxyhydroxides versus pyrite) and added to the
burial flux, it is possible to reconstruct the history
of changes in redox. Examples of these constitu-
ents include Fe, Mn, V, Cr, Mo, and U.

13.2.4 Carbon Cycle and Climate Feedback

In addition to the intensity of incoming solar
radiation, the surface temperature on Earth is regu-
lated by the warming effect of greenhouse gases in
the atmosphere, in particular CO2, and this rela-
tionship is influenced by several negative and
positive feedback loops (e.g., Berner, 1999). The
inorganic part of the carbon cycle (weathering of
silicates by carbonic acid to produce Ca2+ and
HCO3

�, deposition of CaCO3 in carbonate rocks,
and metamorphic recycling of CO2 from subducted
CaCO3) stores and transfers the largest masses of
carbon over very long timescales (Berner, 1999).
However, the focus of this chapter is fine-grained
detrital sediments and sedimentary rocks.
Although CaCO3 can be volumetrically important
in these fine-grained deposits, these dominantly
siliciclastic facies are the primary reservoir for
burial of Corg in both modern and ancient marine
environments. Unlike inorganic (carbonate) car-
bon, this organic carbon pool has the potential to
produce large and rapid perturbations in the carbon
cycle, with concomitant climatic effects (e.g.,
Arthur et al., 1988; Kump and Arthur, 1999;
Berner and Kothavala, 2001).

Viewed in the context of Figure 1, when Corg

fixation by photoautotrophs (biogenic flux) is
not matched by sediment and water-column
decomposition by bacteria and other heterotrophs,
significant masses of Corg can be buried in detrital-
biogenic and pelagic sediments. If this occurs over
sufficiently large areas, geologically rapid and/or
prolonged changes in atmospheric pCO2 may result
(e.g., Arthur et al., 1988; Berner and Canfield,
1989; Kump and Arthur, 1999; Berner et al.,
2000; Berner, 2001; Berner and Kothavala, 2001).
Interpreted episodes of widespread carbon burial,
such as the Miocene Monterey event (Vincent
and Berger, 1985), Cretaceous oceanic anoxic
events (Schlanger and Jenkyns, 1976; Schlanger
et al., 1987), the Permo-Triassic ‘‘superanoxia’’
event (Isozaki, 1997), and the Late Devonian
Kellwasser events (Joachimski and Buggisch,
1993), span the geological record and are thought
to be responsible for major changes in climate and
biotic extinction/evolution. Because of this, the
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factors controlling Corg burial have long been
topics of intense interest.

Many past studies have attributed enhanced OM
burial to the relative inefficiency of anaerobic bac-
terial respiration (i.e., Demaison and Moore, 1980).
In this model the driving mechanism of carbon
burial is pervasive anoxia in paleo-oceans and
shallow seas, attributed respectively to sluggish
thermohaline circulation during warm climate
intervals (e.g., Schlanger and Jenkyns, 1976) or
enhanced salinity stratification because of high
freshwater flux to shallow epicontinental basins
(e.g., Seilacher, 1982; Ettensohn, 1985a,b). More
recently, the notion of permanent stratification in
shallow epeiric seas associated with the ‘‘stagnant
basin’’ model has been challenged by a model
invoking dynamic, seasonal (thermal?) stratifica-
tion (e.g., Oschmann, 1991; Sageman and Bina,
1997; Murphy et al., 2000a; Sageman et al.,
2003) based, in part, on observations of modern
shallow marine systems (Tyson and Pearson,
1991). At about the same time that this new
‘‘dynamic stratification’’ model was being devel-
oped, evidence suggesting that increase in the
biogenic flux (i.e., greater productivity) played a
significant role in enhanced OM burial was accu-
mulating (e.g., Arthur et al., 1987). Ultimately,
Pedersen and Calvert (1990) cited evidence for
similar rates of aerobic and anaerobic degradation
(e.g., unexceptional Corg preservation in the mod-
ern Black Sea; Calvert et al., 1991), as well as
patterns of accumulation in modern high-produc-
tivity zones that argue for enhanced production as
the main driver of ancient OM burial. In their view
anoxic conditions were a consequence rather than a
cause of OM accumulation.

Following another decade of research, neither
the ‘‘preservation’’ nor ‘‘production’’ mechanism
has emerged as a comprehensive paradigm.
Publication of new observational and experimental
data has suggested that differential degradation of
OM does occur under variable redox conditions
(Hartnett et al., 1998; Van Mooy et al., 2002),
providing support for the preservation end-mem-
ber. More recently, secondary Corg loss in
Mediterranean sapropels associated with down-
ward advancing oxidation fronts—following
transitions from anoxic to oxic bottom water con-
ditions—has indicated the role of O2 exposure in
diminished OM preservation (Thomson et al.,
1999; Slomp et al., 2002; and reference therein).
There are, however, also cases in which increased
production without coeval evidence for significant
anoxicity appears to account for enhanced OM
burial (Meyers et al., 2001), thus providing support
for the production end-member. Whereas both pro-
duction and preservation factors appear to be
critical components, depending on circumstances
to be explored herein, the role of varying bulk
sedimentation rate (i.e., Johnson-Ibach, 1982;

Henrichs and Reeburgh, 1987; Mueller and Suess,
1979) has received comparatively less attention.
Yet, this process regulates OM concentration and
controls the rate at which OM is transported from
the oxic zone into underlying suboxic to anoxic
zones, where the efficiency of decomposition is
reduced, and thus ultimately impacts the extent of
OM preservation (Toth and Lerman, 1977;
Canfield, 1994).

13.3 CONCEPTUAL MODEL: PROXIES

Two fundamental types of geochemical proxies
are employed in the reconstruction of ancient
depositional environments and geological pro-
cesses. Broadly defined, these are elemental and
compound concentration/accumulation data and
stable isotopic data. Depending on the type of
data used and the process under investigation,
there are specific limitations that characterize
each proxy.

13.3.1 Limitations of Proxy Data

Ideally, each proxy employed in the study of
ancient fine-grained mixed siliciclastic–biogenic
facies should be based on a known or inferred
relationship between a primary geological process
and the corresponding flux of a geochemical com-
ponent to the sediment—or an isotopic
fractionation expressed in elements involved in
the process. The most useful proxies are those for
which a single or predominant controlling factor
can be identified based on direct modern observa-
tions and for which preserved signals are
particularly sensitive to changes in the primary
process. Sources of error in the development of
such proxy concepts include: (i) those associated
with quantifying the geochemical relationship in
modern systems (sampling and instrument error,
as well as uncertainties/simplifications about the
modern processes—e.g., Popp et al., 1998); (ii)
those associated with preservation (diagenetic
alteration); (iii) those associated with inferences,
assumptions, or extrapolations made when the spa-
tial and temporal scale of an ancient data set
exceeds that of modern data; and (iv) those asso-
ciated with measurement of components in ancient
rock samples (also including sampling and instru-
ment error).

Elemental concentration data suffer from the
inherent limitations of reciprocal dilution. The
risk of spurious suggestions of covariance driven
by mutual dilution (and thus false interpretations
of coupled delivery) provides a major impediment
for unambiguous determinations of elemental
fluxes within ancient sediments. Conversion of
concentration values to flux terms (mass area�1
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time�1) may be accomplished in cases where
age–depth relationships are adequately known to
allow the calculation of sedimentation rates, and
factors like bulk density and porosity can be mea-
sured or estimated (e.g., Bralower and Thierstein,
1987; Park and Herbert, 1987; Meyers et al.,
2001). However, timescales of sufficient resolu-
tion are relatively rare in most pre-Pleistocene
sequences, and sedimentary geochemists have
devised other means of resolving relative trends
in elemental fluxes. These include the calculation
of elemental ratios (e.g., Turekian and Wedepohl,
1961; Brumsack, 1989; Arthur et al., 1988; Arthur
and Dean, 1991; Calvert and Pedersen, 1993;
Piper and Isaacs, 1995; Davis et al., 1999;
Hofmann et al., 2003; Lyons et al., 2003), which
serve to normalize components to major dilutants
and thus allow contributions to flux variability
to be better isolated. Absolute concentrations
and ratios of elemental constituents can also
be evaluated relative to mean values within a
stratigraphic section (Sageman et al., 2003) or
relative to mean values for a given lithotype
(e.g., world average shale or WAS: Turekian and
Wedepohl, 1961; North American shale compo-
site or NASC: Gromet et al., 1984; Post-Archean
average Australian shales or PAAS: Taylor and
McLennan, 1985; mid-continent shales: Cullers,
1994). However, some normalization techniques
(e.g., X/Al : Y/Al cross-plots, where X and Y are
trace metals) are not without pitfalls and must be
applied with caution (Van der Weijden, 2002).

Fractionations among stable isotopes of carbon,
nitrogen, and sulfur are by-products of both kinetic
and equilibrium effects associated with inorganic
and biologically mediated reactions, and many of
these have been well characterized in modern
experimental and environmental studies (Hayes,
1993; Altabet and Francois, 1993, Canfield,
2001). Although trends in sedimentary bulk isoto-
pic data reflect a net fractionation in the paleo-
reservoir being studied, the fact that many elements
have multiple sources in the paleo-environment
requires a mass balance (or at least species-based)
approach to distinguish the major drivers of the
fractionation (e.g., marine versus terrestrial Corg

or pyrite versus organically bound sulfur).
Compound-specific isotopic methods (e.g., Hayes
et al., 1989, 1990) have made possible the direct
assessment of isotopic ratios in molecules that can
be linked to specific primary sources.

In the sections below each of the processes
introduced in Figure 1 (detrital, biogenic, and
authigenic) is related to a corresponding set of
proxies. In each case, specific strengths and lim-
itations are reviewed, and working hypotheses for
interpretation are evaluated. Given the low ratio of
sedimentation rate-to-sample size (duration) that
is typical for geochemical analysis in fine-grained
facies, all proxy data are subject to a certain range

of time averaging. The highest resolution data are
commonly derived from 1 cm-thick (or less) sam-
ples taken through sequences with effective
sedimentation rates (not corrected for compac-
tion) between 0.5 cm kyr�1 and 2.0 cm kyr�1,
which therefore average, respectively, from 2 kyr
to 0.5 kyr of depositional history into a single data
point. However, recent undisturbed varved
sequences at sites of comparatively rapid sedi-
mentation (e.g., Black Sea and Cariaco Basin)
provide a template for the very high level of
temporal resolution possible in some settings
(Hughen et al., 1996, 1998).

13.3.2 Detrital Proxies

The objectives of detrital proxy analyses
include: (i) identification of sources (e.g., weath-
ered crust versus extrusive igneous), transport
paths (fluvial, eolian, and ice-rafted), and deposi-
tional modes (suspension fallout versus gravity
flow) of the terrigenous detrital constituents; (ii)
determination of bulk and component fluxes of
these constituents relative to biogenic and authi-
genic inputs; and (iii) determination of the controls
on terrigenous fluxes (Figures 1 and 2).
Determining the overall rate of terrigenous accu-
mulation is important not only because it
influences concentrations of biogenic and authi-
genic components through dilution/condensation
(Johnson-Ibach, 1982) but more so because it
actively modulates pore- and bottom-water redox
conditions and organic carbon preservation by con-
trolling the rate at which labile OM is transported
through the successive decompositional zones
shown in Figure 2 (Canfield, 1989; Meyers et al.,
(in review)). While bulk sedimentation reflects the
overall behavior of depositional systems tracts
(Pasley et al., 1991; Creaney and Passey, 1993),
relative changes in the fluxes of individual compo-
nents provide evidence for variation in dominant
transport paths, which can be related to climate
history (e.g., Arthur et al., 1985).

Detrital geochemical proxies employed for
reconstruction of source rock composition or pro-
venance include rare-earth element suites and
neodymium isotopes (e.g., McLennan et al.,
1993; McDaniel et al., 1994; Cullers, 1994a,b;
Weldeab et al., 2002). Methods employing stron-
tium and osmium isotopes (e.g., DePaolo, 1986;
Ravizza, 1993) and Ge/Si ratios (Froelich et al.,
1992) have been used to reconstruct source area
weathering and uplift history. Although such ana-
lyses are important in our understanding of the
source-to-sink history of hemipelagic deposits, in
this review we focus on the use of major-, minor-,
and trace-element data to determine relative fluxes
of detrital (weathered riverine or eolian) and/or
volcanigenic fractions to bulk sedimentation
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(e.g., Arthur et al., 1985; Pye and Krinsley, 1986;
Arthur and Dean, 1991). These proxies track the
relative proportions of detrital and volcanigenic
mineral grains through their signature elemental
compositions. Variations in these fluxes and the
corresponding elemental signatures are conferred
by differences in source, mode of transport
(sorting), and rate of deposition and thus must be
viewed in the appropriate geological context
(paleogeography, tectonic framework, climate,
etc.).

13.3.2.1 Physical methods

Hemipelagic facies generally include finely
laminated to bioturbated to massive mudstones
with variable concentrations of silt-sized particles
(dominantly composed of quartz and authigenic
pyrite), carbonate or siliceous content (<10 wt.%
to >90 wt.%), and organic carbon (ranging from <1
wt.% to >20 wt.%). Variations in the proportion of
a dominant biogenic component, such as calcium
carbonate, relative to insoluble residue provide the
basis for lithologic terms such as claystone (<10%
CaCO3), calcareous shale or mudstone (10–50%
CaCO3), marly shale or marlstone (50–75%
CaCO3), and limestone (>75% CaCO3). The detri-
tal component of these facies can be described in
terms of its specific clay mineral composition,
trends in grain size or optical characteristics of
grains, and changes in other parameters directly
controlled by the concentration of detrital grains
relative to pelagic carbonate, such as magnetic
susceptibility.

The major clay minerals include discrete illite,
kaolinite, and chlorite, which reflect continental
weathering and riverine discharge (Pratt, 1984;
Leckie et al., 1991), and mixed-layer illite/smec-
tite, which results from postdepositional alteration
of volcanic ash (Pollastro, 1980; Arthur et al.,
1985) and is an important background constituent
of hemipelagic facies deposited near active volca-
nic belts. Variation in the proportions of different
clays may reflect relative changes in dominance of
riverine versus volcanigenic inputs (Arthur et al.,
1985; Dean and Arthur, 1998). Changes in the
relative proportions of clays versus detrital grains
larger than clay (>63 mm), including quartz, feld-
spar, biotite, and heavy mineral grains, are
interpreted to reflect changes in bulk detrital flux
by either mode of transport. Methods to quantify
these changes include analysis of trends in
grain size (e.g., Leithold, 1994; Rea and Hovan,
1995; Hassold et al., 2003), quantification of
weight percentages of detrital particles (e.g.,
DeMenocal, 1995), and in cases where sufficient
time resolution is available, calculation of accu-
mulation rates for the insoluble residue (Harris
et al., 1997) or individual detrital elements such
as titanium (Meyers et al., 2001). Petrographic

and SEM analysis of grains can also assist in the
determination of source and mode of transport
(Schieber, 1996; Werne et al., 2002). Finally,
magnetic susceptibility—which measures
changes in the proportion of magnetizable miner-
als and shows marked contrast between
paramagnetic grains such as clays, ferromagne-
sian silicates, and iron sulfides versus
diamagnetic components such as calcite—has
been used as an indicator of changes in detrital
flux (e.g., Ellwood et al., 2000).

13.3.2.2 Elemental proxies

Elemental proxies of detrital flux are also
based on changing proportions of mineral consti-
tuents and can be used to track subtle changes in
grain size (e.g., Bertrand et al., 1996). In hemi-
pelagic rocks aluminum is generally regarded as
the main conservative proxy for clay minerals,
which dominate the terrigenous insoluble residue
(Arthur et al., 1985; Arthur and Dean, 1991;
Calvert et al., 1996). Although aluminum scaven-
ging by sinking biogenic particles documented in
the deep equatorial Pacific (Murray et al., 1993;
Murray and Leinen, 1996, Dymond et al., 1997)
would impair its use as a conservative tracer, this
process is unlikely to have been significant in the
comparatively shallow water columns of epicon-
tinental basins where the studies described herein
are focused. Thus, changes in detrital flux in these
settings can be detected via: (i) variations in ele-
ments associated with coarser fractions relative to
the aluminum proxy, such as changes in silicon
related to detrital quartz silt, or in titanium and
zirconium related to heavy mineral grains such as
zircon, rutile, sphene, titanite, and ilmenite
(Arthur et al., 1985; Pye and Krinsley, 1986;
Calvert et al., 1996; Bertrand et al., 1996; Davis
et al., 1999; Wortmann et al., 1999; Yarincik
et al., 2000b; Haug et al., 2003); (ii) changes in
elements indicative of detrital clays, such as
potassium associated with discrete illite, relative
to background aluminum (Pratt, 1984, Arthur
et al., 1985; Pye and Krinsley, 1986; Yarincik
et al., 2000b; Hofmann et al., 2003); and (iii)
changes in elements indicative of altered volcanic
ash, such as sodium and iron+magnesium—which
reflect a background of eolian delivery—relative
to indicators of hemipelagic detrital flux, such as
potassium input as discrete illite (Dean and
Arthur, 1998).

In each case, changes in the elemental ratios
are caused by relative changes in bulk sedimenta-
tion—dilution or condensation results from
changes in the terrigenous clay flux relative to
eolian or other inputs. Correct interpretation of
proxies depends on distinguishing elemental
sources and transport modes. For example, some
increases in Ti/Al are interpreted to reflect
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increased eolian flux relative to the hemipelagic
background (Bertrand et al., 1996; Yarincik et al.,
2000b), whereas in other cases the same signal is
interpreted to indicate enhanced delivery of river-
ine detritus (Arthur et al., 1985; Murphy et al.,
2000a; Meyers et al., 2001). In situations where
biotite is a dominant constituent of volcanic ash,
changes in Ti/Al may track bentonite content.
Similarly, enrichments in Si/Al that reflect propor-
tions of silicon in excess of the aluminosilicate
(mudrock) background may reflect enhanced
quartz delivery due to eolian inputs (Pye and
Krinsley, 1986; Werne et al., 2002) or enhanced
input of biogenic silicon and thus a productivity
signal (Davis et al., 1999). Geological context
(e.g., proximity to arid source regions or deltaic
systems), optical or SEM identification of grain
types and surface textures (Schieber et al., 2000;
Werne et al., 2002), and the use of multiple com-
plementary proxies can help address these
questions of source and transport mode.

13.3.3 Biogenic Proxies

The objectives of biogenic proxy analyses
include: (i) identification of the sources of OM
(terrigenous, marine algal, and bacterial) and
biogenic skeletal material, (ii) determination of
bulk and component fluxes of biogenic constitu-
ents, and (iii) determination of controls on
ancient biogenic fluxes (Figures 1 and 2). Due
to several factors, bulk organic carbon or pelagic
skeletal material in ancient mudrocks cannot
necessarily be viewed as reliable quantitative
proxies for primary production in overlying sur-
face waters. Firstly, OM and skeletal material
such as CaCO3 may derive from multiple
sources. Second, as described above, concentra-
tions of Corg and other constituents are
influenced by bulk sedimentation rate, including
relative dilution/condensation, as well as the pos-
sible influence of changes in mineral surface area
and consequent sorption capacity with changing
clay properties (Kennedy et al., 2002).
Therefore, identification of relative contributions
of marine phytoplankton versus other biogenic
components and, ideally, calculation of accumu-
lation rates for individual components is required
before primary and export production can be
accurately determined. However, because the
efficiency of OM remineralization, which
depends on factors such as water depth and
transport time, redox state of the water column
and pore waters, and bulk sedimentation rates,
exerts significant control on Corg burial flux
(e.g., Emerson, 1985; Emerson and Hedges,
1988; Canfield, 1994; Meyers et al., in review),
reconstruction of productivity based on OM
accumulation may be biased (similar arguments

can be made for carbonate if dissolution is
significant). Therefore, even if accurate accumu-
lation rates can be determined, they must
be calibrated against, among other things,
proxies of redox history (see below; note that
these arguments are the basis for the comple-
mentary multiproxy approach illustrated in
Figures 1and 2).

In most pre-Pleistocene deposits, where time-
scales typically do not allow high-resolution
accumulation rate estimates, assessment of paleo-
production relies mostly on indirect, qualitative, or
semiquantitative methods. Nongeochemical
approaches include, for example, analyses of
changes in planktic bioassemblages (e.g.,
Watkins, 1989; Burns and Bralower, 1998;
Peterson et al., 1991). Among the host of geochem-
ical techniques investigated in the literature we will
review a subset that have produced consistent and
complementary results for the different time inter-
vals we have studied. These include methods to
assess OM and skeletal sources, stable isotopic
techniques, analyses of elemental ratios, compound
specific approaches, and accumulation rate calcu-
lations for biogenic components (e.g., Corg,
CaCO3, or SiO2).

13.3.3.1 Organic matter sources

Methods employed to determine OM sources in
the hemipelagic facies described in our case studies
include organic petrography, which allows delinea-
tion of relative proportions of terrigenous versus
marine algal macerals (Durand, 1980; Pratt, 1984),
and calculation of hydrogen and oxygen indices
from OM pyrolysis (Rock Eval), which allows
characterization of kerogen types and can distin-
guish between terrestrial and marine, as well as
oxidized/thermally mature and well-preserved
kerogen OM (Pratt, 1984; Kuhnt et al., 1990).
Other methods that contribute to recognition of
OM source include C :N ratios (Meyers, 1994)
and organic compounds or biomarkers (de Leeuw
et al., 1995).

13.3.3.2 Stable carbon isotopes of OM (�13C)

Despite the wide diversity of controls on the
carbon isotope composition of preserved OM and
biogenic CaCO3 (e.g., Hayes, 1993; Kump and
Arthur, 1999), it is possible under certain circum-
stances to argue that a few variables are dominant
and thus to relate changes in �13Corg to trends in
paleoproduction. As argued originally by Scholle
and Arthur (1980), Lewan (1986), Arthur et al.
(1988), and others, changes in the �13C of pre-
served marine algal OM and biogenic CaCO3

reflect changes in the isotopic composition of
dissolved inorganic carbon in surface waters,
which on short to intermediate timescales
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(<1Myr) may be controlled by the balance
between net respiration and net burial of OM in
sediments. For example, positive shifts in the �13C
of organic carbon dominantly sourced from mar-
ine photoautotrophs have been interpreted to
reflect elevated burial fluxes of OM related to
global increase in primary productivity (Arthur
et al., 1987, 1988), whereas negative shifts have
been interpreted to reflect recycling of respired
CO2 in a more localized reservoir (e.g., Saelen
et al., 1998; Murphy et al., 2000a; Rohl et al.,
2001). For more detailed recent reviews of the
controls on C-isotope fractionation see Kump
and Arthur (1999), Hayes et al. (1999), and papers
in Valley and Cole (2001).

13.3.3.3 Elemental ratios

A common indirect approach to reconstructing
paleoproductivity is the analysis of components
that reflect changes in nutrients. Among the
numerous methods described in the literature, we
have focused on the ratios of carbon, nitrogen, and
phosphorous, which have been employed in stu-
dies of Paleozoic, Mesozoic, and Cenozoic black
shales (Ingall et al., 1993; Murphy et al., 2000a;
Slomp et al., 2002; Filippelli et al., 2003;
Sageman et al., 2003). Additional work has
demonstrated the utility of barium (e.g., Ba/Al or
Ba/Ca) as a proxy for paleoproductivity in some
settings (Dymond et al., 1992; Francois et al.,
1995; Paytan et al., 1996; Van Santvoort et al.,
1996; cf. McManus et al., 1999), but has also
highlighted the limitations of this method under
reducing conditions where low sulfate concentra-
tions can lead to barite undersaturation (McManus
et al., 1998). Although promising in oceanic set-
tings, use of the barium proxy in ancient epeiric
deposits may be difficult.

Based on the observation that suboxic to anoxic
decompositional processes favor the strongly pre-
ferential release of nitrogen and phosphorus from
OM (Aller, 1994; Van Cappellen and Ingall, 1994;
Ingall and Jahnke, 1997), increases in the ratios of
C : N : P in preserved OM may imply increasing
nitrogen and phosphorus bioavailability. First, pre-
served OM must be determined to be
predominantly marine algal in origin (e.g., by
organic petrography, biomarker abundance and
isotopic composition, etc.). If so, it is reasonable
to assume that its C : N : P content originally
approximated the modern Redfield ratio of
106 : 16 : 1 (Redfield et al., 1963). However, remi-
neralized phosphorus is not necessarily released to
the overlying water column but may instead
become immobilized in sediments in inorganic
form (e.g., Filippelli, 1997). Changes in total sedi-
mentary phosphorus can be evaluated as an
indication of the amount of phosphorus that was
remineralized and not subsequently precipitated

and thus potentially bioavailable. Although there
may be sources of phosphorus in excess of that
associated with sedimented OM (Schenau and
DeLange, 2001), such additions would tend to
reduce C : P anomalies, suggesting that Corg to
total phosphorus values provide a minimum esti-
mate of the phosphorus released by the sediment
during OM remineralization.

The amount of OM that survives to become
sedimentary OC is a function of the rate of
production and down-column export, as well as
the dominant type of decomposition (metazoan
and/or microbial) and its duration relative to
bulk sedimentation rate (burial). It should be
noted that these generalizations, derived from
the study of modern oceans, must be viewed
in the context of shallow epicontinental settings
where total depth probably did not exceed �300
m during maximum highstands. Thus, the transit
time of OM in the water column was compara-
tively short, and the relative percentage of
production to reach the sediment surface (export
production) was high (Suess, 1980). As a con-
sequence, respiratory demand in the bottom
waters was likely to have been intense, espe-
cially during warm seasons when thermal
stratification of the water column prevented
downward advection of dissolved O2. If decom-
positional release of nutrients occurred during
establishment of seasonal (or longer-term) ther-
moclines in these shallow seas, and such
nutrients were recycled to surface waters when
the thermocline dissipated, an effective mechan-
ism was available to drive primary production
and increase the burial flux of carbon to the
sedimentary reservoir (Murphy et al., 2000a).
This simplified view omits discussion of many
issues, such as sedimentation rate controls on
phosphorus burial (Tromp et al., 1995) and
dynamics of N-cycling in the water column
(e.g., Altabet et al., 1991; Holmes et al.,
1997). However, since studies of ancient strati-
graphic sequences tend to span large time
intervals based on analysis of significantly
time-averaged samples, and since phosphorus
is regarded as the more significant limiting
nutrient on such geological timescales, we
argue that the approach described here, in com-
bination with other proxies, provides a
reasonable first-order approximation of nutrient–
productivity dynamics.

13.3.3.4 Biomarkers

Changes in abundance and isotopic composition
of biomarker compounds can help delineate rela-
tive mass contributions from terrestrial, marine
algal, and bacterial OM sources, as well as provide
indications of specific processes and environ-
mental conditions in ancient water columns
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(e.g., Hayes et al., 1989; Sinninghe Damsté et al.,
1993; Silliman et al., 1996; Kuypers et al., 2001;
Simons and Kenig, 2001; Pancost et al., 2002). In
some of our studies discussed below these methods
have been used in a limited fashion, mainly to help
constrain the relative contributions of different OM
sources to observed �13Corg variations (e.g.,
Murphy et al., 2000a).

13.3.3.5 Accumulation rates

With high-resolution timescales, calculation of
accumulation rates (mass area�1 time�1) for Corg,
CaCO3, and SiO2 (e.g., Bralower and Thierstein,
1984; Archer, 1991; Pedersen et al., 1991;
Sancetta et al., 1992; Arthur et al., 1994; Calvert
and Karlin, 1998) can provide a direct measure of
the net burial flux of biogenic components.
However, relating burial fluxes to primary pro-
duction may be complicated by factors described
above. For example, significant remineralization
of OM can occur even under the most anoxic
conditions (Canfield, 1989). Although the disso-
lution of CaCO3 provides a similar impediment to
its use as a linear proxy for paleoproduction, in
shallow seas where surface-water productivity
was dominated by calcareous nanoplankton,
CaCO3 accumulation rates may provide a reason-
able first-order estimate of production. Broecker
(1982) estimated a 1 : 4 relationship between
CaCO3 and Corg fixation rates in modern open-
ocean settings. Meyers et al. (in review) evaluated
this hypothesis using a compilation of modern
data representing a range of values for CaCO3

accumulation and Corg production and confirmed
that the 1 : 4 ratio applied only under the highest
rates of CaCO3 accumulation. Although time-
scales of sufficient resolution to calculate
accumulation rates are quite difficult to establish
in pre-Pleistocene stratigraphic sequences where
datable horizons may be few and disconformities
many, in an increasing number of studies orbital
timescales developed from analysis of rhythmi-
cally bedded hemipelagic facies are being
employed for this purpose (Herbert and Fischer,
1986; Herbert et al., 1986; Park and Herbert,
1987; Meyers et al., 2001).

13.3.4 Authigenic Proxies

The chemical behavior of various minor and
trace elements is relatively well characterized for
particular redox conditions, and there has been
significant effort directed at the development of
geochemical proxies for paleo-oxygenation in
black shale sequences (see reviews in Calvert
and Pedersen, 1993; Arthur and Sageman, 1994;
Jones and Manning, 1994; Wignall, 1994;
Schieber et al., 1998a,b). Elements of proven
paleoredox utility include Mo (Coveney et al.,

1991; Dean et al., 1999; Meyers et al., in review),
V–Ni (Lewan and Maynard, 1982; Lewan, 1984;
Breit and Wanty, 1991), U (Wignall and Myers,
1988), Mn (Calvert and Pedersen, 1993), Re
(Crusius et al., 1996), and rare-earth elements or,
more specifically, the Ce anomaly (Wright et al.,
1987; Wilde et al., 1996; cf. Bright et al., sub-
mitted; see German and Elderfield, 1990, for
review). In addition, proxies that directly assess
HS� (�H2S) availability in ancient water columns
include: (i) degree of pyritization, which is a mea-
sure of the extent to which reactive iron has been
transformed to pyrite, and related iron approaches
(Berner, 1970; Raiswell et al., 1988; Canfield
et al., 1996; Raiswell et al., 2001); (ii) sulfur
isotope relationships (Jørgensen, 1979;
Goldhaber and Kaplan, 1974, 1980; Anderson
et al., 1987; Fisher and Hudson, 1987; Beier and
Hayes, 1989; Habicht and Canfield, 1997; Lyons,
1997); (iii) bacterial pigments indicative of
anoxygenic photosynthesis in the presence of
hydrogen sulfide (e.g., Repeta, 1993; Sinninghe
Damsté et al., 1993; Koopmans et al., 1996;
Huang et al., 2000); and (iv) pyrite framboid
size distributions (Wilkin et al., 1996; Wignall
and Newton, 1998).

Studies in modern oxygen-deficient basins have
helped to calibrate these methods (Spencer and
Brewer, 1971; Jacobs and Emerson, 1982; Jacobs
et al., 1985, 1987; de Baar et al., 1988; Anderson
et al., 1989a,b; German and Elderfield, 1989;
German et al., 1991; Lewis and Landing, 1992;
Repeta, 1993; Sinninghe Damsté et al., 1993; Van
Cappellen et al., 1998; Morford and Emerson,
1999), including those associated with iron and
molybdenum cycling and resulting patterns of (sul-
fide-driven) mineralization that can preserve deep
into the geological record (Francois, 1988;
Emerson and Huested, 1991; Lewis and Landing,
1991; Canfield et al., 1996; Calvert et al., 1996;
Crusius et al., 1996; Helz et al., 1996; Lyons, 1997;
Wilkin et al., 1997; Raiswell and Canfield, 1996,
1998; Dean et al., 1999; Yarincik et al., 2000a;
Zheng et al., 2000; Adelson et al., 2001; Wijsman
et al., 2001; Wilkin and Arthur, 2001; Lyons et al.,
2003). Rather than providing cursory background
for each of a large number of proxies, we will
emphasize a few approaches of particular value in
recent black shale research, while also providing
some historical perspective.

13.3.4.1 C–S relationships

The C–S (organic carbon–pyrite sulfur) paleo-
environmental method—which has long been
applied to ancient shale-bearing sequences—is
based on the observation that different factors
generally limit sedimentary pyrite formation in
normal marine (oxic bottom waters), euxinic
marine (anoxic and H2S-containing), and
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freshwater to brackish settings (Berner, 1984). In
normal marine Phanerozoic environments, the
supply of dissolved sulfate for bacterial reduction
to H2S is typically not limiting because of the
ample concentrations in seawater (contrasting
low marine sulfate availability during the
Precambrian is summarized in Lyons et al., in
press). As the result of reactions between the
bacterially generated H2S and detritally delivered
reactive iron, appreciable pyrite sulfur (Spy) is
produced during diagenesis if sufficient Corg is
also available. The bacteria oxidize Corg in the
process of reducing sulfate to H2S. In normal
marine settings, the formation of pyrite can be
limited by the availability of bacterially metabo-
lizable OM. This linkage is expressed as a
positive linear relationship between concentra-
tions of Corg and Spy—with a zero sulfur
intercept. Normal marine sediments from a wide
range of Holocene localities yield a linear trend
with a mean C/S weight ratio of 2.8 (Berner,
1982; Morse and Berner, 1995). Expressions of
the coupling between Corg and Spy and corre-
sponding variations in C/S ratios in normal
shales spanning the Phanerozoic are addressed
in Raiswell and Berner (1986), although studies
are increasingly demonstrating the potential for
reactive-iron limitation within organic-rich sedi-
ments beneath oxic water columns (Canfield
et al., 1992; see Lyons et al., 2003).

Euxinic marine environments are complex in
that limitations in iron, rather than Corg, are the
norm, and the presence of sulfide within the water
column can decouple pyrite formation from the
local burial flux of Corg (Raiswell and Berner,
1985; Lyons and Berner, 1992; Lyons, 1997).
Regardless of the complexity, these anoxic marine
systems are noted for their relatively high abun-
dances of Spy and Corg. By contrast, sediments
deposited under the generally sulfate-deficient
conditions of natural freshwater to brackish set-
tings display low amounts of Spy despite the
potential for high concentrations of Corg and thus
plot close to the Corg axis on a C–S plot (Figure 3;
Berner, 1984; Berner and Raiswell, 1984). In
practice, specific paleo-environmental variations
within the marine realm are often difficult to
delineate uniquely using the C–S technique
because of the complex interplay among primary
and secondary controlling factors (e.g., Lyons and
Berner, 1992). As a result, distinctions between
fully marine and low salinity freshwater-to-brack-
ish settings are the least ambiguous application of
the C–S method. Furthermore, primary C–S rela-
tionships can be masked by weathering,
metamorphism, and both low-temperature and
hydrothermal secondary overprints (Figure 3;
Leventhal, 1995; Lyons et al., 2000, 2003;
Petsch et al., 2000, 2002).

13.3.4.2 Sulfur isotope relationships

Details of sulfur isotope geochemistry are pre-
sented elsewhere in this volume) and are only
highlighted here as related to paleo-environmental
interpretations of fine-grained siliciclastic sequences.
Formation of sedimentary pyrite initiates with
bacterial sulfate reduction (BSR) under conditions
of anoxia within the water column or sediment
pore fluids. The kinetic isotope effect associated
with bacterial sulfate reduction results in hydrogen
sulfide (and ultimately pyrite) that is depleted in
34S relative to the 34S/32S ratios of residual sulfate
(Goldhaber and Kaplan, 1974). The balance
between net burial versus oxidative weathering
of pyrite controls the 34S/32S ratio in the global
oceanic sulfate reservoir and, along with the
redox cycling of organic carbon, is the principal
modulator of PO2 in the atmosphere over geolo-
gical time (Claypool et al., 1980; Berner and
Petsch, 1998).

Dissimilatory BSR under pure-culture labora-
tory conditions can produce sulfide depleted in
34S by �2–46‰ relative to the parent sulfate
(Chambers et al., 1975; Canfield, 2001; Detmers
et al., 2001). Although this range is generally
accepted, controls on the magnitude of this fractio-
nation are subjects of recent debate. For example,
contrary to a long-held assumption, the isotopic
offset between parent sulfate and HS-produced
during BSR (�34S) may not vary with a simple
inverse relationship to the rate of sulfate reduction

Figure 3 Schematic plot emphasizing the principal
environmental controls, both primary and secondary, on
Corg versus Spy distributions in fine-grained siliciclastic
sediments and sedimentary rocks (after Lyons et al.,
2000). Preferential loss of sulfur during weathering is
addressed in Petsch et al. (2000, 2002); however,
weathering effects are minimized through the use of
drill core. Low- and high-temperature sulfur overprints
can be distinguished from primary Spy signals by their
�34S characteristics (Lyons et al., 2000, 2003).
Background is provided in Section 13.3.4.1 and

Lyons et al. (2000).
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(cf. Kaplan and Rittenberg, 1964; Canfield, 2001;
Detmers et al., 2001; Habicht and Canfield, 2001).
Furthermore, in light of the significantly smaller
isotope effects attributable to BSR under pure-cul-
ture conditions and by inference in natural settings
(cf. Wortmann et al., 2001), recent studies have
addressed the fractionations of up to and exceeding
60‰ that abound in the Phanerozoic record. One
model invokes bacterial disproportionation of
elemental sulfur and other sulfur mediates as a
means of exacerbating the 34S depletions observed
in HS- and pyrite (Canfield and Thamdrup, 1994;
Habicht and Canfield, 2001).

Ultimately, net isotopic fractionations pre-
served in geological systems reflect both the
magnitudes of bacterial fractionations and the
properties of the sulfate reservoir—as recorded
in the integrated history of pyrite formation
(Zaback et al., 1993). Even in the presence of
large fractionations during BSR and coupled dis-
proportionation, comparatively high �34Ssulfide
values can occur in environments where renewal
of sulfate is restricted relative to the rate of
bacterial consumption (e.g., within sediments
under conditions of rapid accumulation).
Conversely, low �34S values are typical of
marine systems where sulfate availability does
not limit BSR. Because of these multiple con-
trolling factors, bacteriogenic pyrite can display
a broad range of �34S values that are often very
low (34S-depleted) relative to coeval seawater
sulfate. In euxinic settings (i.e., those with per-
sistently anoxic and sulfidic bottom waters such
as the modern Black Sea and Cariaco Basin),
much (often most) of the pyrite forms (syngen-
etically) within the sulfidic water column and
shows the light and uniform �34S values
expected under conditions of large sulfate and
sulfide reservoirs. Conversely, under oxic
depositional conditions all of the pyrite forms
diagenetically and is thus vulnerable to the 34S
enrichments and wide �34S variability expected
in a restricted pore-water reservoir. At euxinic
sites of very rapid sediment accumulation, such
as coastal Fjords and marginal locations within
larger anoxic basins (Lyons, 1997; Hurtgen
et al., 1999), iron sulfides form both diageneti-
cally and syngenetically, which results in 34S-
enrichment relative to distal, largely syngenetic
pyrite pools. These facies-dependent sulfur iso-
tope trends are well expressed in a number of
ancient marine sequences (Figure 4; Anderson
et al., 1987; Fisher and Hudson, 1987; Beier
and Hayes, 1989).

In the two Mesozoic examples shown in
Figure 4, the light and uniform �34S values that
typify water-column pyrite formation under euxi-
nic conditions, and are further favored by the
comparatively slow rates of sediment accumula-
tion, are well expressed. The Cretaceous data of

Gautier (1986, 1987) also show the classic broad
range of �34S values possible for oxic deposition.
Under the diffusion-controlled sulfate fluxes of
diagenesis, rapid sedimentation can favor 34S
enrichment in pyrite by enhancing the rates of
BSR and reactive iron availability below surface
sediment layers and by facilitating protracted trans-
formations of iron monosulfide precursors to pyrite
(Hurtgen et al., 1999). These pore-water reservoir
effects occur beneath both oxic and anoxic bottom
waters. Conversely, the openness of pore waters
beneath oxic bottom waters can be maintained by
infaunal mixing and bio-irrigation. These processes

Figure 4 Sulfur isotope summary for black shales from
the Pierre Shale of the Cretaceous Western Interior, North
America (Gautier, 1986, 1987), and the Jurassic
Posidonienschiefer and Jet Rock (Raiswell et al., 1993).
For comparison, the maximum fractionation observed in
the Posidonienschiefer by Fisher and Hudson (1987) is
also shown. The isotopically uniform and strongly 34S-
depleted pyrites of the Jurassic shales and the Cretaceous
Sharon Springs Member of the Pierre Shale—like the
sediments of the modern Black Sea and Cariaco Basin
(Figure 7)—are diagnostic of euxinic (water-column)
pyrite formation (see Section 13.3.4.2). By contrast, the
Cretaceous Gammon Shale shows the 34S enrichments and
broad range of �34S values possible under oxic

depositional conditions (Gautier, 1986, 1987).
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of biologically enhanced sulfate transport, in com-
bination with sulfide reoxidation, can yield
comparative 34S deficiencies in pyrite of normal
marine sediments.

13.3.4.3 Iron

A recent model for iron distributions within
marine basins suggests that regional and temporal
patterns in iron speciation—as manifested in
degrees of pyritization and ratios of reactive
(FeR)-to-total Fe (FeT) and FeT-to-Al—are largely
controlled by the relative proportions of iron deliv-
ered with detrital sediments (e.g., iron oxides and
silicates) and as a fraction that is decoupled from
the local detrital flux through scavenging of dis-
solved iron in a euxinic water column during
syngenetic pyrite formation (Figure 5; Canfield
et al., 1996; Lyons, 1997; Raiswell and Canfield,
1998; Raiswell et al., 2001; Lyons et al., 2003).
(Degree of pyritization (DOP) is historically
defined as the ratio of pyrite iron (Fepy) to Fepy
plus iron extractable with boiling, concentrated
HCl—Berner, 1970; Raiswell et al., 1988;
Raiswell and Canfield, 1998; Lyons et al., 2003).

By this model, oxic settings (where iron scaven-
ging is precluded) and sites of rapid euxinic
siliciclastic accumulation show low to intermediate
DOP values in association with FeR/FeT and FeT/Al

ratios that are typical of the riverine (continental)
flux, while more-condensed euxinic settings can
show dramatic augmentation of the iron reservoir
(via Fescav)—and thus diagnostic elevation of the
three iron-based paleoredox proxies (Raiswell
et al., 1988; Raiswell and Canfield, 1998;
Raiswell et al., 2001; Lyons et al., 2003).
Because the iron paleoredox proxies are a function
of (i) the presence or absence of hydrogen sulfide
in the water column, (ii) the intensity of water-
column pyrite formation and associated iron
scavenging, and (iii) the relative siliciclastic flux
(Figure 6), iron distributions at euxinic sites near
the basin margin can look like those of oxic sedi-
ments because the scavenged iron is swamped by
the high rates of siliciclastic accumulation
(Raiswell et al., 2001; Lyons et al., 2003). As a
result, high values of DOP (and FeT/Al ratios ele-
vated above the local detrital flux) point uniquely
toward strong and likely persistent euxinic condi-
tions in the basin, while very low DOP values are
suggestive of oxic deposition under conditions of
low OM accumulation. Intermediate DOP values,
by contrast, can reflect either oxic deposition asso-
ciated with appreciable organic accumulation—
wherein pyrite formation can be iron limited—or
euxinic deposition at sites of rapid siliciclastic
influx (Lyons et al., 2003).

While the details are almost certainly more
complex than the model presented here and else-
where (e.g., Raiswell et al., 2001; Lyons et al.,
2003), nearshore–offshore gradients in DOP (and
overall iron patterns of enrichment as recorded in

Figure 5 Summary of iron speciation in fine-grained
siliciclastic sediments and sedimentary rocks. Total Fe
(FeT) is equal to the sum of all these fractions. DOP
increases in oxic sediments through the conversion of
Feex to Fepy, although the HCl procedure generally
overestimates the readily reactive iron available. In
euxinic settings, high DOP values (FeT/Al ratios) result
from scavenging of dissolved iron during pyrite
formation in the water column. See Section 13.3.4.3
and Lyons et al. (2003) for further discussion and

background.

Figure 6 Schematic representation of the spatial
gradients in FeT/Al ratios and DOP values in the
bottom sediments of euxinic basins. Nearshore-to-
offshore increases in these parameters derive from
corresponding decreases in the siliciclastic flux and
thus increases in the proportion of (i) iron scavenged
during syngenetic pyrite formation in the euxinic water
column to (ii) iron delivered with the local siliciclastic
flux. The scavenged iron is initially present as dissolved
iron and as oxyhydroxides formed near the chemocline
and is therefore decoupled from the local siliciclastic
(aluminum) flux. Details and other supporting
references are provided in Section 13.3.4.3 and Lyons

et al. (2003).
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FeR/FeT and FeT/Al ratios) cannot simply be
attributed to transport-related phenomena inde-
pendent of depositional redox (e.g., sorting by
grain size, mineralogy, or grain type—such as
fluxes dominated by riverine versus eolian
inputs). For example, the Orca Basin—a small
anoxic brine pool on the northern slope of the
Gulf of Mexico—shows a transition from FeT/Al
ratios of 0.40–0.50 for oxic sediments (much like
average continental crust; Taylor and McLennan,
1985) to values of �0.55–0.75 within the anoxic
zone. Ratios of �0.85–1.00 occur in the transition
zone where the redox interface (chemocline), with
its associated iron cycling and particulate iron
maximum (Van Cappellen et al., 1998), impinges
on the substrate (Lyons, unpublished data). The
essential point here is that the iron pattern is
linked to depositional redox, and, from the stand-
point of siliciclastic transport and associated
fractionation of the iron reservoir, the oxic, transi-
tional, and anoxic sites are all equidistant from the
shoreline.

13.3.4.4 Trace metals

In our research (e.g., Werne et al., 2002; Lyons
et al., 2003), molybdenum has emerged as one of
the empirically most useful, but mechanistically
least understood proxies for depositional redox
(cf. Meyers et al., in review). It is clear to us and
others that molybdenum enrichments in organic-
rich facies are linked to the presence of appreci-
able hydrogen sulfide and are coupled, directly or
indirectly, to Corg accumulation, where the type of
OM present may also play a critical role (Coveney
et al., 1991; Helz et al., 1996). What is less clear,
however, are the specific mineralization mechan-
isms by which molybdenum accumulates and
whether such enrichment can speak specifically
to the presence or absence of sulfide in the water
column, in contrast to the sediment pore waters.
Molybdenum (dominantly as molybdate) is about
two orders of magnitude more abundant in oxic
seawater than iron. Consequently, the iron enrich-
ments observed in euxinic sediments must reflect
scavenging within anoxic water columns where
dissolved iron is greatly elevated, and diffusion
of dissolved iron into sulfidic sediments beneath
an oxic water column is quantitatively negligible.
Molybdenum, however, because of its greater
abundance in oxic waters can diffuse into sul-
fide-rich pore waters and become appreciably
enriched in the sediments relative to detritally
delivered molybdenum.

The absence of elevated molybdenum concen-
trations in particulate samples from sediment traps
deployed in the water columns of modern anoxic
basins (e.g., Saanich Inlet, Cariaco Basin, and
Black Sea) has suggested to some that molybde-
num enrichment occurs only during diagenesis by

reaction at or through diffusion across the sedi-
ment–water interface (Francois, 1988; Emerson
and Huested, 1991; Crusius et al., 1996) and that
the link between high molybdenum concentration
and accumulation and independently indicated
euxinicity is the abundance of organic- and sul-
fide-rich sediments accumulating in oxygen-
deficient settings (Zheng et al., 2000). If true, a
euxinic setting is not required for molybdenum
enrichment. It should be noted, however, that the
hydrogen sulfide concentrations in these anoxic
water columns (e.g., <100 mM to 300–400 �M
for the Cariaco Basin and Black Sea, respectively)
may be below the critical threshold described by
Helz et al. (1996) for the switch to particle-reactive
thiomolybdate and thus may not effectively repre-
sent all sites of ancient anoxia. Alternatively, the
availability of sediment-trap data remains small
and potentially ambiguous, particularly for modern
anoxic sites of comparatively high and persistent
sulfide concentrations—such as Framvaren Fjord,
Norway. It is also interesting to note that molybde-
num is enriched significantly within Unit 1
sediments in the Black Sea—even at sites with
present-day pore-water concentrations of dissolved
sulfide that are not appreciably elevated above
bottom-waters values (Lyons and Berner, 1992;
Lyons, unpublished data).

In the case studies provided below we see evi-
dence for molybdenum enrichments that are
precisely coincident with the onset of euxinic con-
ditions (Werne et al., 2002; Lyons et al., 2003),
despite evidence for appreciable diagenetic dis-
solved sulfide in the underlying sediments
deposited under conditions ranging from oxic to
perhaps dominantly anoxic/nonsulfidic. In this
review we cannot hope to resolve the role water-
column sulfide plays in molybdenum accumulation
and enrichment other than to suggest that (i) high
concentrations of sedimentary molybdenum appear
to be diagnostic of depositional environments with
euxinic water columns, although high rates of
molybdenum accumulation are not necessarily
indicative of euxinicity (Meyers et al., in review),
and (ii) reactive iron availability may ultimately
control molybdenum concentration and accumula-
tion rate by modulating the amount of sulfide
buildup in sediments and in the water column
through iron sulfide formation (Meyers et al., in
review). Also of interest is the commonly
observed, strongly positive covariance between
the concentrations and accumulation rates of
molybdenum and those of Corg. We are currently
exploring the mechanistic underpinnings of this
relationship and how it might constrain paleo-
environments over geological time. Currently, we
favor two models: (i) reactions between OM and
molybdenum in the presence of dissolved sulfide
that yield a systematic (stoichiometric?) relation-
ship between the two (e.g., Coveney et al., 1991)
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and (ii) the possibility that sulfide alone is the link,
with increasing OM yielding increasing H2S via
BSR and thus parallel molybdenum sequestration
(see review in Lyons et al., 2003). It seems unli-
kely, however, that there will be a consistent slope
for this relationship across time or among basins—
as evidenced by the two distinct trends that are
present for sediments deposited since the last
oxic–anoxic transition in the Cariaco Basin
(Lyons et al., 2003).

Recently, mass-dependent isotopic variation
for molybdenum has surfaced as a tool of high
paleo-environmental potential (Barling et al.,
2001; Barling and Anbar, submitted).
Specifically, relatively inefficient scavenging of
molybdenum from seawater by oxide phases
under oxic marine conditions—compared to effi-
cient removal under anoxic settings—yields
patterns of molybdenum isotope variability in sea-
water (recorded in the black shales) that may track
the global proportion of oceanic anoxia over
geological time.

Other metals that occur as minor and trace
elements in marine waters and clastic sediments,
but may become concentrated by precipitation
from seawater under appropriate redox conditions
and thus have redox proxy potential, include Mn,
V, Cr, Ni, Co, Cu, U, and Th (Emerson and
Huested, 1991; Jones and Manning, 1994; Piper,
1994; Calvert and Pedersen, 1996). Among these
we have investigated Mn, V, and Cr relationships
in some of our studies, in addition to the proxies
described above. The rationale for the V +Cr
proxy is as follows: V and Cr, both of which
have a variety of common valence states and
correspondingly complex chemistries, are preci-
pitated from seawater as hydroxides or hydrated
oxides at Eh conditions that correspond to the
range in which denitrification occurs (Piper,
1994). Relative increases in the sedimentary con-
centration of V +Cr may, therefore, be indicative
of a proportional increase in the significance of
denitrification relative to aerobic respiration. This
is an important parameter to constrain for two
reasons: (i) denitrification is a dysaerobic to anae-
robic metabolism, whose increased prominence
suggests the relatively reduced availability of
oxygen in the system (Froelich et al., 1979), but
unlike sulfate-reduction, does not produce a by-
product that is toxic to aerobes; and (ii) denitrifi-
cation leads to loss of the biolimiting nutrient
nitrogen from the system as the chemically
reduced N2, which is insoluble and escapes to
the atmosphere.

Below Eh values of �500 mV, manganese
occurs as the soluble Mn2+ ion in seawater,
whereas Eh values >500 mV favor insoluble
Mn4+ oxides (Hem, 1981). Thus, under oxidizing
conditions insoluble Mn-oxyhydroxides precipi-
tate, while under reducing conditions manganese

is maintained as a dissolved species (e.g., Piper,
1994), especially through bacterially mediated
MnO2 reduction (e.g., Stumm and Morgan,
1996; Van Cappellen et al., 1998). Calvert and
Pedersen (1993) argued that sediments in oxic
depositional settings can show manganese
enrichments relative to the continental flux due
to diagenetic remobilization under reducing
pore-water conditions and corresponding repreci-
pitation at the redox interface in the uppermost
layers of the sediment column. Through a
repeated sequence of burial, dissolution, remobi-
lization, and reprecipitation, a manganese pump
is established wherein pore waters can locally
reach supersaturation with respect to manganese
carbonate. Calvert and Pedersen (1993) sug-
gested that in the absence of oxyhydroxide
precipitation at the sediment–water interface,
such a pump does not develop beneath anoxic
waters, and instead manganese can be lost to the
water column. They further argued that anoxic
water columns generally fail to reach the satura-
tion states necessary for water-column Mn-
carbonate precipitation—thus a scavenging
mechanism analogous to that for iron (via syn-
genetic Fe-sulfide formation; Section 13.3.4.3)
may not operate. By their model, sediment man-
ganese enrichments record bottom-water
oxygenation (see also Yarincik et al., 2000a).
This pattern of manganese cycling, however,
may be most relevant for suboxic to moderately
sulfidic settings because it ignores the possible
sediment immobilization or water-column preci-
pitation (scavenging) of manganese as a sulfide
phase (Lewis and Landing, 1991). Nevertheless,
manganese concentrations in ancient hemipelagic
sediments can provide a useful redox proxy com-
panion to Mo and V+Cr data and are particularly
effective for identifying the oxic–anoxic transi-
tion. For example, Lyons et al. (1993) reported
manganese enrichments in sediments of the
Black Sea outer shelf, at sites that are presently
under oxic bottom waters, as evidence for the
dramatic, short-term vertical (tens of meters)
excursions of the chemocline that have been
widely reported and debated in the literature
(e.g., Anderson et al., 1994).

13.4 GEOCHEMICAL CASE STUDIES
OF FINE-GRAINED SEDIMENTS
AND SEDIMENTARY ROCKS

The data presented for each case study are
largely abstracted from prior publications, where
they are explained in greater detail (see refer-
ences below). Rather than repeat these details,
discussions here focus on similarities and differ-
ences in proxy interpretation among different
hemipelagic systems in an effort to develop a
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more comprehensive understanding of the geo-
chemistry of fine-grained sediments and
sedimentary rocks.

13.4.1 Modern Anoxic Environments of OM
Burial—Black Sea and Cariaco Basin

Voluminous recent work in the Black Sea and
Cariaco Basin, the world’s first and second largest
modern anoxic basins, respectively, has centered
on patterns and pathways of carbon–sulfur cycling
and sequestration, and the comparative behaviors
of redox-sensitive metals and their paleo-environ-
mental implications. At the same time, many
workers are challenging the validity of the Black
Sea paradigm (e.g., Rhoads and Morse, 1971;
Demaison and Moore, 1980)—i.e., deposition
under deep, highly stratified water-column condi-
tions—as a universally relevant model for ancient
anoxic marine deposits (e.g., Murphy et al.,
2000a). Nevertheless, research in these modern
anoxic basins continues to illuminate general geo-
chemical pathways (e.g., metal cycling) under
oxygen-deficient conditions that are independent
of the specifics of basin hydrography, water depths,
etc. This approach is allowing us to define, refine,
and calibrate proxies of broad paleo-environmental
relevance.

Studies since the 1990s have consistently
demonstrated that the majority of the pyrite accu-
mulating within the uppermost laminated
intervals in the Black Sea and Cariaco Basin
formed within the euxinic water column. This
prevalence of syngenetic pyrite is supported by
(i) sedimentary sulfur isotope data that show uni-
form �34S values matching the isotopic
composition of the hydrogen sulfide within the
present-day water column (Figure 7; Calvert
et al., 1996; Lyons, 1997; Wilkin and Arthur,
2001; Lyons et al., 2003; Werne et al., 2003),
(ii) pyrite grains with size distributions controlled
by the settling velocities of framboids formed
within euxinic waters (Wilkin et al., 1997;
Wilkin and Arthur, 2001), and (iii) iron enrich-
ments that are most consistent with iron
scavenging within a sulfidic water column during
syngenetic pyrite formation (Canfield et al.,
1996; Raiswell and Canfield, 1998; Raiswell
et al., 2001; Lyons et al., 2003). Ratios of FeT/
Al and, correspondingly, DOP values in the
anoxic portions of the Black Sea increase from
nearshore to central basin localities by a factor of
roughly two in response to a siliciclastic flux that
decreases by two orders of magnitude across the
same transect (Lyons et al., 2003). At the near-
shore, rapidly accumulating sites in the Black
Sea, �34Spy values are enriched by �10‰ rela-
tive to the deep basin in response the diagenetic
effects discussed above (Section 13.3.4.2,

Figure 7). As expected from their intermediate
rates of siliciclastic accumulation relative to the
end-members in the Black Sea, microlaminated
sediments of the Cariaco Basin show intermedi-
ate values for the iron proxies (Figure 8). Each of
these expressions of the sulfidic waters of the
Black Sea and Cariaco Basin translates into a
signature of euxinicity that would readily pre-
serve into the deep geological record—and
when viewed collectively, would provide a clear
picture of paleoredox.

Despite the Black Sea’s long status as the
quintessential euxinic basin—the term euxinic
derives from the basin’s ancient name, Pontus
Euxinus—it is not presently a site of anomalous
Corg accumulation or preservation. Calvert et al.
(1991) demonstrated that rates of Corg accumula-
tion in the deep anoxic basin are not
meaningfully elevated relative to oxic sites
when normalized to primary production, water
depth, and sedimentation rate (also Arthur
et al., 1994). Furthermore, the transition from
the organic-rich (Unit 2) sapropel, with Corg con-
centrations of up to �20 wt.% (Arthur et al.,
1994), to the overlying, carbonate-rich Unit 1
deposit where Corg is less abundant and averages
�5.3 wt.% (Lyons and Berner, 1992) is driven by
carbonate dilution rather than shifts in production
or preservation. Both intervals record euxinic
conditions in the water column (Repeta, 1993;
Sinninghe Damsté et al., 1993; Huang et al.,
2000; Wilkin and Arthur, 2001), which is con-
sistent with the persistence of lamination
throughout. The onset of Unit 1 deposition spe-
cifically marks the attainment of a threshold
salinity for coccolith (E. huxleyi) production as
the basin evolved from the essentially freshwater
conditions of the last glacial to the brackish
marine environment of today—but it does not
reflect a significant change in the rate of Corg

accumulation relative to the upper part of
Unit 2 (Arthur et al., 1994; Arthur and Dean,
1998; Calvert and Karlin, 1998). Restricted mar-
ginal marine basins, such as the Black Sea and
Cariaco Basin, are particularly susceptible to
secondary sulfur overprints that correspond to
a temporal evolution from lacustrine or oxic
marine conditions during the sea-level lowstand
of the last glacial to the anoxic marine settings
now present (Middelburg et al., 1991; Lyons
et al., 2003). Such overprints can complicate
paleo-environmental interpretations based solely
on C–S relationships (Figure 3), although sulfur
isotopes assist in the recognition and character-
ization of secondary signals (see Figures 7 and 9;
Lyons et al., 2003).

The modern Black Sea also highlights the
impact of siliciclastic dilution on Corg concentra-
tions. At the euxinic sites on the basin margin
characterized by extremely high rates of
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siliciclastic accumulation, mean Corg concentra-
tions are 1.6 wt.% compared to 5.3 wt.% in the
central basin despite CaCO3 contents averaging
�52wt.%, while Corg accumulation rates are
�30.9 gCorg m

�2 y�1 and 1.9 gCorg m
�2 y�1,

respectively (Figure 10; Calvert and Karlin,
1991; Calvert et al., 1991; Lyons and Berner,
1992; Lyons, 1997). Ancient facies analogous
to these euxinic upper-slope environments along
the Black Sea margin provide a unique challenge
for the paleoredox proxies outlined here.
However, these complications can also work to
our benefit. For example, a multiproxy approach,
including benthic ecologies, can speak to the
presence or absence of sulfide in the water col-
umn, the persistence of such conditions, and the
relative clastic fluxes within and among oxygen-
deficient basins.

A recurring theme in this paper is the challenge
of deducing detailed environmental change from
ancient sequences lacking adequate age models
(compare Meyers et al., 2001). By contrast, the
Black Sea and Cariaco Basin provide high-resolu-
tion 14C-, 210Pb- and varve-based chronological
control under conditions of comparatively rapid
sedimentation (Calvert et al., 1991; Crusius and
Anderson, 1992; Anderson et al., 1994; Arthur
et al., 1994; Arthur and Dean, 1998; Hughen
et al., 1996) and are thus ideally suited to paleo-
ceanographic study—including the principal
controls on Corg accumulation. Among these
important findings, recent work in the Cariaco
Basin has yielded a clear low-latitude record of
high Corg accumulation during the Younger Dryas
cold event, which is readily attributable to high
productivity during enhanced, trade-wind-driven

Figure 7 Summary of �34S values for pyrite in the sediments of the modern Black Sea (a) and Cariaco Basin (b).
Data and discussions for the Black Sea and Cariaco sediments are available in Lyons (1997) and Lyons et al.
(2003), respectively. �34S values from the basin-margin anoxic site in the Black Sea include pyrite and iron
monosulfide (Lyons, 1997). Water-column data for the Black Sea and Cariaco, showing net fractions of 50–60‰,
are from Sweeney and Kaplan (1980) and Fry et al. (1991), respectively. Note the strong correspondence between
the data from the water column and the uniform �34S values of the bottom sediments—suggesting that most of the
pyrite accumulating in the sediments formed (syngenetically) within the water column. Diagenetic effects at
the basin margin in the Black Sea and possibly deep within the microlaminated zone of the Cariaco Basin
enrich the iron sulfides in 34S relative to the water-column signal. The basal, oxic portion of the Cariaco profile
shows the �34S signature of the secondary sulfur overprint (see Figure 9 for Spy concentrations). Further

discussions are available in Sections 13.3.4.2 and 13.4.1.
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upwelling (Peterson et al., 1991; Hughen et al.,
1996; Werne et al., 2000).

Figure 9 shows the relationships among Mo/
Al, Corg, and pyrite sulfur for the euxinic interval
of the last �14.5 kyr in the Cariaco Basin and the
uppermost oxic deposition, which correspond to
the last glacial lowstand. Although the gray sedi-
ments at the top of the oxic interval bear a strong
secondary sulfur overprint marking the onset of
euxinic conditions, Mo/Al within the bioturbated
gray and reddish-brown clays occurs at roughly
average shale (continental) values (Lyons et al.,
2003). By contrast, molybdenum is enriched
within the laminated euxinic interval, as
expressed in Mo/Al ratios, by roughly two orders
of magnitude beyond the oxic sediments, and the
ratios vary sympathetically with Corg concentra-
tion. Despite the potential for ambiguity in
molybdenum relationships in organic-rich sedi-
ments, as outlined in Section 13.3.4.4, Mo/Al

ratios do sharply delineate the onset of euxinic
deposition in the Cariaco Basin and suggest a
strong mechanistic linkage between molybdenum
and Corg accumulation (Figure 9; Lyons et al.,
2003; Meyers et al., in review). Our recent work
(see Section 13.4.2 and Meyers et al., in review) is
showing, however, that iron may play a central in
controlling patterns of molybdenum enrichment.
Specifically, the buildup of HS�, which seems
essential for molybdenum mineralization, is ulti-
mately modulated by the balance between rates of
sulfide production through BSR and consumption
through iron sulfide formation. Therefore, in the
Cariaco Basin, the strong diffusional sulfide over-
print linked to the transition from oxic marine to
euxinic marine conditions (Figure 9) resulted in
extensive pyrite formation but likely little accu-
mulation of dissolved sulfide because of the high
availability of reactive iron. This relationship was
compounded by the very low levels of OM in the
oxic sediments and thus low potential for in situ
sulfide production.

13.4.2 Cretaceous Western Interior Basin

During the Mesozoic, greenhouse melting of
polar ice caps combined with global tectonic pro-
cesses resulted in eustatic highstands that flooded
many continental regions with epeiric seas, sig-
nificantly expanding the shallow coastal zone of
the oceans. These sites not only preserved key
records of oceanic and climatic events but also
acted as reservoirs of carbon burial and thus
played important role in the linkage between bio-
geochemical cycles and oceanographic/climatic
events. One of the best preserved records of a
Cretaceous epeiric sea is the Western Interior sea-
way, a mid- to high-latitude, meridional retroarc
foreland basin that extended from present day
Arctic Canada to the Gulf of Mexico and con-
nected the northern Boreal Sea with the circum-
equatorial Tethys Sea (Kauffman, 1984). The
basin is bounded on the west by the Sevier
Orogenic Belt, which supplied most of its sedi-
mentary fill and was responsible for a significant
portion of its subsidence history, especially in the
western foredeep (Kauffman, 1984; Kauffman
and Caldwell, 1993). This subsidence, in combi-
nation with long-term eustatic rise, resulted in
accumulation of over 5 km of sediment in the
basin spanning Albian through Maastrichtian
time (e.g., Dyman et al., 1994). These deposits,
which represent mixing of two main sedimentary
sources (Sevier-derived siliciclastics and OM, and
pelagic-derived carbonate and OM), have been
studied in great detail through the years, culminat-
ing in what is surely one of the most highly
refined and comprehensive chronostratigraphic
frameworks and geological databases of any

Figure 8 Approximate data showing the general inverse
relationship between rate of siliciclastic accumulation and
FeT/Al ratios as predicted by our model (Sections 13.3.4.3
and 13.4.1; Lyons et al., 2003). The chronological
framework for the Black Sea is from Calvert et al.
(1991) and Anderson et al. (1994) (see also Lyons et al.,
2003), and details for the Cariaco Basin are provided in
Lyons et al. (2003). The plotted FeT/Al ratio is
the difference between the measured mean at a given
euxinic site and a mean value for oxic sediments within
the basin (analogous to the ‘‘GMS’’ introduced in
Section 13.4.3). The FeT/Al ratios for the Orca Basin
are unpublished, but other details are available in
Hurtgen et al. (1999). Our unpublished results from
Effingham Inlet, British Columbia—an anoxic Fjord
where FeT/Al ratios are significantly elevated despite very
high siliciclastic accumulation rates (see Hurtgen et al.,
1999)—have already suggested that this relationship is
not universally valid. These complexities are the subjects

of ongoing research.
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Figure 9 (a) Depth profiles for total Mo/Al ratios and wt.% pyrite sulfur (Spy) for both oxic and euxinic sediments spanning the most recent glacial–interglacial transition in the Cariaco
Basin, Venezuela (Ocean Drilling Program Site 1002). Corresponding data for Corg concentrations are provided for comparison. (b) Generalized lithostratigraphy with corresponding

chronology. Note general covariance between Corg and Mo/Al within the euxinic interval. See Sections 13.3.4.4 and 13.4.1 (after Lyons et al., 2003).



ancient sedimentary basin. Using this framework,
numerous geochemical investigations of
Cretaceous hemipelagic sedimentation have been
conducted in the Western Interior (e.g., Pratt,
1984, 1985; Arthur et al., 1985; Hayes et al.,
1989; Arthur and Dean, 1991; Pratt et al., 1993;
Sageman et al., 1997, 1998; Dean and Arthur,
1998; Meyers et al., 2001, submitted). The data
shown in Figure 11 represent a distillation of these
studies organized using the conceptual model pro-
posed above.

The study interval discussed here includes the
Middle to Late Cenomanian and Early Turonian
Lincoln Limestone (LLM), Hartland Shale
(HSM), and Bridge Creek Limestone Members
(BCMs) of the Greenhorn Formation (Figure 11).

These units were penetrated in the USGS #1
Portland core as part of a continental drilling
study (Dean and Arthur, 1998), sampled at high
resolution, and analyzed for many of the proxies
described above (Sageman et al., 1997, 1998;
Meyers et al., 2001; Sageman, unpublished
data). The data series in Figure 11(a) include
concentration data (5–10 cm resolution and 2 m
moving average), and isotopic data (from Pratt,
1985). In Figure 11(b) the same concentration
data are plotted with calculated mass accumula-
tion rates (MAR: 2 m moving average). In the
BCM a high-resolution orbital timescale was
used for accumulation rate calculations, whereas
MARs in the underlying units are based on Ar–
Ar dating of bentonite layers that occur within
the lowermost Bridge Creek, upper Lincoln, and
basal Lincoln Members (Obradovich, 1993); ana-
lytical methods used to generate concentration
and accumulation rate data are described in detail
in Meyers et al. (2001). Although parts of some
of the plots in Figure 11 are repeated from earlier
publications, this compilation of high-resolution
data comparing all the members of the Greenhorn
Formation has not been presented before. Our
main purpose in discussing this data set is to
simply highlight the strengths and weaknesses
of selected detrital, biogenic, and authigenic
proxies.

The data set is excellent for this purpose
because paleo-environmental conditions and sea-
level history for the units are well known from
regional high-resolution chronostratigraphic cor-
relation and detailed lithic and paleobiologic data
sets. The lithic character of the Greenhorn
Formation reflects a significant part of the trans-
gressive phase of the Greenhorn cyclothem,
culminating in peak flooding in the Early
Turonian (Kauffman and Caldwell, 1993). The
LLM is predominantly characterized by weakly
to moderately calcareous shale with intercalated
skeletal limestone and bentonite beds in the upper
half (Sageman and Johnson, 1985). Based on cor-
relation to progradational units in nearshore
western settings, the presence of submarine
(wave base) unconformities on the eastern cra-
tonic margin, and evidence of storm influence in
the basin center, Sageman (1985, 1996) inter-
preted upper LLM skeletal limestones to reflect
winnowing during a relative sea level fall, fol-
lowed by condensation during subsequent sea
level rise and transgression. The HSM is domi-
nated by well-laminated calcareous shales and a
restricted benthic fauna (Sageman, 1985;
Sageman and Bina, 1997) and also includes ske-
letal limestone and bentonite beds in its middle
section that correlate to a western prograding clas-
tic wedge, suggesting a relative sea-level
oscillation (Sageman, 1985, 1996). However,
this sea-level event was likely of lower amplitude

Figure 10 Summary of Corg concentration and
accumulation rate data for modern euxinic sediments in
the Black Sea. Stations 9 and 14 in the deep basin are
characterized by microlaminated, carbonate-rich Unit 1
deposits, and Station 15 represents the rapidly
accumulating, soupy, black (iron-monosulfide-rich),
dominantly siliciclastic sediments on the anoxic upper
slope (Calvert and Karlin, 1991; Lyons, 1991, 1997;
Calvert et al., 1991; Lyons and Berner, 1992; Anderson
et al., 1994; see also Lyons et al., 2003). The sediments at
all three sites are laminated. The 210Pb and 137Cs data of
Moore and O’Neill (1991) and Anderson et al. (1994) for
Station 15 confirm that the radiocarbon accumulation rates
of Calvert et al. (1991) are spurious (see Lyons, 1997) and
are related to reworking of older terrestrial and/or marine
CaCO3 and OM in the upper slope setting (Lyons,
unpublished data). In the deep basin, however, 14C-based
chronologies (e.g., Calvert et al., 1991) are consistent with
independent measures of sedimentation rate, including
varve counts (Arthur et al., 1994). This figure is included
to highlight the potential for low Corg concentrations as a
result of rapid clastic dilution—even under conditions of

high Corg accumulation (Section 13.4.1).
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than the Lincoln event. Throughout most of HSM
deposition the basin was dominated by oxygen-
deficient conditions as indicated by faunal data
(Sageman and Bina, 1997). The overlying BCM
is marked by a conspicuous change to rhythmi-
cally interbedded limestone and calcareous shale
or marlstone beds with interbedded bentonites and
some skeletal limestones. This change is asso-
ciated with a major increase in faunal diversity
and abundance and a shift to extensively bur-
rowed substrates (Elder, 1985, 1991; Sageman
et al., 1997). Faunal diversity decreases in a step-
wise fashion up to the Cenomanian–Turonian
boundary and this biotic decline reflects a major
extinction event (Elder, 1989). This event is char-
acterized by global Corg burial and oxygen
deficient conditions and has been termed
Oceanic Anoxic Event II (Schlanger et al., 1987;
Arthur et al., 1987); it is marked in Figure 11 by a
positive �13Corg excursion originally documented
in Western Interior strata by Pratt (1985). The
BCM retains its lithologic character over thou-
sands of square kilometers in the basin (Kansas
to western Colorado; South Dakota to New
Mexico), and the transition into this facies can
be traced to a major flooding surface on the wes-
tern margin (Elder et al., 1994). This lateral
relationship suggests that Bridge Creek deposition
was initiated by a rapid pulse of relative sea-level
rise and transgression resulting in clastic sediment
starvation over a large portion of the basin
(Meyers et al., 2001).

The proxies for balance between detrital and
volcanigenic input (Na/K, K/(Fe +Mg)), which
are interpreted to reflect increase/decrease in river-
ine siliciclastic flux relative to (�constant)
background volcanic ashfall, are consistent with
higher detrital flux during HSM deposition, rela-
tive condensation during the upper LLM, and a
significant decrease in terrigenous flux at the base
of the BCM. These data agree with Pratt’s (1984)
observations for trends in discrete illite.
Anomalous increase in Si/Al ratios above the aver-
age for hemipelagic clays could reflect enhanced

biogenic silicon input (Eicher and Diner, 1989) or
greater eolian inputs of quartz silt, suggesting rela-
tive condensation (Arthur et al., 1985; Arthur and
Dean, 1991). For the Si/Al data shown in Figure 11
we favor the latter interpretation based on the con-
centration maxima of silicon in BCM limestone
beds, which we interpret to reflect times of
decreased siliciclastic flux (see also Arthur and
Dean, 1991; Dean and Arthur, 1998), as well as
the accumulation rate data for biogenic compo-
nents, which suggest higher overall levels of
primary production during HSM deposition. The
Ti/Al ratio is weakly indicative of these same
trends, showing greater than average values
below the lower BCM and less than average values
above. The accumulation rate data for titanium are
more illustrative, broadly tracking the Greenhorn
transgression (Figure 11). Interestingly, the largest
pulse in Ti/Al occurs in the lower BCM following
the major transition to dominance of carbonate
dilution over insoluble residue. This pulse is
matched by other indicators of detrital input, and
it correlates to a progradational interval in SWUtah
(Laurin and Sageman, 2001). However, the progra-
dation is a relatively minor clastic wedge,
suggesting that the sensitivity of the Ti/Al proxy
may vary as a function of the proportion of inso-
luble residue relative to carbonate.

The most prominent indicator of biogenic pro-
cesses in the C–T interval is the positive excursion
in �13Corg (Figure 11), which has been interpreted
to reflect a global increase in primary productivity
(e.g., Arthur et al., 1988). Interpretations of the
isotopic record in the study interval are constrained
by the determination that preserved OM in the
distal basin is dominated by marine algal input
(Pratt, 1984; Pancost et al., 1998). As discussed
by Meyers et al. (2001), evidence for relative
increase in production in the BCM (increased
MAR-CaCO3 and MAR-Corg) does not coincide
with the initial isotopic shift but occurs instead in
the latter part of the excursion, suggesting that the
onset of environmental conditions characteristic of
OAE II in the Western Interior basin lagged behind

Figure 11 Geochemical data series and lithologic log for Cretaceous Greenhorn Formation in USGS #1 Portland
core, modified from Sageman et al. (1997, 1998), Meyers et al. (2001; submitted), and Sageman (unpublished data).
Data series include: (a) high-resolution concentration data (thin lines) with 2 m moving averages (thick lines) and (b)
high-resolution concentration data (thin lines) with 2 m moving averages for accumulation rate. In both (a) and (b)
units on the upper scales refer to thick lined plots. Thin vertical dashed lines represent mean values for the data set
(N ¼ 309 for most proxies). Horizontal shaded areas mark the organic-rich intervals. Data were generated using
analytical methods and orbital timescale described in Meyers et al. (2001), except MAR values below BCM (dashed),
which employ 2 m moving averages of concentration data, bulk density values of 2.6 g cm�3, and linear effective
sedimentation rates based on radiometric ages of Obradovich (1993). Also shown are �13Corg data from Pratt (1985).
Location of OAE II, defined by the �13Corg excursion, is indicated next to the lithologic log. Abbreviations for proxy
interpretation terms include: D—detrital source; V—volcanogenic source; Df—detrital fluvial source; De—detrital
eolian source; Rl—respiration/local reservoir-dominated; Pg—production/global reservoir-dominant; O—oxic;

S—suboxic; A—anoxic; As—anoxic/sulfidic.
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the global record. In addition, although the �13Corg

excursion interval is marked by indicators of euxi-
nic conditions in the North Atlantic basin
(Brumsack and Thurow, 1986; Sinninghe Damsté
and Koster, 1998), trace-metal evidence for perva-
sive occurrence of such conditions in the BCM
occurs only after the C-isotope excursion—during
maximum highstand and maximum sediment star-
vation (see also Simons and Kenig, 2001). Also
interesting is the fact that MAR values for CaCO3

and Corg a re much higher in the underlying HSM
than in the BCM (Figure 11). The higher burial flux
of Corg in this interval may be explained by
enhanced preservation, as authigenic proxies for
redox conditions suggest common transitions
through the suboxic zone (maximum concentration
and MAR of V+Cr) and at least intermittent dom-
inance of anoxic–sulfidic conditions (maximum
concentration and MAR of molybdenum). Yet,
the HSM water column was never permanently
sulfidic, as indicated by the frequency of benthic
colonization events (Sageman, 1985, 1989), but
probably experienced strong seasonal thermal stra-
tification with only weak mixing by winter storms,
perhaps punctuated by 100-year-storm ventilation
events (Sageman and Bina, 1997). Consistent with
this interpretation is the observation that average
values of �13Corg in the HSM are slightly depleted
relative to the post-OAE II background (Figure 11),
suggesting that recycled CO2 may have more
strongly influenced the HSM isotopic signal.
Manganese data also support these interpretations,
showing enrichment (concentration and MAR)
during the upper LLM and lower BCM, likely
reflecting precipitation of Mn-oxyhydroxides or
Mn-carbonates during oxygenation events, and
depletion during the HSM, recording time aver-
aged dominance of oxygen deficient conditions
and prevalence of soluble Mn2+.

Based on a comparison of modern chemical
oceanographic data and the results described
above, Meyers et al. (submitted) have attempted
to link the production, terrigenous dilution, sedi-
mentation rate, and redox processes illustrated
graphically in Figure 2 into a quantitative model
(Figure 12). This model depends on the fact that
OM decomposition in sediments may be approxi-
mated using first-order rate equations (see
Figure 12(a)), where the degree of OM degradation
(�G) in each remineralization regime is dependent
upon: (i) the amount of time OM resides in each
regime (t), (ii) the initial concentration of metabo-
lizable OM at the top of each regime (G), and (iii)
the first-order OM degradation rate constants for
each regime (k). The rate of organic carbon remi-
neralization at a given time may be expressed as
�kG, where the concentration of metabolizable
organic carbon (G) is dependent upon the balance
between export production (OM-export), dilution
(MAR-dilutant), and the degree of degradation that

has occurred (�G). Meyers et al. (submitted)
demonstrate that the integration of this conceptual
framework for OM diagenesis with high-resolution
geochemical proxy burial fluxes in ancient organic-
rich strata (Figure 12(a)) provides a unique oppor-
tunity to (i) evaluate the role of anaerobic
remineralization on OM export to the lithosphere
during OM burial events, and (ii) to deconvolve the
paleo-environmental mechanisms that control OM
delivery to these anaerobic microbial zones over
geological time.

Application of this framework to evaluate anae-
robic remineralization during ancient organic
burial events requires a proxy for the rate of anae-
robic OM degradation within sediments (�kG).
The sensitivity of molybdenum accumulation to
the rate of hydrogen sulfide production via sulfate
reduction (Helz et al., 1996) provides a promising
proxy for -ksGs. Achievement of the critical pore
water H2S levels necessary for molybdenum accu-
mulation depends upon a balance between the
processes that source H2S (in situ sulfate reduction
rate and the rate of diffusion/advection of hydrogen
sulfide into the pore water in the case of euxinic
basins), the processes that deplete H2S (the rate of
formation of Fe-sulfides and OM sulfurization and
the rate of diffusion/advection of H2S out of the
pore water), and the volume of water in the con-
nected pore space. When the rate of sulfate
reduction is high, production of hydrogen sulfide
can outpace depletion within pore waters (which is
largely controlled by reactive-Fe availability and
pyrite formation), and hydrogen sulfide may amass
to the levels necessary for molybdenum scaven-
ging. Such high rates of sulfate reduction may be
a consequence of shallowing of the sediment sul-
fate reduction zone (da + dn), increased export
production (OM-export), changes in inorganic
dilutant flux (MAR-dilutant), or changes in bulk
sedimentation rate (!) (Figure 12(a)). Based on
these lines of reasoning, Meyers et al. (in review)
employed molybdenum accumulation as a proxy
for the rate of sulfate reduction during and imme-
diately following Oceanic Anoxic Event II (OAE
II) and evaluated it in tandem with iron accumula-
tion rates (primarily reflecting pyrite formation) to
assess changes in the relative demand for H2S
within the sediment pore water (Figure 12(b)).
When compared to Corg accumulation rates
through the same interval, these data suggest that
the highest rates of sulfate reduction and the high-
est rates of Corg accumulation within the sediments
occur not during OAE II but following this global
event. Iron accumulation rate data from the same
interval suggest that lower Corg and molybdenum
accumulation during OAE II was due to buffering
of H2S levels via reactive-Fe delivery and pyrite
formation. Decreased dilution of labile OM and
decreased delivery of reactive iron in the post-
OAE II interval served to (i) increase the rates of
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hydrogen sulfide generation and (ii) decrease the
buffering capacity of the system, driving the sedi-
ments to a more sulfidic state. High levels of
reactive-Fe delivery during OAE II were a conse-
quence of greater detrital flux, and this iron source
was supplemented by an additional dissolved reac-
tive-Fe source. The timing of this excess
(dissolved) iron accumulation (Figure 12(b)) corre-
lates with the hypothesized initiation of Tethyan
oxygen minimum zone (OMZ) influence within
the basin (Leckie et al., 1998; Meyers et al., 2001).

Two additional factors that must be considered
when assessing the mechanism for enhanced
molybdenum and OC accumulation in the post-
OAE II interval are the rate of export production
(OM-export) and the amount of time this export
production spends prior to entering the sediment
SRZ (ta + tn). Based on calibration with modern
oceanic sites, Meyers et al. (submitted) employ
CaCO3 accumulation as a proxy for export pro-
duction. The term ta + tn is estimated based on the
bulk sedimentation rate (!) and frequency of

Figure 12 (a) Theoretical model for OM degradation in the sediment, and the linkage between OM burial and
molybdenum accumulation. Subscript ‘‘a’’ refers to aerobic decomposition, subscript ‘‘n’’ refers to nitrate reduction,
subscript ‘‘s’’ refers to sulfate reduction, and subscript ‘‘m’’ refers to methanogenesis. G= concentration of OC at the
top of each remineralization zone;�G=wt.% OC change due to decomposition in each remineralization zone; ! = bulk
sedimentation rate in cm/kyr; k = decomposition rate constant in kyr�1; t= time spent in decomposition zone in kyr;
d= thickness of decomposition zone in cm; (dH2S/dt) = rate of hydrogen sulfide production via sulfate reduction;
MAR-dilutant = dilutant accumulation in g cm�2 kyr�1; OM-export = organic carbon export in g cm�2 kyr�1;
MAR-Mo= authigenic molybdenum accumulation in g cm�2 kyr�1; MAR-OC= organic carbon accumulation in
g cm�2 kyr�1; Gz = final wt.% OC; SWI = sediment–water interface; BZED=base of zone of early diagenesis.
(b) Bulk sedimentation rates, 2 m moving-average geochemical proxy accumulation rates, 2 m moving
average wt.% OC data, and percent lamination data from the Bridge Creek Limestone Member (#1 Portland core).
Percent lamination was calculated using the ORI rank data from Savrda (1998) and a 2 m moving-window, and is
employed to assess the average depth of the upper interface of the SRZ. CaCO3 accumulation is employed as a proxy

for export production, and titanium accumulation is employed as a proxy for siliciclastic dilution.
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lamination of the strata, which is believed to
reflect changes in the average depth of the
upper interface of the SRZ (da + dn). Taken
together, these data suggest that (i) the highest
rates of Corg accumulation are decoupled from
the highest rates of export production and (ii)
although sedimentation rates decrease in the
post-OAE II interval (which should otherwise
result in an increase in ta + tn), a decrease in
da + dn (increase in the frequency of lamination)
exerts the dominant control on labile OM export
to the SRZ. Based on these results, Meyers et al.
(submitted) conclude: (i) OM accumulation in the
Bridge Creek Limestone Member is controlled by
the rate of export of OM to the SRZ; (ii) the
location of the upper boundary of the SRZ is
the first-order control (OAE II versus post-OAE
II) on OM export into the sulfate reduction zone;
and (iii) changes in SRZ location and molybde-
num accumulation between the OAE II and post-
OAE II interval are attributable to the balance
between hydrogen sulfide production via sulfate
reduction and hydrogen sulfide depletion through
reactive-Fe delivery and pyrite formation. These
results suggest that the strong correlation
between source rock development and intervals
of transgression in the geological record is the
biogeochemical consequence of a decrease in the
siliciclastic flux, which concentrates labile OM,
driving higher rates of hydrogen sulfide produc-
tion and reduces reactive-Fe flux, permitting
hydrogen sulfide levels to escalate and enhancing
the preservational state of the system. As the
burial flux data for the Bridge Creek demon-
strate, the increased rate of export of labile OM
into a shallower SRZ resulted in elevated Corg

accumulation rates, even under lower rates of
primary production.

13.4.3 Devonian Appalachian Basin

During a significant portion of the Paleozoic,
conditions were broadly similar to the Mesozoic
greenhouse: elevated pCO2 levels, warm tempera-
tures, decreased equator to pole temperature
gradients, and widespread marine flooding of con-
tinental areas due to reduced ice volumes and
possibly tectonoeustatic effects (e.g., Woodrow,
1985; Johnson et al., 1985; Berner and
Kothavala, 2001). Within these greenhouse times,
the Devonian is of particular biogeochemical inter-
est due to events such as the rise of vascular plants,
widespread black shale deposition (Algeo et al.,
1995), and the Frasnian–Famennian mass extinc-
tion (McGhee, 1982). One of the best-preserved
records of Devonian faunal history and environ-
mental conditions is found in deposits of the
Appalachian basin. Like the Western Interior, this
basin formed in mid-latitudes (southern

hemisphere; Witzke and Heckel, 1988) as a retro-
arc foreland adjacent to an orogenic belt (Acadian
Orogen), the uplift of which by terrane collision
(Faill, 1985) drove load-induced subsidence to
create accommodation space and sourced most of
the siliciclastic material to fill it (Ettensohn,
1985a,b). Sedimentation in the distal part of the
Appalachian basin was hemipelagic like the
Western Interior, but pelagic carbonate production
was comparatively limited prior to significant
expansion of calcareous nanoplankton and plank-
tic foraminifera later in the Mesozoic (Gartner,
1977; Haynes, 1981). Thus, sources of carbonate
were limited to thin-shelled planktic styliolinids
(Yochelson and Lindemann, 1986), allodapic car-
bonate mud transported from shallow areas to the
west of the foredeep (Werne et al., 2002), and
reworked skeletal material, which is quite com-
mon in some intervals due to the highly
fossiliferous nature of the strata.

The Devonian stratigraphic succession in the
Appalachian basin and adjacent areas (e.g.,
Illinois and Michigan basins) has been the subject
of much study through the years, and has recently
been reviewed by Murphy et al. (2000b).
Geochemical investigations of these Devonian
fine-grained facies have contributed significantly
to the characterization of petroleum source rocks
(e.g., Roen, 1984; Roen and Kepferle, 1993), to
development of ideas about carbon isotope sys-
tematics (Maynard, 1981), and to understanding
the biogeochemical dynamics of ancient oxygen-
deficient environments (e.g., Ingall et al., 1993).
The data presented in Figure 13 are abstracted from
results of a recent study undertaken by the authors
and their students (Murphy et al., 2000a,c; Werne
et al., 2002; Sageman et al., 2003). The project’s
main objective was to develop a high-resolution,
continuous geochemical database from analysis of
core samples spanning Eifelian through Famennian
strata in western New York State and to use it to
delineate the controls on Corg burial based on the
conceptual approach illustrated in Figures 1 and 2.
The complete data set, with descriptions of analy-
tical methods and detailed interpretations, was
summarized recently by Sageman et al. (2003).
Here we focus on four of the studied intervals that
include transitions between black and gray shale
facies, but omit data from the thick intervening
intervals of relatively homogenous gray shale.
Our objective is to highlight the strengths and
weaknesses of selected detrital, biogenic, and
authigenic proxies.

The four study intervals are, in ascending
order, the Marcellus subgroup (including Union
Springs Member, Bakoven Formation and Oatka
Creek Formation: US and OC), the Geneseo
Formation (GS), the Pipe Creek Formation (PC),
and a thin section of organic-rich facies in the
uppermost Hanover Formation (UH) (Figure 13);
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Figure 13 Geochemical data series and lithologic log for Devonian Marcellus subgroup, Geneseo, Pipe Creek, and Hanover–Dunkirk Formations in the Akzo Nobel #9455 and West Valley
NX-1 cores, modified fromMurphy et al. (2000a), Werne et al. (2002), and Sageman et al. (2003). Data series include concentration data (thin lines) with gray shale mean (GSM) indicated by
vertical dashed line and �1� indicated by vertical gray shading. For calculation of GSM in Akzo core, N ¼ 227 for most proxies; for West Valley N ¼ 141 for most proxies. In some cases
vertical dotted lines mark threshold values, such as 1% Corg (gray shale cutoff), or 0.45 and 0.75 DOP (divisions for oxic, dysoxic, and anoxic: Raiswell et al., 1988; Canfield et al., 1996).
Horizontal shaded areas mark the organic-rich intervals and are labeled with stratigraphic unit abbreviations used in text. Data were generated using analytical methods described in Murphy

et al. (2000a) and Werne et al. (2002). Abbreviations for proxy interpretation terms as in Figure 11, except: B—buried nutrients; R—recycled nutrients; Dx—dysoxic.



the latter two intervals correspond to lower and
upper Kellwasser horizons, respectively (Murphy
et al., 2000c). Each of these organic-rich shale
units has been interpreted to coincide with relative
deepening based on biostratigraphic correlation to
proposed global eustatic events (i.e., Johnson and
Sandberg, 1988), as well as regional sea-level
reconstructions based on lithofacies and strati-
graphic architecture (Brett and Baird; 1986;
House and Kirchgasser, 1993; Brett, 1995; Ver
Straeten and Brett, 1995). These deepening events
may be related to tectonic evolution of the
Appalachian basin as suggested by Ettensohn
(1985a,b), and Ettensohn et al. (1988), but evi-
dence discussed in Werne et al. (2002) suggests
that eustasy also played a role. No matter what the
mechanism, the bulk of geological evidence indi-
cates that organic carbon burial occurred
preferentially during deepening events, which
are superimposed upon a long-term secular trend
of relative shallowing reflecting the overall pro-
gradation of the Catskill Delta complex
(Ettensohn, 1985a).

Although geochronology for the Devonian
study interval has been refined recently (Tucker
et al., 1998), control points are still far too coarse
to allow meaningful accumulation rate calcula-
tions. Instead, multiple lines of evidence from
concentration and isotopic data are employed.
Proxies reflecting changes in detrital input or shifts
in the proportion of detrital flux relative to eolian
flux (siliciclastic or volcanogenic) include Ti/Al,
Si/Al, Na/K, and K/(Fe +Mg) (Figure 13). The data
are best evaluated relative to deviations from the
gray shale mean (GSM), which represents ‘‘back-
ground’’ values averaged from shales with
Corg<1%. The Corg-enriched intervals show, on
average, Ti/Al values that are depleted relative to
GSM, consistent with sediment starvation during
transgression (Figure 13). With the exception of a
major excursion at the base of the Marcellus sub-
group, which represents the highly condensed
distal record of a lowstand event (Cherry Valley/
Halihan Hill bed), Ti/Al values are sub-GSM in the
US/OC and GS black shales but increase as Corg

levels decrease (e.g., late GS, corresponding to
progradation and progressive dilution; Murphy
et al., 2000a).

In the younger two study intervals, where delta
progradation was more pronounced, Ti/Al values
are higher overall but still show negative shifts
associated with organic-rich units. These observa-
tions are generally corroborated by trends in Si/Al
and the Na/K and K/(Fe+Mg) proxies, but varia-
tions up-section may reflect changes in
background volcanogenic fluxes and other pro-
cesses. For example, increased Si/Al, which
clearly characterizes the US, middle OC, and mid-
dle GS intervals (Figure 13), suggests that a
source of silicon other than that associated with

the detrital riverine flux has been enhanced.
Although this source could include biogenic sili-
con and thus reflect enhanced production (i.e.,
Schieber et al., 2000), petrographic and SEM
observations from the OC and GS showed quartz
silt with surface features indicating an eolian
source. These observations support the interpreta-
tion of condensation within the organic-rich units.
Similarly, high Na/K and low K/(Fe +Mg) char-
acterize the US and middle OC in the Akzo core
(Figure 13). At this location both units are signif-
icantly thinned compared to sections to the east
(Rickard, 1975), suggesting significant basinward
condensation. Widely traceable bentonite beds
found in the upper part of the underlying
Onondaga Limestone (Brett and Ver Straeten,
1995) provide evidence of volcanogenic activity
at this time, which would supply the contrasting
elemental flux. In the lower part of the GS, Na/K
shows a similar pattern, but the K/(Fe +Mg) proxy
remains enriched relative to GSM (suggesting
detrital dominance). In the upper two units, fluc-
tuations in these proxies are more subtle. These
patterns are consistent with Ettensohn’s (1985a,b)
reconstruction of Appalachian basin tectonic his-
tory, which attributes Marcellus and Geneseo
deposition to deepening resulting from load-
induced subsidence following collision events
(termed tectophases). These events would have
likely been associated with enhanced volcanism.
However, the volcanogenic signal is diluted by
terrigenous flux in the upper two units. Three
conclusions can be drawn from analysis of the
proxies: (i) significant decreases in bulk sedimen-
tation and a relative increase in eolian over fluvial
input accompanies Corg burial events, (ii) there is
a clear overall trend of increasing siliciclastic
dilution through the study interval, and (iii)
although the detrital proxies as a group have vari-
able expression over time related to evolving
input fluxes, consideration of multiple indicators
provides a consistent interpretation.

Potential biogenic proxies in Devonian
mudrocks include skeletal carbonate and organic
carbon, �13Corg values, and changes in the ratios
of Corg to N and P (Figure 13). Unlike the bulk of
the carbonate in the Cretaceous strata described
above, CaCO3 in the study interval has multiple
sources and is controlled by a variety of processes.
Over the long term it is negatively correlated with
siliciclastic dilution (Figure 13), like carbonate in
the Greenhorn Formation. But in many of the
individual study intervals there is a positive cor-
relation with detrital proxies. These cases reflect
input of CaCO3 dominantly sourced from benthic
skeletal material, which is reworked and commin-
uted along with coarser siliciclastic fractions
during sea-level lowstands. However, there is
also evidence for ecologic and diagenetic effects
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on CaCO3 production and dissolution (see discus-
sion in Werne et al., 2002).

Since no clear relationship between CaCO3

concentration and pelagic production can be
established, Corg is the main potential product of
biogenic primary production in surface waters
(following confirmation of marine algal source
dominance, which was based on organic petrogra-
phy and compound specific isotopic analysis;
Murphy et al., 2000a). As described above, how-
ever, the relationship between production and Corg

concentration may be masked by variations in
detrital dilution and OM remineralization. The
observation that Corg enrichment in the studied
units is definitely associated with condensation,
and thus probably decreased bulk sedimentation
rates, is consistent with evidence for transgres-
sion. As for elevated production, both the US/
OC and the GS intervals have �13Corg values that
are depleted relative to the GSM, which could
reflect dominance of respired CO2 in a restricted
local reservoir (Lewan, 1986; Rohl et al., 2001).
Based on the parallel observation in each Corg-rich
unit of significant deviations in C : N : P ratios
from values expected for marine algal sources
(Figure 13), Murphy et al. (2000a) proposed a
model of fluctuating anoxia, nutrient reminerali-
zation, and relative eutrophication based on
arguments summarized earlier (e.g., Aller, 1994;
Ingall and Jahnke, 1997). The driving force for
this model is establishment and breakdown of
thermal stratification on timescales sufficient to
allow nutrient build up and release and to cycle
respired CO2 back to surface waters with regener-
ated nutrients. In contrast to the US/OC and GS,
the upper two organic-rich units (PC and UH) are
characterized by major positive �13Corg excur-
sions (Figure 6) that have been identified in
localities around the world (e.g., Kellwasser hor-
izons; Joachimski and Buggisch, 1993). These
events are hypothesized to reflect, like the OAE
II scenario described above, times when the extent
of global net primary production and Corg burial
exceeded respiration and recycling at a scale suf-
ficient to overprint local reservoir effects.

Redox dynamics play a critical role in the
hypothesis described above, and trends in the
authigenic proxies support the model. For exam-
ple, manganese concentrations are generally
depleted throughout organic-rich intervals but
commonly show enrichments at the top of these
intervals, marking transitions from predominantly
dysoxic–anoxic to predominantly oxic states. This
pattern is particularly pronounced in the UH inter-
val (Figure 13). The other indicators of reducing
conditions show enrichments in the organic-rich
intervals, but they clearly fall into two groups.
The US/OC interval—characterized by the largest
enrichments in V +Cr, Mo, and reactive-Fe
(expressed in FeT/Al and DOP) and the most

depleted values of �34Spy (Figure 13)—is the
best candidate for a euxinic system of any
Phanerozoic sequence studied by the authors
(see detailed discussions in Werne et al., 2002,
and the paleoredox proxy details provided above).
Although the other organic-rich intervals show
depleted manganese values, small enrichments in
V +Cr and Mo and shifts toward more depleted
�34Spy values relative to GSM values, these
changes are comparatively modest. Collectively,
these observations suggest that most of the studied
black shales were deposited in a shallow epeiric
sea that was dynamically balanced between pro-
duction, which led to increased oxygen
utilization, and water-column mixing, which
effectively recycled limiting nutrients to drive
production but also bottom waters that were suffi-
ciently oxygenated to ensure that sulfidic
conditions could not be maintained for significant
periods. The euxinic conditions of the US/OC
interval were actually the exception rather than
the norm (contrary to prior views—Byers, 1977;
Ettensohn, 1985a,b) and resulted from a combina-
tion of maximum basin subsidence and eustatic
rise, which resulted in water depths sufficient to
limit effective mixing of the water column (Werne
et al., 2002). Notably, the most euxinic conditions
in the studied units, although correlative with
evidence for significant oxygen deficiency in
other parts of the world (e.g., Truyols-Massoni
et al., 1990), do not correlate with a positive
C-isotope excursion.

13.4.4 Recent Precambrian Advances

Precambrian studies are among the most pro-
mising yet least explored frontiers in shale
geochemistry. In light of new analytical techni-
ques, an improved understanding of sulfur
microbiology, and vast additions to the geochem-
ical database, however, shales are starting to play
a central role in the development and validation
of important new models for evolution of the
early ocean–atmosphere–biosphere (e.g.,
Kakegawa et al., 1998; Lyons et al., 2000; Shen
et al., 2002; Strauss, 2002; see Lyons et al., in
press). One model argues for a globally euxinic
Proterozoic ocean (Canfield, 1998), reflecting
increases in seawater sulfate concentrations
(linked to oxic continental weathering) in combi-
nation with a deep ocean that remained largely
oxygen free. With the buildup of sulfate in an
anoxic deep ocean, BSR drove extensive hydro-
gen sulfide production and accumulation, which
may have ultimately led to the disappearance of
banded iron formations through the correspond-
ing decrease in iron solubility. (The Archean
ocean, although anoxic, would have lacked the
sulfate necessary for euxinic conditions
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(Canfield, 1998; Habicht et al., 2002). Under
these widely sulfidic conditions of the
Proterozoic, sequestration of bioessential metals
such as molybdenum and iron, which are neces-
sary for the production and utilization of
bioavailable nitrogen, may have limited the eco-
logical range and ultimately the evolution of
eukaryotic algae (Anbar and Knoll, 2002).

Despite assertions made elsewhere in this
report, delineation of an oxygen-deficient, sulfide-
rich Proterozoic ocean is particularly elusive. For
example, it is generally regarded that sulfate con-
centrations were substantially lower than those of
the present ocean (perhaps only 10% of present
levels during the Mesoproterozoic; Canfield,
1998; Hurtgen et al., 2002; Shen et al., 2002;
Lyons et al., in press; Kah et al., submitted).
Under such conditions, the light and uniform
�34Spy values that are diagnostic of euxinic envir-
onments during the Phanerozoic (Section 13.3.4.2)
are replaced by an abundance of 34S-enriched pyr-
ite that records local and likely global sulfate
limitation (Lyons et al., 2000; Luepke and Lyons,
2001; Shen et al., 2002). By contrast, iron-based
proxies, such as DOP, show more promise for the
recognition of euxinicity on scales of individual
basins (Shen et al., 2002), and molybdenum iso-
tope data may speak to the global distribution of
such settings (Arnold et al., 2002). Pyritic sulfur in
fine-grained sediments spanning the �2.3Ga
‘‘great oxidation event’’ of the Precambrian atmo-
sphere (e.g., Canfield, 1998; Holland, 2002; as
reviewed in Lyons et al., in press) also records the
telltale disappearance of strong mass-independent
sulfur isotope fractionation expected with shifting
global redox (Farquhar et al., 2000). Similarly,
patterns of mass-dependent fraction expressed in
these pyrites faithfully track the evolution of oxy-
gen availability in the Precambrian ocean–
atmosphere (Canfield and Teske, 1996; Canfield,
1998; Canfield et al., 2000; Habicht et al., 2002;
Hurtgen et al., 2002; reviewed in Lyons et al., in
press), and trace amounts of sulfate within carbo-
nate rocks are yielding continuous, high-resolution
records of the evolving �34S of seawater (Burdett
et al., 1989; Hurtgen et al., 2002; Gellatly and
Lyons, submitted; Kah et al., submitted; Lyons
et al., in press).

13.5 DISCUSSION: A UNIFIED VIEW
OF THE GEOCHEMISTRY OF
FINE-GRAINED SEDIMENTS
AND SEDIMENTARY ROCKS

In this chapter we first outlined a conceptual
model for the relationship between primary geo-
logical processes involved in the formation of
fine-grained, siliciclastic–biogenic sediments and
sedimentary rocks and a selected set of

geochemical proxies particularly useful for the
reconstruction of these processes in ancient
deposits (Figures 1 and 2). We then illustrated
applications of this model through four case stu-
dies representing Precambrian, Paleozoic,
Mesozoic, and modern marine environments.
The conceptual model encompasses a formidable
array of interrelated processes and proxies and
draws on a very broad body of scholarship,
which we endeavored to cite as fully as space
would allow. Our rationale for pursuing such a
broad-based approach is that fine-grained, silici-
clastic–biogenic sediments provide perhaps the
most fully integrated record of past Earth surface
processes of any sedimentary facies and thus offer
the opportunity to open a clearer window into the
workings of the Earth system if the interdependent
parts of the depositional system can be adequately
assessed.

Although the general aspects of our concep-
tual model have their roots in the broad base of
literature cited throughout the chapter, the speci-
fics were refined in the course of research
conducted by ourselves, our students, and others
on the intervals described in the case studies. We
argue that the model illustrated in Figures 1 and 2
provides the unifying framework for understand-
ing these depositional systems, and analysis of
key similarities and differences between the case
studies reveals the constraints on ranges of proxy
expression across space and time. We conclude
with a summary of the key similarities and dif-
ferences in proxy expression and a prospectus for
future work.

� Applicability of the mode—A common attribute
of the case studies is that all three factors in the
tripartite model (Figure 1) play important roles in
the origin of fine-grained, siliciclastic–biogenic
facies. There are variations in the dominance of
one control over another through geological his-
tory (e.g., authigenic processes in the anoxic–
sulfidic oceans of the Precambrian versus the
predominantly oxic waters of Phanerozoic seas)
and through the individual histories of each
study interval (e.g., changing roles of production
and benthic redox in controlling OM accumula-
tion during BCM deposition). End-member
models, as exemplified by the ‘‘productivity’’
versus ‘‘preservation’’ dichotomy, are more
clearly viewed as process continua to which
additional axes must be added (bulk sedimenta-
tion rates) to fully assess depositional processes
and their feedback on paleo-environmental con-
ditions. It is the changes in process dominance,
placed within appropriate geological contexts
(paleogeography, paleoclimate, etc.) that provide
the most penetrating information about Earth
system dynamics.
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� Detrital fluxes and bulk sedimentation—In
hemipelagic systems oscillations in the detrital
flux play a critical role in modulating the
dynamic interplay between biogenic fluxes
and authigenic modification of those fluxes.
As a general rule, relative condensation
(decreased dilution by detrital or other sedi-
ment sources) accompanies most cases of
elevated Corg concentrations. However, the
sources and pathways of dilutants vary widely
through space and time. There is no single
unambiguous proxy for distinguishing terrige-
nous dilutants, and even the most conservative
tracers may vary in their transport paths (e.g.,
fluvial versus eolian), resulting in significant
differences of interpretation. In each case,
proxies must be calibrated to the geological
context of a depositional system.

� Productivity and nutrients—One of the most
interesting linkages represented in the model
in Figure 1 is that between OM remineraliza-
tion and nutrient recycling, a process with
significant potential to affect rates of primary
production. The key factor for this interpreta-
tion is the physical oceanography of the
system, which we argue was characterized by
strong seasonal thermal stratification and inter-
mittent mixing in ancient shallow epeiric seas.
This model provides the best explanation for
observations of Cretaceous and Devonian
black shales described herein. Only rarely
were such basins deep and/or isolated enough
to experience near-permanent stratification
and euxinicity (Devonian US/OC interval),
such as that present in the modern Black Sea.
Further, in cases where Corg accumulation
and paleoproductivity estimates are possible
(e.g., Greenhorn Formation), these estimates
suggest elevated production during black
shale deposition, even at maximum highstands
when the distance to terrigenous nutrient
sources would be greatest. These observations
indirectly support the hypothesis of nutrient
recycling.

� Productivity and C-isotope records—Attributing
trends in bulk �13Corg only to the trade-off
between dominance of respiration-influenced
local carbon reservoirs versus dominance of
production-influenced global carbon reservoirs
is clearly a gross oversimplification, as a number
of other factors may influence C-isotope fractio-
nation in the biogenic and aqueous reservoirs of
the carbon cycle. However, this hypothesis finds
support in the observations of Cretaceous and
Devonian basins summarized herein. In each
of these case studies, relative depletion of
�13Corg values are observed in association with
units interpreted to represent examples of
the anoxia–nutrient feedback mechanism, and
recycling of respired CO2 to surface waters

along with regenerated nutrients would be a
plausible scenario. Similarly, each case study
includes examples of major positive shifts in
�13Corg documented from sites on distant conti-
nents that have been interpreted to reflect global
increases in Corg burial fluxes sufficient to
well exceed local reservoir effects. Considering
the global carbon isotopic record of OAE II,
the positive excursion is very well constrained
by biostratigraphy and thus precisely correlated.
Comparing numerous pelagic and hemipelagic
sites where preserved OM is dominated by
marine algal material, we observe variation of
up to 4‰ in the pre-OAE II mean of �13Corg

among different sites and a similar variation
of up to 4‰ in the magnitude of the excursion
(e.g., Arthur et al., 1988; Pratt et al., 1993;
Kuypers, 2001). There are similar variations in
the �13Corg values from the Frasnian–Famennian
Kellwasser horizons at different localities
(Murphy et al., 2000c), although the OM sources
are less well constrained. We hypothesize that
these variations largely reflect the dynamic inter-
play between a local balance of OM respiration
and burial and large-scale reservoir effects forced
by global environmental perturbations.

� Mo, Fe, and redox control—Oxygen deficiency
has been recognized as a key factor influencing
the formation of Phanerozoic organic-rich hemi-
pelagic facies and is clearly a critical boundary
condition in the Precambrian. Reviewing the
literature since the early 1980s on this topic, we
note a transition to progressively more quantita-
tive approaches to the chemistry of marine redox
dynamics. We believe that one of the most excit-
ing advances is the integration of first-order rate
equations for OM degradation, for example, via
sulfate reduction, developed based on modern
observations, to paleoredox proxies such as
molybdenum—the accumulation of which
appears to reflect sulfide generation (Meyers
et al., in review). As described above, reactive-
Fe availability plays a key role in this process,
and may in fact be a primary regulator in the OM
burial process. This idea needs to be tested in
more sequences where accumulation rates for
key proxies can be calculated.

� Elemental ratios versus accumulation rates—In
most sections of the geological record, time-
scales are insufficiently resolved to calculate
sedimentation rates at a scale capable of yield-
ing meaningful accumulation rate data. In
recent years, however, orbital timescales have
been developed for this purpose in some ancient
stratigraphic sequences (Park and Herbert,
1987; Meyers et al., 2001). In this paper, the
presentation of accumulation rates with the
more common concentration and elemental
ratio data serve to highlight the strengths of
each. Because interpretations are commonly
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built upon recognition of relative changes
among interrelated components, multiproxy
concentration and ratio data can be very useful.
However, integration of the two types of infor-
mation clearly represents the optimal approach.
In the case of the Greenhorn Formation, accu-
mulation rate data allow actualistic comparisons
to be made—whereas average MAR-Corg

values in the HSM and BCM (0.16 g cm�2 kyr�1

and 0.03 g cm�2 kyr�1, respectively) exceed
modern open-ocean oligotrophic sites by at
least two orders of magnitude, they are conver-
sely at least one order of magnitude lower than
modern high-productivity upwelling sites
(Bralower and Thierstein, 1987). Notably, the
Late Cenomanian HSM experienced higher
MAR Corg rates (by a factor of 5) than the
overlying BCM, which contains the putative
production pulse of OAE II. Although there
is certainly a relative change in production
that can be linked to this event, these data
again underscore the importance of recognizing
local records of global events. With the excep-
tion of some Cretaceous sites that are analogous
to modern upwelling zones (e.g., Tarfaya
Basin), it is possible that most areas experi-
enced relatively modest production levels
during OAE II (e.g., Thurow et al., 1988;
Kuhnt et al., 1990), a conclusion that highlights
the importance of changes in bulk sedimenta-
tion and redox conditions to explain the
increased global Corg burial flux at this time.
As originally suggested by Arthur et al. (1987,
1988), sea-level rise and its effect on bulk ter-
rigenous sediment flux and water depth, as well
as reactive-Fe delivery to distal hemipelagic
sites (Meyers et al., in review), was likely a
master variable. This type of model appears to
have similar explanatory power for OM burial
in the Devonian Appalachian basin (Sageman
et al., 2003).

� Future prospects—Some of the topics of future
importance not covered in detail in this report
include advances in the analysis of OM
sources, transport dynamics, and reactivities.
These studies center on: (i) identification of
terrestrial OM and weathered kerogen in the
terrigenous flux and the fate of these compo-
nents during transport and (re)burial (Leithold
and Blair, 2001; Petsch et al., 2000, 2002); (ii)
further analysis of the role of mineral surface
area in fine-grained, organic-rich facies
(Kennedy et al., 2002); and (iii) better quanti-
fication of decomposition rates for different
components of sedimentary OM (e.g., Van
Mooy et al., 2002). Other emerging directions
in carbon-cycle research include models that
rigorously incorporate coupled nutrient cycles
(e.g., Kump and Arthur, 1999), quantitative
molecular analysis of bacterial and archeal

biomass and the new information yielded
about metabolic mechanisms (such as anaero-
bic methane oxidation) over time and space
(e.g., Kuypers et al., 2001), and methane sto-
rage in gas hydrates and release as a
mechanism for driving abrupt climate change
(Froelich et al., 1993; Dickens et al., 1995;
Dickens, 1999).
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14.1 INTRODUCTION

For almost a century, it has been recognized that
the present-day thickness and areal extent of
Phanerozoic sedimentary strata increase progres-
sively with decreasing geologic age. This pattern
has been interpreted either as reflecting an increase
in the rate of sedimentation toward the present
(Barrell, 1917; Schuchert, 1931; Ronov, 1976) or
as resulting from better preservation of the younger
part of the geologic record (Gilluly, 1949; Gregor,
1968; Garrels and Mackenzie, 1971a; Veizer and
Jansen, 1979, 1985).

Study of the rocks themselves led to similarly
opposing conclusions. The observed secular (=age)
variations in relative proportions of lithological
types and in chemistry of sedimentary rocks (Daly,
1909; Vinogradov et al., 1952; Nanz, 1953; Engel,
1963; Strakhov, 1964, 1969; Ronov, 1964, 1982)
were mostly given an evolutionary interpretation.
An opposing, uniformitarian, approach was pro-
posed by Garrels and Mackenzie (1971a). For
most isotopes, the consensus favors deviations
from the present-day steady state as the likely
cause of secular trends.

This chapter attempts to show that recycling and
evolution are not opposing, but complementary,
concepts. It will concentrate on the lithological
and chemical attributes of sediments, but not deal
with the evolution of sedimentary mineral deposits
(Veizer et al., 1989) and of life (Sepkoski, 1989),
both well amenable to the outlined conceptual
treatment. The chapter relies heavily on Veizer
(1988a) for the sections dealing with general recy-
cling concepts, on Veizer (2003) for the discussion
of isotopic evolution of seawater, and on Morse
and Mackenzie (1990) and Mackenzie and Morse
(1992) for discussion of carbonate rock recycling
and environmental attributes.

14.2 THE EARTH SYSTEM

The lithosphere, hydrosphere, atmosphere, and
biosphere, or rocks, water, air, and life are all part
of the terrestrial exogenic system that is definable
by the rules and approaches of general system
science theory, with its subsets, such as population
dynamics and hierarchical structures.

14.2.1 Population Dynamics

The fundamental parameters essential for quan-
titative treatment of population dynamics are the
population size ðA0Þ and its recycling rate. A0 is
normalized in the subsequent discussion to one
population (or 100%) and the rates of recycling
relate to this normalized size. Absolute rates can

be established by multiplying this relative recy-
cling rate (parameter b below) by population size.

A steady state natural population, characterized
by a continuous generation/destruction (birth/
death) cycle, is usually typified by an age structure
similar to that in Figure 1, the cumulative curve
defining all necessary parameters of a given popu-
lation. These are its half-life �50, mean age �mean,
and oblivion age or life expectancy �max.

For steady state first-order (=single population)
systems, the survival rate of constituent units can
be expressed as

At� ¼ A0 e
– kt� ð1Þ

where At� is the cumulative fraction of the surviv-
ing population older than t�, A0 ¼ 1 (one
population), t� is age (not time), and k is the rate
constant for the recycling process. In the subse-
quent discussion, the recycling rate is often
considered in the form of a recycling
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Figure 1 Simplified age distribution pattern for a
steady state extant population. In this case, the natality/
mortality rate is 35% of the total population for a 10-yr
interval (b ¼ 35� 10 – 3 yr�1). �max is defined as the fifth
percentile. In practice �max is the age at which the resolu-
tion of the database becomes indistinguishable from the
background. The b value for the same population is
inversely proportional to the available time resolution T
(Equation (2)). Today’s ‘‘instantaneous’’ rates of deposi-
tion and erosion of sediments exceed those calculated
from the geological record based on time resolution of
106–107 yr (Sadler, 1981). It is therefore essential to
stipulate the resolution T in consideration of rates (after

Veizer and Jansen, 1985).
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proportionality constant b, which is related to the
above equation through formalism:

b ¼ 1 – e – kT ð2Þ
where T is the time resolution or duration of recy-
cling (cf. Veizer and Jansen, 1979, 1985). In
general, the larger the b value—i.e., the faster the
rate of recycling—the steeper the slope of the
cumulative curve and the shorter the �50 and �max

of the population. For a steady state extant popula-
tion, generation per unit time must equal combined
destruction for all age groups during the same time
interval. Consequently, the cumulative slope
remains the same but propagates into the future
(Figure 1).

The above terminology is applicable to intern-
ally (cannibalistically) recycling populations. In an
external type of recycling, the influx and efflux
cause a similar age structure, but the terminology
differs. In this case, the average duration an indivi-
dual unit resides within the population is termed
the residence time �res. Mathematically, � res is simi-
lar to the cannibalistic �mean and it relates to the
above parameters as �max � �res � �50. It is this
alternative—populations interconnected by exter-
nal fluxes—that is usually referred to as the
familiar box model by natural scientists.
Frequently, box models are nothing more than
one possible arrangement for propagation of cyclic
populations.

In the subsequent discussion, the terminology of
the cannibalistic populations is employed. Note,
however, that the age distribution patterns and the
recycling rates calculated from these patterns are a
consequence of both cannibalistic and external
recycling. At this stage, we lack the data and the
criteria for quantification of their relative signifi-
cance. Nevertheless, from the point of view of
preservation probability, it may be desirable, but
not essential, to know whether the constituent units
(geologic entities) have been created and destroyed
by internal, external, or combined phenomena.

Among natural populations, two major devia-
tions from the ideal pattern are ubiquitous (Pielou,
1977; Lerman, 1979). The first deviation consists
of populations with excessive proportions of young
units (e.g., planktonic larval stages) because their
destruction rate is very high, but chances for survi-
val improve considerably with maturation (type II
in Figure 2). The mathematical formalism for such
populations (e.g., Lerman, 1979) is a power-law
function,

At� ¼ A0ð1þ kt�Þ – z ð3Þ
where the exponent z increases for populations
with progressively larger destruction rates of
young units.

The other common exception consists of popu-
lations with suppressed destruction of young units

(type III, Figure 2). In these instances, the destruc-
tion rates increase rapidly as the life span �max is
approached. Mathematical expression for this
relation is

At� ¼ A0½1 – ðkt�Þz	 ð4Þ
where the exponent z increases for populations with
progressively larger mortality rates of old units.

These relationships are valid for populations of
constant size. For non-steady-state populations
with stable age structures—i.e., those with overall
rates of growth or decline much slower than the
rates of recycling of their constituents—the age
distributions approach the pattern of the constant-
size populations. The calculated recycling rates are
therefore identical. For populations where the over-
all growth (decline) approaches the rate of
recycling of constituent units, independent criteria
are required to differentiate recycling from the
growth (decline) component.

The above discussion assumed a quasi-contin-
uous generation/destruction process for a first-
order system, but natural variability causes oscil-
lations, at a hierarchy of frequencies and
amplitudes, around the smooth overall patterns.
Furthermore, geological processes are usually dis-
crete and episodic phenomena. Because of all
these factors, partial intervals have generation/
destruction rates that deviate from the smooth
average rates (Figure 2), with the connecting tan-
gents having either shallower or steeper slopes.
Note again that a given partial slope may reflect
deviations in generation, in destruction, or in their
combined effect. Usually, the problem is not
resolvable, but the combined effect is the most
likely alternative. As the population ages, the
magnitude of this higher-order scatter diminishes
to the level of uncertainties in the database
(Figure 2). Quantitative interpretation of such
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higher-order features from the preserved record is
therefore possible only for a length of time
roughly comparable to the life-span �max of a
given population. It would be pointless to attempt
quantification of oceanic spreading rates from the
fragmentary record of pre-Jurassic ophiolites.
Any such quantification must rely on some deri-
vative signal, such as isotopic composition of
seawater, which may be preserved in coeval
sediments. In contrast to the fast cycling oceanic
crust, the higher-order scatter for slowly cycling
populations (e.g., continental crust) remains con-
siderable, because it has not yet been smoothed
out by the superimposed recycling. Such popula-
tions still retain vestiges of ancient episodic
events.

For geologic entities (e.g., crustal segments,
mineral deposits, tectonic domains, and fossils),
the age distribution patterns can be extracted from
their stratigraphic and geochronologic assign-
ments. At present, only major features of the
record can be quantitatively interpreted, because
the database is usually not of the desired
reliability.

14.3 GENERATION AND RECYCLING
OF THE OCEANIC AND
CONTINENTAL CRUST

The concept of global tectonics (Dietz, 1961;
Hess, 1962; Morgan, 1968; Le Pichon et al., 1973)
combined the earlier proposals of continental drift
and seafloor spreading into a unified theory of
terrestrial dynamics. It introduced the notion of
continual generation and destruction of oceanic
crust and implied similar consequences for other
tectonic realms.

The present-day age distribution pattern of the
oceanic crust is well known (Sprague and Pollack,
1980; Sclater et al., 1981; Rowley, 2002), and the
plate tectonic concept of ocean floor generation/
subduction well established. The age distribution
pattern (Figure 3) conforms to systematics with a
half-life (�50) of �60Myr, translating to genera-
tion/destruction of �3.5 km2 (or �20 km3) of
oceanic crust per year. The maximal life-span
�max (oblivion age) for its tectonic settings and
their associated sediments is therefore less than
200Myr.

The situation for continental crust is more com-
plex and still dogged by the controversy (e.g.,
Sylvester, 2000) that pits the proponents of its
near-complete generation in the early planetary
history, followed only by crust/mantle recycling
(Armstrong, 1981 and the adherents) against
those advocating an incremental growth in the
course of geologic evolution (see Taylor and
McLennan, 1985). The latest summary of the
volume/age estimates for the continental crust

(Condie, 2001) provides a more definitive con-
straint for the discussion of the issue. The total
volume of the continental crust is estimated at
7.177�109 km3 (Cogley, 1984), and the age distri-
bution pattern of its juvenile component (Figure 3)
suggests a tripartite evolution, with �25% �4.0–
2.6Gyr old, another 35% added between �2.6Gyr
and 1.7Gyr, and the remaining 40% subsequently.
The observed growth pattern is of a sinusoidal
(logistic) type (Veizer and Jansen, 1979), with
commencement of large-scale crustal generation
at�4Gyr, accelerating growth rate that culminated
in major phases of crustal generation and cratoni-
sation during the �2.6–1.7 Gyr time span, and a
declining rate subsequently.

The above crustal generation pattern is only a
minimal estimate, based on the assumption that no
continental crust was recycled into the mantle. The
other limiting alternative can be based on the pro-
position that the continental crust attained its
present-day steady state �1.75Gyr ago. If this
were the case, today’s preserved post 1.75Gyr
crust is only about one-half of that generated origin-
ally, with the equivalent amount recycled into the
mantle. This recycling may go hand in hand with
orogenic activity that has a �50 of �800Myr
(Figure 3), a value in good agreement with the
previous estimates for the low- and high- grade
metamorphic reworking rates (�50 of 673Myr and
987Myr, respectively) by Veizer and Jansen (1985).
Furthermore, in the post-1.6Ga record, the orogenic
segments are composed, on average, of about equal
amounts of juvenile (2.7�109 km3) and recycled
(2.6�109 km3) crust (figure 4 in Condie, 2001).
This would suggest that each orogenic episode
results in incorporation of about one-half of the
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juvenile crust into the reworked crustal segment,
with the other half being subducted into the mantle.

Considering the above scenarios as limiting
alternatives, the long-term average rate of conti-
nental crust generation would be �1.7� 0.1
km3 yr�1 (1.1� 0.5 km3 yr�1 by Reymer and
Schubert, 1984) for no mantle recycling and
about twice that much for the alternative where
about one-half of the juvenile crust contributes to
the orogenic buildup of the continents, while the
other half is recycled into the mantle.

14.4 GLOBALTECTONIC REALMS AND
THEIR RECYCLING RATES

Tectonic setting is the principal controlling fac-
tor of lithology, chemistry, and preservation of
sediment accumulations in their depocenters, the
sedimentary basins. The latest classification of
Ingersoll and Busby (1995) assigns sedimentary
basins into five major groups based on their rela-
tionship to plate boundaries (Figure 4). It groups
together the basins that are associated with the
divergent, interplate, convergent, transform, and
hybrid settings, and recognizes 26 basin types.
This classification, while it cannot take into
account the entire complexity of natural systems,
implies that basins associated with transform and
convergent boundaries are more prone to destruc-
tion than basins associated with divergent and

intraplate settings, particularly those developed on
continental crust (Figure 4).

This qualitative observation is consistent with the
prediction of oblivion ages for specific tectonic
realms based on the concept of population dynamics
(Veizer and Jansen, 1985). Theoretically, if �max is
taken as the fifth percentile, the oblivion ages for
specific tectonic realms should be a factor of �4.5
times the respective half-lives, but empirically, due
to deviations from the ideal type I age pattern, the
�max is usually some �3.0–3.5 times �50. This qua-
lification notwithstanding, the short-lived basins are
erased faster from the geologic record and the
degree of tectonic diversity must be a function of
time. The diversity diminishes as the given segment
of the solid earth ages, and the rate of memory loss is
inversely proportional to recycling rates of the con-
stituent tectonic realms. For a steady state system,
the calculated theoretical preservational probabil-
ities are depicted in Figure 5. This reasoning
shows that the realms of the oceanic domain (basins
of active margins to immature orogenic belts)
should have only �5% chance of survival in crustal
segments older than �100–300Myr, while the plat-
formal and intracratonic basins can survive for
billions of years.

Due to rather poor inventories, the proposed
systematics should be viewed as nothing more
than a conceptual framework, but it nevertheless
helps to visualize the probability of preservation of
sedimentary packages in the geologic record.
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14.5 PRESENT-DAYSEDIMENTARYSHELL

The present-day mass of global sediments is
�2.7�1024 g (Ronov, 1982; Hay et al., 2001). Of
these, �72.6% are situated within the confines of
the present-day continents (orogenic belts 51.9%,
platforms 20.7%), 12.9% at passive margin basins,
5.5% at active margin basins, and the sediments
covering the ocean floor account for �8.3% of the
total (Ronov, 1982; Gregor, 1985; Veizer and
Jansen, 1985).

The apparent decline of sedimentary thick-
nesses in progressively older sections (Barrell,
1917; Gilluly, 1949) is reflected also in the latest
inventory of mass/age distribution of the global
sedimentary mass, which declines exponentially
with age (Figure 6). This exponential decline is
not clearly discernible from the mass/age distribu-
tion of sediments within the confines of the
continental crust (Ronov, 1993), but adding the
mass of sediments presently associated with the
passive margin tectonic settings (Gregor, 1985)
and the sediments on the ocean floor (Hay et al.,
1988), the pattern clearly emerges. Hence, the pre-
servation of the sedimentary record is a function of
tectonic setting, with sediments on continental
crust surviving well into the Precambrian, while
the continuous record of passive margin sediments
ends at �250Myr ago and that of the ocean floor
sediments at �100Myr ago (Figure 6).

The original concept of recycling, as developed
by Garrels and Mackenzie (1971a), was based
solely on the ‘‘continental’’ database assembled
by the group at the Vernadsky Institute of
Geochemistry in Moscow (Ronov, 1949, 1964,
1968, 1976, 1982, 1993). The former authors pro-
posed that the present-day mass/age distribution of
global sedimentary mass is consistent with a half-

mass age of �600Myr, resulting in deposition and
destruction of about five sedimentary masses over
the entire geologic history. Furthermore, the
observed temporal relationship of clastics/carbo-
nates/evaporites led Garrels and Mackenzie
(1971a) to propose a concept of differential recy-
cling rates for different lithologics based on their
susceptibility to chemical weathering, with clastics
having half-mass age of �600Myr, carbonates
�200Myr, and evaporites �100Myr.

Subsequently, Veizer (1988a) and Hay et al.
(1988) pointed out that the concept of differential
recycling, although valid, can only partially be
based on the susceptibility to chemical weathering.
In a layer cake stratigraphy, the removal of carbo-
nate strata, for instance, would necessarily result in
a collapse of all the overlying strata, regardless of
their lithology. On a macroscale, therefore, the
sediments are removed en-masse, with chemical
weathering rates coupled to the physical ones as
(Millot et al., 2002)

Chem ¼ 0:39ðPhyÞ0:66 ð5Þ
This point of view is supported also by the fact that
the particulate load accounts for �3/4 of the
present-day fluvial sediment flux (Garrels and
Mackenzie, 1971a).

Indeed, the detailed consideration of temporal
lithological trends does not follow the pattern
anticipated from recycling based on their suscept-
ibility to chemical weathering. For example,
during the Phanerozoic, the relative proportion
of carbonates increases, and of clastics decreases,
with age (Figure 7). Similarly, the lithological
trends of Ronov (1964) that span the entire geo-
logical time span, if recast into the present
concept (Figure 8), show that it is particularly
the most ancient sequences that contain the highly
labile immature clastics (arkoses and gray-
wackes). Furthermore, limestones, evaporites,
and phosphorites appear to have a similar age
distribution pattern, intermediate between that of
the passive margin basins and platforms, while
dolostones plot on a platformal trend. This sug-
gests that the Ronov (1964) type of secular
distribution of lithologies is a reflection of pre-
servation probabilities of different tectonic
settings, each having its own type of sediment
assemblages.

The above view is clearly supported by the
mass/age distribution of lithologies within the
same tectonic domain. For example, carbonates,
chert, red clay, and terrigeneous sediments on the
ocean floor (Hay et al., 1988) all have the same
type of age distribution pattern that is controlled
by a single variable, the rate of spreading and
subduction of the ocean floor. This sedimentary
mass also differs lithologically from its ‘‘conti-
nental’’ counterpart, because it is comprised of
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76 wt. % terrigeneous material, 7% calcium car-
bonate, 10% opal, and 7% mineral bound water
(Plank and Langmuir, 1998). Based on its age
distribution pattern (Figure 6), the average rate
of pelagic sediment subduction is
�1�1021 gMyr�1 (Hay et al., 1988), an estimate
in good agreement with an upper limit of
1.1�0.5� 1021 gMyr�1 for sediment subduction
based on Sm/Nd isotopic constraints (Veizer and
Jansen, 1985) discussed later in the text. The
estimates based on direct measurements, however,
suggest a sediment subduction rate of �1.4 to
1.8�1021 gMyr�1 (Rea and Ruff, 1996; Plank
and Langmuir, 1998), the difference likely

accounted for by material entering the trenches
from the adjacent accretionary wedge. This mate-
rial can be scraped off the subducting slab,
uplifted, eroded, and rapidly recycled (Hay
et al., 2001).

14.6 TECTONIC SETTINGS AND THEIR
SEDIMENTARY PACKAGES

Is the proposition that differential recycling of
sediments is controlled by tectonic settings sup-
ported by the observational data? Could this
explain, for example, the paradox of increasing
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carbonate/clastic ratio with age during the
Phanerozoic (Figure 7)?

The inventories of lithologies for basin types
are sparse. Veizer and Ernst (1996) attempted to
quantify the sedimentary fill of the North
American Phanerozoic basins, and the results are
presented in Figure 9. Due to inherent limitations
of the database and its interpretation, and particu-
larly due to inconsistencies in lithological
descriptions, the sedimentary facies were grouped
into three categories only: coarse clastics (sand-
stones, siltstones, conglomerates, and arkoses),
fine clastics (shales, graywackes), and ‘‘chemi-
cal’’ sediments (carbonates, evaporites, and
cherts). These limitations notwithstanding, the
compilation shows that basins associated with
immature tectonic settings, such as arc-trench
systems, are filled chiefly by clastic sediments,
mostly immature fine grained graywackes and
shales (forearc). Foreland basins, situated usually
on the continental side of the continental-margin/
arch-trench system, contain a higher proportion of
coarse, often mature, clastics and some chemical
sediments. This is even more the case for the
passive margin (continental rise, terrace, and
embankment) settings. Finally, carbonate sedi-
mentation predominates in the intracratonic
settings. Preservation probability of tectonic set-
tings can therefore explain the tendency for the
average lithology shifting from clastics towards
carbonates with increasing age during the
Phanerozoic.

14.7 PETROLOGY, MINERALOGY, AND
MAJOR ELEMENT COMPOSITION
OF CLASTIC SEDIMENTS

14.7.1 Provenance

The petrology of coarse clastic (conglomerate-
size) sediments is controlled in the first instance
by their provenance that, in turn, is a function of
tectonic setting. Advancing tectonic stability is
accompanied by an increasingly mature composi-
tion of the clasts (Figure 10). For first cycle
sediments (Cox and Lowe, 1995), the early arc
stage of tectonic evolution is dominated by vol-
canic clasts, from the growing and accreting
volcanic pile. Subsequently, plutonic and meta-
morphic lithologies dominate the orogenic and
uplift stages. The post-tectonic conglomerates
contain a high proportion of recycled sedimentary
clasts. Mineralogically, the evolution is from
clasts with abundant plagioclase, to K-feldspar
rich, and finally to quartz (chert) dominated
clasts.

A similar provenance control relates also the
sandstone petrology to tectonic setting, as
expressed in the Q (quartz)—F (feldspar)—L

(unstable lithic fragments) ternary diagrams
(Figure 11) of Dickinson et al. (1983). Again,
increasing tectonic maturity shifts the mode of
sandstone petrology from L towards the F/Q tan-
gent, terminating in the recycled Q mode.
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Fine clastic sediments, mostly mudrocks, in
contrast to their coarser counterparts, are either
derived by first cycle weathering of silicate miner-
als or glass, or from recycling of older mudrocks.
Physical comminution plays only a secondary role.
The average shale is composed of �40 – 60% clay
minerals, 20 –30% quartz, 5 –10% feldspar and
minor iron oxide, carbonate, organic matter, and
other components (Yaalon, 1962; Shaw and
Weaver, 1965). Granitic source rocks produce

shales richer in kaolinite and illite, the mafic ones
richer in smectites (Cox and Lowe, 1995).

Geochemical processes associated with
weathering and soil formation are dominated
by alteration of feldspars (and volcanic glass),
feldspars accounting for 70% of the upper crust,
if the relatively inert quartz is discounted
(Taylor and McLennan, 1985). Advancing
weathering leads to a shift towards an aluminum
rich composition that can be approximated by
the chemical index of alteration (CIA) of
Nesbitt and Young (1984)

CIA ¼ 100ðAl2O3=ðAl2O3 þ CaO� þ Na2Oþ K2OÞÞ
ð6Þ

The suspended sediments of major rivers clearly
reflect this alteration trend and plot on a tangent
between the source (upper continental crust
(UCC)) and the clays, the end-products of weath-
ering (Figure 12).

The overall outcome is a depletion of the labile
Ca–Na plagioclases in the sediments of progres-
sively more stable tectonic settings, the trend being
more pronounced in the fine-grained muddy sedi-
ments than in their coarser counterparts
(Figure 13).

14.7.2 Transport Sorting

Transport processes, involving first cycle as
well as recycled components, result in further
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sorting by grain size and density. For sandstone
components, the higher stability of quartz, com-
pared to feldspar and lithic grains, results in an
increasing SiO2/Al2O3 ratio and a decrease in

concentration of trace elements that were asso-
ciated chiefly with the labile aluminosilicate
minerals (McLennan et al., 2003).
Simultaneously, the labile nature of plagioclase
relative to K-feldspar leads to a rise in the K2O/
Na2O ratio. As for provenance, the overall shift in
major element composition is towards the A–K
tangent (Figure 13). More importantly, transport
processes are the main factor that separates the
sand- and the mud-size fractions. As for sand-
stones, mudstones also evolve towards the A/K
tangent, but with increasing maturity they shift
more towards the A apex of the ternary diagram
(Figure 13).

14.7.3 Sedimentary Recycling

The processes of mechanical weathering and
dissolution in recycling systems lead to the diminu-
tion of grain size of all mineralogical constituents,
as well as to progressively monomineralic quartz-
rich sediments (Cox and Lowe, 1995).
Sedimentary recycling is particularly effective in
redistributing the trace elements, a topic discussed
in the next section.

14.8 TRACE ELEMENTAND ISOTOPIC
COMPOSITION OF CLASTIC
SEDIMENTS

As already pointed out, the suspended load of
rivers falls on the tangent connecting the UCC and
its clay rich weathering products (Figure 12). The
chemical composition of clastic sediments reflects
therefore that of the UCC, albeit depleted for those
elements that are leached out, and transported as
dissolved load, to be eventually concentrated in
seawater and precipitated as (bio)chemical sedi-
ments. The variable residence times (� ) of these
elements in seawater are a reflection of their relative
mobility, with the logarithm of � directly propor-
tional to the logarithm of the ratio of a given
element in seawater to its upper crustal abundance
(Figure 14). The elements in the upper right corner
(sodium, calcium, magnesium, strontium) are
rapidly mobilized during sedimentary processes,
while those in the lower left corner, such as tita-
nium, zirconium, hafnium, niobium, tantalum,
thorium, zirconium, nickel, cobalt, rare-earth ele-
ments (REEs) are mostly transferred from the UCC
into the clastic sedimentary mass (McLennan et al.,
2003). It is the latter assemblage of elements, and
even more so their ratios, that are useful for prove-
nance studies. Because of their coherent behavior in
geochemical processes, the REE and the elements
such as thorium, zirconium, scandium, titanium. . .
(Taylor and McLennan, 1985) are particularly sui-
table for tracing the ultimate provenence of clastic
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sediments (McLennan et al., 1990). An example is
given in Figure 15, where the modern active margin
turbidites reflect directly the composition of the
source, with Th/Sc and Zr/Sc ratios increasing in
tandem with increasing igneous differentiation of
the source rocks. The coherent trends break down in
the trailing margin turbidites because these contain
mostly recycled components of the older sediments.
Repeated sedimentary recycling tends to enrich the
sand-size fraction in heavy minerals. Heavy miner-
als, such as zircon (uranium, hafnium), monazite
(thorium), chromite (chromium), titanium-minerals
(ilmenite, titanite, rutile), or cassiterite (tin) are the
dominant carriers of trace elements in sandstones.
In trailing edge turbidites, the recycling tends to
concentrate the much more abundant zircon (carrier
phase of zirconium) than monazite (thorium), thus

increasing the Zr/Sc but not so much the Th/Sc
ratio.

Since a number of isotope systematics (U, Th/
Pb, Lu/Hf, Sm/Nd) in clastic sediments is essen-
tially controlled by the heavy mineral fraction, such
considerations are of considerable importance for
any geological interpretations.

Again, modern turbidites provide a classic
example (Taylor and McLennan, 1985). Their Th/
Sc ratio in active arc settings straddles the mafic to
felsic join, with the bulk of samples reflecting the
dominant andesitic component (Figure 16). Their
eNd of �+5 is that of modern oceanic crust. The
turbidites in progressively more evolved tectonic
settings contain increasing proportions of recycled
sedimentary components, become more quartzose,
have more negative eNd and higher Th/Sc ratios.
The observation that the more ‘‘evolved’’ tectonic
settings incorporate recycled components from
progressively older sources is confirmed by the
neodymium model ages of these clastic sediments
that increase from �250Myr from fore arc settings
to some 1.8Gyr for the trailing age settings
(Figure 17).

14.9 SECULAR EVOLUTION OF CLASTIC
SEDIMENTS

14.9.1 Tectonic Settings and Lithology

Based on the tectonic concept of differential
preservational probabilities, the progressively
older segments of the continental crust should
retain only the remnants of the most stable tec-
tonic settings, that is they should be increasingly
composed of basement and its platformal to intra-
cratonic sedimentary cover. This is the case
throughout the Phanerozoic and Proterozoic, but
not for the oldest segment, the Archean.
Compared to the Proterozoic, the Archean con-
tains a disproportionate abundance of the
perishable greenstones (e.g., Windley, 1984;
Condie, 1989, 2000) with mid-ocean ridge basalt
(MORB) and oceanic plateau basalt (OPB) affi-
nities and immature clastic lithologies,
particularly graywackes (Figure 8). Regardless
of their precise present-day analogue, these green-
stones are an expression of the ephemeral oceanic
tectonic domain in the sense of Veizer and Jansen
(1985) (Figure 5). The temporal distribution of
greenstones is, therefore, entirely opposite to
that expected from continuous recycling, regard-
less of its actual rate. The fact that so many of
them survived to this day, despite this recycling,
argues for their excessive original abundance and
entrainment into the growing and stabilizing con-
tinents. How is this tectonic and lithological
evolution, from an oceanic to continental domain
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around the Archean/Proterozoic transition,
reflected in the chemistry of clastic sediments?

14.9.2 Chemistry

The K2O/Na2O ratio of sediments and continen-
tal basement increased considerably at about the
Archean/Proterozoic transition (Figure 18), as
already pointed out by Engel et al. (1974).
Subsequently, Taylor (1979) and Taylor and
McLennan (1985) emphasized that the REE
showed similar trends in their overall concentra-
tions, in LREE/HREE and Yb/La ratios, and in the
decline of the size of the europium anomaly. The
general interpretation of these data was based on
the proposition that the compositions of the con-
tinental crust, and of ‘‘continental’’ sediments,

reflect a major cratonisation event that spanned
the Archean/Proterozoic transition and resulted in
an UCC of more felsic nature.

This interpretation was questioned by Gibbs
et al. (1988) and Condie (1993), who argued that
the global averages for clastic rocks reflect only the
variable proportions of facies associated with the
predominant tectonic settings at any given time
and not the change in the composition of the con-
tinental crust. This is undoubtedly the case, but—as
discussed in the previous section—the types of the
Archean tectonic settings are exactly the opposite to
that expected from preservation probabilities based
on the recycling concept. This feature must therefore
reflect the fact that immature tectonic settings and
lithologies were the norm in the Archean and they
still dominate the preserved record, despite the high
rate of recycling. Furthermore, the secular trends are
present regardless whether the tectonic facies assem-
blages are considered together or separately
(Figure 19). Combined, or separately, the Th/Sc
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secular trends show the same features as the K2O/
Na2O parameter, with a rise in the ratio at the
Archean/Proterozoic boundary and a reversal of
the trend for the youngest portion of the record.
Trends similar to that of Th/Sc one were observed
also for Th, U, Th/U ratio (McLennan et al., 2003)
and La/Sc ratio (Condie, 1993). This is to a degree
true also for the Eu/Eu� anomaly, although the mag-
nitude is smaller than previously believed.

The Archean clastic rocks are also often
enriched in chromium, nickel, and cobalt
(Danchin, 1967; Condie, 1993), but this feature
may only be of regional significance, mostly for
the Kaapval Craton and the Pilbara block, where it
may reflect the ubiquity of komatiites in the source
regions of the sediments. Nevertheless, considering
the frequent discrepancies in the anticipated Ni/Cr
ratios, in lower than expected MgO content and, at

times, high abundance of incompatible elements
(Condie, 1993; McLennan et al., 1990), the ultra-
mafic provenance is not an unequivocal
explanation and some secondary processes, such
as weathering, may have played a role in reparti-
tioning of these elements.

The apparent decline of the K2O/Na2O and Th/
Sc ratios in the youngest segment of the secular
trend is due to the fact that the youngest segments
contain mostly the transient immature tectonic set-
tings with their immature clastic assemblages.
These are prone to destruction with advancing tec-
tonic maturation (Figure 9) and their preservation
into the Paleozoic and Proterozoic is therefore
limited.

14.9.3 Isotopes

The discussion of the chemistry of clastic sedi-
ments suggested an overall mafic to felsic
evolution of global sediments, and presumably of
UCC, their ultimate source, in the course of geolo-
gic history, with a major evolutionary step across
the Archean/Proterozoic transition. The response
of isotopes to this evolutionary scenario can best
be gauged by consideration of the REE isotope
systematics, such as the Sm/Nd and Lu/Hf.

The major fractionation of REE is accomplished
during igneous differentiation of rocks from the
mantle, resulting in lower parent to daughter ratios
of the crustal products for both, the 147Sm/143Nd
(McCulloch and Wasserburg, 1978) and the
176Lu/177Hf (White and Patchett, 1982) systema-
tics. Although exceptions do exist (e.g., McLennan
et al., 2003; Patchett, 2003), the subsequent
igneous, metamorphic, and sedimentary history of
the rocks usually does not affect their inherited
parent/daughter ratios. For crustal rocks, including
clastic sediments, it is therefore possible to calcu-
late the time when the original material ‘‘departed’’
from the mantle, the latter approximated by the
chondritic uniform reservoir (CHUR) evolutionary
trend (Figure 20). The intercept with the CHUR is
the model age. A similar reasoning applies also to
the Lu/Hf systematics, with one exception. In clas-
tic sediments, the usual carrier phase for hafnium is
the heavy mineral zircon that tends to be fractio-
nated into the sand fraction by the processes of
sedimentary recycling. Mature sands therefore
may contain an ‘‘excess’’ of hafnium and low Lu/
Hf ratios (Patchett, 2003).

When model ages are plotted against strati-
graphic ages of clastic sediments it becomes clear
that the former are at best similar to, but mostly
higher than their stratigraphic ages (Figure 21).
Furthermore, the discrepancy increases from the
Archean to today, from an average ‘‘excess’’ of
�250Myr to �1.8Gyr. This is true for both
isotope systematics and for muds as well as
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sands. These excess ages are usually interpreted as
‘‘crustal residence ages’’ (O’Nions et al., 1983;
Allègre and Rousseau, 1984), with an implication
that they reflect the evolution of the ultimate crys-
talline crustal source. The average present-day
modal excess of �1.8Gyr (Figure 21) is indeed a
measure of the average ultimate provenance and
thus of the mean age of the continental crust. In
reality, however, sedimentary recycling is much
faster than the metamorphism/erosion of the crys-
talline basement (Figure 5) and the excess model
ages are therefore a consequence of the cannibalis-
tic recycling of the ancient sedimentary mass
(Veizer and Jansen, 1979, 1985). These relation-
ships can be utilized for evaluation of the degree of
cannibalistic recycling.

14.10 SEDIMENTARY RECYCLING

Sedimentary accumulations were ultimately
derived from disintegration of the UCC and the
global sedimentary mass should therefore have a
chemical composition comparable to this part of
the crust. This indeed is mostly the case
(Figure 22). Compared with the UCC, the com-
position of present-day average global sediments
(AS) for most elements does not deviate more
than �50% from that of the UCC. Exceptions are
the enrichments in boron, calcium, vanadium,
chromium, iron, cobalt, and nickel, and the
depletion in sodium. In addition, the sediments
(Goldschmidt, 1933; Rubey, 1951; Vinogradov,
1967; Ronov, 1968) are strongly enriched in
excess volatiles and have a higher oxidation
state.

The anomalous enrichment in calcium and
depletion in sodium are a consequence of

hydrothermal exchange between the ocean
floor and seawater, processes discussed later in
the text. Hydrothermal processes can also
account for most of the other elements enriched
in sediments. Vanadium, chromium, cobalt,
nickel plus tin are even more enriched in the
sediments of the ocean floor (global subducting
sediment (GLOSS)) than the AS (Figure 22) due
to stronger impact of the hydrothermal systems
(Plank and Langmuir, 1998). Nevertheless, the
general overall absence of large anomalies in
the normalized average composition of sedi-
ments suggests that the exogenic� endogenic
inputs and sinks for most major elements—
except possibly calcium and sodium—were
balanced throughout most of geologic history,
a proposition supported by the fact that the
average composition of the subducting sedi-
ments (GLOSS; Plank and Langmuir, 1998) is
also approaching that of the continental crust
(Figure 22).

Because the continental sedimentary mass
accounts for the bulk of the present-day global
sediments, the growth of the global sedimentary
mass should be a function of the growth of the
continents. It is feasible, therefore, that at least
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some of this mass, particularly during the early
stages of the earth’s history and at the beginning
of each tectonomagmatic cycle, evolved on oceanic
or intermediate type crust. If so, it would have been
derived from a source more mafic than the present-
day UCC. In an entirely cannibalistic (closed) recy-
cling system, this composition would have been
perpetuated indefinitely regardless of the nature
of the later continents.

In reality we must be dealing with a partially
open system, because some sediments are being
subducted while others are being formed at the
expense of primary igneous and metamorphic
rocks. Estimates based on Sm/Nd systematics
(Figure 23) indicate that the sedimentary cycle
is �90� 5% cannibalistic, attaining its near pre-
sent-day steady state around the Archean/
Proterozoic transition. The first-order features of
secular trends, such as the K2O/Na2O, Th/Sc
(Figures 18 and 19), REE, U, Th, and Th/U
(Collerson and Kamber, 1999; McLennan et al.,
2003) can be explained, provided the Archean
was the time when the sedimentary mass was
mostly growing by addition of the first-cycle
sediments from erosion of contemporaneous
young (�250Myr old) igneous precursors.
Subsequent to the large-scale cratonization events,
and subsequent to establishment of a substantial
global sedimentary mass at �2.5� 0.5Gyr, canni-
balistic sediment—sediment recycling became the
dominant feature of sedimentary evolution. The
general absence of neodymium model ages
much in excess of their stratigraphic ages in
most Archean sediments (Figure 23) is consistent
with the absence of the inherited old detrital

components. This observation strongly argues
against the presence of large continental land-
masses prior to �3Gyr.

14.11 OCEAN/ATMOSPHERE SYSTEM

The previous discussion dealt with the solid
earth component of the exogenic cycle, a system
that is recycled on 106–109 yr timescales. In
contrast, the ocean, atmosphere, and life are
recycled at much faster rates and the continuity
of the past record is lost rapidly. For quantitative
evaluations we have to rely therefore on proxy
signals embedded in marine (bio)chemical
sediments.

Other contributions in this Treatise (Volumes
6 –8) deal with the lithological and chemical
aspects of evolution of specific types of
(bio)chemical sediments, such as cherts, phos-
phorites, hydrocarbons, and evaporites, and we
will therefore concentrate on the most ubiquitous
category, the carbonate rocks (see also Section
14.12). This carrier phase also contains the largest
number of chemical and isotopic tracers.

As already pointed out in Figure 7, the relative
proportion of carbonate rocks within the continen-
tal realm generally decreases in the course of the
Phanerozoic, and the Mesozoic and Cenozoic
‘‘deficiency’’ of carbonates was attributed to a tec-
tonic cause, the ubiquity of transient immature
tectonic settings. Another reason is the general
northward drift of continents, which resulted in a
progressive decline in the shelf areas that fell
within the confines of the tropical climatic belt
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Figure 22 The elemental composition of average global sediment (AS) and global subducting sediment (GLOSS)
normalized to upper continental crust (UCC). AS and UCC from McLennan and Murray (1999) and McLennan and
Taylor (1999), respectively. Ti, Nb, Cs, and Ta are corrected as proposed in Plank and Langmuir (1998). GLOSS from
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(Walker et al., 2002; Bluth and Kump, 1991;
Kiessling, 2002). Finally, in the course of
the Mesozoic and Cenozoic, the locus of carbonate
sedimentation migrated from the shelves to the
pelagic realm, mirroring the role that calcareous
shells of foraminiferans, pteropods, and cocco-
lithophorids commenced to play in the carbonate
budget (Kuenen, 1950). This environmental shift
may have been accompanied by the deepening of

the carbonate compensation depth (Ross and
Wilkinson, 1991), which may have enlarged the
oceanic areas that were sufficiently shallow for
preservation of pelagic carbonates. Another feature
of carbonate sedimentation is the relative scarcity
of dolostones in Cenozoic and Mesozoic
sequences, compared to their Paleozoic and parti-
cularly Proterozoic counterparts (Chilingar, 1956;
Veizer, 1985). Carbonate sediments as such are
mostly associated with low latitude sedimentary
environments, but for the Phanerozoic the dolos-
tones/total carbonate ratio within the tropical belt
increases polewards (Berry and Wilkinson, 1994),
that is towards arid climatic zones. This suggests
that the process of dolomitization is a near-surface
phenomenon. The more or less consistent offset of
the modes of �18O between dolostones and lime-
stones, of �2–3‰, throughout the entire
geological history (Shields and Veizer, 2002) is
also consistent with such an interpretation, because
the observed �18Odol-cal is a near-equilibrium
value (Land, 1980). These carbonates are therefore
either primary marine precipitates, or more likely
they are early diagenetic products of stabilization
and dolomitization of carbonate precursors. Pore
waters at this stage were still in contact with the
overlying seawater and/or contained an appreciable
seawater component. The high frequency of dolos-
tones in ancient sequences may again be
principally a reflection of the ubiquity of shelf,
epicontinental, and platformal tectonic settings pre-
served from the Paleozoic and Proterozoic times.
Changes in seawater chemistry, such as Mg/Ca
ratio, saturation state, or SO4 content, may have
been a complementary factor.

14.11.1 The Chemical Composition of Ancient
Ocean

Earlier studies (e.g., Holland, 1978, 1984)
assumed that the chemical composition of seawater
during the Phanerozoic was comparable to the pre-
sent-day one. Subsequently, experimental data on
fluid inclusions in halite (Lowenstein et al., 2001;
Horita et al., 1991, 2002) and on carbonate cements
(Cicero and Lohmann, 2001) suggested that at least
the magnesium, calcium, and strontium, and their
ratios, in Phanerozoic seawater may have been
variable (see Chapter 12). Steuber and Veizer
(2002) assembled a continuous record of Sr/Ca
variations for the Phanerozoic oceans (Figure 24)
that covaries positively with the ‘‘accretion rate of
the oceanic crust’’ (Gaffin, 1987) and negatively
with the less well-known Mg/Ca ratio. Such a cov-
ariance would suggest that we are dealing with
coupled phenomena and they proposed that all
these variables are ultimately driven by tectonics,
specifically seafloor spreading rates that, in
turn, control the associated hydrothermal and
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Figure 23 Models of Sm/Nd excess ages for
sedimentary rocks. The Sm/Nd systematics dates the
time of fractionation from the mantle. Regardless of
whether most or only some of the sediments were
generated during early terrestrial history, they would
inherit Sm/Nd systematics from their igneous
precursors. In a cannibalistic sedimentary recycling,
these ancient systematics will be perpetuated and, as a
consequence, Sm/Nd of all second-stage sediments
should exceed their stratigraphic ages (Figure 21) and
the� (Sm/Nd model age minus stratigraphic age) should
increase toward the present, with a 45
 slope being an
upper limit for a completely closed system. In order to
generate the observed smaller �, it is necessary to add
sediments formed from a young source. The upper figure
represents model calculations based on the assumption
that prior to 2.5Ga the sedimentary mass was growing
through addition of first-cycle sediments. The post-
Archean evolution assumes cannibalistic recycling of
the steady state mass, and the slopes represent the
degree of cannibalism for this recycling. The bottom
part is a collation of experimental data (after Veizer and

Jansen, 1985).
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low-temperature alteration processes. Since the
hydrothermal alteration of young oceanic crust
effectively exchanges magnesium for calcium (see
Chapter 11), the accretion of the oceanic crust
would modulate the Mg/Ca ratio of seawater. At
high accretion rates, the low Mg/Ca ratio favors
precipitation of calcite and, as a result, higher reten-
tion of strontium in seawater. At slow accretion
rates, the high Mg/Ca ratio favors aragonite preci-
pitation and a high rate of strontium removal from
seawater.

The above scenario is consistent with the obser-
vation that calcite was the dominant mineralogy of
carbonate skeletal components in the early to mid-
Paleozoic and the mid-Jurassic to mid-Tertiary
(Figure 25), the times of high Sr/Ca and low Mg/

Ca ratio (Figure 24). Aragonite mineralogy, how-
ever, dominated the mid-Carboniferous to Jurassic
and the Tertiary to Quaternary intervals (Sandberg,
1983; Kiessling, 2002) with opposite chemical
attributes. The changing Mg/Ca ratio of seawater
can also be at least in part responsible for the
general scarcity of MgSO4-bearing potash minerals
(Hardie, 1996) in the Paleozoic and Mesozoic mar-
ine evaporites.

While all the above trends and their correlations
are likely real, the proposed causative mechanism
is being questioned lately due to the proposition
that seafloor spreading rates have been about con-
stant since at least 180Myr (Rowley, 2002). If so,
the sea-level stands cannot be inverted into ‘‘accre-
tion rates of oceanic crust,’’ as done by Gaffin
(1987). A causative mechanism for all these covar-
iant phenomena remains therefore enigmatic.

The reconnaissance studies of fluid inclusions
(Horita et al., 1991, 2002) suggest also that early
Paleozoic seawater was �2.5�depleted in SO4,
compared to its present-day counterpart. From
model considerations, based on the mineralogy
and volume of evaporites, claims have been made
also for changes in the potassium concentration of
Phanerozoic oceans (Hardie, 1996), and for an
increase in the total salinity, from the modern
35 ppt to �50 ppt in the Cambrian (Hay et al.,
2001). The experimental confirmation for all
these theoretical assertions is presently not avail-
able (see Chapter 12).

On timescales of billion of years, ancient
Precambrian carbonates appear to have been
enriched in Fe2+ and Mn2+, if compared to their
Phanerozoic counterparts (Veizer, 1985). In part,
this may be a reflection of diagenetic alteration
processes that tend to raise the iron and manganese
contents of successor phases (Brand and Veizer,
1980; Veizer, 1983). However, the Archean man-
ganese concentrations, in the 103–104 ppm range,
are likely not explained by diagenetic processes
alone. Accepting that the redox state of the
Archean and early Proterozoic oceans may have
been lower than that of their Phanerozoic counter-
parts (Cloud, 1976), the high Fe2+ and Mn2+

content of contemporaneous carbonates may
reflect higher concentrations of these elements in
the ancient oceans.

14.11.2 Isotopic Evolution of Ancient Oceans

In contrast to chemistry, where the secular
trends are still mostly obscured by the natural scat-
ter in the database, the isotope evolution of
seawater is better resolved.

14.11.2.1 Strontium isotopes

In modern oceans the concentration of strontium
is �8 ppm and its residence time is �4–8Myr
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(Holland, 1984). The present isotopic ratio
87Sr/86Sr is 0.7092 (McArthur, 1994), controlled
essentially by two fluxes, the ‘‘mantle’’ and the
‘‘river’’ flux. The former represents strontium
exchanged between seawater and oceanic crust
(87Sr/86Sr �0.703) in hydrothermal systems on
the ocean floor. The latter, reflecting the more
fractionated composition of the continental crust,
feeds into the oceans more radiogenic strontium,
with an average isotope ratio for rivers of �0.711
(Wadleigh et al., 1985; Goldstein and Jacobsen,
1987; Palmer and Edmond, 1989). Note, neverthe-
less, that the latter may vary from 0.703 to 0.730 or
more, depending on whether the river is draining a
young volcanic terrane or an old granitic shield.
The third input is the flux of strontium from diag-
enesis of carbonates, which results in expulsion of
some strontium from the solid phase during pre-
cursor to product (usually aragonite to low-
magnesium calcite) recrystallization, but this flux
is not large enough to influence the isotopic com-
position of seawater. A simple balance calculation
based on isotopes, therefore, shows that strontium
in seawater originates �3/4 from the ‘‘river’’ flux
and �1/4 from the ‘‘mantle’’ flux, generating the
modern value of 0.7092. This value is uniform with
depth and into marginal seas. Even water bodies
such as Hudson Bay, with a salinity �1/2 of the
open ocean due to large riverine influx, have this
same isotope ratio. This is because the rivers are
very dilute relative to seawater, with strontium

concentrations usually 1,000 times less, and their
impact is felt only if the proportion of seawater in
the mixtures is less than 10%.

The above considerations show that the stron-
tium isotopic composition of seawater is
controlled essentially by tectonic evolution, that
is, by relative contributions from weathering pro-
cesses on continents and from the intensity of
submarine hydrothermal systems. Over geological
time, however, the isotopic compositions of these
two fluxes have evolved, because 87Sr is a decay
product of 87Rb:

87Sr
86Sr

� �
p

¼
87Sr
86Sr

� �
o

þ
87Rb
86Sr

� �
ðe	t – 1Þ ð7Þ

where p = present, o = initial ratio at the formation of
the Earth 4.5Gyr ago (0.699), 	= decay constant
(1.42�10�11 yr�1), and t= time since the beginning
(e.g., formation of the Earth 4.5Gyr ago).

From Equation (7) it is evident that the term
(87Sr/86Sr)p for coeval rocks originating from the
same source (87Sr/86Sr)o depends only on their
Rb/Sr ratios. Since this ratio is �6 times larger
for the more fractionated continental rocks than
for the basalts (�0.15 to 0.027; Faure, 1986), the
87Sr/86Sr of the continental crust at any given time
considerably exceeds that of the mantle and ocea-
nic crust, increasing to the present-day values of
�0.730 for the average continental crust, as
opposed to�0.703 for the oceanic crust. The rivers
draining the continents are less radiogenic
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(�0.711) than the crust itself due to the fact that
most riverine strontium originates from the weath-
ering of carbonate rocks rather than from their
silicate counterparts. The former, as marine sedi-
ments, inherited their strontium from seawater,
which—as discussed above—contains also the
less radiogenic strontium from hydrothermal
sources.

The lower envelope of the strontium isotopic
trend during the Precambrian (Figure 26) straddles
the mantle values until about the Archean/
Proterozoic transition, afterwards deviating
towards more radiogenic values, reflecting the
input from the continental crust. The large spread
of values above the lower envelope is a conse-
quence of several factors. First, it reflects the
impact of secondary alteration that mostly results
in resetting of the signal towards more radiogenic
values (Veizer and Compston, 1974). Second, the
scatter also includes higher order oscillations in the
strontium isotope ratio of seawater which cannot be
as yet resolved for the Precambrian due to poor
stratigraphic resolution and inadequate geochrono-
logical control.

From the above discussion, it is clear that the
primary control on strontium isotopic composition
of the first order (billion years trend) for seawater
will be exercised by the growth pattern of the
continental crust. Two competing hypotheses dom-
inate this debate:

(i) The generation of the entire continental crust
was an early event and the present-day scarcity of
older remnants is a consequence of their destruc-
tion (recycling) by subsequent tectonic processes
(Armstrong, 1981; Sylvester et al., 1997).
(ii) The continents were generated episodically

over geologic history, with major phases of con-
tinent formation in the late Archean and early

Proterozoic, and attainment of a near modern
extent by �1.8Gyr (Veizer and Jansen, 1979;
Taylor and McLennan, 1985; McCulloch and
Bennett, 1994).

Model calculations by Goddéris and Veizer
(2000) of seawater 87Sr/86Sr evolution for the two
alternatives, and for the coeval mantle, show that
the measured experimental data fit much better
with the second pattern of continental growth.
Note that this scenario is also fully compatible
with the evolution of sediments and their chemistry
discussed in the preceding sections of this chapter.
The Archean oceans were ‘‘mantle buffered’’
(Veizer et al., 1982) by vigorous circulation of
seawater via submarine hydrothermal systems.
With the exponential decline of internal heat dis-
sipation, the vigor of the hydrothermal system also
declined and at the same time the flux of radiogenic
strontium from growing continents brought in by
rivers started to assert itself. This tectonically con-
trolled transition from ‘‘mantle’’ to ‘‘river
buffered’’ oceans across the Archean/Proterozoic
transition is a first order feature of terrestrial evolu-
tion, with consequences for other isotopic
systematics, for redox state of the ocean/atmo-
sphere system and for other related phenomena
(see Chapter 12).

The resolution of the database is considerably
better for the Phanerozoic than for the
Precambrian due to higher quality of samples
and to much better biostratigraphic resolution,
with duration of biozones from �1Myr in the
Cenozoic to �5Myr in the early Paleozoic. The
first data documenting the strontium isotopic var-
iations in Phanerozoic seawater were published by
Peterman et al. (1970), with subsequent advances
by Veizer and Compston (1974) and Burke et al.
(1982). The latest version, by Veizer et al. (1999),

Figure 26 Strontium isotopic composition of sedimentary carbonate rocks during geologic history. Reproduced from
Shields and Veizer (2002). Circles and triangles represent samples with good and poor age assignment, respectively.
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is reproduced in Figure 27. Overall, this second
order Phanerozoic trend shows a decline in
87Sr/86Sr values from the Cambrian to the
Jurassic, followed by a steep rise to today’s
values, with superimposed third order oscillations
at 107 yr frequency. Because of the better quality
of samples, the experimental data indicate an exis-
tence of still higher order 87Sr/86Sr oscillations
within biozones. However, since these samples
often do not originate from the same profile,
their relative ages within a biozone are difficult
to discern. They have to be treated therefore as
coeval and the secular trend thus becomes a band
(Figure 28).

In general, it is again tectonics that is the cause
of the observed Phanerozoic trend, with the ‘‘man-
tle’’ input of greater relative importance at times of
the troughs and the ‘‘river’’ flux dominating in the
Tertiary and early Paleozoic. Nevertheless, it is
difficult to correlate the overall trend or the super-
imposed oscillations with specific tectonic events.
The problem arises from the fact that model solu-
tions do not produce unique answers. The ‘‘river’’
flux is likely the major reason for the observed
87Sr/86Sr oscillations, because the changes in sea-
floor spreading rates, apart from being disputed
(Rowley, 2002), are relatively sluggish and the
strontium isotope ratio of the ‘‘mantle’’ flux is
relatively constant at �0.703. The ‘‘river’’ flux,
however, may vary widely in both strontium ele-
mental flux and its isotope ratio. For example, the
rapid Tertiary rise in 87Sr/86Sr (Figure 27) is com-
monly interpreted as reflecting the uplift of the
Himalayas. Accepting this to be the case, it still
remains an open question whether the rise is due to
higher flux of ‘‘river’’ strontium (increased

weathering rate), its more radiogenic nature
(unroofing of older core complexes), or both (cf.
the contributions in Ruddiman, 1997). For these
reasons, it is difficult to utilize the strontium iso-
topic curve of seawater as a direct proxy for
continental weathering rates in model considera-
tions. Nevertheless, it is intriguing that the
Phanerozoic seawater strontium isotope curve cor-
relates surprisingly well with the estimated past
sediment fluxes (Hay et al., 2001) that were recon-
structed by the ‘‘population dynamics’’ approach
discussed in the introductory section of this
chapter.

14.11.2.2 Osmium isotopes

The isotope 187Os is generated by � decay of
187Re. In many ways the systematics and the pre-
sently known secular evolution of 187Os/186Os in
seawater is similar to that of 87Sr/86Sr (Peucker-
Ehrenbring and Ravizza, 2000). The present-day
187Os/186Os of UCC is �1.2 – 1.3, runoff �1.4
(due likely to preferential weathering of radiogenic
black shales), seawater, �1.06 and that of meteor-
ites and mantle, �0.13. In contrast to strontium
with a seawater residence time of 4 – 8Myr, the
residence time of osmium is on the order of 104 yr
due to the effective scavenging of osmium by Fe/
Mn crusts and organic-rich sediments. This enables
tracing of short-term fluctuations in seawater com-
position, such as the Quaternary glacial/interglacial
cycles, a feat difficult to replicate by the buffered
strontium system.

Metalliferous sediments usually have low Re/Os
ratios and reflect well the isotopic composition of
seawater. Their disadvantage is the slow

Figure 27 87Sr/86Sr variations for the Phanerozoic based on 4,055 samples of brachiopods, belemnites, and
conodonts. Normalized to NBS 987 of 0.710240 (after Veizer et al., 1999).
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accumulation rate that limits temporal resolution.
Organic rich shales, alternatively, have high Re/Os
ratios, requiring age correction by the isochron tech-
nique. Corals and carbonate sediments do not appear
to preserve the hydrogenous (seawater) 187Os/186Os
record.

The presently known data for seawater
187Os/186Os cover mostly the Cenozoic, with frag-
mentary results for the Cretaceous and the Jurassic.
As for 87Sr/86Sr, the 187Os/186Os declines from
present-day value of �1.06 to 0.15 at the K/T
boundary. The sudden drop, from �0.8 to 0.15 at
the K/T boundary likely reflects the cosmic input
from the meteoric impact. The 187Os/186Os ratio for
the Mesozoic oscillates between 0.8 and 0.15, but
the details are not yet resolved. For further discus-
sion of Re/Os systematics.

14.11.2.3 Sulfur isotopes

In contrast to strontium and osmium isotopes,
the isotopes of sulfur are strongly fractionated by
biological processes, particularly during the dis-
similatory bacterial reduction of sulfate to
sulfide. The laboratory results for this step are
anywhere from +4 to �46‰ (CDT), but even
larger fractionations have been observed in nat-
ural systems (Harrison and Thode, 1958;
Chambers and Trudinger, 1979; Habicht and
Canfield, 1996).

The geologic record is characterized by a
dearth of Precambrian evaporitic sequences,
including their sulfate facies. Stratiform barites
do exist, but they may be, at least in part, of
hydrothermal origin. The scarcity of evaporites
is partly due to their poor survival rates in the

face of tectonic processes, but another reason
may be low pO2 levels in the contemporaneous
ocean/atmosphere system, particularly during the
Archean (Veizer, 1988a). In addition, most
Archean sulfides, such as pyrites, contain �34S
close to 0‰ CDT, the value typical of the man-
tle (Figure 29), rather than the expected highly
negative ones characteristic of bacterial dissim-
ilatory sulfate reduction. These observations
were usually interpreted (e.g., Schidlowski
et al., 1983; Hayes et al., 1992) as being due
to biological evolution, where it is assumed that
the invention of oxygen generating photosynth-
esis and of bacterial sulfate reduction were only
later developments. In that case, most of the
sulfur in the Archean host phases would have
originated from mantle sources and carried its
isotopic signature. Only with the onset of these
two biological processes, in about the late
Archean or early Proterozoic, was enough oxy-
gen generated to stabilize sulfate in seawater
and to initiate its bacterial reduction to H2S,
the latter eventually forming sulfide minerals,
such as pyrite. This development resulted in
the burial of large quantities of sulfides depleted
in 34S in the sediments, causing the residual
sulfate in the ocean to shift towards heavier
values. The result is the bifurcation of �34S
sulfate/sulfide values at the time of ‘‘invention’’
of bacterial dissimilatory sulfate reduction
(Figure 29).

The above scenario is appealing, but not man-
datory. As shown by Goddéris and Veizer (2000),
the same ‘‘logistic’’ scenario of continental
growth that generated the strontium isotope
trend can also generate the observed �34S pattern
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(Figure 29) and the growth of sulfate in the
oceans. This explanation has the advantage that
a single scenario generates all these (and other)
evolutionary patterns. In short, the early ‘‘man-
tle’’ buffered oceans (Veizer et al., 1982) had a
large consumption of oxygen in the submarine
hydrothermal systems (Wolery and Sleep, 1988;
see Chapter 12) because they operated at consid-
erably higher rates than today. The capacity of
this sink declined exponentially in the course of
geologic history, reflecting the decay in the dis-
sipation of the heat from the core and mantle. As
a result, the buffering of the ocean was taken
over by the continental ‘‘river’’ flux. In summary,
the bacterial dissimilatory sulfate reduction must
have been extant at the time of bifurcation of the
�34S record, but the isotope data do not provide a
definitive answer as to the timing of this inven-
tion. Tectonic evolution would override its
impact even if established much earlier.

The Precambrian �34S record is spotty for sulfide-
S and almost nonexistent for sulfate-S (Canfield and
Teske, 1996; Strauss, 1993). A fragmentary record
for the latter exists only for the latest Neoproterozoic
(Strauss, 1993), suggesting a large shift from�20 to
33� 2‰ at the transition into the Phanerozoic.

The �34Ssulfate variations in Phanerozoic oceans,
based on evaporites (Holser and Kaplan, 1966;
Claypool et al., 1980), form an overall trough-like
trend similar to strontium isotopes (Figure 30).
Note, however, the large age uncertainties for, and

the large gaps between, the studied evaporitic
sequences. This is due to their episodic occurrence
and uncertain chronology and is part of the reason
for the large spread in the coeval �34S values
despite the fact that the �34Ssulfate in seawater is
spatially homogeneous (Longinelli, 1989).
Another reason for this large spread in the �34S
values is the evolution of sulfur isotopes in the
course of the evaporative process, from sulfate to
chloride to late salt facies. A recent development of
the technique that enabled measurement of �34S in
structurally bound sulfate in carbonates
(Kampschulte and Strauss, 1998; Kampschulte,
2001) yielded a Phanerozoic secular curve with
much greater temporal resolution (Figure 30).

The �34Ssulfate and �13Ccarbonate secular curves
correlate negatively (Veizer et al., 1980), suggest-
ing that it is the redox balance (peddling of oxygen
between the carbon and sulfur cycles) that controls
the �34S variations in Phanerozoic oceans. Note,
nevertheless, that a physical geological scenario for
this coupling is as yet not clarified. If redox balance
is indeed a major control mechanism, it would
suggest that the withdrawal of 32S due to pyrite
burial in sediments was twice as large as today in
the early Paleozoic versus about one-half in the late
Paleozoic (Kump, 1989).

In addition to the long-term 108 yr trends, shorter
spikes, on 105–106 yr scales (e.g., Permian/Triassic
transition; Holser, 1977), do exist, but their ‘‘cata-
strophic’’ geological causes are not as yet resolved.
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14.11.2.4 Carbon isotopes

The two dominant exogenic reservoirs of car-
bon are carbonate rocks and organic matter in
sediments. They are linked in the carbon cycle
via atmospheric CO2 and the carbon species dis-
solved in the hydrosphere. The �13C for the total
dissolved carbon (TDC) in seawater is
�+1� 0.5‰ (PDB), with surficial waters gener-
ally heavier and deep waters lighter than this
average (Kroopnick, 1980; Tan, 1988).
Atmospheric CO2 in equilibrium with TDC of
marine surface water has a �13C of ��7‰. CO2

is preferentially utilized by photosynthetic plants
for production of organic carbon causing further
depletion in 13C (Equation 8):

6CO2 þ 6H2O! C6H12O6 þ 6O2 ð8Þ

Most land plants utilize the so-called C3, or Calvin
pathway (O’Leary, 1988), that results in tissue with
a �13Corg of ��25‰ to �30‰. The situation for
aquatic plants is somewhat different because they
utilize dissolved and not gaseous CO2. Tropical
grasses, however, utilize the C4 (Hatch-Slack or
Kranz) pathway and have a �13C of some �10‰
to �15‰. A third group that combines these two
pathways, the CAM plants (algae and lichens), has
intermediate �13C values. In detail, the nature of the
discussed variations is far more complex (Deines,
1980; Sackett, 1989) and depends on the type of
organic compounds involved. For our purposes,

however, it is only essential to realize that Corg is
strongly depleted in 13C. This organic matter,
which is very labile, is easily oxidized into CO2

that inherits the 13C-depleted signal.
The �13C of mantle carbon is ��5‰ PDB

(Schidlowski et al., 1983; Hayes et al., 1992) and
in the absence of life and its photosynthetic cap-
abilities, this would also be the isotopic
composition of seawater. Yet, as far back as
3.5Gyr ago, and possibly as far as �4Gyr ago
(Schidlowski et al., 1983), the carbonate rocks
(�seawater) had �13C at �0‰ PDB (Figure 31).
This suggests that a reservoir of reduced organic
carbon that accounted for �1/5 of the entire exo-
genic carbon existed already some 4Gyr ago,
‘‘pushing up’’ the residual 4/5 of carbon, present
in the oxidized form in the ocean/atmosphere system,
from�5‰ to 0‰ PDB. This is an oxidized/reduced
partitioning similar to that we have today. Stated in a
simplified manner, life with its photosynthetic cap-
abilities, and possibly of present-day magnitude, can
be traced almost as far back as we have a rock record.
This photosynthesis may or may not have been gen-
erating oxygen as its byproduct, but was essential in
order to ‘‘lift’’ the seawater �13C to values similar to
the present-day ones. In order to sustain seawater
�13C at this level during the entire geologic history,
it is necessary that the input and output in the carbon
cycle have the same �13C. Since the input from the
mantle, via volcanism and hydrothermal systems, has
a �13C of �5‰ and the subducted carbonates are
0‰, the subduction process must involve also a
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complementary 13C-depleted component, organic
matter. This is possible to contemplate as long as
oceanic waters were not fully oxygenated, such as
may have been the case in the Archean. This is either
because oxygen generating photosynthesis was
‘‘invented’’ as late as the late Archean or early
Proterozoic (Cloud, 1976;Holland, 1984), or because
tectonic evolution led to a progressive oxygenation of
the ocean/atmosphere system due to a switchover
from a ‘‘mantle’’—to a ‘‘river’’—buffered ocean sys-
tem (Goddéris and Veizer, 2000). For the latter
alternative, and in analogy to sulfur, it is possible to
argue that oxygen generating photosynthesis (photo-
system 2) may have been extant as far back as we
have the geologic record, without necessarily indu-
cing oxygenation of the early ocean/atmosphere
system (but see Lasaga and Ohmoto, 2002).
Whatever the cause, the oxygenation of the system
in the early Proterozoic would have resulted in oxida-
tion of organic matter that was settling down through
the water column. Today only �1% of organic pro-
ductivity reaches the ocean floor and�0.1% survives
into sedimentary rocks. As a result, the addition of
mantle carbon, coupled with the subduction loss of
the 13C-enriched limestone carbon, would slowly
force the �13C of seawater back to mantle values. In
order to sustain the near 0‰ PDB of seawater during
the entire geologic history, it is necessary to lower the
input of mantle carbon into the ocean/atmosphere
system by progressively diminishing the impact of
hydrothermal and volcanic activity over geologic
time.

Superimposed on this invariant Precambrian
�13C seawater trend are two intervals with very
heavy (and very light) values, at �2.2Gyr and in
the Neoproterozoic (Figure 31). The former has
been interpreted as a result of the invention of

oxygen generating photosynthesis that resulted in
the sequestration of huge quantities of organic
matter (Karhu and Holland, 1996) into coeval
sediments and the Neoproterozoic interval was
the time of the proposed ‘‘snowball earth’’
(Hoffman et al., 1998). At this stage, the reasons
for the high frequency of the anomalous �13C
values during these two intervals are not well
understood, but it is interesting that both were
associated with large glaciations, as was the later
discussed 13C-enriched Permo/Carboniferous
interval.

The sampling density and time resolution in the
Phanerozoic enabled the delineation of a much
better constrained secular curve (Figure 32), with
a maximum in the late Permian, but even in this
case we are dealing with a band of data, reflecting
the fact that the �13CDIC of seawater is not uniform
in time and space, that organisms can incorporate
metabolic carbon into their shells (vital effect), and
that some samples may also contain a diagenetic
overprint. Superimposed on the overall trend are
higher oscillations, at 107yr and shorter timescales,
but their meaning is not yet understood.

Frakes et al. (1992) proposed that the
�13Ccarbonate (seawater) becomes particularly
heavy at times of glaciations, and that such
times are also characterized by low CO2 levels.
The coincidences of the �13C peaks with the late
Ordovician and Permocarboniferous glacial epi-
sodes appear to support this proposition, but the
Mesozoic/Cenozoic record is divergent.
Accepting the validity of the present �13C trend,
it is possible to calculate the model pCO2

levels of
ancient atmospheres. Three Phanerozoic pCO2

reconstructions exist (Berner and Kothavala,
2001; Berner and Streif, 2001; Rothman, 2002)

Figure 31 The �13C composition of carbonate rocks during geologic history. Reproduced from Shields and Veizer
(2002). Triangles—dolostones, circles—limestones and fossil shells. For possible explanation of the large Paleo- and

Neoproterozoic spreads, see Rothman et al. (2003).
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that are internally inconsistent and not one of
them shows any correlation with the paleoclimate
deduced from sedimentological criteria (Veizer
et al., 2000; Boucot and Gray, 2001; Veizer,
2003; Figure 35). This led Veizer et al. (2000)
to conclude that either the estimates of paleo-CO2

were unreliable or there was no direct relationship
between pCO2

levels and climate for most of the
Phanerozoic.

Higher order peaks, at a 106 yr resolution, have
been observed in the geologic record, particularly
in deep sea borehole sections and are discussed by
Ravizza and Zachos (see Chapter 6.20).

14.11.2.5 Oxygen isotopes

The oxygen isotope record of some 10,000
limestones and low-magnesium calcitic fossils
(Shields and Veizer, 2002) shows a clear trend
of 18O depletion with age of the rocks
(Figure 33). This isotope record in ancient marine
carbonates (but also cherts and phosphates) is one
of the most controversial topics of isotope geo-
chemistry. It centers on the issue of the primary
versus post-depositional origin of the secular
trend (e.g., Land, 1995 versus Veizer, 1995).
Undoubtedly, diagenesis, and other post-deposi-
tional phenomena reset the �18O, usually to more
negative values, during stabilization of original
metastable phases (e.g., aragonite, high-magne-
sium calcite), into the more stable phase,
diagenetic low-magnesium calcite. Every carbo-
nate rock is subjected to this stabilization stage
and most, if not all, of its internal components are
reset. The only exception can be the original low-

magnesium calcitic shells of some organisms,
such as brachiopods, belemnites, and foramini-
fera. Yet, the overall bulk rock depletions,
relative to these stable phases, are �2–3‰
(Veizer et al., 1999) and not some 7‰ or more
as is the case for the Precambrian limestones
(Figure 33). The rocks, once diagenetically stabi-
lized become relatively ‘‘inert’’ to further
resetting. The retention of �18Odolomite – calcite of
�3‰ during the entire geologic history (Shields
and Veizer, 2002) is also consistent with such an
interpretation.

The observed Precambrian �18O secular trend
is therefore real, albeit shifted by 2–3‰ to lighter
values, and likely reflects the changing �18O of
seawater. The exchange of oxygen at T > 350 
C
between percolating seawater and oceanic crust
results in 18O enrichment of the water and ulti-
mately oceans. The opposite happens at
T < 350 
C (Muehlenbachs, 1998; Gregory,
1991; Wallmann, 2001). One interpretation could
be that over geologic history this ‘‘isotopically
neutral’’ crossover point migrated to shallower
depths, thus reducing the profile of the low-T
alteration relative to the deeper one, perhaps due
to blanketing of the ocean floor by pelagic bio-
genic sediments during the Phanerozoic that
sealed the off-ridge oceanic crust from seawater
percolation.

The Phanerozoic trend (Figure 34) is based on
�4,500 samples of low-magnesium calcitic fos-
sils from about 100 localities worldwide. The
reasons for believing that it is essentially a pri-
mary trend were discussed in detail by Veizer
et al. (1999).
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The pattern in Figure 34 has considerable
implications for our understanding of past climate,
but is still subject to debate. The models of
Muehlenbachs (1998) and Gregory (1991)
claimed that due to a balance of high and low
temperature reactions during interaction of the
water cycle with the lithosphere, the �18O of the
oceans should have been buffered near its present-
day value. If seawater always had �18O of �0‰

SMOW (standard mean ocean water), the primary
nature of the �18O record (Figure 34) would
demand cooling oceans in the course of the
Phanerozoic. With such an assumption, however,
the early- to mid-Paleozoic ocean temperatures
would have to have been in excess of 40 
C,
even at times of glaciations. This is an unpalatable
proposition, not only climatologically, but also in
view of the similarity in faunal assemblages, in
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Figure 33 Oxygen isotopic composition of limestones and calcitic shells during geologic history. Triangles and
circles represent samples with good and poor age assignment, respectively (after Shields and Veizer, 2002).
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our case brachiopods, during this entire time span.
Accepting that the �18O of past seawater was
evolving towards 18O-enriched values
(Wallmann, 2001) and detrending the data accord-
ingly (Figure 35), the superimposed second order
structure of the curve correlates well with the
Phanerozoic paleoclimatic record (cf. also
Boucot and Gray, 2001). The observed structure,
therefore, likely reflects paleotemperatures. If so,
this would indicate that global climate swings
were not confined to higher latitudes, but involved
equatorial regions as well. As already pointed out,
neither the �18O nor the paleoclimate record cor-
relate with the model pCO2

estimates for the
ancient atmosphere.

14.11.2.6 Isotope tracers in developmental
stages

The advances in instrumentation and particu-
larly the arrival of the multicollector inductively
coupled plasma mass spectrometers (MC-
ICPMS) opened a window for a number of new
tracers that were difficult to tackle with the old
instrumentation. A pattern for seawater evolution
is thus emerging for isotopes of boron and
calcium.

The present-day boron concentration in sea-
water and its �11B are uniform at 4.5 ppm and
�39.6‰, respectively (Lemarchand et al., 2000)
and its residence time is �14Myr. Boron is
present in seawater as B(OH)4

� and B(OH)3.
The relative proportion of these species is a
function of pH (Palmer and Swihart, 1996),
with B(OH)3 19.8‰ enriched in 11B relative to
B(OH)�4 . Boron incorporation into carbonate
skeletons, at concentrations of �10–60 ppm, is
from B(OH)4

� (Hemming and Hanson, 1992) and
their �11B can therefore be used for tracing the
pH of ancient seawater. Pearson and Palmer
(2000), utilizing foraminiferal calcite, argued
that the pH of Cenozoic seawater increased
from �7.4 at 60 Ma to its present-day value of
8.1. In contrast, Lemarchand et al. (2000) argued
that the �11B trend in these foraminifera reflects
the changing 11B/10B composition of seawater at
constant pH, a development largely due to
scavenging of boron by an increasing flux of
clastic sediments.

The residence time of calcium, �1Myr versus
the mixing rates of ocean of �1,000 yr, means
that its isotopes are distributed homogeneously in
seawater (Skulan et al., 1997), with 40Ca/44Ca
equal to 45.143 (Schmitt et al., 2001). Modern
carbonate shells show a variation of �4‰. These
shells are �1‰ enriched relative to magmatic
rocks, but compared to seawater they are depleted
by 1–3‰, depending on the trophic level of the
organism (Skulan et al., 1997). Zhu and
MacDougall (1998) showed that calcium isotope

composition of the shells was both species and
temperature dependent and that river water is
depleted by 2‰ relative to seawater. The tem-
perature dependency of calcium isotope
fractionation enables this tracer to be a potential
paleotemperature proxy (Nägler et al., 2000). The
seawater 44Ca/40Ca secular variations are indi-
cated by the results of De La Rocha and De
Paolo (2000) for the last 160Myr, and by the
data of Zhu (1999) for the entire 3.4 Gyr of
earth history. The latter indicate that, in analogy
to strontium isotopes (Veizer and Compston,
1976), the Archean samples have 44Ca/40Ca
ratios similar to the earth mantle, with the crus-
tal-like values first appearing at the Archean/
Proterozoic transition. However, in contrast to
the strontium isotope trend, the calcium isotope
ratios appear to dip towards mantle values also at
�1.6Gyr ago.

In the near future, the isotopes of silicon, iron,
and magnesium also will likely develop into
useful paleoceanographic tracers, but at this
stage their utility for pre-Quaternary studies is
limited.
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14.12 MAJOR TRENDS IN THE
EVOLUTION OF SEDIMENTS
DURING GEOLOGIC HISTORY

14.12.1 Overall Pattern of Lithologic Types

The lithologic composition and the relative per-
centages of sedimentary and volcanic rocks
preserved within the confines of present-day con-
tinents in crustal segments of various ages (Ronov,
1964; Budyko et al., 1985) are shown in Figure 36.
It should be remembered that with increasing geo-
logic age, the total sedimentary rock mass
diminishes (Figure 6) and a given volume percen-
tage of rock 3Gyr ago represents much less mass
than an equal percentage of rocks 200Myr old.
Despite this limitation, some general trends in
lithologic rock types agreed on by most investiga-
tors are evident in this summary.

The outcrops of very old Archean rocks are
few and thus may not be representative of the
original sediment compositions deposited.
Nevertheless, it appears that carbonate rocks are
relatively rare in the Archean. Based on data
from the limited outcrops, Veizer (1973) con-
cluded that Archean carbonate rocks are
predominantly limestones. During the early
Proterozoic, the abundance of carbonates
increases markedly, and for most of this Era the
preserved carbonate rock mass is typified by the
ubiquity of early diagenetic, and perhaps primary,
dolostones (Veizer, 1973; Grotzinger and James,
2000). In the Phanerozoic, carbonates constitute
�30% of the total sedimentary mass, with sand-
stones and shales accounting for the rest. The
Phanerozoic record of carbonates will be elabo-
rated upon in the subsequent text.

Other highlights of the lithology-age distribu-
tion of Figure 36 are: (i) a marked increase in the
abundance of submarine volcanogenic rocks and
immature sandstones (graywackes) with increasing
age; (ii) a significant percentage of arkoses in the
early and middle Proterozoic, and an increase in the
importance of mature sandstones (quartz-rich) with
decreasing age; red beds are significant rock types
of Proterozoic and younger age deposits; (iii) a
significant ‘‘bulge’’ in the relative abundance of
banded iron-ore formations, chert-iron associa-
tions, in the early Proterozoic; and (iv) a lack of
evaporitic sulfate (gypsum, anhydrite) and salt
(halite, sylvite) deposits in sedimentary rocks
older than �800Myr. Marine evaporites owe their
existence to a unique combination of tectonic,
paleogeographic, and sea-level conditions.
Seawater bodies must be restricted to some degree,
but also must exchange with the open ocean to
permit large volumes of seawater to enter these
restricted basins and evaporate. Environmental set-
tings of evaporite deposition may occur on cratons
or in rifted basins. Figure 37 illustrates that because

evaporite deposition requires an unusual combina-
tion of circumstances, a ‘‘geological accident’’
(Holser, 1984), the intensity of deposition has var-
ied significantly during geologic time. This
conclusion implies that the volume preserved of
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NaCl and CaSO4 per unit of time in the
Phanerozoic reasonably reflects the volume depos-
ited, and because of the lack of any secular trend in
evaporite mass per unit time, there has been only
minor differential recycling of these rocks relative
to other lithologies. Because the oceans are
important reservoirs for these components, such
large variations in the rate of NaCl and CaSO4

output from the ocean to evaporites imply changes
in the salinity and chemistry of seawater (Hay
et al., 2001).

These trends in lithologic features of the sedi-
mentary rock mass are a consequence of evolution
of the surface environment of the planet as well as
recycling and post-depositional processes, and
both secular and cyclic processes have played a
role in generating the lithology-age distribution
we see today (Veizer, 1973, 1988a; Mackenzie,
1975). For the past 1.5–2.0Gyr, the Earth has
been in a near present-day steady state, and the
temporal distribution of rock types since then has
been controlled primarily by recycling in response
to plate tectonic processes.

Because sedimentary carbonates are important
rock types in terms of providing mineralogical,
chemical, biological, and isotopic data useful in
interpretation of the history of Earth’s surface envir-
onment, the following sections discuss these rock
types in some detail. The discussion is mainly
limited to the Phanerozoic because of the more com-
plete database for this Eon than for the Precambrian.

14.12.2 Phanerozoic Carbonate Rocks

14.12.2.1 Mass-age distribution and recycling
rates

As stated above, carbonate rocks comprise
�30% of the mass of Phanerozoic sediments.
Given and Wilkinson (1987) reevaluated all the
existing data on Phanerozoic carbonate rocks,
their masses, and their relative calcite and dolomite
contents (Figure 38). It can be seen that, as with the
total sedimentary mass (Garrels and Mackenzie,
1971a,b), the mass of carbonate rock preserved is
pushed toward the front of geologic time. The
Tertiary, Carboniferous, and Cambrian periods are
times of significant carbonate preservation,
whereas the preservation of Silurian and Triassic
carbonates is minimal.

The survival rates of the carbonate masses for
different Phanerozoic systems are shown in
Figure 39, together with the Gregor (1985) plot
for the total sedimentary mass. The difference
between the survival rate of the total carbonate
mass and that of dolomite is the mass of limestone
surviving per interval of time. The half-life of all
the post-Devonian sedimentary mass is 130Myr,
and for a constant mass with a constant probability
of destruction, the mean sedimentation rate is

�100�1014 g yr�1. The modern global erosional
flux is �200�1014 g yr�1, of which �15% is par-
ticulate and dissolved carbonate. Although the data
are less reliable for the survival rate of Phanerozoic
carbonate sediments than for the total sedimentary
mass, the half-life of the post-Permian carbonate
mass is �86Myr. This gives a mean sedimentation
rate of �35�1014 g carbonate per year, compared
to the present-day carbonate flux of 30�1014 g
yr�1 (Morse and Mackenzie, 1990). The difference
in half-lives between the total sedimentary mass,
which is principally sandstone and shale, and the
carbonate mass probably is a consequence of the
more rapid recycling of the carbonate mass at a rate
�1.5 times that of the total mass.

This is not an unlikely situation. With the
advent of abundant carbonate-secreting, plank-
tonic organisms in the Jurassic, the site of
carbonate deposition shifted significantly from
shallow-water areas to the deep sea. This gradual
shift will increase still further the rate of destruc-
tion (by eventual subduction) of the global
carbonate mass relative to the total sedimentary
mass because the recycling rate of oceanic crust
(the ‘‘b’’ values of Veizer and Jansen, 1985;
Veizer, 1988a) exceeds that of the ‘‘continental’’
sediments by a factor of 6. Also, Southam and
Hay (1981), using a half-life of 100Myr for pela-
gic sediment, estimated that as much as 50% of all
sedimentary rock formed by weathering of
igneous rock may have been lost by subduction
during the past 4.5 Gyr.
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Thus, it appears, as originally suggested by
Garrels and Mackenzie (1969, 1971a, 1972),
that the carbonate component of the sedimentary
rock mass may have a cycling rate slightly dif-
ferent from that of the total sedimentary mass.
These authors argued that the differential recy-
cling rates for different lithologies were related to
their resistance to chemical weathering and trans-
port. Evaporites are the most easily soluble,
limestones are next, followed by dolostones, and
shales and sandstones are the most inert.
Although resistance to weathering may play a
small role in the selective destruction of sedimen-
tary rocks, it is likely, as argued previously, that
differences in the recycling rates of different tec-
tonic regimes in which sediments are deposited
are more important.

14.12.2.2 Dolomite/calcite ratios

For several decades it has been assumed that the
Mg/Ca ratio of carbonate rocks increases with
increasing rock age (see Daly, 1909; Vinogradov
and Ronov, 1956a,b; Chilingar, 1956; Figure 40).
In these summaries, the magnesium content of
North American and Russian Platform carbonates
is relatively constant for the latest 100Myr, and
then increases gradually, very close to, if not the
same as, the commencement of the general increase
in the magnesium content of pelagic limestones
(Renard, 1986). The dolomite content in deep sea
sediments also increases erratically with increasing
age back to �125Myr before present (Lumsden,
1985). Thus, the increase in magnesium content of
carbonate rocks with increasing age into at least the
early Cretaceous appears to be a global phenom-
enon, and to a first approximation, is not lithofacies
related. In the 1980s, the accepted truism that dolo-
mite abundance increases relative to limestone with
increasing age has been challenged by Given and
Wilkinson (1987). They reevaluated all the existing
data and concluded that dolomite abundances do
vary significantly throughout the Phanerozoic but
may not increase systematically with age
(Figure 40). Yet the meaning of these abundance
curves, and indeed their actual validity, is still con-
troversial (Zenger, 1989).

Voluminous research on the ‘‘dolomite pro-
blem’’ (see Hardie, 1987, for discussion) has
shown that the reasons for the high magnesium
content of carbonates are diverse and complex.
Some dolomitic rocks are primary precipitates;
others were deposited as CaCO3 and then con-
verted entirely or partially to dolomite before
deposition of a succeeding layer; still others
were dolomitized by migrating underground
waters tens or hundreds of millions of years after
deposition. It is therefore exceedingly important
to know the distribution of the calcite/dolomite
ratios of carbonate rocks through geologic time.
This information has a bearing on the origin of
dolomite, as well as on the properties of the coe-
val atmosphere–hydrosphere system (Given and
Wilkinson, 1987; Wilkinson and Algeo, 1989;
Berner, 1990; Morse and Mackenzie, 1990;
Mackenzie and Morse, 1992; Arvidson and
Mackenzie, 1999; Arvidson et al., 2000; Holland
and Zimmermann, 2000). For example, it could
be argued that if the dolomite/calcite ratio pro-
gressively increases with age of the rock units
(Figure 40), the trend principally reflects
enhanced susceptibility of older rock units to pro-
cesses of dolomitization. Such a trend would then
be only a secondary feature of the sedimentary
carbonate rock mass due to progressive diagenesis
and seawater driven dolomitization (Garrels and
Mackenzie, 1971a; Mackenzie, 1975; Holland
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and Zimmermann, 2000). Alternatively, if the
trend in the calcite/dolomite ratio is cyclic in
nature, this cyclicity could be interpreted as repre-
senting environmental change in the ocean-
atmosphere system (Wilkinson and Algeo,
1989). For the discussion here, we accepted the
data of Given and Wilkinson (1987) on the Ca/Mg
ratio of Phanerozoic sedimentary carbonates
(Figure 38) to calculate the mass ratios of these
carbonate components as a function of age, but
do realize that such data are still a matter of
controversy (Zenger, 1989; Holland and
Zimmermann, 2000). In reality, it is most likely
that both cyclical and secular compositional
changes in the ocean-atmosphere-sediment sys-
tem, as well as diagenesis, contribute to
dolomite abundance during geologic time.

The period-averaged mass ratio of calcite to
dolomite is anomalously high for the Cambrian
and Permian System rocks (Figure 38). For the
remainder of the Phanerozoic, it appears to oscil-
late within the 1.1� 0.6 range, except for the
limestone-rich Tertiary. Comparison with the gen-
eralized Phanerozoic sea-level curves of Vail et al.
(1977) and Hallam (1984) (Figure 42) hints that
dolomites are more abundant at times of higher sea
levels. Mackenzie and Agegian (1986, 1989) and
Given and Wilkinson (1987) were the first to sug-
gest this possible cyclicity in the calcite/dolomite
ratio during the Phanerozoic, and Lumsden (1985)
observed a secular decrease in dolomite abundance
in deep marine sediments from the Cretaceous to
Recent, corresponding to the general fall of sea
level during this time interval. These cycles in
calcite/dolomite ratios correspond crudely to the
Fischer (1984) two Phanerozoic super cycles and

to the Mackenzie and Pigott (1981) oscillatory and
submergent tectonic modes.

14.12.2.3 Ooids and ironstones

Although still somewhat controversial (e.g.,
Bates and Brand, 1990), the textures of ooids
appear to vary during Phanerozoic time. Sorby
(1879) first pointed out the petrographic differ-
ences between ancient and modern ooids: ancient
ooids commonly exhibit relict textures of a calcitic
origin, whereas modern ooids are dominantly made
of aragonite. Sandberg (1975) reinforced these
observations by study of the textures of some
Phanerozoic ooids and a survey of the literature.
His approach, and that of others who followed, was
to employ the petrographic criteria, among others,
of Sorby: i.e., if the microtexture of the ooid is
preserved, then the ooid originally had a calcite
mineralogy; if the ooid exhibits textural disruption,
its original mineralogy was aragonite. The textures
of originally aragonitic fossils are usually used as
checks to deduce the original mineralogy of the
ooids. Sandberg (1975) observed that ooids of
inferred calcitic composition are dominant in
rocks older than Jurassic.

Following this classical work, Sandberg
(1983, 1985) and several other investigators
(Mackenzie and Pigott, 1981; Wilkinson et al.,
1985; Bates and Brand, 1990) attempted to
quantify further this relationship. Figure 41 is a
schematic diagram representing a synthesis of
the inferred mineralogy of ooids during the
Phanerozoic. This diagram is highly tentative,
and more data are needed to document the
trends. However, it appears that while originally
aragonitic ooids are found throughout the
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Phanerozoic, an oscillatory trend in the relative
percentage of calcite versus aragonite ooids may
be superimposed on a long-term evolutionary
decrease in ooids with an inferred original calci-
tic mineralogy. Although the correlation is not
strong, the two major maxima in the sea-level
curves of Vail et al. (1977) and Hallam (1984)
appear to coincide with times when calcite ooids
were important seawater precipitates (Figure 42).
Wilkinson et al. (1985) found that the best cor-
relation between various data sets representing
global eustasy and ooid mineralogy is that of
inferred mineralogy with percentage of continen-
tal freeboard. Sandberg (1983) further concluded
that the cyclic trend in ooid mineralogy corre-
lates with cyclic trends observed for the inferred
mineralogy of carbonate cements. Van Houten
and Bhattacharyya (1982; and later Wilkinson
et al., 1985) showed that the distribution of
Phanerozoic ironstones (hematite and chamosite
oolitic deposits) also exhibits a definite cyclicity
(Figure 42) that too appears to covary with the
generalized sea-level curve. Minima appear to
coincide with times of sea-level withdrawal
from the continents.

14.12.2.4 Calcareous shelly fossils

In some similarity to the trends observed for the
inorganic precipitates of ooids and ironstones, the
mineralogy of calcareous fossils during the
Phanerozoic also shows a cyclic pattern
(Figure 25) with calcite being particularly abundant
during high sea levels of the early to mid-Paleozoic
and the Cretaceous (Stanley and Hardie, 1998;
Kiessling, 2002). Overall (Figure 43) there is a
general increase in the diversity of major groups
of calcareous organisms such as coccolithophorids,
pteropods, hermatypic corals, and coralline algae.
It is noteworthy that the major groups of pelagic

and benthic organisms contributing to carbonate
sediments in today’s ocean first appeared in the
fossil record during the middle Mesozoic and pro-
gressively became more abundant. What is most
evident in Figure 43 is a long-term increase in the
production of biogenic carbonates dominated by
aragonite and magnesian calcite mineralogies.
Because organo-detrital carbonates are such an
important part of the Phanerozoic carbonate rock
record, this increase in metastable mineralogies
played an important role in the pathway of diagen-
esis of carbonate sediments. The ubiquity of low
magnesian calcite skeletal organisms for much of
the Paleozoic led to production of calcitic organo-
detrital sediments whose original bulk chemical
and mineralogical composition was closer to that
of their altered and lithified counterparts of
Cenozoic age.

14.12.2.5 The carbonate cycle in the ocean

The partitioning of carbonate burial between
shoal-water and deep sea realms has varied in a
cyclic pattern through Phanerozoic time

500

5

10

15

20

0

5

10

15

20

400 300

Age (106 yr)

200 100 0

0.2

R
el

at
iv

e
se

a
le

ve
lN

um
be

r
of

oc
cu

rr
en

ce
s

0.4

0.6

0.8

1.0

Figure 42 Number of occurrences of Phanerozoic
ironstones (upper diagram, source Van Houten and
Bhattacharyya, 1982) and oolitic limestones (lower
diagram, source Wilkinson et al., 1985) as a function of
geologic age. The relative sea-level curve is that of
Hallam (1984). Minima in occurrences appear to
correlate with times of sea level withdrawal from the

continents (after Morse and Mackenzie, 1990).

100

80

60

40

20

0

Aragonite

O S D M P P J K Q-TTR

R
el

at
iv

e
pe

rc
en

ta
ge

Calcite

C

Figure 41 Inferred mineralogy of Phanerozoic ooids
(after Morse and Mackenzie, 1990).

498 Evolution of Sedimentary Rocks



(Morse and Mackenzie, 1990). The variation in
the magnitudes of the fluxes of (Ca,Mg)CO3 to
the two environments through time is difficult to
assess; even today’s fluxes are probably not
known within a factor of 2. To gain some impres-
sion of the fluxes involved, a tentative model of
the carbonate carbon cycle in the world’s oceans
is shown in Figure 44. This is a representation of
the mean state of the cycle during the most recent
glacial to interglacial transition. About 18�1012
moles of calcium and magnesium (equivalent to
216�106 metric tons of carbon) accumulate
yearly as carbonate minerals (Morse and
Mackenzie, 1990), mainly as biological precipi-
tates. Of this flux �6�1012 moles are deposited
as calcium and magnesium carbonates in shoal-
water areas (Milliman, 1974; Smith, 1978;
Wollast, 1993; Milliman et al., 1999), and the
remainder accumulates as calcareous oozes in the
pelagic realm. The 12�1012 moles of carbonate
accumulated annually in the deep sea are only
�17% of the annual carbonate production rate of

72�1012 mol of the open ocean photic zone. This
efficient recycling of carbonate carbon in the
open ocean water column and at the sediment-
water interface is a well-known feature of the
marine carbon cycle (Broecker and Peng, 1982).
It is important to note that much shoal-water
carbonate production ends up in sediments of
reefs, banks, etc., so that, in contrast to the pela-
gic realm, production rate more closely
approximates sedimentation rate. However there
is an escape of carbonate sediment from shoal-
water areas to the deep sea, where it is deposited
or dissolved (Land, 1979; Kiessling, 2002). The
magnitude of this flux is poorly known but may
affect the chemistry of open-ocean regions owing
to dissolution of the carbonate debris (Droxler
et al., 1988; Agegian et al., 1988; Sabine and
Mackenzie, 1975). Furthermore, its accumulation
on the slopes of banks may act as a record of
paleoenvironmental change (Droxler et al.,
1983).

14.12.3 Geochemical Implications of the
Phanerozoic Carbonate Record

The reasons for the mass-age relationships dis-
cussed previously are not totally clear. A number
of investigators (Mackenzie and Pigott, 1981;
Sandberg, 1985; Wilkinson et al., 1985;
Wilkinson and Given, 1986; Wilkinson and
Algeo, 1989; Mackenzie and Agegian, 1989;
Stanley and Hardie, 1998; Arvidson et al., 2000)
concluded that these observations are the result of
changing atmosphere–hydrosphere environmental
conditions through the Phanerozoic. Others
argued that, for example, the ooid observations
are not statistically significant (Bates and Brand,
1990) or that the Given and Wilkinson (1987)
mass-age database is not valid (Holland and
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Zimmermann, 2000). The latter authors do accept,
however, that there is generally lower dolomite
abundance in carbonate sediments deposited dur-
ing the past 200Myr. These qualifications
notwithstanding, a number of previously
described parameters (Sr/Ca, Mg/Ca, aragonite/
calcite, possibly dolomite/calcite, and frequency
of ooids and iron ores) appear to be related in
some degree to sea-level stands, the latter at least
in part a reflection of plate tectonic activity during
the Phanerozoic.

Rowley (2002) in his recent publication argues
that the rate of oceanic plate production may not
have varied significantly for the latest 180Myr. If
so, this may have major implications on our under-
standing of the model linkage of tectonics to sea-
level change, atmospheric CO2, seawater chemis-
try and related phenomena. Nevertheless, while the
30–40% variations in seafloor spreading rates dur-
ing the latest 100Myr (Delaney and Boyle, 1986)
are probably not justifiable, we cannot at present
dismiss entirely the proposition that hydrothermal
exchange between seafloor and ocean, and presum-
ably the rate of plate generation, might still have
varied somewhat. It may be possible therefore that
the first-order changes in sea level can still be
driven by the accretion of the ridges, but, at the
same time, we should also search for alternative
linkages of sea-level stands to the mineralogical
and chemical properties of the Phanerozoic sedi-
mentary cycle.

In the standard reasoning, the first-order changes
in sea level are driven by the accretion of ridges: high
accretion rate, high sea level; low accretion rate, low
sea level. Regardless of the tie between oceanic plate
production and sea level, extended times of global
high sea level may have been times of enhanced
atmospheric CO2 levels (Berner et al., 1983; Lasaga
et al., 1985; Berner, 2000), higher temperatures (not
necessarily related solely to atmospheric CO2 con-
centrations), probably lower seawater Mg/Ca ratios
(Lowenstein et al., 2001; Dickson, 2002), different
saturation states of seawater (Arvidson et al., 2000),
and perhaps different seawater sulfate concentrations
than at present. The converse is true for first-order
global sea-level low stands. It appears that the envir-
onmental conditions for early dolomitization,
formation of calcitic ooids and cements, and prepon-
derance of calcitic reef-building organisms are best
met during extended times of global high sea levels,
with ubiquitous shallow-water and sabkha-like envir-
onments (calcite seas; Sandberg, 1983).
Dolomitization of precursor calcite and aragonite
phases, either in marine waters or in mixed continen-
tal-marine waters, would be enhanced under these
conditions. Furthermore, the potentially lowered pH
of marine waters during times of enhanced atmo-
spheric carbon dioxide would favor syndepositional
or later dolomitization in mixed marine-meteoric
waters, because the range of seawater-meteoric

compositional mixtures over which calcite could
be dissolved and dolomite precipitated is expanded
(Plummer, 1975). Perhaps superimposed on the
hypothesized Phanerozoic cyclic dolomite/calcite
ratio is a longer term trend in which dolomite abun-
dance increases with increasing age, particularly in
rocks older than 200Myr, due to favorable environ-
mental conditions as well as to advancing late
diagenetic and burial dolomitization. During the
past 150Myr, this magnesium has been transferred
out of the dolomite reservoir (‘‘bank’’ of Holland
and Zimmermann, 2000) into the magnesium sili-
cate reservoir by precipitation of silicates and
dissolution of dolomite (Garrels and Mackenzie,
1972; Garrels and Perry, 1974; Holland and
Zimmermann, 2000) and to a lesser extent into the
ocean reservoir, this accounting in part for the
increasing Mg/Ca ratio of seawater during the past
150Myr (Lowenstein et al., 2001).

Thus, it appears that the apparent trends in
Phanerozoic carbonate mineralogy are related to
changes in atmosphere–hydrosphere conditions
that are driven in part by plate tectonic mechan-
isms. However, we are aware that this tentative
proposition requires collection of more data on
the detailed chemistry and mineralogy of
Phanerozoic carbonate sequences worldwide as
well as resolution of the problem related to the
past production rates of the oceanic lithosphere.
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Korte C., Pawellek F., Podlaha O. G., and Strauss H. (1999)
87Sr/86Sr, �13C and �18O evolution of Phanerozoic seawater.
Chem. Geol. 161, 59–88.

Veizer J., Goddéris Y., and François L. M. (2000) Evidence for
decoupling of atmospheric CO2 and global climate during the
Phanerozoic eon. Nature 408, 698–701.

Vervoort J. D., Patchett P. J., Blichert-Toft J., and Albarede F.
(1999) Relationship between Lu–Hf and Sm–Nd isotopic
systems in the global sedimentary system. Earth Planet.
Sci. Lett. 168, 79–99.

Vinogradov A. P. (1967) The formation of the oceans. Izv. Akad.
Nauk SSSR, Ser. Geol. 4, 3–9.

Vinogradov A. P. and Ronov A. B. (1956a) Composition of the
sedimentary rocks of the Russian platform in relation to the
history of its tectonic movements.Geochemistry 6, 533–559.

Vinogradov A. P. and Ronov A. B. (1956b) Evolution of the
chemical composition of clays of the Russian platform.
Geochemistry 2, 123–129.

Vinogradov A. P., Ronov A. B., and Ratynskii V. Y. (1952)
Evolution of the chemical composition of carbonate rocks.
Izv. Akad. Nauk SSSR Ser. Geol. 1, 33–60.

Wadleigh M. A., Veizer J., and Brooks C. (1985) Strontium
and its isotopes in Canadian rivers: fluxes and
global implications. Geochim. Cosmochim. Acta
49, 1727–1736.

Walker L. J., Wilkinson B. H., and Ivany L. C. (2002)
Continental drift and Phanerozoic carbonate accumulation
in shallow-shelf and deep-marine settings. J. Geol.
110, 75–87.

Wallmann K. (2001) The geological water cycle and the
evolution of marine �18O. Geochim. Cosmochim. Acta
65, 2469–2485.

White W. M. and Patchett P. J. (1982) Hf–Nd–Sr and
incompatible-element abundances in island arcs:
implications for magma origin and crust-mantle evolution.
Earth Planet. Sci. Lett. 67, 167–185.

Wilkinson B. H. (1979) Biomineralization, paleoceanography,
and the evolution of calcareous marine organisms. Geology
7, 524–527.

Wilkinson B. H. and Algeo T. J. (1989) Sedimentary carbonate
record of calcium–magnesium cycling. Am. J. Sci.
289, 1158–1194.

Wilkinson B. H. and Given R. K. (1986) Secular variation in
abiotic marine carbonates: constraints on Phanerozoic
atmospheric carbon dioxide contents and oceanic Mg/Ca
ratios. J. Geol. 94, 321–334.

Wilkinson B. H., Owen R. M., and Carroll A. R. (1985)
Submarine hydrothermal weathering, global eustasy and
carbonate polymorphism in Phanerozoic marine oolites. J.
Sedim. Petrol. 55, 171–183.

Windley B. F. (1984) The Evolving Continents, 2nd edn. Wiley,
New York.

Wolery T. J. and Sleep N. H. (1988) Interaction of the
geochemical cycles with the mantle. In Chemical Cycles in
the Evolution of the Earth (eds. C. B. Gregor R. M. Garrels,
F. T. Mackenzie, and J. B. Maynard). Wiley, New York,
pp. 77–104.

Wollast R. (1993) The relative importance of biomineralization
and dissolution of CaCO3 in the global carbon cycle. In Past
and Present Biomineralization Processes. Bulletin de
l’Institut Oceanographie, Monaco No. 13 (ed. Francoise
Doumenge), pp. 13–35.

Yaalon D. H. (1962) Mineral composition of average shale. Clay
Mineral Bull. 5, 31–36.

Zenger D. H. (1989) Dolomite abundance and stratigraphic age:
constraints on rates and mechanisms of Phanerozoic
dolostone formation. J. Sedim. Petrol. 59, 162–164.

Zhu P. (1999) Calcium Isotopes in the Marine Environment.
PhD Thesis, University of California, San Diego.

Zhu P. and MacDougall J. D. (1998) Calcium isotopes in the
marine environment and the oceanic calcium cycle.
Geochim. Cosmochim. Acta 62, 1691–1698.

ª 2010, Elsevier Ltd. All rights reserved. Readings from the Treatise on Geochemistry
No part of this publication may be reproduced, stored in a retrieval system or ISBN: 978-0-12-381391-6
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without prior written permission of the Publisher. pp. 467–506

References 505



This page intentionally left blank 



15
Biogeochemistry of Primary
Production in the Sea
P. G. Falkowski

Rutgers University, New Brunswick, NJ, USA

15.1 INTRODUCTION 508
15.1.1 The Two Carbon Cycles 508
15.1.2 A Primer on Redox Chemistry 508

15.2 CHEMOAUTOTROPHY 509
15.3 PHOTOAUTOTROPHY 510

15.3.1 Selective Forces in the Evolution of Photoautotrophy 510
15.3.2 Selective Pressure in the Evolution of Oxygenic Photosynthesis 511

15.4 PRIMARY PRODUCTIVITY BY PHOTOAUTOTROPHS 511
15.4.1 What are Photoautotrophs? 511

15.4.1.1 The red and green lineages 513
15.4.2 Estimating Chlorophyll Biomass 513

15.4.2.1 Satellite based algorithms for ocean color retrievals 515
15.4.3 Estimating Net Primary Production 516

15.4.3.1 Global models of net primary production for the ocean 516
15.4.4 Quantum Efficiency of NPP 517

15.4.4.1 Comparing efficiencies for oceanic and terrestrial primary production 518
15.5 EXPORT, NEWAND ‘‘TRUE NEW’’ PRODUCTION 518

15.5.1 Steady-state versus Transient State 519
15.6 NUTRIENT FLUXES 520

15.6.1 The Redfield Ratio 520
15.7 NITRIFICATION 520

15.7.1 Carbon Burial 521
15.7.2 Carbon Isotope Fractionation in Organic Matter and Carbonates 521
15.7.3 Balance between Net Primary Production and Losses 521
15.7.4 Carbon Burial in the Contemporary Ocean 523
15.7.5 Carbon Burial in the Precambrian Ocean 523

15.8 LIMITING MACRONUTRIENTS 523
15.8.1 The Two Concepts of Limitation 523

15.9 THE EVOLUTION OF THE NITROGEN CYCLE 524
15.10 FUNCTIONAL GROUPS 525

15.10.1 Siliceous Organisms 526
15.10.2 Calcium Carbonate Precipitation 526
15.10.3 Vacuoles 527

15.11 HIGH-NUTRIENT, LOW-CHLOROPHYLL REGIONS—IRON LIMITATION 528
15.12 GLACIAL–INTERGLACIAL CHANGES IN THE BIOLOGICAL CO2 PUMP 529
15.13 IRON STIMULATION OF NUTRIENT UTILIZATION 529
15.14 LINKING IRON TO N2 FIXATION 529
15.15 OTHER TRACE-ELEMENT CONTROLS ON NPP 530
15.16 CONCLUDING REMARKS 531
ACKNOWLEDGMENTS 531
REFERENCES 531

507



As the present condition of nations is the result of
many antecedent changes, some extremely remote
and others recent, some gradual, others sudden and
violent, so the state of the natural world is the result
of a long succession of events, and if we would
enlarge our experience of the present economy of
nature, we must investigate the effects of her opera-
tions in former epochs.

Charles Lyell,
Principles of Geology, 1830

15.1 INTRODUCTION

Earth is the only planet in our solar system
that contains vast amounts of liquid water on its
surface and high concentrations of free molecu-
lar oxygen in its atmosphere. These two features
are not coincidental. All of the original oxygen
on Earth arose from the photobiologically cata-
lyzed splitting of water by unicellular
photosynthetic organisms that have inhabited
the oceans for at least 3 Gyr. Over that period,
these organisms have used the hydrogen atoms
from water and other substrates to form organic
matter from CO2 and its hydrated equivalents.
This process, the de novo formation of organic
matter from inorganic carbon, or primary pro-
duction, is the basis for all life on Earth. In this
chapter, we examine the evolution and biogeo-
chemical consequences of primary production in
the sea and its relationship to other biogeochem-
ical cycles on Earth.

15.1.1 The Two Carbon Cycles

There are two major carbon cycles on Earth.
The two cycles operate in parallel. One cycle is
slow and abiotic. Its effects are observed on multi-
million-year timescales and are dictated by
tectonics and weathering (Berner, 1990). In this
cycle, CO2 is released from the mantle to the atmo-
sphere and oceans via vulcanism and seafloor
spreading, and removed from the atmosphere and
ocean primarily by reaction with silicates to form
carbonates in the latter reservoir. Most of the car-
bonates are subsequently subducted into the
mantle, where they are heated, and their carbon is
released as CO2 to the atmosphere and ocean, to
carry out the cycle again. The chemistry of this
cycle is dependent on acid–base reactions, and
would operate whether or not there was life on
the planet (Kasting et al., 1988). This slow carbon
cycle is a critical determinate of the concentration
of CO2 in Earth’s atmosphere and oceans on time-
scales of tens and hundreds of millions of years
(Kasting, 1993).

The second carbon cycle is dependent on the
biologically catalyzed reduction of inorganic car-
bon to form organic matter, the overwhelming
majority of which is oxidized back to inorganic
carbon by respiratory metabolism (Schlesinger,
1997). This cycle, which is observable on time-
scales of days to millenia, is driven by
reduction—oxidation (redox) reactions that
evolved over �2Gyr, first in microbes, and subse-
quently in multicellular organisms (Falkowski
et al., 1998). A very small fraction of the reduced
carbon escapes respiration and becomes incorpo-
rated into the lithosphere. In so doing, some of the
organic matter is transferred to the slow carbon
cycle. In this chapter, we will focus primarily on
this fast, biologically mediated carbon cycle in the
sea, and the supporting biogeochemical processes
and feedbacks.

15.1.2 A Primer on Redox Chemistry

The biologically mediated redox reactions cycle
carbon through three mobile pools: the atmosphere,
the ocean, and the biosphere. Of these, the ocean is
by far the largest (Table 1); however, more than
98% of this carbon is found in its oxidized state as
CO2 and its hydrated equivalents, HCO3

� and
CO3

2�. To form organic molecules, the inorganic
carbon must be chemically reduced, a process that
requires the addition of hydrogen atoms (not just
protons, but protons plus electrons) to the carbon
atoms. Broadly speaking, these biologically cata-
lyzed reduction reactions are carried out by two
groups of organisms, chemoautotrophs and photo-
autotrophs, which are collectively called primary

Table 1 Carbon pools in the major reservoirs on Earth.

Pools Quantity
(�1015 g)

Atmosphere 720

Oceans 38,400
Total inorganic 37,400
Surface layer 670
Deep layer 36,730
Dissolved organic 600

Lithosphere
Sedimentary carbonates >60,000,000
Kerogens 15,000,000

Terrestrial biosphere (total) 2,000
Living biomass 600–1,000
Dead biomass 1,200

Aquatic biosphere 1–2

Fossil fuels 4,130
Coal 3,510
Oil 230
Gas 140
Other (peat) 250
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producers. The organic carbon they synthesize
fuels the growth and respiratory demands of the
primary producers themselves and all remaining
organisms in the ecosystem.

All redox reactions are coupled sequences.
Reduction is accomplished by the addition of an
electron or hydrogen atom to an atom or molecule.
In the process of donating an electron to an accep-
tor, the donor molecule is oxidized. Hence, redox
reactions require pairs of substrates, and can be
described by a pair of partial reactions, or half-
cells:

Aox þ nðe – Þ $ Are ð1aÞ
Bred – nðe – Þ $ Box ð1bÞ

The tendency for a molecule to accept or release
an electron is therefore ‘‘relative’’ to some other
molecule being capable of conversely releasing
or binding an electron. Chemists scale this ten-
dency, called the redox potential, E, relative to
the reaction

H2 $ 2Hþ þ 2e – ð2Þ

which is arbitrarily assigned an E of 0 at pH 0, and
is designated E0. Biologists define the redox poten-
tial at pH 7, 298 K (i.e., room temperature) and
1 atm pressure (=101.3 kPa). When so defined, the
redox potential is denoted by the symbols E09 or
sometimes Em7

. The E09 for a standard hydrogen
electrode is �420 mV.

15.2 CHEMOAUTOTROPHY

Organisms capable of reducing sufficient inor-
ganic carbon to grow and reproduce in the dark
without an external organic carbon source are
called chemoautotrophs (literally, ‘‘chemical self-
feeders’’). Genetic analyses suggest that chemoau-
totrophy evolved very early in Earth’s history, and
is carried out exclusively by prokaryotic organisms
in both the Archea and Bacteria superkingdoms
(Figure 1).

Early in Earth’s history, the biological reduction
of inorganic carbon may have been directly
coupled to the oxidation of H2. At present, how-
ever, free H2 is scarce on the planet’s surface.
Rather, most of the hydrogen on the surface of
Earth is combined with other atoms, such as sulfur
or oxygen. Activation energy is required to break
these bonds in order to extract the hydrogen. One
source of energy is chemical bond energy itself.
For example, the ventilation of reduced mantle
gases along tectonic plate subduction zones on
the seafloor provides hydrogen in the form of
H2S. Several types of microbes can couple the
oxidation of H2S to the reduction of inorganic
carbon, thereby forming organic matter in the
absence of light.

Ultimately all chemoautotrophs depend on a
nonequilibrium redox gradient, without which
there is no thermodynamic driver for carbon fixa-
tion. For example, the reaction involving the
oxidation of H2S by microbes in deep-sea vents
described above is ultimately coupled to oxygen in

Bacteria

Proteobacteria

Cyanobacteria

Flamobacteria

Gram-positive bacteria
Green non-sulfur bacteria

Archea

Three domains of life
Eukarya

Animals
Slime Molds

Entamoebae

Methanobacterium

Methanococcus
Thermoproteus Thermococcus

Thermotogz

Aquifex

Universal
Ancestor

Diplomanads
Microsporidia

Euglena

Ciliates

Plants

Fungi

Pyrodictium

Suiflobus
Methanopyrus

Archeo globus

Thermoplasma

Halobacterium

Pathways of autotrophic CO2 fixation

Reductive citric acid cycle

Reductive acetyl CoA pathway

Reductive hydroxypropionante pathway

Cathin-Bonion cycle

Figure 1 The distribution of autotrophic metabolic pathways among taxa within the three major domains of life (as
inferred from 16S ribosomal RNA sequences (Pace, 1997)). Specific metabolic pathways are indicated.
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the ocean interior. Hence, this reaction is dependent
on the chemical redox gradient between the venti-
lating mantle plume and the ocean interior that
thermodynamically favors oxidation of the plume
gases. Maintaining such a gradient requires a sup-
ply of energy, either externally, from radiation
(solar or otherwise), or internally, via planetary
heat and tectonics, or both.

The overall contribution of chemoautotrophy in
the contemporary ocean to the formation of organic
matter is relatively small, accounting for <1% of
the total annual primary production in the sea.
However, this process is critical in coupling reduc-
tion of carbon to the oxidation of low-energy
substrates, and is essential for completion of sev-
eral biogeochemical cycles.

15.3 PHOTOAUTOTROPHY

The oxidation state of the ocean interior is a
consequence of a second energy source: light,
which drives photosynthesis. Photosynthesis is a
redox reaction of the general form:

2H2Aþ CO2 þ light! ðCH2OÞ þ H2Oþ 2A ð3Þ
where A is an atom, e.g., S. In this formulation,
light is specified as a substrate, and a fraction of the
light energy is stored as chemical bond energy in
the organic matter. Organisms capable of reducing
inorganic carbon to organic matter by using light
energy to derive the source of reductant or energy
are called photoautotrophs. Analyses of genes and
metabolic sequences strongly suggest that the
machinery for capturing and utilizing light as a
source of energy to extract reductants was built
on the foundation of chemoautotrophic carbon
fixation; i.e., the predecessors of photoautotrophs
were chemoautotrophs. The evolution of a photo-
synthetic process in a chemoautotroph forces
consideration of both the selective forces responsi-
ble (why) and the mechanism of evolution (how).

15.3.1 Selective Forces in the Evolution of
Photoautotrophy

Reductants for chemoautotrophs are generally
deep in the Earth’s crust. Vent fluids are produced
in magma chambers connected to the
Athenosphere. As such, the supply of vent fluids
is virtually unlimited. While the chemical disequi-
libria between vent fluids and bulk seawater
provides a sufficient thermodynamic gradient to
continuously support chemoautotrophic metabo-
lism in the contemporary ocean, in the early Earth
the oceans would not have had a sufficiently large
thermodynamic energy potential to support a pan-
demic outbreak of chemoautotrophy. Moreover,
magma chambers, vulcanism and vent fluid fluxes

are tied to tectonic subduction and spreading
regions, which are transient features of Earth’s
crust and hence only temporary habitats for che-
moautotrophs. In the Archean and early
Proterozoic oceans, the chemoautotrophs would
have already been dispersed throughout the oceans
by physical mixing and helping to colonize new
vent regions. This same dispersion process would
have also helped ancestral chemoautotrophs
exploit solar energy near the ocean surface.

Although the processes that selected the photo-
synthetic reactions as the major energy
transduction pathway remain obscure, central
hypotheses have emerged based on our understand-
ing of the evolution of Earth’s carbon cycle, the
evolution of photosynthesis, biophysics, and mole-
cular phylogeny. Photoautotrophs are found in all
three major superkingdoms (Figure 1); however,
there are very few known Archea capable of this
form of metabolism. Efficient photosynthesis
requires harvesting solar radiation, and hence the
evolution of a light harvesting system. While some
Archea and Bacteria use the pigment-protein rho-
dopsin, by far, the most efficient and ubiquitous
light harvesting systems are based on chlorins. The
metabolic pathway for the synthesis of porphyrins
and chlorins is one of the oldest in biological evo-
lution, and is found in all chemoautotrophs (Xiong
et al., 2000). Mulkidjanian and Junge (1997) pro-
posed that the chlorin-based photosynthetic energy
conversion apparatus originally arose from the
need to prevent UV radiation from damaging
essential macromolecules such as nucleic acids
and proteins. The UV excitation energy could be
transferred from the aromatic amino acid residues
in the macromolecule to a blue absorption band of
membrane-bound chlorins to produce a second
excited state which subsequently decays to the
lower-energy excited singlet. This energy dissipa-
tion pathway can be harnessed to metabolism if the
photochemically produced, charge-separated, pri-
mary products are prevented from undergoing a
back-reaction, but rather form a biochemically
stable intermediate reductant. This metabolic strat-
egy was selected for the photosynthetic reduction
of CO2 to carbohydrates, using reductants such as
S2� or Fe2+, which have redox potentials that are
too positive to reduce CO2 directly.

The synthesis of reduced (i.e., organic) carbon
and the oxidized form of the electron donor permits
a photoautotroph to use ‘‘respiratory’’ metabolism,
but operate them in reverse. However, not all of the
reduced carbon and oxidants remain accessible to
the photoautotrophs. In the oceans, cells tend to
sink, carrying with them organic carbon. The oxi-
dation of Fe2+ forms insoluble Fe3+ salts that
precipitate. The sedimentation and subsequent bur-
ial of organic carbon and Fe3+ removes these
components from the water column. Without
replenishment, the essential reductants for
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anoxygenic photosynthesis would eventually
become depleted in the surface waters. Thus, the
necessity to regenerate reductants potentially pre-
vented anoxygenic photoautotrophs from
providing the major source of fixed carbon on
Earth for eternity. Major net accumulation of
reduced organic carbon in Proterozoic sediments
implies local depletion of reductants such as S2�

and Fe2+ from the euphotic zone of the ocean.
These limitations almost certainly provided the
evolutionary selection pressure for an alternative
electron donor.

15.3.2 Selective Pressure in the Evolution
of Oxygenic Photosynthesis

H2O is a potentially useful biological reductant
with a vast supply on Earth relative to any redox-
active solute dissolved in it. Liquid water contains
�100 kmol of H atoms per m3, and, given >1018m3

of water in the hydrosphere and cryosphere,
> 1020 kmol of reductant are potentially accessible.
Use of H2O as a reductant for CO2, however,
requires a larger energy input than does the use of
Fe2+ or S2�. Indeed, to split water by light energy
requires 0.82 eV at pH 7 and 298 K. Utilizing light
at such high energy levels required the evolution of
a new photosynthetic pigment, chlorophyll a,
which has a red (lowest singlet) absorption band
that is 200–300 nm blue shifted relative to bacter-
iochlorophylls. Moreover, stabilization of the
primary electron acceptor to prevent a back-reac-
tion necessitates thermodynamic inefficiency that
ultimately requires two light-driven reactions oper-
ating in series. This sequential action of two
photochemical reactions is unique to oxygenic
photoautotrophs and presumably involved horizon-
tal gene transfer through one or more symbiotic
events (Blankenship, 1992).

In all oxygenic photoautotrophs, Equation (3)
can be modified to:

2H2Oþ CO2 þ light !Chl aðCH2OÞ þ H2Oþ O2 ð4Þ

where Chl a is the pigment chlorophyll a exclu-
sively utilized in the reaction. Equation (4) implies
that somehow chlorophyll a catalyzes a reaction or
a series of reactions whereby light energy is used to
oxidize water:

2H2Oþ light !Chl a 4Hþ þ 4eþ O2 ð5Þ

yielding gaseous, molecular oxygen. Hidden
within Equation (5) are complex suites of biologi-
cal innovations that have heretofore not been
successfully mimicked in vitro by humans. At the
core of the water splitting complex is a quartet of

manganese atoms, that sequentially extract elec-
trons, one at a time, from 2H2O molecules,
releasing gaseous O2 to the environment, and stor-
ing the reductants on biochemical intermediates.

The photochemically produced reductants gen-
erated by the reactions schematically outlined in
Equation (5) are subsequently used in the fixation
(fixation is an archaic term meaning to make non-
volatile, as in the chemical conversion of a gas to a
solid phase) of CO2 by a suite of enzymes that can
operate in vitro in darkness and, hence, the ensem-
ble of these reactions are called the dark reactions.
At pH 7 and 25 
C, the formation of glucose from
CO2 requires an investment of 915 cal mol�1. If
water is the source of reductant, the overall effi-
ciency for photosynthetic reduction of CO2 to
glucose is �30%; i.e., 30% of the absorbed solar
radiation is stored in the chemical bonds of glucose
molecules.

15.4 PRIMARY PRODUCTIVITY BY
PHOTOAUTOTROPHS

When we subtract the costs of all other meta-
bolic processes by the chemoautotrophs and
photoautotrophs, the organic carbon that
remains is available for the growth and meta-
bolic costs of heterotrophs. This remaining
carbon is called net primary production (NPP)
(Lindeman, 1942). From biogeochemical and
ecological perspectives, NPP provides an upper
bound for all other metabolic demands in an
ecosystem. If NPP is greater than all respiratory
consumption of the ecosystem, the ecosystem is
said to be net autotrophic. Conversely, if NPP is
less than all respiratory consumption, the system
must either import organic matter from outside
its bounds, or it will slowly run down—it is net
heterotrophic.

It should be noted that NPP and photosynth-
esis are not synonymous. On a planetary scale,
the former includes chemoautrophy, the latter
does not. Moreover, photosynthesis per se does
not include the integrated respiratory term for
the photoautotrophs themselves (Williams,
1993). In reality, that term is extremely difficult
to measure directly, hence NPP is generally
approximated from measurements of photosyn-
thetic rates integrated over some appropriate
length of time (a day, month, season, or a
year) and respiratory costs are either assumed
or neglected.

15.4.1 What are Photoautotrophs?

In the oceans, oxygenic photoautotrophs are a
taxonomically diverse group of mostly single-
celled, photosynthetic organisms that drift with
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currents. In the contemporary ocean, these organ-
isms, called phytoplankton (derived from Greek,
meaning to wander), are comprised of �2�104
species distributed among at least eight taxonomic
divisions or phyla (Table 2). By comparison,

higher plants are comprised of >2.5�105 species,
almost all of which are contained within one class
in one division. Thus, unlike terrestrial plants, phy-
toplankton are represented by relatively few
species but they are phylogenetically diverse.

Table 2 The taxonomic classification and species abundances of oxygenic photosynthetic organisms in aquatic and
terrestrial ecosystems. Note that terrestrial ecosystems are dominated by relatively few taxa that are species rich, while

aquatic ecosystems contain many taxa but are relatively species poor

Taxonomic group Known species Marine Freshwater

Empire: Bacteria (=Prokaryota)
Kingdom: Eubacteria
Subdivision: Cyanobacteria (sensu strictu)
(=Cyanophytes, blue-green algae)

1,500 150 1,350

Subdivision: Chloroxybacteria
(=Prochlorophyceae)

3 2 1

Empire: Eukaryota
Kingdom: Protozoa
Division: Euglenophyta 1,050 30 1,020
Class: Euglenophyceae

Division: Dinophyta (Dinoflagellates)
Class: Dinophyceae 2,000 1,800 200

Kingdom: Plantae
Subkingdom: Biliphyta
Division: Glaucocystophyta
Class: Glaucocystophyceae 13

Division: Rhodophyta
Class: Rhodophyceae 6,000 5,880 120

Subkingdom: Viridiplantae
Division: Chlorophyta
Class: Chlorophyta 2,500 100 2,400

Prasinophyceae 120 100 20
Ulvophyceae 1,100 1,000 100
Charophyceae 12,500 100 12,400

Division: Bryophyta (mosses, liverworts) 22,000 1,000
Division: Lycopsida 1,228 70
Division: Filicopsida (ferns) 8,400 94
Division: Magnoliophyta (flowering plants) (240,000)
Subdivision: Monocotyledoneae 52,000 55 455
Subdivision: Dicotyledoneae 188,000 391

Kingdom: Chromista
Subkingdom: Chlorechnia
Division: Chlorarachniophyta
Class: Chlorarachniophyceae 3–4 3–4 0

Subkingdom: Euchromista
Division: Crytophyta
Class: Crytophyceae 200 100 100

Division: Haptophyta
Class: Prymensiophyceae 500 100 400

Division: Heterokonta
Class: Bacillariophyceae (diatoms) 10,000 5,000 5,000

Chrysophyceae 1,000 800 200
Eustigmatophyceae 12 6 6
Fucophyceae (brown algae) 1,500 1,497 3
Raphidophyceae 27 10 17
Synurophyceae 250 250
Tribophyceae (Xanthophyceae) 600 50 500

Kingdom: Fungi
Division: Ascomycontina (lichens) 13,000 15 20

Source: Falkowski (1997).
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This deep taxonomic diversity is reflected in their
evolutionary history and ecological function
(Falkowski, 1997).

Within this diverse group of organisms, three
basic evolutionary lineages are discernable
(Delwiche, 2000). The first contains all prokaryotic
oxygenic phytoplankton, which belong to one class
of bacteria, namely, the cyanobacteria.
Cyanobacteria are the only known oxygenic photo-
autotrophs that existed prior to �2.5Gyr BP (Ga)
(Lipps, 1993; Summons et al., 1999). These pro-
karyotes numerically dominate the
photoautotrophic community in contemporary
marine ecosystems and their continued success
bespeaks an extraordinary adaptive capacity. At
any moment in time, there are �1024 cyanobacter-
ial cells in the contemporary oceans. To put that
into perspective, the number of cyanobacterial cells
in the oceans is two orders of magnitude more than
all the stars in the sky.

The evolutionary history of cyanobacteria is
obscure. The first microfossils assigned to this
group were identified in cherts from 3.1Ga by
Schopf (Schopf, 1993). Macroscopic stromabo-
lites, which are generally of biological (oxygenic
photoautotrophic) origin, are first found in strata a
few hundred million years younger. However,
much of the fossil evidence provided by Schopf
(e.g., Schopf, 1993) has been questioned (Brasier
et al., 2002), and many researchers believe in a
later origin. The origin of this group is critical to
establishing when net O2 production (and hence, an
oxidized atmosphere) first occurred on the planet.
Although photodissociation of H2O vapor could
have provided a source of atmospheric O2 in the
Archean, the UV absorption cross-section of O2

constrains the reaction, and theoretical calculations
supported by geochemical evidence suggest that
prior to ca. 2.4 Ga atmospheric O2 was less than
10�5 of the present level (Holland and Rye, 1998;
Pavlov and Kasting, 2002). There was a lag
between the first occurrence of oxygenic photo-
synthesis and a global buildup of O2 possibly due
to the presence of alternative electron acceptors,
especially Fe2+ and S2� in the ocean. Indeed, the
dating of oxidation of Earth’s oceans and atmo-
sphere is, in large measure, based on analysis of
the chemical precipitation of oxidized iron in sedi-
mentary rocks (the ‘‘Great Rust Event (Holland and
Rye, 1998) and the mass-independent (Farquhar
et al., 2002) and mass-dependent (Habicht et al.,
2002) fractionation of sulfur isotopes. The ensem-
ble of these analyses indicate that atmospheric
oxygen rose sharply, from virtually insignificant
levels, to between 1% and 10% of the present
atmospheric concentration over a 100 Myr period
beginning ca. 2.4 Ga. Thus, there may be as much
as a 1Gyr or as little as a 100Myr gap between the
origin of the first oxygenic photoautotrophs and
oxygenation of Earth’s oceans and atmosphere.

All other oxygen-producing organisms in the
ocean are eukaryotic, i.e., they contain internal
organelles, including a nucleus, one or more chlor-
oplasts, one or more mitochondria, and, in some
cases, a membrane-bound storage compartment,
the vacuole. Within the eukaryotes, we can distin-
guish two major groups, both of which appear to
have descended from a common ancestor thought
to be the endosymbiotic appropriation of a cyano-
bacterium into a heterotrophic host cell (Delwiche,
2000). The appropriated cyanobacterium became a
chloroplast.

15.4.1.1 The red and green lineages

In one group of eukaryotes, chlorophyll b was
synthesized as a secondary pigment; this group
forms the ‘‘green lineage,’’ from which all higher
plants have descended. The green lineage played a
major role in oceanic food webs and the carbon
cycle from ca. 1.6Ga until the end-Permian extinc-
tion, �250 Ma (Lipps, 1993). Since that time
however, a second group of eukaryotes has risen to
ecological prominence in the oceans; that group is
commonly called the ‘‘red lineage’’ (Figure 2). The
red lineage is comprised of several major phyto-
plankton divisions and classes, of which the
diatoms, dinoflagellates, haptophytes (including
the coccolithophorids), and the chrysophytes are
the most important. All of these groups are compara-
tively modern organisms; indeed, the rise of
dinoflagellates and coccolithophorids approxi-
mately parallels the rise of dinosaurs on land,
while the rise of diatoms approximately parallels
the rise of mammals in the Cenozoic. The burial
and subsequent diagenesis of organic carbon pro-
duced primarily by members of the red lineage in
shallow seas in the Mesozoic era provide the carbon
source for many of the petroleum reservoirs that
have been exploited for the past century by humans.

15.4.2 Estimating Chlorophyll Biomass

As implied in Equation (4), given an abundance
of the two physical substrates, CO2 and H2O, pri-
mary production is, to first order, dependent on the
concentration of the catalyst Chl a and light. The
distribution of Chl a in the upper ocean can be
discerned from satellite images of ocean color.
The physical basis of the measurement is straight-
forward; making the measurements is technically
challenging. Imagine two small parcels of water
that are adjacent to each other. As photons from
the sun enter the water column, they are either
absorbed or scattered. Water itself absorbs red
wavelengths of light, at shorter wavelengths of
the visible spectrum, light is not as efficiently
absorbed. However, because water molecules can
randomly move from one adjacent parcel to
another, there are continuous minor changes in

Primary Productivity by Photoautotrophs 513



density and hence in the refractive index of the
water parcels. These minor changes in refractive
index lead to incoherence in the downwelling light
stream. The incoherence, in turn, increases the
probability of photon scattering (a process called

‘‘fluctuation density scattering’’), such that light in
the shorter wavelengths is more likely to be scat-
tered back to space (Einstein, 1910; Morel, 1974).
If the ocean contained sterile, pure seawater, an
observer looking at the surface from space would

Figure 2 The basic pathway leading the evolution of eukaryotic algae. The primary symbiosis of a cyanobacterium
with a apoplastidic host gave rise to both chlorophyte algae and red algae. The chlorophyte line, through secondary
symbioses, gave rise to the ‘‘green’’ line of algae, one division of which was the predecessor of all higher plants.
Secondary symbioses in the red line with various host cells gave rise to all the chromophytes, including diatoms,

cryptophytes, and haptophytes (after Delwiche, 2000).
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see the oceans as blue. However, chlorophyll a has
a prominent absorption band in the blue portion of
the spectrum. Hence, in the presence of chlorophyll
some of the downwelling and upwelling photons
from the sun are absorbed by the phytoplankton
themselves and the ocean becomes optically dar-
ker. As chlorophyll concentrations increase even
further, blue wavelengths are largely eliminated
from the outbound reflectance, and the ocean
appears optically dark green (Morel, 1988).

15.4.2.1 Satellite based algorithms for ocean
color retrievals

Empirically, satellite sensors that measure ocean
color utilize a number of wavelengths. In addition
to the blue and green region, red and far-red spectra
are determined to derive corrections for scattering
and absorption of the outbound or reflected radia-
tion from the ocean by the atmosphere. In fact, only
a very small fraction (�5%) of the light leaving the
ocean is observed by a satellite; the vast majority of
the photons are scattered or absorbed in the atmo-
sphere. However, based on the ratio of blue-green
light that is reflected from the ocean, estimates of
photosynthetic pigments are derived. It should be
pointed out that the blue-absorbing region of the
spectrum is highly congested; it is virtually impos-
sible to derive the fraction of absorption due solely
to chlorophyll a as opposed to other photosynthetic
pigments that absorb blue light. The estimation of
chlorophyll a is based on empirical regression of
the concentration of the pigment to the total blue-
absorbing pigments (Gordon and Morel, 1983).
Water-leaving radiances ðLWÞ at specific wave-
lengths are corrected for atmospheric scattering
and absorption, and the concentration of chloro-
phyll is calculated from the ratios of blue and
green light reflected from the water body. The
calibration of the sensors is empirical and specifi-
cally derived for individual satellites. Examples of
such algorithms for five satellites are given in
Table 3.

One limitation of satellite images of ocean chlor-
ophyll is that they do not provide information about
the vertical distribution of phytoplankton. The
water-leaving radiances visible to an observer out-
side of the ocean are confined to the upper 20% of
the euphotic zone (which is empirically defined as
the depth to which 1% of the solar radiation pene-
trates). In the open ocean there is almost always a
subsurface chlorophyll maximum that is not visible
to satellite ocean color sensors. A number of numer-
ical models have been developed to estimate the
vertical distribution of chlorophyll based on satellite
color data (Berthon and Morel, 1992; Platt, 1986).
The models rely on statistical parametrizations and
require numerous in situ observations to obtain typi-
cal profiles for a given area of the world ocean
(Morel and Andre, 1991; Platt and Sathyendranath,
1988). In addition, large quantities of phytoplankton
associated with the bottom of ice flows in both the
Arctic and Antarctic are not visible to satellite sen-
sors but do contribute significantly to the primary
production in the polar seas (Smith and Nelson,
1990). Despite these deficiencies, the satellite data
allow high-resolution, synoptic observations of the
temporal and spatial changes in phytoplankton
chlorophyll in relation to the physical circulation
of the atmosphere and ocean on a global scale.

The global distribution of phytoplankton chloro-
phyll in the upper ocean for winter and summer,
derived from a compilation of satellite images, is
shown in Figure 3. To a first order, the images reveal
how the horizontal and temporal distribution of phy-
toplankton is related to the physical circulation of the
oceans, especially the major features of the basin-
scale gyres. For example, throughout most of the
central ocean basins, between 30
N and 30
S,
phytoplankton biomass is extremely low, averaging
0.1–0.2 mg chlorophyll am�3 at the sea surface. In
these regions the vertical flux of nutrients is generally
extremely low, limited by eddy diffusion through the
thermocline.Most of the chlorophyll biomass is asso-
ciated with the thermocline. Because there is no
seasonal convective overturn in this latitude band,

Table 3 Algorithms used to calculate chlorophyll a (C) from remote sensing reflectance. R is determined as the
maximum of the values shown. Sensor algorithms are for Sea-viewing Wide Field of view Sensor (SeaWiFS), Ocean
Color and Temperature Scanner (OCTS), Moderate Resolution Imaging Spectroradiometer (MODIS), Coastal Zone

Color Scanner (CZCS), and Medium Resolution Imaging Spectrometer (MERIS).

Sensor Equation R

SeaWiFS/OC2 C ¼ 10:0ð0:341 – 3:001Rþ2:811R
2 – 2:041R3Þ – 0:04 490=555

OCTS/OC4O C ¼ 10:0ð0::405 – 2:900Rþ1:690R
2 – 0:530R3 – 1:144R4Þ 443 > 490 > 520=565

MODIS/OC3M C ¼ 10:0ð0:2830 – 2:753Rþ1:457R
2 – 0:659R3 – 1:403R4Þ 443 > 490=550

CZCS/OC3C C ¼ 10:0ð0:362 – 4:066Rþ5:125R
2 – 2:645R3 – 0:597R4Þ 443 > 520=550

MERIS/OC4E C ¼ 10:0ð0:368 – 2:814Rþ1:456R
2þ0:768R3 – 1:292R4Þ 443 > 490 > 510=560

SeaWiFS/OC4v4 C ¼ 10:0ð0:366 – 3:067Rþ1:930R
2þ0:649R3 – 1:532R4Þ 443 > 490 > 510=555

SeaWiFS/OC2v4 C ¼ 10:0ð0:319 – 2:336Rþ0:879R
2 – 0:135R3Þ – 0:071 490=555
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there is no seasonal variation in phytoplankton chlor-
ophyll. The chlorophyll concentrations are slightly
increased at the equator in the Pacific and Atlantic
Oceans, and south of the equator in the IndianOcean.
In the equatorial regions the thermocline shoals later-
ally as a result of long-rangewind stress at the surface
(Pickard and Emery, 1990). The wind effectively
piles up water along its fetch, thereby inclining the
upper mixed layer. This results in increased nutrient
fluxes, shallower mixed layers, and higher chloro-
phyll concentrations on the eastern end of the
equatorial band, anddecreasednutrient fluxes, deeper
mixed layers, and lower chlorophyll concentrations
on thewestern end. This effect is most pronounced in
the Pacific. The displacement of the band south of the
equator in the Indian Ocean is primarily a conse-
quence of basin scale topography.

At latitudes above �30
, a seasonal cycle in
chlorophyll can occur (Figure 3). In the northern
hemisphere, areas of high chlorophyll are found in
the open ocean of the North Atlantic in the spring
and summer. The southern extent and intensity of
the North Atlantic phytoplankton bloom are not
found in the North Pacific. The North Atlantic

bloom is associated with deep vertical convective
mixing, which allows resupply of nutrients to the
upper mixed layer of the ocean. This phenomenon
does not occur in the Pacific due to a stronger
vertical density gradient in that basin (driven by
the hydrological cycle). The North Atlantic bloom
leads to a flux of organic matter into the ocean
interior that is observed even at the seafloor.

In the southern hemisphere, phytoplankton
chlorophyll is generally lower at latitudes symme-
trical with the northern hemisphere in the
corresponding austral seasons. For example, in
the austral summer (January–March), phytoplank-
ton chlorophyll is slightly lower between 30
S and
the Antarctic ice sheets than in the northern hemi-
sphere in July to September (Yoder et al., 1993).

15.4.3 Estimating Net Primary Production

15.4.3.1 Global models of net primary
production for the ocean

Using satellite data to estimate upper-ocean chlor-
ophyll concentrations, satellite-based observations of

Figure 3 Composite global images for winter and summer of upper-ocean chlorophyll concentrations (top panels)
derived from satellite-based observations of ocean color, net primary production (middle panels) calculated based on
the algorithms of Behrenfeld and Falkowski (1997a), and export production (lower panels) calculated from the model

of Laws et al. (2000).
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incident solar radiation, atlases of seasonally aver-
aged sea-surface temperature, and models that
incorporate a temperature response function for
photosynthesis, it is possible to estimate global net
photosynthesis in the world oceans (Antoine and
Morel, 1996; Behrenfeld and Falkowski, 1997a;
Longhurst et al., 1995). Although estimates vary
between models, based on how the parameters are
derived, for illustrative purposes we use a model
based on empirical parametrization of the daily inte-
grated photosynthesis profiles as a function of depth.
The physical depth at which 1% of irradiance inci-
dent on the sea surface remains is called the euphotic
zone. This depth can be calculated from surface
chlorophyll concentrations, and defines the base of
the water column at which net photosynthesis can be
supported. Given such information, net primary pro-
duction can be calculated following the general
equation:

PPeu ¼ Csat?Zeu?P
b
opt?DL?F ð6Þ

where PPeu is daily net primary production inte-
grated over the euphotic zone, Csat is the satellite-
based (upper water column; i.e., derived from
Table 3) chlorophyll concentration, Pb

opt is the max-
imum daily photosynthetic rate within the water
column, Zeu is the depth of the euphotic zone, DL
is the photoperiod (Behrenfeld and Falkowski,
1997a), and F is a function describing the shape
of the photosynthesis depth profile. This general
model can be both expanded (differentiated) and

collapsed (integrated) with respect to time and irra-
diance; however, the global results are
fundamentally similar (Behrenfeld and Falkowski,
1997). The models predict that NPP in the world
oceans amounts to 40–50 Pg per annum (Figure 3
and Table 4).

In contrast to terrestrial ecosystems, the funda-
mental limitation of primary production in the
ocean is not irradiance per se, but temperature
and the concentration of chlorophyll in the upper
ocean. The latter is a negative feedback; i.e., the
more the chlorophyll in the water column, the
shallower is the euphotic zone. Hence, to double
NPP requires nearly a fivefold increase in chloro-
phyll concentration.

15.4.4 Quantum Efficiency of NPP

The photosynthetically available radiation
(400–700 nm) for the world oceans is 4.5�1018
mol of photons per annum, which is
.9.8�1020 kJ yr�1. The average energy stored by
photosynthetic organisms amounts to �39 kJ per
gram of carbon fixed (Platt and Irwin, 1973). Given
an annual net production of 40 Pg C for phyto-
plankton, and an estimated production of
4 Pg yr�1 by benthic photoautotrophs, the photo-
synthetically stored radiation is equal to
�1.7�1018 kJ yr�1. The fraction of photosyntheti-
cally available solar energy conserved by
photosynthetic reactions in the world oceans

Table 4 Annual and seasonal net primary production (NPP) of the major units of the biosphere.

Ocean NPP Land NPP

Seasonal
April–June 10.9 15.7
July–September 13.0 18.0
October–December 12.3 11.5
January–March 11.3 11.2

Biogeographic
Oligotrophic 11.0 Tropical rainforests 17.8
Mesotrophic 27.4 Broadleaf deciduous forests 1.5
Eutrophic 9.1 Broadleaf and needleleaf forests 3.1
Macrophytes 1.0 Needleleaf evergreen forests 3.1

Needleleaf deciduous forest 1.4
Savannas 16.8
Perennial grasslands 2.4
Broadleaf shrubs with bare soil 1.0
Tundra 0.8
Desert 0.5
Cultivation 8.0

Total 48.5 56.4

Source: Field et al. (1998). After Field et al. (1998). All values in GtC. Ocean color data are averages from 1978 to 1983. The land vegetation
index is from 1982 to 1990. Ocean NPP estimates are binned into three biogeographic categories on the basis of annual average Csat for each
satellite pixel, such that oligotrophic =Csat<0.1mgm�3, mesotrophic = 0.1 <Csat<1mgm�3, and eutrophic =Csat>1mgm�3 (Antoine et al.,
1996). This estimate includes a 1GtC contribution from macroalgae (Smith, 1981). Differences in ocean NPP estimates between Behrenfeld
and Falkowski (1997) and those in the global annual NPP for the biosphere and this table result from: (i) addition of Arctic and Antarctic
monthly ice masks; (ii) correction of a rounding error in previous calculations of pixel area; and (iii) changes in the designation of the seasons to
correspond with Falkowski et al. (1998).
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amounts to 1.7� 1018 kJ/9.8�1020 = 0.0017 or
0.17%. Thus, on average, in the oceans, 0.0007
mol C is fixed per mole of incident photons; this
is equivalent to an effective quantum requirement
of 1,400 quanta per CO2 fixed. This value is less
than 1% of the theoretical maximum quantum effi-
ciency of photosynthesis; the relatively small
realized efficiency is due to the fact that photons
incident on the ocean surface have a small prob-
ability of being absorbed by phytoplankton before
they are either absorbed by water or other mole-
cules (e.g., organic matter), or are scattered back to
space.

15.4.4.1 Comparing efficiencies for oceanic
and terrestrial primary production

The average chlorophyll concentration of the
world ocean is 0.24mgm�3 and the average
euphotic zone depth is 54 m; thus the average
integrated chlorophyll concentration is �13 mg
m�2. Carbon to chlorophyll ratios of phytoplank-
ton typically range between 40:1 and 100:1 by
weight (Banse, 1977). Given the total area of the
ocean of 3.1�108 km2, the total carbon biomass in
phytoplankton is 0.25–0.65 Pg. If NPP is �40 Pg
per annum, and assuming the ocean is in steady
state (a condition we will discuss in more detail),
the living phytoplankton biomass turns over
60–150 times per year, which is equivalent to a
turnover time of 2–6 d. In contrast, terrestrial
plant biomass amounts to �600–1,000 Pg C, most
of which is in the form of wood (Woodwell et al.,
1978). Estimates of terrestrial plant NPP are in the
range of 50–65 Pg C per annum, which gives an
average turnover time of �12–20 yr (Field et al.,
1998). Thus, the flux of carbon through aquatic
photosynthetic organisms is about 1,000-fold faster
than terrestrial ecosystems, while the storage of
carbon in the latter is about 1,000-fold higher
than the former. Moreover, the total photon flux
to terrestrial environments amounts to �2�1018
mol yr�1, which gives an effective quantum yield
of �0.002. In other words, on average one CO2

molecule is fixed for every 500 incident photons.
The results of these calculations suggest that ter-
restrial vegetation is approximately three times
more efficient in utilizing incident solar radiation
to fix carbon than are aquatic photoautotrophs.
This situation arises primarily from the relative
paucity of aquatic photoautotrophs in the ocean
and the fact that they must compete with the
media (water) for light.

This comparison points out a fundamental dif-
ference between the two ecosystems in the context
of the global carbon cycle. On timescales of dec-
ades to centuries, carbon fixed in terrestrial
ecosystems can be temporarily stored in organic
matter (e.g., forests), whereas most of the carbon
fixed by marine phytoplankton is rapidly

consumed by grazers or sinks and is transferred
from the surface ocean to the ocean interior. Upon
entering the ocean interior, virtually all of the
organic matter is oxidized by heterotrophic
microbes, and in the process is converted back to
inorganic carbon. Elucidating how this transfer
occurs, what controls it, how much carbon is trans-
ferred via this mechanism, on what timescales, and
whether the process is in steady state was a major
focus for research in the latter portion of the twen-
tieth century.

15.5 EXPORT, NEWAND ‘‘TRUE NEW’’
PRODUCTION

We can imagine that NPP produced by photo-
autotrophs in the upper, sunlit regions of the ocean
(the euphotic zone) is consumed in the same gen-
eral region by heterotrophs. In such a case, the
basic reaction given by Equation (4) is simply
balanced in the reverse direction due to respiration
by heterotrophic organisms, and no organic matter
leaves the ecosystem. This very simple ‘‘balanced
state’’ model, also referred to as the microbial loop
(e.g., Azam, 1998), accounts for the fate of most of
the organic matter in the oceans (and on timescales
of decades, terrestrial ecosystems as well). In mar-
ine ecology, this process is sometimes called
‘‘regenerated production’’; i.e., organic matter pro-
duced by photoautotrophs is locally regenerated to
inorganic nutrients (CO2, NH4

+, PO3
2�) by hetero-

trophic respiration. It should be noted here that
with the passage of organic matter from one level
of a marine food chain to the next (e.g., from
primary producer to heterotrophic consumer), a
metabolic ‘‘tax’’ must be paid in the form of
respiration, such that the net metabolic potential
of the heterotrophic biomass is always less than
that of the primary producers. This does not
mean, a priori, that photoautotrophic biomass is
always greater, as heterotrophs may grow slowly
and accumulate biomass; however, as heterotrophs
grow faster, their respiratory rates must invariably
increase. The rate of production (i.e., the energy
flux) of heterotrophic biomass is always con-
strained by NPP.

Let us imagine a second scenario. Some fraction
of the primary producers and/or heterotrophs sink
below a key physical gradient, such as a thermo-
cline, and for whatever reason cannot ascend back
into the euphotic zone. If the water column is very
deep, sinking organic matter will most likely be
consumed by heterotrophic microbes in the ocean
interior. The flux of organic carbon from the
euphotic zone is often called export production, a
term coined by Wolfgang Berger. Export produc-
tion is an important conduit for the exchange of
carbon between the upper ocean and the ocean
interior (Berger et al., 1987). This conduit depletes
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the upper ocean of inorganic carbon and other
nutrients essential for photosynthesis and the bio-
synthesis of organic matter. In the central ocean
basins, export production is a relatively small frac-
tion of total primary production, amounting to 5–
10% of the total carbon fixed per annum (Dugdale
and Wilkerson, 1992). At high latitudes and in
nutrient-rich areas, however, diatoms and other
large, heavy cells can form massive blooms and
sink rapidly. In such regions, export production can
account for 50% of the total carbon fixation
(Bienfang, 1992; Campbell and Aarup, 1992;
Sancetta et al., 1991; Walsh, 1983). The subse-
quent oxidation and remineralization of the
exported production enriches the ocean interior
with inorganic carbon by �200 mM in excess of
that which would be supported solely by air–sea
exchange (Figure 4 and Table 5). This enrichment
is called the biological pump (Broecker et al.,
1980; Sarmiento and Bender, 1994; Volk and
Hoffert, 1985). The biological pump is crucial to

maintaining the steady-state levels of atmospheric
CO2 (Sarmiento et al., 1992; Siegenthaler and
Sarmiento, 1993).

15.5.1 Steady-state versus Transient State

The concepts of new, regenerated, and export
production are central to understanding many
aspects of the role of aquatic photosynthetic
organisms in biogeochemical cycles in the
oceans. In steady state, the globally averaged
fluxes of new nutrients must match the loss of
the nutrients contained in organic material. If this
were not so, there would be a continuous deple-
tion of nutrients in the euphotic zone and
photoautotrophic biomass and primary produc-
tion would slowly decline (Eppley, 1992). Thus,
in the steady state, the sinking fluxes of organic
nitrogen and the production of N2 by denitrifying
bacteria must equal the sum of the upward fluxes

Figure 4 Vertical profiles of total dissolved inorganic carbon (TIC) in the ocean. Curve A corresponds to a theoretical
profile that would have been obtained prior to the Industrial Revolution with an atmospheric CO2 concentration of
280 mmolmol�1. The curve is derived from the solubility coefficients for CO2 in seawater, using a typical thermal and
salinity profile from the central Pacific Ocean, and assumes that when surface water cools and sinks to become deep
water it has equilibrated with atmospheric CO2. Curve B corresponds to the same calculated solubility profile of TIC,
but in the year 1995, with an atmospheric CO2 concentration of 360mmolmol�1. The difference between these two
curves is the integrated oceanic uptake of CO2 from anthropogenic emissions since the beginning of the Industrial
Revolution, with the assumption that biological processes have been in steady state (and hence have not materially
affected the net influx of CO2). Curve C is a representative profile of measured TIC from the central Pacific Ocean. The
difference between curve C and B is the contribution of biological processes to the uptake of CO2 in the steady state
(i.e. the contribution of the ‘‘biological pump’’ to the TIC pool.) (courtesy of Doug Wallace and the World Ocean

Circulation Experiment).
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of inorganic nitrogen, nitrogen fixation, and the
atmospheric deposition of fixed nitrogen in the
form of aerosols (the latter is produced largely as
a consequence of air pollution and, to a lesser
extent, from lightning).

15.6 NUTRIENT FLUXES

Primary producers are not simply sacks of
organic carbon. They are composed of six major
elements, namely, hydrogen, carbon, oxygen,
nitrogen, phosphorus, and sulfur, and at least 54
other trace elements and metals (Schlesinger,
1997). In steady state, the export flux of organic
matter to the ocean interior must be coupled to the
upward flux of several of these essential nutrients.
The fluxes of nutrients are related to the elemental
stoichiometry of the organic matter that sinks into
the ocean interior. This relationship, first pointed
out by Alfred Redfield in 1934, was based on the
chemistry of four of the major elements in the
ocean, namely, carbon, nitrogen, phosphorus, and
oxygen.

15.6.1 The Redfield Ratio

In the ocean interior, the ratio of fixed inorganic
nitrogen (in the form of NO3�) to PO4 in the dis-
solved phase is remarkably close to the ratios of the
two elements in living plankton. Hence, it seemed
reasonable to assume that the ratio of the two
elements in the dissolved phase was the result of
the sinking and subsequent remineralization

(i.e., oxidation) of the elements in organic matter
produced in the open ocean. Further, as carbon and
nitrogen in living organisms are largely found in
chemically reduced forms, while remineralized
forms are virtually all oxidized, the remineraliza-
tion of organic matter was coupled to the depletion
of oxygen. The relationship could be expressed
stoichiometrically as

½106ðCH2OÞ16NH31PO
2 –
4 	 þ 138O2

!106CO2 þ 122H2Oþ 16NO –
3

þ PO2 –
4 þ 16Hþ	 ð7Þ

Hidden within this balanced chemical formulation
are biochemical redox reactions, which are con-
tained within specific groups of organisms. (In
the oxidation of organic matter, there is some ambi-
guity about the stoichiometry of O2/P. Assuming
that the mean oxidation level of organic carbon is
that of carbohydrate (as is the case in Equation (9)),
then the oxidation of that carbon is equimolar with
O. Alternatively, some organic matter may be more
or less reduced than carbohydrate, and therefore
require more or less O for oxidation. Note also
that the oxidation of NH3 to NO3

� requires four
atoms of O, and leads to the formation of one
H2O and one H+.) When the reactions primarily
occur at depth, Equation (7) is driven to the right,
while when the reactions primarily occur in the
euphotic zone, they are driven to the left. Note
that in addition to reducing CO2 to organic matter,
formation of organic matter by photoautotrophs
requires reduction of nitrate to the equivalent of
ammonia. These two forms of nitrogen are criti-
cally important in helping to quantify ‘‘new’’ and
export production.

15.7 NITRIFICATION

NO3
� is produced via oxidation of NH3 by a

specific group of eubacteria, the nitrifiers, that are
oblibate aerobes found primarily in the water col-
umn. The oxidation of NH3 is coupled to the
reduction of inorganic carbon to organic matter;
hence nitrification is an example of a chemoauto-
trophic process that couples the aerobic nitrogen
cycle to the carbon cycle. However, because the
thermodynamic gradient is very small, the effi-
ciency of carbon fixation by nitrifying bacteria is
low and does not provide an ecologically signifi-
cant source of organic matter in the oceans. In the
contemporary ocean, global CO2 fixation by mar-
ine nitrifying bacteria only amounts to �0.2 Pg C
per annum, or �0.5% of marine photoautotrophic
carbon fixation.

There are two major sources of nutrients in the
euphotic zone. One is the local regeneration of
simple forms of combined elements (e.g., NH4

+,
HPO4

2�, SO4
2�) resulting from the metabolic

Table 5 Export production and ef ratios calculated
from the model of Laws et al. (2000).

Export
(GtC y�1)

ef

Ocean basin
Pacific 4.3 0.19
Atlantic 4.3 0.25
Indian 1.5 0.15
Antarctic 0.62 0.28
Arctic 0.15 0.56
Mediterranean 0.19 0.24
Global 11.1 0.21
Total production
Oligotrophic
(chl a< 0.1 mg m�3)

1.04 0.15

Mesotrophic
(0.1� chl a<1.0 mg m�3)

6.5 0.18

Eutrophic
(chl a� 1.0 mg m�3)

3.6 0.36

Ocean depth
0� 100 m 2.2 0.31
100m–1 km 1.4 0.33
>1 km 7.4 0.18
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activity of metazoan and microbial degradation.
The second is the influx of distantly produced,
‘‘new’’ nutrients, imported from the deep ocean,
the atmosphere (i.e., nitrogen fixation, atmospheric
pollution), or terrestrial runoff from streams, rivers,
and estuaries (Dugdale and Goering, 1967). In the
open ocean, these two sources can be usefully
related to the form of inorganic nitrogen assimi-
lated by phytoplankton. Because biological
nitrogen fixation is relatively low in the ocean
(see below) and nitrification in the upper mixed
layer is sluggish relative to the assimilation of
nitrogen by photoautotrophs, nitrogen supplied
from local regeneration is assimilated before it
has a chance to become oxidized. Hence, regener-
ated nitrogen is primarily in the form of ammonium
or urea. In contrast, the fixed inorganic nitrogen in
the deep ocean has sufficient time (hundreds of
years) to become oxidized, and hence the major
source of new nitrogen is in the form of nitrate.
Using 15NH4 and

15NO3 as tracers, it is possible to
estimate the fraction of new nitrogen that fuels
phytoplankton production (Dugdale and
Wilkerson, 1992). This approach provides an esti-
mate of both the upward flux of nitrate required to
sustain the 15NO3

� supported production, as well as
the downward flux of organic carbon, which is
required to maintain a steady-state balance
(Dugdale and Wilkerson, 1992; Eppley and
Peterson, 1979).

15.7.1 Carbon Burial

On geological timescales, there is one important
fate for NPP, namely, burial in the sediments. By
far the largest reservoir of organic matter on Earth
is locked up in rocks (Table 1). Virtually all of this
organic carbon is the result of the burial of exported
marine organic matter in coastal sediments over
literally billions of years of Earth’s history. On
geological timescales, the burial of marine NPP
effectively removes carbon from biological cycles,
and places most (not all) of that carbon into the
slow carbon cycle. A small fraction of the organic
matter escapes tectonic processing via the Wilson
cycle and is permanently buried, mostly in conti-
nental rocks. The burial of organic carbon is
inferred not from direct measurement, but rather
from indirect means. One of the most common
proxies used to derive burial on geological time-
scales is based on isotopic fractionation of
carbonates. The rationale for this analysis is that
the primary enzyme responsible for inorganic car-
bon fixation is ribulose 1,5-bisphosphate
carboxylase/oxygenase (RuBisCO), which cata-
lyzes the reaction between ribulose 1,5-
bisphosphate and CO2 (not HCO3

�), to form two
molecules of 3-phosphoglycerate. The enzyme
strongly discriminates against 13C, such that the

resulting isotopic fractionation amounts to �27‰
relative to the source carbon isotopic value. The
extent of the actual fractionation is somewhat vari-
able and is a function of carbon availability and of
the transport processes for inorganic carbon into
the cells, as well as the specific carboxylation path-
way (Laws et al., 1997). However, regardless of the
quantitative aspects, the net effect of carbon fixa-
tion is an enrichment of the inorganic carbon pool
in 13C, while the organic carbon produced is
enriched in 12C.

15.7.2 Carbon Isotope Fractionation in
Organic Matter and Carbonates

The isotopic fractionation in carbonates mirrors
the relative amount of organic carbon buried. It is
generally assumed that the source carbon, from
vulcanism (the so-called ‘‘mantle’’ carbon) has an
isotopic value of approximately �5‰. As mass
balance must constrain the isotopic signatures of
carbonate carbon and organic carbon with the man-
tle carbon, then

forg ¼ dw – dcarb
�B

ð8Þ

where forg is the fraction of organic carbon buried,
�w is the average isotopic content of the carbon
weathered, �carb is the isotopic signature of the
carbonate carbon, and �B the isotopic difference
between organic carbon and carbonate carbon
deposited in the ocean. Equation (8) is a steady-
state model that presumes the source of carbon
from the mantel is constant over geological time.
This basic model is the basis of nearly all estimates
of organic carbon burial rates (Berner et al., 1983;
Kump and Arthur, 1999).

Carbonate isotopic analyses reveal positive
excursions (i.e., implying organic carbon burial)
in the Proterozioc, and more modest excursions
throughout the Phanaerozic (Figure 5). Burial of
organic carbon on geological timescales implies
that export production must deviate from the steady
state on ecological timescales. Such a deviation
requires changing one or more of (i) ocean nutrient
inventories, (ii) the utilization of unused nutrients
in enriched areas, (iii) the average elemental com-
position of the organic material, or (iv) the ‘‘rain’’
ratios of particulate organic carbon to particulate
inorganic carbon to the seafloor.

15.7.3 Balance between Net Primary
Production and Losses

In the ecological theater of aquatic ecosystems,
the observed photoautotrophic biomass at any
moment in time represents a balance between the
rate of growth and the rate of removal of that
trophic level. The burial of organic carbon in the

Nitrification 521



Figure 5 Phanerozoic �13Ccarb record. The Jurassic through the Cenozoic record was generated from bulk sediment carbonates primarily from open ocean Atlantic Deep Sea Drilling
Project boreholes; Lower Jurassic samples were used from the Mochras Borehole (Wales) (Katz et al., in review). Dashed intervals indicate data gaps. Singular spectrum analysis was
used to generate the Mesozoic–Cenozoic curve. The Paleozoic record was generated from brachiopods (Veizer et al., 1999; note that the timescale has been adjusted from the original
reference by interpolating between period boundaries). Data were averaged for each time slice to obtain the Paleozoic curve. The timescales of Berggren et al. (1995; Cenozoic), Gradstein

et al. (1995; Mesozoic), and GSA (Paleozoic) were used.



lithosphere requires that the ecological balance
between NPP and respiration diverge; i.e., the glo-
bal ocean must be net autotropic. For simplicity, we
can express the time-dependent change in photo-
autrophic biomass by a linear differential equation:

dP=dt ¼ ½P	ðm –mÞ ð9Þ
where ½P	 is photoautrophic biomass (e.g., organic
carbon), m is the specific growth rate (units of 1/
time), and m is the specific mortality rate (units of
1/time). In this equation, we have lumped all mor-
tality terms, such as grazing and sinking together
into one term, although each of these loss processes
can be given explicitly (Banse, 1994). Two things
should be noted regarding Equation (9). First, m
and m are independent variables; i.e., changes in P
can be independently ascribed to one or the other
process. Second, by definition, a steady state exists
when dP=dt is zero.

15.7.4 Carbon Burial in the Contemporary
Ocean

The burial of organic carbon in the modern
oceans is primarily confined to a few regions
where the supply of sediments from terrestrial
sources is extremely high. Such regions include
the Amazon outfall and Indonesian mud belts. In
contrast, the oxidation of organic matter in the
interior of the contemporary ocean is extremely
efficient; virtually no carbon is buried in the deep
sea. Similarly, on most continental margins,
organic carbon that reaches the sediments is con-
sumed by microbes within the sediments, such that
very little is actually buried in the contemporary
ocean (Aller, 1998). The solution to Equation (9)
must be close to zero; and consequently, in the
absence of human activities, the oxygen content
of Earth’s atmosphere is very close to steady state
and has been zso for tens, if not hundreds, of
millions of years.

15.7.5 Carbon Burial in the Precambrian
Ocean

In contrast, carbon burial in the Proterozoic
ocean must have occurred as oxygen increased in
the atmosphere; i.e., the global solution to Equation
(9) must have been >0. Photoautotrophic biomass
could have increased until some element became
limiting. Thus, the original feedback between the
production of photoautotrophic biomass in the
oceans and the atmospheric content of oxygen
was determined by an element that limited the
crop size of the photoautotrophs in the Archean
or Proterozoic ocean. What was that element, and
why did it become limiting?

15.8 LIMITING MACRONUTRIENTS

A general feature of aquatic environments is that
because the oxidation of organic nutrients to their
inorganic forms occurs below the euphotic zone
where the competing processes of assimilation of
nutrients by photoautotrophs do not occur, the
pools of inorganic nutrients are much higher at
depth. As the only natural source of photosynthe-
tically active radiation is the sun, the gradients of
light and nutrients are from opposite directions.
Thermal or salinity differences in the surface layers
produce vertical gradients in density that effec-
tively retard the vertical fluxes of soluble
nutrients from depth. Thus, in the surface layers
of a stratified water column, nutrients become
depleted as the photoautotrophs consume them at
rates exceeding their rate of vertical supply. Indeed,
throughout most of the world oceans, the concen-
trations of dissolved inorganic nutrients, especially
fixed inorganic nitrogen and phosphate, are
exceedingly low, often only a few nM. One or the
other of these nutrients can limit primary produc-
tion. However, the concept of limitation requires
some discussion.

15.8.1 The Two Concepts of Limitation

The original notion of limitation in ecology was
related to the yield of a crop. A limiting factor was
the substrate least available relative to the require-
ment for synthesis of the crop (Liebig, 1840). This
concept formed a strong underpinning of agricul-
tural chemistry and was used to design the
elemental composition of fertilizers for commercial
crops. This concept subsequently was embraced by
ecologists and geochemists as a general ‘‘law’’
(Odum, 1971).

Nutrients can also limit the rate of growth of
photoautotrophs (Blackman, 1905; Dugdale,
1967). Recall that if organisms are in balanced
growth, the rate of uptake of an inorganic nutrient
relative to the cellular concentration of the nutrient
defines the growth rate (Herbert et al., 1956). The
uptake of inorganic nutrients is a hyperbolic func-
tion of the nutrient concentration and can be
conveniently described by a hyperbolic expression
of the general form

V ¼ ðVmaxðU ; . . .ÞÞ=ðKs þ ðU ; . . .ÞÞ ð10Þ
where V is the instantaneous rate of nutrient
uptake, Vmax is the maximum uptake rate, (U ,. . .)
represent the substrate concentration of nutrient U,
etc., and Ks is the concentration supporting half the
maximum rate of uptake (Dugdale, 1967; Monod,
1942). There can be considerable variation
between species with regard to Ks and Vmax

values and these variations are potential sources
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of competitive selection (Eppley et al., 1969;
Tilman, 1982).

It should be noted that Liebig’s notion of limita-
tion was not related a priori to the intrinsic rate of
photosynthesis or growth. For example, photosyn-
thetic rates can be (and often are) limited by light or
temperature. The two concepts of limitation (yield
and rate) are often not understood correctly: the
former is more relevant to biogeochemical cycles,
the latter is more critical to selection of species in
ecosystems.

15.9 THE EVOLUTION OF THE
NITROGEN CYCLE

Globally, nitrogen and phosphorus are the two
elements that immediately limit, in a Liebig sense,
the biologically mediated carbon assimilation in
the oceans by photoautotrophs. It is frequently
argued that since N2 is abundant in both the
ocean and the atmosphere, and, in principle, can
be biologically reduced to the equivalent of NH3 by
N2-fixing cyanobacteria, nitrogen cannot be limit-
ing on geological timescales (Barber, 1992;
Broecker et al., 1980; Redfield, 1958). Therefore,
phosphorus, which is supplied to the ocean by the
weathering of continental rocks, must ultimately
limit biological productivity. The underlying
assumptions of these tenets should, however, be
considered within the context of the evolution of
biogeochemical cycles.

By far, the major source of fixed inorganic
nitrogen for the oceans is via biological nitrogen
fixation. Although in the Archean atmosphere,
electrical discharge or bolide impacts may have
promoted NO formation from the reaction between
N2 and CO2, the yield for these reactions is extre-
mely low. Moreover, atmospheric NH3 would have
photodissociated from UV radiation (Kasting,
1990), while N2 would have been stable (Kasting,
1990; Warneck, 1988). Biological N2 fixation is a
strictly anaerobic process (Postgate, 1971), and the
sequence of the genes encoding the catalytic sub-
units for nitrogenase is highly conserved in
cyanobacteria and other eubacteria, strongly sug-
gesting a common ancestral origin (Zehr et al.,
1995). The antiquity and homology of nitrogen
fixation capacity also imply that fixed inorganic
nitrogen was scarce prior to the evolution of diazo-
trophic organisms; i.e., there was strong
evolutionary selection for nitrogen fixation in the
Archean or early Proterozoic periods. In the con-
temporary ocean, N2 is still catalyzed solely by
prokaryotes, primarily cyanobacteria (Capone and
Carpenter, 1982).

While apatite and other calcium-based and sub-
stituted solid phases of phosphate minerals
precipitated in the primary formation of crustal
sediments, secondary reactions of phosphate with

aluminum and transition metals such as iron are
mediated at either low salinity, low pH, or high
oxidation states of the cations (Stumm and
Morgan, 1981). Although these reactions would
reduce the overall soluble phosphate concentration,
the initial condition of the Archean ocean probably
had a fixed low N:P ratio in the dissolved inorganic
phase. As N2 fixation proceeded, that ratio would
have increased with a buildup of ammonium in the
ocean interior. The accumulation of fixed nitrogen
in the oceans would continue until the N:P ratio of
the inorganic elements reached equilibrium with
the N:P ratio of the sedimenting particulate organic
matter (POM). Presumably, the latter ratio would
approximate that of extant, nitrogen-fixing marine
cyanobacteria, which is �16:1 by atoms (Copin-
Montegut and Copin-Montegut, 1983; Redfield,
1958; Quigg et al., 2003) or greater (Letelier
et al., 1996) and would ultimately be constrained
by the availability of phosphate (Falkowski, 1997;
Tyrell, 1999).

The formation of nitrate from ammonium by
nitrifying bacteria requires molecular oxygen;
hence, nitrification must have evolved following
the formation of free molecular oxygen in the
oceans by oxygenic photoautotrophs. Therefore,
from a geological perspective, the conversion of
ammonium to nitrate probably proceeded rapidly
and provided a substrate, NO3

�, that eventually
could serve both as a source of nitrogen for photo-
autotrophs and as an electron acceptor for a diverse
group of heterotrophic, anaerobic bacteria, the
denitrifiers.

In the sequence of the three major biological
processes that constitute the nitrogen cycle, deni-
trification must have been the last to emerge.
This process, which permits the reduction of
NO3
� to (ultimately) N2, occurs in the modern

ocean in three major regions, namely, continental
margin sediments, areas of restricted circulation
such as fjords, and oxygen minima zones of per-
ennially stratified seas (Christensen et al., 1987;
Codispoti and Christensen, 1985; Devol, 1991;
Nixon et al., 1996). In all cases, the process
requires hypoxic or anoxic environments and is
sustained by high sinking fluxes of organic mat-
ter. Denitrification appears to have evolved
independently several times; the organisms and
enzymes responsible for the pathway are highly
diverse from a phylogenetic and evolutionary
standpoint.

With the emergence of denitrification, the ratio
of fixed inorganic nitrogen to dissolved inorganic
phosphate in the ocean interior could only be
depleted in nitrogen relative to the sinking flux of
the two elements in POM. Indeed, in all of the
major basins in the contemporary ocean, the N:P
ratio of the dissolved inorganic nutrients in the
ocean interior is conservatively estimated at 14.7
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by atoms (Fanning, 1992) or less (Anderson and
Sarmiento, 1994) (Figure 6).

There are three major conclusions that may be
drawn from the foregoing discussion:

(i) Because the ratio of the sinking flux of parti-
culate organic nitrogen and particulate phosphorus
exceeds the N:P ratio of the dissolved pool of
inorganic nutrients in the ocean interior, the aver-
age upward flux of inorganic nutrients must be
slightly enriched in phosphorus relative to nitrogen
as well as to the elemental requirements of the
photoautotrophs (Gruber and Sarmiento, 1997;
Redfield, 1958). Hence, although there are some
exceptions (Kromer, 1995; Wu et al., 2000), dis-
solved, inorganic fixed nitrogen generally limits
primary production throughout most of the world’s
oceans (Barber, 1992; Falkowski et al., 1998).
(ii) The N:P ratio of the dissolved pool of inor-

ganic nutrients in the ocean interior was established
by biological processes, not vice versa (Redfield
et al., 1963, 1934). The elemental composition of
marine photoautotrophs has been conserved since
the evolution of the eukaryotic phytoplankton

(Lipps, 1993). The Redfield N:P ratio of 16:1 for
POM (Codispoti, 1995; Copin-Montegut and
Copin-Montegut, 1983; McElroy, 1983; Redfield
et al., 1963, 1958) is an upper bound, which is not
observed for the two elements in the dissolved
inorganic phase in the ocean interior. The deficit
in dissolved inorganic fixed nitrogen relative to
soluble phosphate in the ocean represents a slight
imbalance between nitrogen fixation and denitrifi-
cation on timescales of �103–104 yr (Codispoti,
1995).

(iii) If dissolved inorganic nitrogen rather than
phosphate limits productivity in the oceans, then it
follows that the ratio of nitrogen fixation/denitrifi-
cation plays a critical role in determining the net
biologically mediated exchange of CO2 between
the atmosphere and ocean (Codispoti, 1995).

15.10 FUNCTIONAL GROUPS

As we have implied throughout the foregoing
discussion, the biologically mediated fluxes of ele-
ments between the upper ocean and the ocean

Figure 6 (a)–(c) Vertical profiles of NO3
�/HPO4

3� ratios in each of the three major ocean basins. The data were taken
from the GEOSECS database. In all three basins, the N:P ratio converges on an average value that is significantly lower
than the 16:1 ratio predicted by Redfield. The deficit in nitrogen relative to phosphorus is presumed to be a result of
denitrification. Note that in the upper 500 m of the water column, NO3

�/HPO4
3� ratios generally decline except in a

portion of the Atlantic that corresponds to the eastern Mediterranean.
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interior are critically dependent upon key groups of
organisms. Fluxes between the atmosphere and
ocean, as well as between the ocean and the litho-
sphere, are mediated by organisms that catalyze
phase state transitions from either gas to solute/
solid or from solute to solid/gas phases. For exam-
ple, autotrophic carbon fixation converts gaseous
CO2 to a wide variety of organic carbon molecules,
virtually all of which are solid or dissolved solids at
physiological temperatures. Respiration accom-
plishes the reverse. Nitrogen fixation converts
gaseous N2 to ammonium and thence to organic
molecules, while denitrification accomplishes the
reverse. Calcification converts dissolved inorganic
carbon and calcium to solid phase calcite and ara-
gonite, whereas silicification converts soluble
silicic acid to solid hydrated amorphous opal.
Each of these biologically catalyzed processes is
dependent upon specific metabolic sequences (i.e.,
gene families encoding a suite of enzymes) that
evolved over hundreds of millions of years of
Earth’s history, and have, over corresponding per-
iods, led to the massive accumulation of oxygen in
the atmosphere, and opal, carbonates, and organic
matter in the lithosphere. Presumably, because of
parallel evolution as well as lateral gene transfer,
these metabolic sequences have frequently co-
evolved in several groups of organisms that, more
often than not, are not closely related from a phy-
logenetic standpoint (Falkowski, 1997). Based on
their biogeochemical metabolism, these homolo-
gous sets of organisms are called functional
groups or biogeochemical guilds; i.e., organisms
that are related through common biogeochemical
processes rather than a common evolutionary
ancestor affiliation.

15.10.1 Siliceous Organisms

In the contemporary ocean, the export of parti-
culate organic carbon from the euphotic zone is
highly correlated with the flux of particulate sili-
cate. Most of the silicate flux is a consequence of
precipitation of dissolved orthosilicic acid by dia-
toms to form amorphous opal that makes up the
cell walls of these organisms. These hard-shelled
cell walls presumably help the organisms avoid
predation, or if ingested, increase the likelihood
of intact gut passage through some metazoans
(Smetacek, 1999). In precipitating silicate, diatoms
simultaneously fix carbon. Upon depleting the
euphotic zone of nutrients, the organisms fre-
quently sink en masse, and while some are grazed
en route, many sink as intact cells. Ultimately,
either fate leads to the gravitationally driven export
flux of particulate organic carbon into the ocean
interior.

Silica is supplied to the oceans from the weath-
ering of continental rocks. Because of

precipitation by silicious organisms, however,
the ocean is relatively depleted in dissolved silica.
Although diatom frustules (their silicified cell
walls) tend to dissolve and are relatively poorly
preserved in marine sediments, enough silica is
buried to keep the seawater undersaturated,
throughout the ocean. As the residence time of
silica in the oceans is �104 yr (i.e., about an
order of magnitude longer than the mean deep-
water circulation), one can get an appreciation for
the silicate demands and regeneration rates by
following the concentration gradients of dissolved
silica along isopycnals. While these demands are
generally attributed to diatoms, radiolarians (a
group of nonphotosynthetic, heterotrophic pro-
tists with silicious tests that are totally unrelated
to diatoms) are not uncommon, and radiolarian
shells are abundant in the sediments of Southern
Ocean. Silica is also precipitated by various
sponges and other protists. As a functional
group, the silicate precipitators are identified by
their geochemical signatures in the sediments and
in the silica chemistry of the oceans.

15.10.2 Calcium Carbonate Precipitation

Like silica precipitation, calcium carbonate is
not confined to a specific phylogenetically distinct
group of organisms, but evolved (apparently inde-
pendently) several times in marine organisms.
Carbonate sediments blanket much of the Atlantic
basin, and are formed from the shells of both coc-
colithophorids and foraminifera (Milliman, 1993).
(In the Pacific, the carbon compensation depth is
generally higher than the bottom, and hence, in that
basin carbonates tend to dissolve rather than
become buried.) As the crystal structure of the
carbonates in both groups is calcite (as opposed
to the more diagenetically susceptible aragonite),
the preservation of these minerals and their co-
precipitating trace elements provides an invaluable
record of ocean history. Although on geological
timescales huge amounts of carbon are removed
from the atmosphere and ocean and stored in the
lithosphere as carbonates, on ecological
timescales, carbonate formation leads to the forma-
tion of CO2. This reaction can be summarized by
the following:

2HCO –
3 þ Ca2þ ! CaCO3 þ CO2 þ H2O ð11Þ

Unlike silicate precipitation, calcium carbonate
precipitation leads to strong optical signatures that
can be detected both in situ and remotely (Balch
et al., 1991; Holligan and Balch, 1991). The basic
principle of detection is the large, broadband (i.e.,
‘‘white’’) scattering cross-sections of calcite. The
high scattering cross-sections are detected by satel-
lites observing the upper ocean as relatively highly
reflective properties (i.e., a ‘‘bright’’ ocean). Using
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this detection scheme, one can reconstruct global
maps of planktonic calcium carbonate precipitating
organisms in the upper ocean. In situ analysis can
be accompanied by optical rotation properties
(polarization) to discriminate calcite from other
scattering particles. In situ profiles of calcite can
be used to construct the vertical distribution of
calcium carbonate-precipitating planktonic organ-
isms that would otherwise not be detected by
satellite remote sensing because they are too deep
in the water column.

Over geological time, the relative abundances of
key functional groups change. For example, rela-
tive coccolithophorid abundances generally
increased through the Mesozoic, and underwent a
culling at the Cretaceous Tertiary (K/T) boundary,
followed by a general waning throughout the
Cenozoic. The changes in the coccolithophorid
abundances appear to follow eustatic sea-level var-
iations, suggesting that transgressions lead to
higher calcium carbonate deposition. In contrast,
diatom sedimentation increases with regressions
and, since the K/T impact, diatoms have generally
replaced coccolithophorids as ecologically impor-
tant eukaryotic phytoplankton. On much finer
timescales during the Pleistocene, it would appear
that interglacial periods favor coccolithophorid
abundance, while glacial periods favor diatoms.
The factors that lead to glacial–interglacial varia-
tions between these two functional groups are
relevant to elucidating their distributions in the
contemporary ecological setting of the ocean
(Tozzi, 2001).

15.10.3 Vacuoles

In addition to a silicic acid requirement, dia-
toms, in contrast to dinoflagellates and
coccolithophores, have evolved a nutrient storage
vacuole (Raven, 1987). The vacuole, which occu-
pies �35% of the volume of the cell, can retain
high concentrations of nitrate and phosphate.
Importantly, ammonium cannot be (or is not)
stored in a vacuole. The vacuole allows diatoms
to access and hoard pulses of inorganic nutrients,
thereby depriving potentially competing groups of
these essential resources. Consequently, diatoms
thrive best under eutrophic conditions and in tur-
bulent regions where nutrients are supplied with
high pulse frequencies.

The competition between diatoms and cocco-
lithophorids can be easily modeled by a resource
acquisition model based on nutrient uptake
(Equation (9)). In such a model, diatoms dominate
under highly turbulent conditions, when their nutri-
ent storage capacity is maximally advantageous,
while coccolithophorids dominate under relatively
quiescent conditions (Tozzi et al., 2003).

The geological record during the Pleistocene
reveals a periodicity of opal/calcite deposition cor-
responding to glacial/interglacial periods. Such
alterations in mineral deposition are probably
related to upper ocean turbulence; i.e., the sedimen-
tary record is a ‘‘fax’’ machine of mixing
(Falkowski, 2002). Glacial periods appear to be
characterized by higher wind speeds and a stronger
thermal contrast between the equator and the poles.
These two factors would, in accordance with the
simple nutrient uptake model, favor diatoms over
coccolithophores. During interglacials, more
intense ocean stratification, weaker winds, and a
smaller thermal contrast between the equator and
the poles would tend to reduce upper-ocean mixing
and favor coccolithophores (Iglesias-Rodriguez
et al., 2002). While other factors such as silica
availability undoubtedly also influenced the rela-
tive success of diatoms and coccolithophores on
these timescales, we suggest that the climatically
forced cycle, played out on timescales of 40 kyr
and 100 kyr (over the past 1.9Myr), can be under-
stood as a long-term competition that never reaches
an exclusion equilibrium condition (Falkowski
et al., 1998).

Can the turbulence argument be extended to
even longer timescales to account for the switch
in the dominance from coccolithophorids to dia-
toms in the Cenozoic? The fossil record of diatoms
in the Mesozoic is obscured by problems of pre-
servation; however several species are preserved in
the late Jurassic (Harwood and Nikolaev, 1995),
suggesting that the origins were in the early
Jurassic or perhaps as early as the Triassic. It is
clear, however, that this group did not contribute
nearly as much to export production during
Mesozoic times. We suggest that the ongoing suc-
cessional displacement of coccolithophores by
diatoms in the Cenozoic is, to first order, driven
by tectonics (i.e., the Wilson cycle). The Mesozoic
period was relatively warm and was characterized
by a two-cell Hadley circulation, with obliquity
greater than 37
, resulting in a thoroughly mixed
atmosphere with nearly uniform temperatures over
the surface of the Earth. The atmospheric meridio-
nal heat transport decreased the latitudinal
thermogradients; global winds and ocean circula-
tion were both sluggish (Huber et al., 1995). This
relatively quiescent period of Earth’s history was
ideal for coccolithophorids. Following the K/T
impact, and more critically, the onset of polar ice
caps about 32 Ma, the Hadley circulation changed
dramatically. Presently, there are six Hadley cells,
and the atmosphere has become drier. The net
result is more intense thermohaline circulation,
greater wind mixing and decreased stability
(Barron et al., 1995; Chandler et al., 1992).
Associated with this decreased stability is the rise
of the diatoms.
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Over the past 50Myr, both carbon and oxygen
isotopic records in fossil foraminifera suggest that
there has been a long-term depletion of CO2 in the
ocean–atmosphere system and a decrease in tem-
perature in the ocean interior. The result has been
increased stratification of the ocean, which has, in
turn, led to an increased importance for wind-dri-
ven upwelling and mesoscale eddy turbulence in
providing nutrients to the euphotic zone. The eco-
logical dominance of diatoms under sporadic
mixing conditions suggests that their long-term
success in the Cenozoic reflects an increase in
event-scale turbulent energy dissipation in the
upper ocean. But, was the Wilson cycle the only
driver?

Although weathering of siliceous minerals by
CO2 (the so-called ‘‘Urey reactions’’; but see
(Berner and Maasch, 1996)) contributed to the
long-term flux of silica to the oceans (Berner,
1990), and potentially fostered the radiation of
diatoms in the Cenozoic, by itself, orogeny cannot
explain the relatively sharp increase in diatoms at
the Eocene/Oligocene boundary. Indeed, the sea-
water strontium isotope record does not correspond
with these radiations in diatoms (Raymo and
Ruddiman, 1992). We must look for other contri-
buting processes.

Shortly after, or perhaps coincident with
Paleocene thermal maximum (55 Ma), was a rise
in true grasses (Retallack, 2001). This group,
which rapidly radiated in the Eocene, rose to pro-
minence in Oligocene, a period coincident with a
global climatic drying. During this period, how-
ever, there was a rapid co-evolution of grazing
ungulates that displaced browsers (Janis and
Damuth, 1990). Grasses contain up to 10% dry
weight of silica, which forms micromineral depos-
its in the cell walls; phytoliths (Conley, 2002).
Indeed, the selection of hypsodont (high crown)
dentition in ungulates from the brachydont (leaf
eating) early-appearing browsing mammals, coin-
cides with the widespread distribution of phytoliths
and grit in grassland forage. It is tempting to sug-
gest that the rise of grazing ungulates, which
spurred the radiation of grasses, was, in effect, a
biologically catalyzed silicate weathering process.
The deep-root structure of Eocene grasses certainly
facilitated silicate mobilization into rivers and
groundwaters (Conley, 2002). Additionally, upon
their annual death and decay, the phytoliths of
many temperate grasses are potentially transported
to the oceans via wind.

The feedback between the co-evolution of mam-
mals and grasses and the supply of silicates to the
ocean potentially explains the rapid radiation of
diatoms, and their continued dominance in the
Cenozoic. There is another potential feedback at
play, however, which ‘‘locked in’’ the diatom pre-
eminence. It is likely that the increase in diatom
dominance, and the associated increase in the

efficiency of carbon burial, played a key role in
decreasing atmospheric CO2 over the past 32Myr.
That biological selection may influence climate is
clearly controversial; however, the trends in suc-
cession between taxa on timescales of tens of
millions of years, and cycles in dominance
on shorter geological timescales beg for
explanation.

15.11 HIGH-NUTRIENT, LOW-
CHLOROPHYLL REGIONS—IRON
LIMITATION

On ecological timescales, the biologically
mediated net exchange of CO2 between the ocean
and atmosphere is limited by nutrient supply and
the efficiency of nutrient utilization in the euphotic
zone. There are three major areas of the world
ocean where inorganic nitrogen and phosphate are
in excess throughout the year, yet the mixed-layer
depth appears to be shallower than the critical
depth; these are the eastern equatorial Pacific, the
subarctic Pacific, and Southern (i.e., Antarctic)
Oceans. In the subarctic North Pacific, it has been
suggested that there is a tight coupling between
phytoplankton production and consumption by
zooplankton (Miller et al., 1991). This grazer-lim-
ited hypothesis has been used to explain why the
phytoplankton in the North Pacific do not form
massive blooms in the spring and summer like
their counterparts in the North Atlantic (Banse,
1992). In the mid-1980s, however, it became
increasingly clear that the concentration of trace
metals, especially iron, was extremely low in all
three of these regions (Martin, 1991). Indeed, in the
eastern equatorial Pacific, for example, the concen-
tration of soluble iron in the euphotic zone is only
100–200 pM. Although iron is the most abundant
transition metal in the Earth’s crust, in its most
commonly occurring form, Fe3+, it is virtually
insoluble in seawater. The major source of iron to
the euphotic zone is Aeolian dust, originating from
continental deserts. In the three major areas of the
world oceans with high inorganic nitrogen in the
surface waters and low chlorophyll concentrations,
the flux of Aeolian iron is extremely low (Duce and
Tindale, 1991). In experiments in which iron was
artificially added on a relatively large scale to the
waters in the equatorial Pacific, Southern Ocean,
and subarctic Pacific, there were rapid and dra-
matic increases in photosynthetic energy
conversion efficiency and phytoplankton chloro-
phyll (Abraham et al., 2000; Behrenfeld et al.,
1996; Kolber et al., 1994; Tsuda et al., 2003).
Beyond doubt, NPP and export production in all
three regions are limited by the availability of a
single micronutrient—iron.
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15.12 GLACIAL–INTERGLACIAL
CHANGES IN THE BIOLOGICAL
CO2 PUMP

In the modern (i.e., interglacial) ocean, two
major factors affect iron fluxes. First, changes in
land-use patterns and climate over the past several
thousand years have had, and continue to have,
marked effects on the areal distribution and extent
of deserts. At the height of the Roman Empire
some 2,000 years ago, vast areas of North Africa
were forested, whereas today these same areas are
desert. These changes were climatologically
induced. Similarly, the Gobi Desert in North
Central Asia has increased markedly in modern
times. The flux of Aeolian iron from the Sahara
Desert fuels photosynthesis for most of the North
Atlantic Ocean; that from the Gobi is deposited
over much of the North Pacific (Duce and
Tindale, 1991). The primary source of iron for the
Southern Ocean is Australia, but the prevailing
wind vectors constrain the delivery of the terrestrial
dust to the Indian Ocean. Consequently, the
Southern Ocean is iron limited in the modern
epoch (Martin, 1990).

The second factor in this climatological feed-
back is that the major wind vectors are driven by
atmosphere–ocean heat gradients. Changes in ther-
mal gradients between the equator and poles lead to
changes in wind speed and direction. Wind vectors
prior to glaciations appear to have supported high
fluxes of iron to the Southern Ocean, thereby pre-
sumably stimulating phytoplankton production, the
export of carbon to depth, and the drawdown of
atmospheric CO2 appears to have accompanied
glaciations in the recent geological past (Berger,
1988).

15.13 IRON STIMULATION OF
NUTRIENT UTILIZATION

The enhancement of net export production (i.e.,
‘‘true’’ new production) requires the addition of a
limiting nutrient to the ocean, an increase in the
efficiency of utilization of preformed nutrients in
the upper ocean, and/or a change in the elemental
stoichiometry of primary producers (Falkowski
et al., 1998; Sarmiento and Bender, 1994).
Indeed, an analysis of ice cores from Antarctica,
reconstruction of Aeolian iron depositions and con-
current atmospheric CO2 concentrations over the
past 4.2�105 yr (spanning four glacial–interglacial
cycles) suggests that, when iron fluxes were high,
CO2 levels were low and vice versa (Martin, 1990;
Petit et al., 1999). Variations in iron fluxes were
presumably a consequence of the areal extent of
terrestrial deserts and wind vectors. It is hypothe-
sized that increased fluxes of iron to the high-
nutrient, low chlorophyll Southern Ocean

stimulated phytoplankton photosynthesis and led
to a drawdown of atmospheric CO2. Model calcu-
lations suggest that the magnitude of this
drawdown could have been cumulatively signifi-
cant, and accounted for the observed variations in
atmospheric CO2 recorded in gases trapped in the
ice cores. However, the sedimentary records reveal
large glacial fluxes of organic carbon in low- and
mid-latitude regions; areas that are presumably
nutrient impoverished. Was there another factor
besides iron addition to high-nutrient, low-chloro-
phyll regions that contributed to a net export of
carbon during glacial times?

Given that N:P ratios in the ocean interior are
lower than for the sinking flux, an increase in the
net delivery of fixed inorganic nitrogen to the
ocean would also potentially contribute to a net
drawdown of CO2. The Antarctic ice core records
suggest that atmospheric CO2 declined from �290
mmolmol�1 to �190 mmolmol�1 over a period of
�8� 104 yr between the interglacial and glacial
maxima (Sigman and Boyle, 2000). Assuming a
C:N ratio of about 6.5 by atoms for the synthesis of
new organic matter in the euphotic zone, a simple
equilibrium, three-box model calculation suggests
that 600 Pg of inorganic carbon should have been
fixed by marine photoautotrophs to account for the
change in atmospheric CO2. This amount of carbon
is approximately threefold greater than that
released to the atmosphere from the cumulative
combustion of fossil fuels since the beginning of
the Industrial Revolution. The calculated change in
atmospheric CO2 would have required an addition
of �1.5 Tg fixed nitrogen per annum; this is �2%
of the global mean value in the contemporary
ocean.

15.14 LINKING IRON TO N2 FIXATION

Iron also appears to exert a strong constraint on
N2 fixation in the modern ocean. Nitrogen-fixing
cyanobacteria, like most cyanobacteria, require
relatively high concentrations of iron (Berman-
Frank et al., 2001). The high-iron requirements
come about because these organisms generally
have high requirements for this element in their
photosynthetic apparatus (Fujita et al., 1990), as
well as for nitrogen fixation and electron carriers
that are critical for providing the reductants for
CO2 and N2 fixation in vivo. Increased Aeolian
flux of iron to the oceans during glacial periods
may have therefore not only stimulated the utiliza-
tion of nutrients in high-nutrient, low-chlorophyll
regions, but also stimulated nitrogen fixation by
cyanobacteria, and hence indirectly provided a sig-
nificant source of new nitrogen. Both effects would
have led to increased photosynthetic carbon fixa-
tion, and a net drawdown of atmospheric CO2

(Falkowski, 1997; Falkowski et al., 1998).
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15.15 OTHER TRACE-ELEMENT
CONTROLS ON NPP

Is iron the only limiting trace element in the sea?
Prior to the evolution of oxygenic photosynthesis,
the oceans contained high concentrations (�1 mM)
of dissolved iron in the form of Fe2+ and manga-
nese (>1 mM) in the form of Mn2+, but essentially
no copper or molybdenum; these and other ele-
ments would have been precipitated as sulfides.
Thus, both iron and manganese were readily avail-
able to the early photoautotrophs. The availability
of these two elements permitted the evolution of
the photosynthetic apparatus and the oxygen-evol-
ving system that ultimately became the genetic
template for all oxygenic photoautotrophs
(Blankenship, 1992). Indeed, the availability of
these transition metals, which is largely determined
by the oxidation state of the environment, appears
to account for their use in photosynthetic reactions.
However, over geological time, oxygenic photoau-
totrophs themselves altered the redox state of the
ocean, and hence the availability of the elements in
the soluble phase (Anbar and Knoll, 2002).

As photosynthetic oxygen evolution proceeded
in the Proterozoic oceans, singlet oxygen (1O2),
peroxide (H2O2), superoxide anion radicals (O2

?�),
and hydroxide radicals (?OH) were all formed as
by-products (Kasting, 1990; Kasting et al., 1988).
These oxygen derivatives can oxidize proteins and
photosynthetic pigments as well as cause damage
to reaction centers (Asada, 1994). A range of mole-
cules evolved to scavenge or quench the potentially
harmful oxygen by-products; these include super-
oxide dismutase (which converts O2

?� to O2 and
H2O2), peroxidase (which reduces H2O2 to H2O
by oxidizing an organic cosubstrate for the
enzyme), and catalase (which converts 2H2O2 to
H2O and O2). The oldest superoxide dismutases
contained iron and/or manganese, while the perox-
idases and catalases contained iron (Asada et al.,
1980). These transition metals facilitate the elec-
tron transfer reactions that are at the core of the
respective enzyme activity, and their incorporation
into the proteins undoubtedly occurred because the
metals were readily available (Williams and
Frausto da Silva, 1996). As O2 production pro-
ceeded, the oxidation of Fe2+, Mn2+, and S2�

eventually led to the virtual depletion of these
forms of the elements in the euphotic zone of the
oceans. The depletion of these elements had pro-
found consequences on the subsequent evolution
of life. In the first instance, a number of enzymes
were selected that incorporated alternative transi-
tion metals that were available in the oxidized
ocean. For example, a superoxide dismutase
evolved in the green algae, and hence higher plants
(and many nonphotosynthetic eukaryotes) that uti-
lized copper and zinc (Falkowski, 1997). Similar
metal substitutions occurred in the photosynthetic

apparatus and in mitochondrial electron transport
chains.

The overall consequence of the co-evolution of
oxygenic photosynthesis and the redox state of
the ocean is a relatively well-defined trace-
element composition of the bulk phytoplankton.
Analogous to Redfield’s relationship between
the macronutrients, trace-element analyses
of phytoplankton reveals a relation for
trace elements normalized to cell phosphorus of
(C125N16P1S1.3K1.7Mg0.56Ca0.4)1000Sr4.4Fe7.5Mn3.8-
Zn0.80Cu0.38Co0.19Cd0.21Mo0.03. The relative
composition of transition trace elements in phy-
toplankton is reflected in that of black shales
(Figure 7). Thus, while there is a strong correla-
tion between N:P ratios in phytoplankton and
seawater (Anderson and Sarmiento, 1994;
Lenton and Watson, 2000), there is no parallel
correlation for trace elements (Whitfield, 2001;
Morel and Hudson, 1985) (Figure 7 inset).
There are two underlying explanations for the
lack of a strong relationship. First, low abun-
dance cations that have a valance state of two or
higher are often assimilated with particles,
whether or not they are metabolically required.
Hence, while zinc, manganese, and cobalt are
depleted in surface waters and are used in meta-
bolic cycles, mercury, lanthanum, and other
rare-earth elements are also depleted and have
no known biological function. The profiles of
these elements are dictated, to first order, by
particle fluxes and their ligands. Second, the
absolute abundance of transition metals is criti-
cally dependent on the solubility of the source
minerals, which is, in turn, regulated by redox
chemistry. Most key metabolic pathways
evolved prior to the oxidation of Earth’s atmo-
sphere and ocean, and hence many of the
transition metals selected for catalyzing biologi-
cal redox reactions reflect their relative
abundance under anoxic or suboxic conditions.
For example, although the contemporary ocean
is oxidized, no known metal can substitute for
manganese in the water splitting complex in the
photosynthetic apparatus. Similarly, the photo-
synthetic machinery has maintained a strict
requirement for iron for over 2.8 Ga, and all
nitrogenases require at least 16 iron atoms per
enzyme complex. Some key biological pro-
cesses do not have the flexibility to substitute
trace elements based simply on their availability
(Williams and Frausto da Silva, 1996). Hence,
while oxygenic photoautotrophs indirectly deter-
mine the distribution of the major trace elements
in the ocean interior, the distribution of these
elements in the soluble phase does not reflect
with the composition of the organisms.

On long timescales, seawater concentrations of
trace elements reflect the balance between their
sources and sinks. For trace elements, the sink
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term is tightly coupled with the extent of redox
conditions throughout the ocean, where periods of
extended reducing conditions result in greater par-
titioning of organic carbon into the deep ocean and
sediments. This, in turn, leads to enhanced seques-
tering of redox-sensitive trace elements into
sediments, thereby decreasing their seawater con-
centrations. These sedimentary rocks have a high
content of marine fractions (i.e., organic matter,
apatite, biogenic silica and carbonates), and so are
enriched by 1–2 orders of magnitude in several
trace elements: zinc, copper, nickel, molybdenum,
chromium, and vanadium (Piper, 1994). The posi-
tive correlation between trace-element ratios in
phytoplankton and sediments is consistent with
the notion that phytoplankton have imprinted
their activities on the lithosphere.

15.16 CONCLUDING REMARKS

The evolution of primary producers in the
oceans profoundly changed the chemistry of the
atmosphere, ocean, and lithosphere of Earth. The
photosynthesis processes catalyzed by ensemble of
these organisms not only influences the six major
light elements, but directly and indirectly affect
every major soluble redox-sensitive trace element
and transition metal on Earth’s surface. These pro-
cesses continue to provide, primarily through the
utilization of solar radiation, a disequilibrium in
geochemical processes, such that Earth maintains
an oxidized atmosphere and ocean. This

disequilibrium prevents atmospheric oxygen from
being depleted, maintains a lowered atmospheric
CO2 concentration, and simultaneously imprints on
the ocean interior and lithosphere elemental com-
position that reflect those of the bulk biological
material from which it is derived.

While primary producers in the ocean comprise
only �1% of Earth’s biomass, their metabolic rate
and biogeochemical impact rivals the much larger
terrestrial ecosystem. On geological timescales,
these organisms are the little engines that are
essential to maintaining life as we know it on
this planet.
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16.1 INTRODUCTION

The global carbon cycle refers to the exchanges
of carbon within and between four major reser-
voirs: the atmosphere, the oceans, land, and fossil
fuels. Carbon may be transferred from one

reservoir to another in seconds (e.g., the fixation
of atmospheric CO2 into sugar through photosynth-
esis) or over millennia (e.g., the accumulation of
fossil carbon (coal, oil, gas) through deposition and
diagenesis of organic matter). This chapter
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emphasizes the exchanges that are important over
years to decades and includes those occurring
over the scale of months to a few centuries.
The focus will be on the years 1980–2000 but
our considerations will broadly include the years
�1850–2100.

The carbon cycle is important for at least
three reasons. First, carbon forms the structure
of all life on the planet, making up �50% of the
dry weight of living things. Second, the cycling
of carbon approximates the flows of energy
around the Earth, the metabolism of natural,
human, and industrial systems. Plants transform
radiant energy into chemical energy in the form
of sugars, starches, and other forms of organic
matter; this energy, whether in living organisms
or dead organic matter, supports food chains in
natural ecosystems as well as human ecosystems,
not the least of which are industrial societies
habituated (addicted?) to fossil forms of energy
for heating, transportation, and generation of
electricity. The increased use of fossil fuels has
led to a third reason for interest in the carbon
cycle. Carbon, in the form of carbon dioxide
(CO2) and methane (CH4), forms two of the
most important greenhouse gases. These gases
contribute to a natural greenhouse effect that
has kept the planet warm enough to evolve and
support life (without the greenhouse effect the
Earth’s average temperature would be �33
C).
Additions of greenhouse gases to the atmosphere
from industrial activity, however, are increasing
the concentrations of these gases, enhancing the
greenhouse effect, and starting to warm the
Earth.

The rate and extent of the warming depend, in
part, on the global carbon cycle. If the rate at
which the oceans remove CO2 from the atmo-
sphere were faster, e.g., concentrations of CO2

would have increased less over the last century.
If the processes removing carbon from the atmo-
sphere and storing it on land were to diminish,
concentrations of CO2 would increase more
rapidly than projected on the basis of recent
history. The processes responsible for adding
carbon to, and withdrawing it from, the atmo-
sphere are not well enough understood to predict
future levels of CO2 with great accuracy. These
processes are a part of the global carbon cycle.

Some of the processes that add carbon to the
atmosphere or remove it, such as the combustion
of fossil fuels and the establishment of tree plan-
tations, are under direct human control. Others,
such as the accumulation of carbon in the oceans
or on land as a result of changes in global
climate (i.e., feedbacks between the global car-
bon cycle and climate), are not under direct
human control except through controlling rates
of greenhouse gas emissions and, hence, climatic
change. Because CO2 has been more important

than all of the other greenhouse gases under
human control, combined, and is expected to
continue so in the future, understanding the glo-
bal carbon cycle is a vital part of managing
global climate.

This chapter addresses, first, the reservoirs and
natural flows of carbon on the earth. It then
addresses the sources of carbon to the atmosphere
from human uses of land and energy and the sinks
of carbon on land and in the oceans that have kept
the atmospheric accumulation of CO2 lower than it
would otherwise have been. The chapter describes
changes in the distribution of carbon among the
atmosphere, oceans, and terrestrial ecosystems
over the past 150 years as a result of human-
induced emissions of carbon. The processes
responsible for sinks of carbon on land and in the
sea are reviewed from the perspective of feedbacks,
and the chapter concludes with some prospects for
the future.

Earlier comprehensive summaries of the glo-
bal carbon cycle include studies by Bolin et al.
(1979, 1986), Woodwell and Pecan (1973),
Bolin (1981), NRC (1983), Sundquist and
Broecker (1985), and Trabalka (1985). More
recently, the Intergovernmental Panel on
Climate Change (IPCC) has summarized infor-
mation on the carbon cycle in the context of
climate change (Watson et al., 1990; Schimel
et al., 1996; Prentice et al., 2001). The basic
aspects of the global carbon cycle have been
understood for decades, but other aspects, such
as the partitioning of the carbon sink between
land and ocean, are being re-evaluated continu-
ously with new data and analyses. The rate at
which new publications revise estimates of these
carbon sinks and re-evaluate the mechanisms
that control the magnitude of the sinks suggests
that portions of this review will be out of date
by the time of publication.

16.2 MAJOR RESERVOIRS AND
NATURAL FLUXES OF CARBON

16.2.1 Reservoirs

The contemporary global carbon cycle is shown
in simplified form in Figure 1. The four major
reservoirs important in the time frame of decades
to centuries are the atmosphere, oceans, reserves of
fossil fuels, and terrestrial ecosystems, including
vegetation and soils. The world’s oceans contain
�50 times more carbon than either the atmosphere
or the world’s terrestrial vegetation, and thus shifts
in the abundance of carbon among the major reser-
voirs will have a much greater significance for the
terrestrial biota and for the atmosphere than they
will for the oceans.
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16.2.1.1 The atmosphere

Most of the atmosphere is made up of either
nitrogen (78%) or oxygen (21%). In contrast, the
concentration of CO2 in the atmosphere is only
�0.04%. The concentrations of CO2 in air can be
measured to within one tenth of 0.1 ppmv, or
0.00001%. In the year 2000 the globally averaged
concentration was �0.0368%, or 368 ppmv,
equivalent to �780Pg C (1 Pg = 1 petagram= 1015

g = 109 t) (Table 1).
The atmosphere is completely mixed in about a

year, so any monitoring station free of local con-
tamination will show approximately the same
year-to-year increase in CO2. There are at least 77
stations worldwide, where weekly flask samples of
air are collected, analyzed for CO2 and other
constituents, and where the resulting data are inte-
grated into a consistent global data set (Masarie and
Tans, 1995; Cooperative Atmospheric Data
Integration Project—Carbon Dioxide, 1997). The
stations generally show the same year-to-year
increase in concentration but vary with respect to
absolute concentration, seasonal variability, and
other characteristics useful for investigating the
global circulation of carbon.

Most of the carbon in the atmosphere is CO2,
but small amounts of carbon exist in concentrations

of CH4, carbon monoxide (CO), and non-methane
hydrocarbons. These trace gases are important
because they modify the chemical and/or the radia-
tive properties of the Earth’s atmosphere. Methane
is present at �1.7 ppm, two orders of magnitude
more dilute than CO2. Methane is a reduced form
of carbon, is much less stable than CO2, and has an

Figure 1 The contemporary global carbon cycle. Units are PgC or PgC yr�1.

Table 1 Stocks and flows of carbon.

Carbon stocks (Pg C)
Atmosphere 780
Land 2,000

Vegetation 500
Soil 1,500

Ocean 39,000
Surface 700
Deep 38,000

Fossil fuel reserves 10,000

Annual flows (PgC yr
�1)

Atmosphere-oceans 90
Atmosphere-land 120

Net annual exchanges (PgC yr
�1)

Fossil fuels 6
Land-use change 2
Atmospheric increase 3
Oceanic uptake 2
Other terrestrial uptake 3
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average residence time in the atmosphere of 5–10
years. Carbon monoxide has an atmospheric resi-
dence time of only a few months. Its low
concentration, �0.1 ppm, and its short residence
time result from its chemical reactivity with OH
radicals. Carbon monoxide is not a greenhouse gas,
but its chemical reactivity affects the abundances of
ozone and methane which are greenhouse gases.
Non-methane hydrocarbons, another unstable form
of carbon in the atmosphere, are present in even
smaller concentrations. The oxidation of these bio-
genic trace gases is believed to be a major source of
atmospheric CO, and, hence, these non-methane
hydrocarbons also affect indirectly the Earth’s
radiative balance.

16.2.1.2 Terrestrial ecosystems: vegetation and
soils

Carbon accounts for only �0.27% of the mass
of elements in the Earth’s crust (Kempe, 1979), yet
it is the basis for life on Earth. The amount of
carbon contained in the living vegetation of terres-
trial ecosystems (550� 100 Pg) is somewhat less
than that present in the atmosphere (780 Pg). Soils
contain 2–3 times that amount (1,500–2,000 PgC)
in the top meter (Table 2) and as much as 2,300 Pg
in the top 3 m (Jobbágy and Jackson, 2000). Most
terrestrial carbon is stored in the vegetation and
soils of the world’s forests. Forests cover �30%
of the land surface and hold �75% of the living
organic carbon. When soils are included in the
inventory, forests hold almost half of the carbon
of the world’s terrestrial ecosystems. The soils of
woodlands, grasslands, tundra, wetlands, and agri-
cultural lands store most of the rest of the terrestrial
organic carbon.

16.2.1.3 The oceans

The total amount of dissolved inorganic carbon
(DIC) in the world’s oceans is �3.7�104 Pg, and
the amount of organic carbon is �1,000 Pg. Thus,
the world’s oceans contain �50 times more carbon
than the atmosphere and 70 times more than the
world’s terrestrial vegetation. Most of this oceanic
carbon is in intermediate and deep waters; only
700–1,000 Pg C are in the surface layers of the
ocean, that part of the ocean in direct contact with
the atmosphere. There are also 6,000 Pg C in reac-
tive ocean sediments (Sundquist, 1986), but the
turnover of sediments is slow, and they are not
generally considered as part of the active, or
short-term, carbon cycle, although they are impor-
tant in determining the long-term concentration of
CO2 in the atmosphere and oceans.

Carbon dioxide behaves unlike other gases in
the ocean. Most gases are not very soluble in water
and are predominantly in the atmosphere. For
example, only �1% of the world’s oxygen is in
the oceans; 99% exists in the atmosphere. Because
of the chemistry of seawater, however, the distribu-
tion of carbon between air and sea is reversed:
98.5% of the carbon in the ocean–atmosphere sys-
tems is in the sea. Although this inorganic carbon is
dissolved, less than 1% of it is in the form of
dissolved CO2 (pCO2

); most of the inorganic carbon
is in the form of bicarbonate and carbonate ions
(Table 3).

About 1,000 Pg C in the oceans (out of the total
of 3.8�104 Pg) is organic carbon. Carbon in living
organisms amounts to �3 Pg in the sea, in compar-
ison to�550 Pg on land. The mass of animal life in
the oceans is almost the same as on land, however,
pointing to the very different trophic structures in
the two environments. The ocean’s plants are

Table 2 Area, carbon in living biomass, and net primary productivity of major terrestrial biomes

Biome Area
(109 ha)

Global carbon stocks
(PgC)

Carbon stocks
(MgCha�1)

NPP
(PgC yr�1)

WBGU MRS WGBU MRS IGBP WBGU MRS IGPB Ajtay MRS

Plants Soil Total Plants Soil Total Plants Soil Plants Soil

Tropical forests 17.6 17.5 212 216 428 340 214 553 120 123 194 122 13.7 21.9
Temperate forests 1.04 1.04 59 100 159 139 153 292 57 96 134 147 6.5 8.1
Boreal forests 1.37 1.37 88 471 559 57 338 395 64 344 42 247 3.2 2.6
Tropical savannas
and grasslands

2.25 2.76 66 264 330 79 247 326 29 117 29 90 17.7 14.9

Temperate grasslands
and shrublands

1.25 1.78 9 295 304 23 176 199 7 236 13 99 5.3 7.0

Deserts and semi-deserts 4.55 2.77 8 191 199 10 159 169 2 42 4 57 1.4 3.5
Tundra 0.95 0.56 6 121 127 2 115 117 6 127 4 206 1.0 0.5
Croplands 1.60 1.35 3 128 131 4 165 169 2 80 3 122 6.8 4.1
Wetlands 0.35 15 225 240 43 643 4.3

Total 15.12 14.93 466 2,011 2,477 654 1,567 2,221 59.9 62.6

Source: Prentice et al. (2001).
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microscopic. They have a high productivity, but the
production does not accumulate. Most is either
grazed or decomposed in the surface waters. Only
a fraction (�25%) sinks into the deeper ocean. In
contrast, terrestrial plants accumulate large
amounts of carbon in long-lasting structures
(trees). The distribution of organic carbon between
living and dead forms of carbon is also very differ-
ent on land and in the sea. The ratio is�1:3 on land
and �1:300 in the sea.

16.2.1.4 Fossil fuels

The common sources of energy used by indus-
trial societies are another form of organic matter,
so-called fossil fuels. Coal, oil, and natural gas are
the residuals of organic matter formed millions of
years ago by green plants. The material escaped
oxidation, became buried in the Earth, and over
time was transformed to a (fossil) form. The energy
stored in the chemical bonds of fossil fuels is
released during combustion just as the energy
stored in carbohydrates, proteins, and fats is
released during respiration.

The difference between the two forms of
organic matter (fossil and nonfossil), from the per-
spective of the global carbon cycle, is the rate at
which they are cycled. The annual rate of formation
of fossil carbon is at least 1,000 times slower than
rates of photosynthesis and respiration. The forma-
tion of fossil fuels is part of a carbon cycle that
operates over millions of years, and the processes
that govern the behavior of this long-term system
(sedimentation, weathering, vulcanism, seafloor
spreading) are much slower from those that
govern the behavior of the short-term system.
Sedimentation of organic and inorganic carbon in
the sea, e.g., is �0.2 Pg C yr�1. In contrast, hun-
dreds of petagrams of carbon are cycled annually
among the reservoirs of the short-term, or active,
carbon cycle. This short-term system operates over
periods of seconds to centuries. When young (non-
fossil) organic matter is added to or removed from
the atmosphere, the total amount of carbon in the
active system is unchanged. It is merely redistrib-
uted among reservoirs. When fossil fuels are
oxidized, however, the CO2 released represents a

net increase in the amount of carbon in the active
system.

The amount of carbon stored in recoverable
reserves of coal, oil, and gas is estimated to be
5,000–10,000 Pg C, larger than any other reservoir
except the deep sea, and �10 times the carbon
content of the atmosphere. Until�1850s this reser-
voir of carbon was not a significant part of the
short-term cycle of carbon. The industrial revolu-
tion changed that.

16.2.2 The Natural Flows of Carbon

Carbon dioxide is chemically stable and has an
average residence time in the atmosphere of about
four years before it enters either the oceans or
terrestrial ecosystems.

16.2.2.1 Between land and atmosphere

The inorganic form of carbon in the atmosphere
(CO2) is fixed into organic matter by green plants
using energy from the Sun in the process of photo-
synthesis, as follows:

6CO2 þ 6H2O�! �C6H12O6 þ 6O2

The reduction of CO2 to glucose (C6H12O6) stores
some of the Sun’s energy in the chemical bonds of
the organic matter formed. Glucose, cellulose, car-
bohydrates, protein, and fats are all forms of
organic matter, or reduced carbon. They all
embody energy and are nearly all derived ulti-
mately from photosynthesis.

The reaction above also goes in the opposite
direction during the oxidation of organic matter.
Oxidation occurs during the two, seemingly dis-
similar but chemically identical, processes of
respiration and combustion. During either process
the chemical energy stored in organic matter is
released. Respiration is the biotic process that
yields energy from organic matter, energy required
for growth and maintenance. All living organisms
oxidize organic matter; only plants and some
microbes are capable of reducing CO2 to produce
organic matter.

Approximately 45–50% of the dry weight of
organic matter is carbon. The organic carbon of
terrestrial ecosystems exists in many forms, includ-
ing living leaves and roots, animals, microbes,
wood, decaying leaves, and soil humus. The turn-
over of these materials varies from less than one
year to more than 1,000 years. In terms of carbon,
the world’s terrestrial biota is almost entirely vege-
tation; animals (including humans) account for less
than 0.1% of the carbon in living organisms.

Each year the atmosphere exchanges�120 Pg C
with terrestrial ecosystems through photosynthesis
and respiration (Figure 1 and Table 1). The uptake
of carbon through photosynthesis is gross primary

Table 3 The distribution of 1,000 CO2 molecules in the
atmosphere–ocean.

Atmosphere 15
Ocean 985
CO2 5
HCO3

� 875
CO3

2� 105

Total 1,000

Source: Sarmiento (1993).
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production (GPP). At least half of this production is
respired by the plants, themselves (autotrophic
respiration (Rsa)), leaving a net primary production
(NPP) of �60 Pg C yr�1. Recent estimates of glo-
bal terrestrial NPP vary between 56.4 Pg C yr�1and
62.6 Pg C yr�1 (Ajtay et al., 1979; Field et al.,
1998; Saugier et al., 2001). The annual production
of organic matter is what fuels the nonplant world,
providing food, feed, fiber, and fuel for natural and
human systems. Thus, most of the NPP is con-
sumed by animals or respired by decomposer
organisms in the soil (heterotrophic respiration
(Rsh)). A smaller amount (�4 Pg C yr�1 globally)
is oxidized through fires. The sum of autotrophic
and heterotrophic respiration is total respiration or
ecosystem respiration (Rse). In steady state the net
flux of carbon between terrestrial ecosystems and
the atmosphere (net ecosystem production (NEP))
is approximately zero, but year-to-year variations
in photosynthesis and respiration (including fires)
may depart from this long-term balance by as much
as 5–6 Pg C yr�1. The annual global exchanges
may be summarized as follows:

NPP ¼ GPP –Rsa

ð�60 ¼ 120 – 60 Pg C yr – 1Þ

NEP ¼ GPP –Rsa –Rsh

ð�0 ¼ 120 – 60 – 60 PgCyr – 1Þ

NEP ¼ NPP –Rsh

ð�0 ¼ 60 – 60 PgC yr – 1Þ

Photosynthesis and respiration are not evenly
distributed either in space or over the course of a
year. About half of terrestrial photosynthesis
occurs in the tropics where the conditions are gen-
erally favorable for growth, and where a large
proportion of the Earth’s land area exists
(Table 2). Direct evidence for the importance of
terrestrial metabolism (photosynthesis and respira-
tion) can be seen in the effect it has on the
atmospheric concentration of CO2 (Figure 2(a)).
The most striking feature of the figure is the regular
sawtooth pattern. This pattern repeats itself
annually. The cause of the oscillation is the meta-
bolism of terrestrial ecosystems. The highest
concentrations occur at the end of each winter,
following the season in which respiration has
exceeded photosynthesis and thereby caused a net
release of CO2 to the atmosphere. Lowest concen-
trations occur at the end of each summer, following
the season in which photosynthesis has exceeded
respiration and drawn CO2 out of the atmosphere.
The latitudinal variability in the amplitude of this
oscillation suggests that it is driven largely by
northern temperate and boreal ecosystems: the
highest amplitudes (up to �16 ppmv) are in the

northern hemisphere with the largest land area.
The phase of the amplitude is reversed in the south-
ern hemisphere, corresponding to seasonal
terrestrial metabolism there. Despite the high rates
of production and respiration in the tropics, equa-
torial regions are thought to contribute little to this
oscillation. Although there is a strong seasonality
in precipitation throughout much of the tropics, the
seasonal changes in moisture affect photosynthesis
and respiration almost equally and thus the two
processes remain largely in phase with little or no
net flux of CO2.

16.2.2.2 Between oceans and atmosphere

There is �50 times more carbon in the ocean
than in the atmosphere, and it is the amount of DIC
in the ocean that determines the atmospheric con-
centration of CO2. In the long term (millennia) the
most important process determining the exchanges
of carbon between the oceans and the atmosphere
is the chemical equilibrium of dissolved CO2,
bicarbonate, and carbonate in the ocean. The rate
at which the oceans take up or release carbon is
slow on a century timescale, however, because of
lags in circulation and changes in the availability of
calcium ions. The carbon chemistry of seawater is
discussed in more detail in the next section.

Two additional processes besides carbon chem-
istry keep the atmospheric CO2 lower than it
otherwise would be. One process is referred to as
the solubility pump and the other as the biological
pump. The solubility pump is based on the fact that
CO2 is more soluble in cold waters. In the ocean,
CO2 is �2 times more soluble in the cold mid-
depth and deep waters than it is in the warm surface
waters near the equator. Because sinking of cold
surface waters in Arctic and Antarctic regions
forms these mid-depth and deep waters, the forma-
tion of these waters with high CO2 keeps the CO2

concentration of the atmosphere lower than the
average concentration of surface waters.

The biological pump also transfers surface car-
bon to the intermediate and deep ocean. Not all of
the organic matter produced by phytoplankton is
respired in the surface waters where it is produced;
some sinks out of the photic zone to deeper water.
Eventually, this organic matter is decomposed at
depth and reaches the surface again through ocean
circulation. The net effect of the sinking of organic
matter is to enrich the deeper waters relative to
surface waters and thus to reduce the CO2 concen-
tration of the atmosphere. Marine photosynthesis
and the sinking of organic matter out of the surface
water are estimated to keep the concentration of
CO2 in air �30% of what it would be in their
absence.

Together the two pumps keep the DIC concen-
tration of the surface waters �10% lower than at
depth. Ocean models that simulate both carbon
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chemistry and oceanic circulation show that the
concentration of CO2 in the atmosphere
(280 ppmv pre-industrially) would have been
720 ppmv if both pumps were turned off
(Sarmiento, 1993).

There is another biological pump, called the
carbonate pump, but its effect in reducing the con-
centration of CO2 in the atmosphere is small. Some
forms of phytoplankton have CaCO3 shells that, in
sinking, transfer carbon from the surface to deeper

water, just as the biological pump transfers organic
carbon to depth. The precipitation of CaCO3 in the
surface waters, however, increases the partial pres-
sure of CO2, and the evasion of this CO2 to the
atmosphere offsets the sinking of carbonate carbon.

Although ocean chemistry determines the CO2

concentration of the atmosphere in the long term
and the solubility and biological pumps act to
modify this long-term equilibrium, short-term
exchanges of carbon between ocean and
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atmosphere result from the diffusion of CO2 across
the air–sea interface. The diffusive exchanges
transfer �90 Pg C yr�1 across the air–sea interface
in both directions (Figure 1). The transfer has been
estimated by two different methods. One method is
based on the fact that the transfer rate of naturally
produced 14C into the oceans should balance the
decay of 14C within the oceans. Both the produc-
tion rate of 14C in the atmosphere and the inventory
of 14C in the oceans are known with enough cer-
tainty to yield an average rate of transfer of
�100 Pg C yr�1, into and out of the ocean.

The second method is based on the amount of
radon gas in the surface ocean. Radon gas is gen-
erated by the decay of 226Ra. The concentration of
the parent 226Ra and its half-life allow calculation
of the expected radon gas concentration in the sur-
face water. The observed concentration is�70% of
expected, so 30% of the radon must be transferred
to the atmosphere during its mean lifetime of six
days. Correcting for differences in the diffusivity of
radon and CO2 allows an estimation of the transfer
rate for CO2. The transfer rates given by the 14C
method and the radon method agree within �10%.

The net exchange of CO2 across the air–sea
interface varies latitudinally, largely as a function
of the partial pressure of CO2 in surface waters,
which, in turn, is affected by temperature, upwel-
ling or downwelling, and biological production.
Cold, high-latitude waters take up carbon, while
warm, lower-latitude waters tend to release carbon
(outgassing of CO2 from tropical gyres). Although
the latitudinal pattern in net exchange is consistent
with temperature, the dominant reason for the
exchange is upwelling (in the tropics) and down-
welling, or deep-water formation (at high
latitudes).

The annual rate of photosynthesis in the world
oceans is estimated to be �48 Pg C (Table 4)
(Longhurst et al., 1995). About 25% of the primary
production sinks from the photic zone to deeper
water (Falkowski et al., 1998; Laws et al., 2000).

The gross flows of carbon between the surface
ocean and the intermediate and deep ocean are
estimated to be �40 PgC yr�1, in part from the
sinking of organic production (11 Pg C yr�1) and in
part from physical mixing (33 Pg C yr�1)
(Figure 1).

16.2.2.3 Between land and oceans

Most of the carbon taken up or lost by terres-
trial ecosystems and the ocean is exchanged with
the atmosphere, but a small flux of carbon from
land to the ocean bypasses the atmosphere. The
river input of inorganic carbon to the oceans
(0.4 Pg C yr�1) is almost balanced in steady state
by a loss of carbon to carbonate sediments
(0.2 Pg C yr�1) and a release of CO2 to the atmo-
sphere (0.1 Pg C yr�1) (Sarmiento and Sundquist,
1992). The riverine flux of organic carbon is
0.3–0.5 Pg C yr�1, and thus, the total flux from
land to sea is 0.4–0.7 Pg C yr�1.

16.3 CHANGES IN THE STOCKS AND
FLUXES OF CARBON AS A RESULT
OF HUMAN ACTIVITIES

16.3.1 Changes Over the Period 1850–2000

16.3.1.1 Emissions of carbon from combustion
of fossil fuels

The CO2 released annually from the combus-
tion of fossil fuels (coal, oil, and gas) is
calculated from records of fuel production com-
piled internationally (Marland et al., 1998).
Emissions of CO2 from the production of cement
and gas flaring add small amounts to the total
industrial emissions, which have generally
increased exponentially since �1750. Temporary
interruptions in the trend occurred during the two
World Wars, following the increase in oil prices
in 1973 and 1979, and following the collapse of
the former Soviet Union in 1992 (Figure 3).
Between 1751 and 2000, the total emissions of
carbon are estimated to have been �275 Pg C,
essentially all of it since 1860. Annual emissions
averaged 5.4 Pg C yr�1 during the 1980s and
6.3 Pg C yr�1 during the 1990s. Estimates are
thought to be known globally to within 20%
before 1950 and to within 6% since 1950
(Keeling, 1973; Andres et al., 1999).

The proportions of coal, oil, and gas production
have changed through time. Coal was the major
contributor to atmospheric CO2 until the late
1960s, when the production of oil first exceeded
that of coal. Rates of oil and gas consumption grew
rapidly until 1973. After that their relative rates of
growth declined dramatically, such that emissions
of carbon from coal were, again, as large as those

Table 4 Annual net primary production of the ocean.

Domain or ecosystem NPP
(PgC yr�1)

Trade winds domain (tropical and
subtropical)

13.0

Westerly winds domain (temperate) 16.3
Polar domain 6.4
Coastal domain 10.7
Salt marshes, estuaries, and
macrophytes

1.2

Coral reefs 0.7

Total 48.3

Source: Longhurst et al. (1995).
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from oil during the second half of the 1980s and in
the last years of the twentieth century.

The relative contributions of different world
regions to the annual emissions of fossil fuel
carbon have also changed. In 1925, the US,
Western Europe, Japan, and Australia were
responsible for �88% of the world’s fossil fuel
CO2 emissions. By 1950 the fraction contributed
by these countries had decreased to 71%, and by
1980 to 48%. The annual rate of growth in the
use of fossil fuels in developed countries varied
between 0.5% and 1.4% in the 1970s. In con-
trast, the annual rate of growth in developing
nations was 6.3% during this period. The share
of the world’s total fossil fuel used by the devel-
oping countries has grown from 6% in 1925, to
10% in 1950, to �20% in 1980. By 2020, the
developing world may be using more than half
of the world’s fossil fuels annually (Goldemberg
et al., 1985). They may then be the major source
of both fossil fuel and terrestrial CO2 to the
atmosphere (Section 16.3.1.5).

Annual emissions of CO2 from fossil fuel
combustion are small relative to the natural
flows of carbon through terrestrial photosynthesis
and respiration (�120 Pg C yr�1) and relative to
the gross exchanges between oceans and atmo-
sphere (�90 Pg C yr�1) (Figure 1). Nevertheless,
these anthropogenic emissions are the major con-
tributor to increasing concentrations of CO2 in
the atmosphere. They represent a transfer of car-
bon from the slow carbon cycle to the active
carbon cycle.

16.3.1.2 The increase in atmospheric CO2

Numerous measurements of atmospheric CO2

concentrations were made in the nineteenth cen-
tury (Fraser et al., 1986), and Callendar (1938)
estimated from these early measurements that
the amount of CO2 had increased by 6%
between 1900 and 1935. Because of geographi-
cal and seasonal variations in the concentrations
of CO2, however, no reliable measure of the rate
of increase was possible until after 1957 when
the first continuous monitoring of CO2 concen-
trations was begun at Mauna Loa, Hawaii, and
at the South Pole (Keeling et al., 2001). In 1958
the average concentration of CO2 in air at
Mauna Loa was �315 ppm. In the year 2000
the concentration had reached �368 ppm, yield-
ing an average rate of increase of �1 ppm yr�1

since 1958. However, in recent decades the rate
of increase in the atmosphere has been
�1.5 ppm yr�1 (�3 Pg C yr�1).

During the early 1980s, scientists developed
instruments that could measure the concentration
of atmospheric CO2 in bubbles of air trapped in
glacial ice. Ice cores from Greenland and
Antarctica show that the pre-industrial concen-
tration of CO2 was between 275 ppm and
285 ppm (Neftel et al., 1985; Raynaud and
Barnola, 1985; Etheridge et al., 1996)
(Figure 2(b)). The increase between 1700 and
2000, therefore, has been �85 ppm, equivalent
to �175 Pg C, or 30% of the pre-industrial
level.

Figure 3 Annual emissions of carbon from combustion of fossil fuels and from changes in land use, and the annual
increase in atmospheric CO2 (in PgC) since �1750 (interannual variation in the growth rate of atmospheric CO2 is

greater than variation in emissions).
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Over the last 1,000 years the concentration of
CO2 in the atmosphere has varied by less than
10 ppmv (Figure 2(b)). However, over the last
4.2�105 years (four glacial cycles), the concentra-
tion of CO2 has consistently varied from �180
ppm during glacial periods to �280 ppm during
interglacial periods (Figure 2(c)). The correlation
between CO2 concentration and the surface tem-
perature of the Earth is evidence for the greenhouse
effect of CO2, first advanced almost a century ago
by the Swedish climatologist Arrhenius (1896). As
a greenhouse gas, CO2 is more transparent to the
Sun’s energy entering the Earth’s atmosphere than
it is to the re-radiated heat energy leaving the Earth.
Higher concentrations of CO2 in the atmosphere
cause a warmer Earth and lower concentrations a
cooler one. There have been abrupt changes in
global temperature that were not associated with a
change in CO2 concentrations (Smith et al., 1999),
but never in the last 4.2�105 years have concentra-
tions of CO2 changed without a discernible change
in temperature (Falkowski et al., 2000). The
glacial–interglacial difference of 100 ppm corre-
sponds to a temperature difference of �10
C. The
change reflects temperature changes in the upper
troposphere and in the region of the ice core
(Vostoc, Antarctica) and may not represent a global
average. Today’s CO2 concentration of 368 ppm
represents a large departure from the last 4.2�105
years, although the expected increase in tempera-
ture has not yet occurred.

It is impossible to say that the increase in atmo-
spheric CO2 is entirely the result of human
activities, but the evidence is compelling. First,
the known sources of carbon are more than ade-
quate to explain the observed increase in the
atmosphere. Balancing the global carbon budget
requires additional carbon sinks, not an unex-
plained source of carbon (see Section 16.3.1.4).
Since 1850, �275 Pg C have been released from
the combustion of fossil fuels and another 155 Pg C
were released as a result of net changes in land use,
i.e., from the net effects of deforestation and refor-
estation (Section 16.3.1.5). The observed increase
in atmospheric carbon was only 175 Pg C (40% of
total emissions) over this 150-year period
(Table 5).

Second, for several thousand years preceding
1850 (approximately the start of the industrial
revolution), the concentration of CO2 varied by
less than 10 ppmv (Etheridge et al., 1996)
(Figure 2(b)). Since 1850, concentrations have
increased by 85 ppmv (�30%). The timing of the
increase is coincident with the annual emissions of
carbon from combustion of fossil fuels and the net
emissions from land-use change (Figure 3).

Third, the latitudinal gradient in CO2 concentra-
tions is highest at northern mid-latitudes, consistent
with the fact that most of the emissions of fossil
fuel are located in northern mid-latitudes. Although
atmospheric transport is rapid, the signal of fossil
fuel combustion is discernible.

Fourth, the rate of increase of carbon in the
atmosphere and the distribution of carbon isotopes
and other biogeochemical tracers are consistent
with scientific understanding of the sources and
sinks of carbon from fossil fuels, land, and the
oceans. For example, while the concentration of
CO2 has increased over the period 1850–2000,
the 14C content of the CO2 has decreased. The
decrease is what would be expected if the CO2

added to the system were fossil carbon depleted
in 14C through radioactive decay.

Concentrations of other carbon containing gases
have also increased in the last two centuries. The
increase in the concentration of CH4 has been more
than 100% in the last 100 years, from background
levels of less than 0.8 ppm to a value of�1.75 ppm
in 2000 (Prather and Ehhalt, 2001). The temporal
pattern of the increase is similar to that of CO2.
There was no apparent trend for the 1,000 years
before 1700. Between 1700 and 1900 the annual
rate of increase was �1.5 ppbv, accelerating to
15 ppb yr�1 in the 1980s. Since 1985, however,
the annual growth rate of CH4 (unlike CO2) has
declined. The concentration is still increasing, but
not as rapidly. It is unclear whether sources have
declined or whether atmospheric sinks have
increased.

Methane is released from anaerobic environ-
ments, such as the sediments of wetlands,
peatlands, and rice paddies and the guts of rumi-
nants. The major sources of increased CH4

concentrations are uncertain but are thought to
include the expansion of paddy rice, the increase
in the world’s population of ruminants, and leaks
from drilling and transport of CH4 (Prather and
Ehhalt, 2001). Atmospheric CH4 budgets are
more difficult to construct than CO2 budgets,
because increased concentrations of CH4 occur
not only from increased sources from the Earth’s
surface but from decreased destruction (by OH
radicals) in the atmosphere as well. The increase
in atmospheric CH4 has been more significant for
the greenhouse effect than it has for the carbon
budget. The doubling of CH4 concentrations since
1700 has amounted to only�1 ppm, in comparison

Table 5 The global carbon budget for the period 1850
to 2000 (units are PgC).

Fossil fuel emissions 275
Atmospheric increase 175
Oceanic uptake 140
Net terrestrial source 40

Land-use net source 155
Residual terrestrial sink 115
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to the CO2 increase of almost 90 ppm.
Alternatively, CH4 is, molecule for molecule, �15
times more effective than CO2 as a greenhouse gas.
Its atmospheric lifetime is only 8–10 years,
however.

Carbon monoxide is not a greenhouse gas, but
its chemical effects on the OH radical affect the
destruction of CH4 and the formation of ozone.
Because the concentration of CO is low and its
lifetime is short, its atmospheric budget is less
well understood than budgets for CO2 and CH4.
Nevertheless, CO seems to have been increasing in
the atmosphere until the late 1980s (Prather and
Ehhalt, 2001). Its contribution to the carbon cycle
is very small.

16.3.1.3 Net uptake of carbon by the oceans

As discussed above, the chemistry of carbon in
seawater is such that less than 1% of the carbon
exists as dissolved CO2. More than 99% of the DIC
exists as bicarbonate and carbonate anions
(Table 3). The chemical equilibrium among these
three forms of DIC is responsible for the high
solubility of CO2 in the oceans. It also sets up a
buffer for changes in oceanic carbon. The buffer
factor (or Revelle factor), �, is defined as follows:

� ¼ �pCO2=pCO2

��CO2=�CO2

where pCO2
is the partial pressure of CO2 (the

atmospheric concentration of CO2 at equilibrium
with that of seawater), �CO2 is total inorganic
carbon (DIC), and � refers to the change in the
variable. The buffer factor varies with temperature,
but globally averages �10. It indicates that pCO2

is
sensitive to small changes in DIC: a change in the
partial pressure of CO2 (pCO2

) is �10 times the
change in total CO2. The significance of this is
that the storage capacity of the ocean for excess
atmospheric CO2 is a factor of �10 lower than
might be expected by comparing reservoir sizes
(Table 1). The oceans will not take up 98% of the
carbon released through human activity, but only
�85% of it. The increase in atmospheric CO2 con-
centration by �30% since 1850s has been
associated with a change of only �3% in DIC of
the surface waters. The other important aspect of
the buffer factor is that it increases as DIC
increases. The ocean will become increasingly
resistant to taking up carbon (see Section 16.4.2.1).

Although the oceans determine the concentra-
tion of CO2 in the atmosphere in the long term, in
the short term, lags introduced by other processes
besides chemistry allow a temporary disequili-
brium. Two processes that delay the transfer of
anthropogenic carbon into the ocean are: (i) the
transfer of CO2 across the air–sea interface and

(ii) the mixing of water masses within the sea.
The rate of transfer of CO2 across the air–sea inter-
face was discussed above (Section 16.2.2.2). This
transfer is believed to have reduced the oceanic
absorption of CO2 by �10% (Broecker et al.,
1979).

The more important process in slowing the
oceanic uptake of CO2 is the rate of vertical mixing
within the oceans. The mixing of ocean waters is
determined from measured profiles of natural 14C,
bomb-produced 14C, bomb-produced tritium, and
other tracers. Profiles of these tracers were obtained
during extensive oceanographic surveys: one
called Geochemical Ocean Sections (GEOSECS)
carried out between 1972 and 1978), a second
called Transient Tracers in the Ocean (TTO) car-
ried out in 1981, and a third called the Joint Global
Ocean Flux Study (JGOSFS) carried out in the
1990s. The surveys measured profiles of carbon,
oxygen, radioisotopes, and other tracers along
transects in the Atlantic and Pacific Oceans. The
differences between the profiles over time have
been used to calculate directly the penetration of
anthropogenic CO2 into the oceans (e.g., Gruber
et al., 1996, described below). As of 1980, the
oceans are thought to have absorbed only �40%
of the emissions (20–47%, depending on the model
used; Bolin, 1986).

Direct measurement of changes in the amount of
carbon in the world’s oceans is difficult for two
reasons: first, the oceans are not mixed as rapidly as
the atmosphere, so that spatial and temporal hetero-
geneity is large; and, second, the background
concentration of dissolved carbon in seawater is
large relative to the change, so measurement of
the change requires very accurate methods.
Nevertheless, direct measurement of the uptake of
anthropogenic carbon is possible, in theory if not
practically, by two approaches. The first approach
is based on measurement of changes in the oceanic
inventory of carbon and the second is based on
measurement of the transfer of CO2 across the
air–sea interface.

Measurement of an increase in oceanic carbon is
complicated by the background concentration and
the natural variability of carbon concentrations in
seawater. The total uptake of anthropogenic carbon
in the surface waters of the ocean is calculated by
models to have been �40 mmol kg�1 of water.
Annual changes would, of course, be much smaller
than 40 mmol kg�1, as would the increase in DIC
concentrations in deeper waters, where less anthro-
pogenic carbon has penetrated. By comparison, the
background concentration of DIC in surface waters
is 2,000 mmol kg�1. Furthermore, the seasonal
variability at one site off Bermuda was
30 mmol kg�1. Against this background and varia-
bility, direct measurement of change is a challenge.
Analytical techniques add to uncertainties,
although current techniques are capable of a
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precision of 1.5 mmol kg�1 within a laboratory and
4 mmol kg�1 between laboratories (Sarmiento,
1993).

A second method for directly measuring carbon
uptake by the oceans, measurement of the air–sea
exchange, is also made difficult by spatial and
temporal variability. The approach measures the
concentration of CO2 in the air and in the surface
mixed layer. The difference defines the gradient,
which, together with a model that relates the
exchange coefficient to wind speed, enables the
rate of exchange to be calculated. An average air–
sea difference (gradient) of 8 ppm, globally, is
equivalent to an oceanic uptake of 2 Pg C yr�1

(Sarmiento, 1993), but the natural variability is
greater than 10 ppm. Furthermore, the gas transfer
coefficient is also uncertain within a factor of 2
(Broecker, 2001).

Because of the difficulty in measuring either
changes in the ocean’s inventory of carbon or the
exchange of carbon across the air–sea interface, the
uptake of anthropogenic carbon by the oceans is
calculated with models that simulate the chemistry
of carbon in seawater, the air–sea exchanges of
CO2, and oceanic circulation.

Ocean carbon models. Models of the ocean
carbon cycle include three processes that affect
the uptake and redistribution of carbon within the
ocean: the air–sea transfer of CO2, the chemistry of
CO2 in seawater, and the circulation or mixing of
the ocean’s water masses.

Three tracers have been used to constrain mod-
els. One tracer is CO2 itself. The difference
between current distribution of CO2 in the ocean
and the distribution expected without anthropo-
genic emissions yields an estimate of oceanic
uptake (Gruber et al., 1996). The approach is
based on changes that occur in the chemistry of
seawater as it ages. With age, the organic matter
present in surface waters decays, increasing the
concentration of CO2 and various nutrients, and
decreasing the concentration of O2. The hard
parts (CaCO3) of marine organisms also decay
with time, increasing the alkalinity of the water.
From data on the concentrations of CO2, O2, and
alkalinity throughout the oceans, it is theoretically
possible to calculate the increased abundance of
carbon in the ocean as a result of the increased
concentration in the atmosphere. The approach is
based on the assumption that the surface waters
were in equilibrium with the atmosphere when
they sank, or, at least, that the extent of disequili-
brium is known. The approach is sensitive to
seasonal variation in the CO2 concentration in
these surface waters.

A second tracer is bomb 14C. The distribution of
bomb 14C in the oceans (Broecker et al., 1995),
together with an estimate of the transfer of 14CO2

across the air–sea interface (Wanninkhof, 1992)
(taking into account the fact that 14CO2 equilibrates

�10 times more slowly than CO2 across this inter-
face), yields a constraint on uptake. A third
constraint is based on the penetration of CFCs
into the oceans (Orr and Dutay, 1999; McNeil
et al., 2003).

Ocean carbon models calculate changes in the
oceanic carbon inventory. When these changes,
together with changes in the atmospheric carbon
inventory (from atmospheric and ice core CO2

data), are subtracted from the emissions of carbon
from fossil fuels, the result is an estimate of the net
annual terrestrial flux of carbon.

Most current models of the ocean reproduce the
major features of oceanic carbon: the vertical gradi-
ent in DIC, the seasonal and latitudinal patterns of
pCO2

in surface waters, and the interannual variabil-
ity in pCO2

observed during El Niños (Prentice et al.,
2001). However, ocean models do not capture the
spatial distribution of 14C at depth (Orr et al., 2001),
and they do not show an interhemispheric transport
of carbon that is suggested from atmospheric CO2

measurements (Stephens et al., 1998). The models
also have a tight biological coupling between carbon
and nutrients, which seems not to have existed in the
past and may not exist in the future. The issue is
addressed below in Section 16.4.2.2.

16.3.1.4 Land: net exchange of carbon between
terrestrial ecosystems and the
atmosphere

Direct measurement of change in the amount
of carbon held in the world’s vegetation and soils
may be more difficult than measurement of
change in the oceans, because the land surface
is not mixed. Not only are the background levels
high (�550 Pg C in vegetation and �1,500 in
soils), but the spatial heterogeneity is greater on
land than in the ocean. Thus, measurement of
annual changes even as large as 3 Pg C yr�1, in
background levels 100 times greater, would
require a very large sampling approach. Change
may be measured over short intervals of a year
or so in individual ecosystems by measuring
fluxes of carbon, as, e.g., with the eddy flux
technique (Goulden et al., 1996), but, again, the
results must be scaled up from 1 km2 to the
ecosystem, landscape, region, and globe.

Global changes in terrestrial carbon were initi-
ally estimated by difference, i.e., by estimates of
change in the other three reservoirs. Because the
global mass of carbon is conserved, when three
terms of the global carbon budget are known, the
fourth can be determined by difference. For the
period 1850–2000, three of the terms (275 PgC
released from fossil fuels, 175 PgC accumulated
in the atmosphere, and 140 PgC taken up by the
oceans) define a net terrestrial uptake of 40 PgC
(Table 5). Temporal variations in these terrestrial
sources and sinks can also be determined through
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inverse calculations with ocean carbon models (see
Section 16.3.1.3). In inverse mode, models calcu-
late the annual sources and sinks of carbon (output)
necessary to produce observed concentrations of
CO2 in the atmosphere (input). Then, subtracting
known fossil fuel sources from the calculated
sources and sinks yields a residual flux of carbon,
presumably terrestrial, because the other terms
have been accounted for (the atmosphere and fossil
fuels directly, the oceans indirectly). One such
inverse calculation or deconvolution (Joos et al.,
1999b) suggests that terrestrial ecosystems were a
net source of carbon until �1940 and then became
a small net sink. Only in the early 1990s was the
net terrestrial sink greater than 0.5 Pg C yr�1

(Figure 4).

16.3.1.5 Land: changes in land use

At least a portion of terrestrial sources and sinks
can be determined more directly from the large
changes in vegetation and soil carbon that result
from changes in land use, such as the conversion of
forests to cleared lands. Changes in the use of land
affect the amount of carbon stored in vegetation and
soils and, hence, affect the flux of carbon between

land and the atmosphere. The amount of carbon
released to the atmosphere or accumulated on land
depends not only on the magnitude and types of
changes in land use, but also on the amounts of
carbon held in different ecosystems. For example,
the conversion of grassland to pasture may release no
carbon to the atmosphere because the stocks of car-
bon are unchanged. The net release or accumulation
of carbon also depends on time lags introduced by
the rates of decay of organic matter, the rates of
oxidation of wood products, and the rates of
regrowth of forests following harvest or following
abandonment of agriculture land. Calculation of the
net terrestrial flux of carbon requires knowledge of
these rates in different ecosystems under different
types of land use. Because there are several impor-
tant forms of land use and many types of ecosystems
in different parts of the world, and because short-
term variations in the magnitude of the flux are
important, computation of the annual flux requires
a computer model.

Changes in terrestrial carbon calculated from
changes in land use. Bookkeeping models
(Houghton et al., 1983; Hall and Uhlig, 1991;
Houghton and Hackler, 1995) have been used to
calculate net sources and sinks of carbon resulting
from land-use change in all the world’s regions.
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Figure 4 The net annual flux of carbon to or from terrestrial ecosystems (from inverse calculations with an ocean
model (Joos et al., 1999b), the flux of carbon from changes in land use (from Houghton, 2003), and the difference
between the net flux and the flux from land-use change (i.e., the residual terrestrial sink). Positive values indicate a

source of carbon from land and negative values indicate a terrestrial sink.
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Calculations are based on two types of data: rates
of land-use change and per hectare changes in
carbon stocks that follow a change in land use.
Changes in land use are defined broadly to include
the clearing of lands for cultivation and pastures,
the abandonment of these agricultural lands, the
harvest of wood, reforestation, afforestation, and
shifting cultivation. Some analyses have included
wildfire because active policies of fire exclusion
and fire suppression have affected carbon storage
(Houghton et al., 1999).

Bookkeeping models used to calculate fluxes of
carbon from changes in land use track the carbon in
living vegetation, dead plant material, wood pro-
ducts, and soils for each hectare of land cultivated,
harvested, or reforested. Rates of land-use change
are generally obtained from agricultural and for-
estry statistics, historical accounts, and national
handbooks. Carbon stocks and changes in them
following disturbance and growth are obtained
from field studies. The data and assumptions used
in the calculations are more fully documented in
Houghton (1999) and Houghton and Hackler
(2001).

The calculated flux is not the net flux of carbon
between terrestrial ecosystems and the atmosphere,
because the analysis does not consider ecosystems
undisturbed by direct human activity. Rates of
decay and rates of regrowth are defined in the
model for different types of ecosystems and differ-
ent types of land-use change, but they do not vary
through time in response to changes in climate or
concentrations of CO2. The processes explicitly
included in the model are the ecological processes
of disturbance and recovery, not the physiological
processes of photosynthesis and respiration.

The worldwide trend in land use over the last
300 years has been to reduce the area of forests,
increase the area of agricultural lands, and, there-
fore, reduce the amount of carbon on land.
Although some changes in land use increase the
carbon stored on land, the net change for the
150-year period 1850–2000 is estimated to have
released 156 PgC (Houghton, 2003). An indepen-
dent comparison of 1990 land cover with maps of
natural vegetation suggests that another
58–75 PgC (or �30% of the total loss) were lost
before 1850 (DeFries et al., 1999).

The net annual fluxes of carbon to the atmo-
sphere from terrestrial ecosystems (and fossil fuels)
are shown in Figure 3. The estimates of the net flux
from land before 1800 are relatively less reliable,
because early estimates of land-use change are
often incomplete. However, the absolute errors for
the early years are small because the fluxes them-
selves were small. There were no worldwide
economic or cultural developments in the eight-
eenth century that would have caused changes in
land use of the magnitude that began in the nine-
teenth century and accelerated to the present day.

The net annual biotic flux of carbon to the atmo-
sphere before 1800 was probably less than 0.5 Pg
and probably less than 1 PgC until �1950.

It was not until the middle of the last century
that the annual emissions of carbon from combus-
tion of fossil fuels exceeded the net terrestrial
source from land-use change. Since then the fossil
fuel contribution has predominated, although both
fluxes have accelerated in recent decades with the
intensification of industrial activity and the expan-
sion of agricultural area.

The major releases of terrestrial carbon result
from the oxidation of vegetation and soils asso-
ciated with the expansion of cultivated land. The
harvest of forests for fuelwood and timber is less
important because the release of carbon to the
atmosphere from the oxidation of wood products
is likely to be balanced by the storage of carbon in
regrowing forests. The balance will occur only as
long as the forests harvested are allowed to regrow,
however. If wood harvest leads to permanent defor-
estation, the process will release carbon to the
atmosphere.

In recent decades the net release of carbon from
changes in land use has been almost entirely from
the tropics, while the emissions of CO2 from fossil
fuels were almost entirely from outside the tropics.
The highest biotic releases were not always from
tropical countries. The release of terrestrial carbon
from the tropics is a relatively recent phenomenon,
post-1945. In the nineteenth century the major
sources were from the industrialized regions—
North America, Europe, and the Soviet Union—
and from those regions with the greatest numbers
of people—South Asia and China.

16.3.1.6 Land: a residual flux of carbon

The amount of carbon calculated to have been
released from changes in land use since the early
1850s (156 PgC) (Houghton, 2003) is much larger
than the amount calculated to have been released
using inverse calculations with global carbon mod-
els (40 PgC) (Joos et al., 1999b) (Section
16.3.1.4). Moreover, the net source of CO2 from
changes in land use has generally increased over
the past century, while the inversion approach sug-
gests, on the contrary, that the largest releases of
carbon from land were before 1930, and that since
1940 terrestrial ecosystems have been a small net
sink (Figure 4).

The difference between these two estimates is
greater than the errors in either one or both of the
analyses, and might indicate a flux of carbon from
processes not related to land-use change. The
approach based on land-use change includes only
the sources and sinks of carbon directly attributable
to human activity; ecosystems not directly modi-
fied by human activity are left out of the analysis
(assumed neither to accumulate nor release
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carbon). The approach based on inverse analyses
with atmospheric data, in contrast, includes all
ecosystems and all processes affecting carbon sto-
rage. It yields a net terrestrial flux of carbon. The
difference between the two approaches thus sug-
gests a generally increasing terrestrial sink for
carbon attributable to factors other than land-use
change. Ecosystems not directly cut or cleared
could be accumulating or releasing carbon in
response to small variations in climate, to increased
concentrations of CO2 in air, to increased availabil-
ity of nitrogen or other nutrients, or to increased
levels of toxins in air and soil resulting from indus-
trialization. It is also possible that management
practices not considered in analyses of land-use
change may have increased the storage of carbon
on lands that have been affected by land-use
change. These possibilities will be discussed in
more detail below (Section 16.4.1). Interestingly,
the two estimates (land-use change and inverse
modeling) are generally in agreement before 1935
(Figure 4), suggesting that before that date the net
flux of carbon from terrestrial ecosystems was lar-
gely the result of changes in land use. Only after
1935 have changes in land use underestimated the
net terrestrial carbon sink. By the mid-1990s this
annual residual sink had grown to �3 Pg C yr�1.

16.3.2 Changes Over the Period 1980–2000

The period 1980–2000 deserves special atten-
tion not because the carbon cycle is qualitatively
different over this period, but because scientists
have been able to understand it better. Since 1980
new types of measurements and sophisticated
methods of analysis have enabled better estimates
of the uptake of carbon by the world’s oceans and
terrestrial ecosystems. The following section
addresses the results of these analyses, first at the

global level, and then at a regional level. Attention
focuses on the two outstanding questions that have
concerned scientists investigating the global car-
bon cycle since the first carbon budgets were
constructed in the late 1960s (SCEP, 1970): (i)
How much of the carbon released to the atmo-
sphere from combustion of fossil fuels and
changes in land use is taken up by the oceans and
by terrestrial ecosystems? (ii) What are the
mechanisms responsible for the uptake of carbon?
The mechanisms for a carbon sink in terrestrial
ecosystems have received considerable attention,
in part because different mechanisms have different
implications for future rates of CO2 growth (and
hence future global warming).

The previous section addressed the major reser-
voirs of the global carbon cycle, one at a time. This
section addresses the methods used to determine
changes in the amount of carbon held on land and
in the sea, the two reservoirs for which changes in
carbon are less well known. In contrast, the atmo-
spheric increase in CO2 and the emissions from
fossil fuels are well documented. The order in
which methods are presented is arbitrary. To set
the stage, top-down (i.e., atmospherically based)
approaches are described first, followed by
bottom–up (ground-based) approaches (Table 6).
Although the results of different methods often
differ, the methods are not entirely comparable.
Rather, they are complementary, and discrepancies
sometimes suggest mechanisms responsible for
transfers of carbon (Houghton, 2003; House
et al., 2003). The results from each method are
presented first, and then they are added to an accu-
mulating picture of the global carbon cycle. Again,
the emphasis is on, first, the fluxes of carbon to and
from terrestrial ecosystems and the ocean and, sec-
ond, the mechanisms responsible for the terrestrial
carbon sink.

Table 6 Characteristics of methods use to estimate terrestrial sinks.

Geographic
limitations

Temporal
resolution

Attribution of
mechanism(s)

Precision

Inverse modeling:
oceanic data

No geographic resolution Annual No Moderate

Land-use models Data limitations in some
regions

Annual Yes Moderate

Inverse modeling:
atmospheric data

Poor in tropics Monthly to
annual

No High: North–South
Low: East–West

Forest inventories Nearly nonexistent in the
tropics

5–10 years Yes (age classes) High for biomass; variable
for soil carbon

CO2 flux Site specific
(a few km2); difficult
to scale up

Hourly to
annual

No Some problems with
windless conditions

Physiologically based
models

None Hourly to
annual

Yes Variable; difficult to
validate
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16.3.2.1 The global carbon budget

(i) Inferring changes in terrestrial and oceanic
carbon from atmospheric concentrations of CO2

and O2. According to the most recent assessment
of climate change by the IPCC, the world’s terres-
trial ecosystems were a net sink averaging close to
zero (0.2 Pg Cyr�1) during the 1980s and a signifi-
cantly larger sink (1.4 Pg Cyr�1) during the 1990s
(Prentice et al., 2001). The large increase during the
1990s is difficult to explain. Surprisingly, the ocea-
nic uptake of carbon was greater in the 1980s than
the 1990s. The reverse would have been expected
because atmospheric concentrations of CO2 were
higher in the 1990s. The estimates of terrestrial and
oceanic uptake were based on changes in atmo-
spheric CO2 and O2 and contained a small
adjustment for the outgassing of O2 from the oceans.

One approach for distinguishing terrestrial
from oceanic sinks of carbon is based on atmo-
spheric concentrations of CO2 and O2. CO2 is

released and O2 taken up when fossil fuels are
burned and when forests are burned. On land,
CO2 and O2 are tightly coupled. In the oceans
they are not, because O2 is not very soluble in
seawater. Thus, CO2 is taken up by the oceans
without any change in the atmospheric concen-
tration of O2. Because of this differential
response of oceans and land, changes in atmo-
spheric O2 relative to CO2 can be used to
distinguish between oceanic and terrestrial sinks
of carbon (Keeling and Shertz, 1992; Keeling
et al., 1996b; Battle et al., 2000). Over intervals
as short as a few years, slight variations in the
seasonality of oceanic production and decay may
appear as a change in oceanic O2, but these
variations cancel out over many years, making
the method robust over multiyear intervals
(Battle et al., 2000).

Figure 5 shows how the method works. The
individual points show average annual global
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CO2/O2 concentrations over the years 1990–2000.
Changes in the concentrations expected from fossil
fuel combustion (approximately 1:1) during this
interval are drawn, starting in 1990. The departure
of these two sets of data confirms that carbon has
accumulated somewhere besides the atmosphere.
The oceans are assumed not to be changing with
respect to O2, so the line for the oceanic sink is
horizontal. The line for the terrestrial sink is
approximately parallel to the line for fossil fuel,
and drawn through 2000. The intersection of the
terrestrial and the oceanic lines thus defines
the terrestrial and oceanic sinks. According to the
IPCC (Prentice et al., 2001), these sinks averaged
1.4 Pg C yr�1 and 1.7 Pg C yr�1, respectively, for
the 1990s. The estimate also included a small cor-
rection for outgassing of O2 from the ocean (in
effect, recognizing that the ocean is not neutral
with respect to O2).

Recent analyses suggest that such outgassing is
significantly larger than initially estimated (Bopp
et al., 2002; Keeling and Garcia, 2002; Plattner
et al., 2002). The observed decadal variability in
ocean temperatures (Levitus et al., 2000) suggests
a warming-caused reduction in the transport rate of
O2 to deeper waters and, hence, an increased out-
gassing of O2. The direct effect of the warming on
O2 solubility is estimated to have accounted for
only 10% of the loss of O2 (Plattner et al., 2002).
The revised estimates of O2 outgassing change the
partitioning of the carbon sink between land and
ocean. The revision increases the oceanic carbon
sink of the 1990s relative to that of the 1980s
(average sinks of 1.7 Pg C yr�1 and 2.4 Pg C yr�1,
respectively, for the 1980s and 1990s). The revised
estimates are more consistent with estimates from
ocean models (Orr, 2000) and from analyses based
on 13C/12C ratios of atmospheric CO2 (Joos et al.,
1999b; Keeling et al., 2001). The revised estimate
for land (a net sink of 0.7 Pg C yr�1 during the
1990s) (Table 7) is half of that given by the IPCC
(Prentice et al., 2001). The decadal change in the
terrestrial sink is also much smaller (from 0.4 Pg
C yr�1 to 0.7 Pg C yr�1 instead of from 0.2 Pg
C yr�1 to 1.4 Pg C yr�1).

(ii) Sources and sinks inferred from inverse
modeling with atmospheric transport models and

atmospheric concentrations of CO2,
13CO2, and

O2. A second top-down method for determining
oceanic and terrestrial sinks is based on spatial
and temporal variations in concentrations of atmo-
spheric CO2 obtained through a network of flask
air samples (Masarie and Tans, 1995; Cooperative
Atmospheric Data Integration Project—Carbon
Dioxide, 1997). Together with models of atmo-
spheric transport, these variations are used to infer
the geographic distribution of sources and sinks of
carbon through a technique called inverse
modeling.

Variations in the carbon isotope of CO2 may
also be used to distinguish terrestrial sources and
sinks from oceanic ones. The 13C isotope is slightly
heavier than the 12C isotope and is discriminated
against during photosynthesis. Thus, trees have a
lighter isotopic ratio (�22 ppt to �27 ppt) than
does air (�7 ppt) (ratios are expressed relative to
a standard). The burning of forests (and fossil
fuels) releases a disproportionate share of the
lighter isotope, reducing the isotopic ratio of
13C/12C in air. In contrast, diffusion of CO2 across
the air–sea interface does not result in appreciable
discrimination, so variations in the isotopic com-
position of CO2 suggest terrestrial and fossil fuels
fluxes of carbon, rather than oceanic.

Spatial and temporal variations in the concen-
trations of CO2,

13CO2, and O2 are used with
models of atmospheric transport to infer (through
inverse calculations) sources and sinks of carbon at
the Earth’s surface. The results are dependent upon
the model of atmospheric transport (Figure 6; Ciais
et al., 2000).

The interpretation of variations in 13C is com-
plicated. One complication results from isotopic
disequilibria in carbon pools (Battle et al., 2000).
Disequilibria occur because the �13C taken up by
plants, e.g., is representative of the �13C currently
in the atmosphere (allowing for discrimination),
but the �13C of CO2 released through decay repre-
sents not the �13C of the current atmosphere but of
an atmosphere several decades ago. As long as the
�13C of the atmosphere is changing, the �13C in
pools will reflect a mixture of earlier and current
conditions. Uncertainties in the turnover of various
carbon pools add uncertainty to interpretation of

Table 7 The global carbon budget (PgC yr�1).

1980s 1990s

Fossil fuel emissionsa 5.4� 0.3 6.3� 0.4
Atmospheric increasea 3.3� 0.1 3.2� 0.2
Oceanic uptakeb �1.7 + 0.6 (�1.9� 0.6) �2.4 + 0.7 (�1.7� 0.5)
Net terrestrial fluxb �0.4 + 0.7 (�0.2� 0.7) �0.7 + 0.8 (�1.4� 0.7)
Land-use changec 2.0� 0.8 2.2� 0.8
Residual terrestrial flux �2.4 + 1.1 (�2.2� 1.1) �2.9 + 1.1(�3.6� 1.1)

a Source: Prentice et al. (2001). b Source: Plattner et al. (2002) (values in parentheses are from Prentice et al., 2001). c Houghton (2003).
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the �13C signal. Another complication results from
unknown year-to-year variations in the photosynth-
esis of C3 and C4 plants (because these two types of
plants discriminate differently against the heavier
isotope). C4 plants discriminate less than C3 plants
and leave a signal that looks oceanic, thus con-
founding the separation of land and ocean
exchanges. These uncertainties of the �13C
approach are most troublesome over long periods
(Battle et al., 2000); the approach is more reliable
for reconstructing interannual variations in sources
and sinks of carbon.

An important distinction exists between global
approaches (e.g., O2, above) and regional inverse
approaches, such as implemented with 13C. In the
global top-down approach, changes in terrestrial or
oceanic carbon storage are calculated. In contrast,
the regional inverse method yields fluxes of carbon
between the land or ocean surface and the atmo-
sphere. These fluxes of carbon include both natural
and anthropogenic components. Horizontal
exchange between regions must be taken into
account to estimate changes in storage. For exam-
ple, the fluxes will not accurately reflect changes in
the amount of carbon on land or in the sea if some
of the carbon fixed by terrestrial plants is trans-
ported by rivers to the ocean and respired there
(Sarmiento and Sundquist, 1992; Tans et al.,
1995; Aumont et al., 2001).

An example of inverse calculations is the ana-
lysis by Tans et al. (1990). The concentration of
CO2 near the Earth’s surface is�3 ppm higher over
the northern mid-latitudes than over the southern
hemisphere. The ‘‘bulge’’ in concentration over
northern mid-latitudes is consistent with the emis-
sions of carbon from fossil fuel combustion at these

latitudes. The extent of the bulge is also affected by
the rate of atmospheric mixing. High rates of mix-
ing would dilute the bulge; low rates would
enhance it. By using the latitudinal gradient in
CO2 and the latitudinal distribution of fossil fuel
emissions, together with a model of atmospheric
transport, Tans et al. (1990) determined that the
bulge was smaller than expected on the basis of
atmospheric transport alone. Thus, carbon is being
removed from the atmosphere by the land and
oceans at northern mid-latitudes. Tans et al. esti-
mated removal rates averaging between 2.4 Pg
C yr�1 and 3.5 Pg C yr�1 for the years 1981–
1987. From pCO2

measurements in surface waters,
Tans et al. calculated that the northern mid-latitude
oceans were taking up only 0.2–0.4 Pg C yr�1, and
thus, by difference, northern mid-latitude lands
were responsible for the rest, a sink of 2.0–3.4 Pg
C yr�1. The range resulted from uncertainties in
atmospheric transport and the limited distribution
of CO2 sampling stations. Almost no stations exist
over tropical continents. Thus, Tans et al. (1990)
could not constrain the magnitude of a tropical land
source or sink, but they could determine the mag-
nitude of the northern sink relative to a tropical
source. A large tropical source, as might be
expected from deforestation, implied a large north-
ern sink; a small tropical source implied a smaller
northern sink.

The analysis by Tans et al. (1990) caused
quite a stir because their estimate for oceanic
uptake was only 0.3–0.8 Pg C yr�1, while analyses
based on ocean models yielded estimates of
2.0� 0.8 Pg C yr�1. The discrepancy was subse-
quently reconciled (Sarmiento and Sundquist,
1992) by accounting for the effect of skin
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Figure 6 Terrestrial and oceanic sources and sinks of carbon inferred from inverse calculations with an atmospheric
transport model and spatial and temporal variations in CO2 concentrations. The net fluxes inferred over each region
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temperature on the calculated air–sea exchange, the
effect of atmospheric transport and oxidation of
CO on the carbon budget, and the effect of riverine
transport of carbon on changes in carbon storage
(see below). All of the adjustments increased the
estimated oceanic uptake of carbon to values
obtained by ocean models and lowered the estimate
of the mid-latitude terrestrial sink.

Similar inverse approaches, using not only CO2

concentrations but also spatial variations in O2 and
13CO2 to distinguish oceanic from terrestrial
fluxes, have been carried out by several groups
since 1990. An intercomparison of 16 atmospheric
transport models (the TransCom 3 project) by
Gurney et al. (2002) suggests average oceanic
and terrestrial sinks of 1.3 Pg C yr�1 and 1.4 Pg
C yr�1, respectively, for the period 1992–1996.

The mean global terrestrial sink of 1.4 Pg C yr�1

for the years 1992–1996 is higher than that
obtained from changes in O2 and CO2 (0.7 Pg
C yr�1) (Plattner et al., 2002). However, the esti-
mate from inverse modeling has to be adjusted to
account for terrestrial sources and sinks of carbon
that are not ‘‘seen’’ by the atmosphere. For exam-
ple, the fluxes inferred from atmospheric data will
not accurately reflect changes in the amount of
carbon on land or in the sea if some of the carbon
fixed by terrestrial plants or used in weathering
minerals is transported by rivers to the ocean and
respired and released to the atmosphere there.
Under such circumstances, the atmosphere sees a
terrestrial sink and an oceanic source, while the
storage of carbon on land and in the sea may not
have changed. Several studies have tried to adjust
atmospherically based carbon budgets by account-
ing for the river transport of carbon. Sarmiento and
Sundquist (1992) estimated a pre-industrial net
export by rivers of 0.4–0.7 Pg C yr�1, balanced by
a net terrestrial uptake of carbon through photo-
synthesis and weathering. Aumont et al. (2001)
obtained a global estimate of 0.6 Pg C yr�1.
Adjusting the net terrestrial sink obtained through
inverse calculations (1.4 Pg C yr�1) by 0.6 Pg
C yr�1 yields a result (0.8 Pg C yr�1) similar to
the estimate obtained through changes in the

concentrations of O2 and CO2 (Table 8). The two
top-down methods based on atmospheric measure-
ments yield similar global estimates of a net
terrestrial sink (�0.7 (� 0.8) Pg C yr�1 for the
1990s).

(iii) Land-use change. Another method, inde-
pendent of those based on atmospheric data and
models, that has been used to estimate terrestrial
sources and sinks of carbon, globally, is a method
based on changes in land use (see Section
16.3.1.5). This is a ground-based or bottom-up
approach. Changes in land use suggest that defor-
estation, reforestation, cultivation, and logging
were responsible for a carbon source, globally,
that averaged 2.0 Pg C yr�1 during the 1980s and
2.2 Pg C yr�1 during the 1990s (Houghton, 2003).
The approach includes emissions of carbon from
the decay of dead plant material, soil, and wood
products and sinks of carbon in regrowing ecosys-
tems, including both vegetation and soil. Analyses
account for delayed sources and sinks of carbon
that result from decay and regrowth following a
change in land use.

Other recent analyses of land-use change give
results that bound the results of this summary,
although differences in the processes and regions
included make comparisons somewhat misleading.
An estimate by Fearnside (2000) of a 2.4 Pg C yr�1

source includes only the tropics. A source of 0.8Pg
C yr�1 estimated by McGuire et al. (2001) includes
changes in global cropland area but does not
include either the harvest of wood or the clearing
of forests for pastures, both of which contributed to
the net global source. The average annual release of
carbon attributed by Houghton (2003) to changes
in the area of croplands (1.2 Pg C yr�1 for the
1980s) is higher than the estimate found by
McGuire et al. (0.8 Pg C yr�1).

The calculated source of 2.2 (� 0.8) Pg C yr�1

for the 1990s (Houghton, 2003) is very different
from the global net terrestrial sink determined from
top-down analyses (0.7 Pg C yr�1) (Table 8). Are
the methods biased? Biases in the inverse calcula-
tions may be in either direction. Because of the
‘‘rectifier effect’’ (the seasonal covariance between

Table 8 Estimates of the annual terrestrial flux of carbon (PgC yr�1) in the 1990s according to different methods.
Negative values indicate a terrestrial sink

O2 and CO2 Inverse calculations
CO2,

13CO2, O2

Forest inventories Land-use change

Globe �0.7 (�0.8)a �0.8 (�0.8)b 2.2 (�0.6)c
Northern mid-latitudes �2.1 (�0.8)d �0.6 to �1.3e �0.03 (�0.5)c
Tropics 1.5 (�1.2)f �0.6 (�0.3)g 0.5 to 3.0h

a Plattner et al. (2002). b�1.4 (�0.8) from Gurney et al. (2002) reduced by 0.6 to account for river transport (Aumont et al., 2001). c Houghton,
2003. d�2.4 from Gurney et al. (2002) reduced by 0.3 to account for river transport (Aumont et al., 2001). e�0.65 in forests (Goodale et al., 2002)
and another 0.0–0.65 assumed for nonforests (see text). f 1.2 from Gurney et al. (2002) increased by 0.3 to account for river transport (Aumont et al.,
2001). g Undisturbed forests: �0.6 from Phillips et al. (1998) (challenged by Clark, 2002). h 0.9 (range 0.5–1.4) from DeFries et al. (2002) 1.3 from

Achard et al. (2002) adjusted for soils and degradation (see text) 2.2 (� 0.8) from Houghton (2003). 2.4 from Fearnside (2000).
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the terrestrial carbon flux and atmospheric trans-
port), inverse calculations are thought to
underestimate the magnitude of a northern mid-
latitude sink (Denning et al., 1995). However, if
the near-surface concentrations of atmospheric
CO2 in northern mid-latitude regions are naturally
lower than those in the southern hemisphere, the
apparent sink in the north may not be anthropo-
genic, as usually assumed. Rather, the
anthropogenic sink would be less than 0.5 Pg
C yr�1 (Taylor and Orr, 2000).

In contrast to the unknown bias of atmospheric
methods, analyses based on land-use change are
deliberately biased. These analyses consider only
those changes in terrestrial carbon resulting
directly from human activity (conversion and mod-
ification of terrestrial ecosystems). There may be
other sources and sinks of carbon not related to
land-use change (such as caused by CO2 fertiliza-
tion, changes in climate, or management) that are
captured by other methods but ignored in analyses
of land-use change. In other words, the flux of
carbon from changes in land use is not necessarily
the same as the net terrestrial flux from all terres-
trial processes.

If the net terrestrial flux of carbon during the
1990s was 0.7 Pg C yr�1, and 2.2 Pg C yr�1 were
emitted as a result of changes in land use, then
2.9 Pg C yr�1 must have accumulated on land for
reasons not related to land-use change. This resi-
dual terrestrial sink was discussed above (Table 7
and Figure 4). That the residual terrestrial sink
exists at all suggests that processes other than
land-use change are affecting the storage of carbon
on land. Recall, however, that the residual sink is
calculated by difference; if the emissions from
land-use change are overestimated, the residual
sink will also be high.

16.3.2.2 Regional distribution of sources
and sinks of carbon: the northern
mid-latitudes

Insights into the magnitude of carbon sources
and sinks and the mechanisms responsible for the
residual terrestrial carbon sink may be obtained
from a consideration of tropical and extratropical
regions separately. Inverse calculations show the
tropics to be a moderate source, largely oceanic as a
result of CO2 outgassing in upwelling regions.
Some of the tropical source is also terrestrial.
Estimates vary greatly depending on the models
of atmospheric transport and the years included in
the analyses. The net global oceanic sink of 1.3 Pg
C yr�1 for the period 1992–1996 is distributed in
northern (1.2 Pg C yr�1) and southern oceans
(0.8 Pg C yr�1), with a net source from tropical
gyres (0.5 Pg C yr�1) (Gurney et al., 2002).

The net terrestrial sink of �0.7 Pg C yr�1 is not
evenly distributed either. The comparison by

Gurney et al. (2002) showed net terrestrial sinks
of 2.4� 0.8 Pg C yr�1 and 0.2 Pg C yr�1 for north-
ern and southern mid-latitude lands, respectively,
offset to some degree by a net tropical land source
of 1.2� 1.2 Pg C yr�1. Errors are larger for the
tropics than the nontropics because of the lack of
sampling stations and the more complex atmo-
spheric circulation there.

River transport and subsequent oceanic release
of terrestrial carbon are thought to overestimate the
magnitude of the atmospherically derived northern
terrestrial sink by 0.3 Pg C yr�1 and underestimate
the tropical source (or overestimate its sink) by the
same magnitude (Aumont et al., 2001). Thus, the
northern terrestrial sink becomes 2.1 Pg C yr�1,
while the tropical terrestrial source becomes
1.5 Pg C yr�1 (Table 8).

Inverse calculations have also been used to infer
east–west differences in the distribution of sources
and sinks of carbon. Such calculations are more
difficult because east–west gradients in CO2 con-
centration are an order of magnitude smaller than
north–south gradients. Some estimates placed most
of the northern sink in North America (Fan et al.,
1998); others placed most of it in Eurasia
(Bousquet et al., 1999a,b). More recent analyses
suggest a sink in both North America and Eurasia,
roughly in proportion to land area (Schimel et al.,
2001; Gurney et al., 2002). The analyses also sug-
gest that higher-latitude boreal forests are small
sources rather than sinks of carbon during some
years.

The types of land use determining fluxes of
carbon are substantially different inside and outside
the tropics (Table 9). As of early 2000s, the fluxes
of carbon to and from northern lands are dominated
by rotational processes, e.g., logging and subse-
quent regrowth. Changes in the area of forests are
small. The losses of carbon from decay of wood
products and slash (woody debris generated as a
result of harvest) are largely offset by the accumu-
lation of carbon in regrowing forests (reforestation
and regrowth following harvest). Thus, the net flux
of carbon from changes in land use is small: a
source of 0.06 Pg C yr�1 during the 1980s chan-
ging to a sink of 0.02 Pg C yr�1 during the 1990s.
Both the US and Europe are estimated to have been
carbon sinks as a result of land-use change.

Inferring changes in terrestrial carbon storage
from analysis of forest inventories. An independent
estimate of carbon sources and sinks in northern
mid-latitudinal lands may be obtained from forest
inventories. Most countries in the northern mid-
latitudes conduct periodic inventories of the grow-
ing stocks in forests. Sampling is designed to yield
estimates of total growing stocks (volumes of mer-
chantable wood) that are estimated with 95%
confidence to within 1–5% (Powell et al., 1993;
Köhl and Päivinen, 1997; Shvidenko and Nilsson,
1997). Because annual changes due to growth and
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mortality are small relative to the total stocks, esti-
mates of wood volumes are relatively less precise.
A study in the southeastern US determined that
regional growing stocks (m3) were known with
95% confidence to within 1.1%, while changes in
the stocks (m3 yr�1) were known to within 39.7%
(Phillips et al., 2000). Allometric regressions are
used to convert growing stocks (the wood con-
tained in the boles of trees) to carbon, including
all parts of the tree (roots, stumps, branches, and
foliage as well as bole), nonmerchantable and small
trees and nontree vegetation. Other measurements
provide estimates of the carbon in the forest floor
(litter) and soil. The precision of the estimates for
these other pools of carbon is less than that for the
growing stocks. An uncertainty analysis for
140�106 ha of US forests suggested an uncertainty
of 0.028 Pg C yr�1 (Heath and Smith, 2000). The
strength of forest inventories is that they provide
direct estimates of wood volumes on more than one
million plots throughout northern mid-latitude for-
ests, often inventoried on 5–10-year repeat cycles.
Some inventories also provide estimates of growth
rates and estimates of mortality from various
causes, i.e., fires, insects, and harvests. One recent
synthesis of these forest inventories, after convert-
ing wood volumes to total biomass and accounting
for the fate of harvested products and changes in
pools of woody debris, forest floor, and soils, found
a net northern mid-latitude terrestrial sink of
between 0.6 Pg C yr�1 and 0.7 Pg C yr�1 for the
years around 1990 (Goodale et al., 2002). The
estimate is �30% of the sink inferred from atmo-
spheric data corrected for river transport (Table 8).
Some of the difference may be explained if non-
forest ecosystems throughout the region are also

accumulating carbon. Inventories of nonforest
lands are generally lacking, but in the US, at
least, nonforests are estimated to account for 40–
70% of the net terrestrial carbon sink (Houghton
et al., 1999; Pacala et al., 2001).

It is also possible that the accumulation of car-
bon below ground, not directly measured in forest
inventories, was underestimated and thus might
account for the difference in estimates. However,
the few studies that have measured the accumula-
tion of carbon in forest soils have consistently
found soils to account for only a small fraction
(5–15%) of measured ecosystem sinks (Gaudinski
et al., 2000; Barford et al., 2001; Schlesinger and
Lichter, 2001). Thus, despite the fact that the
world’s soils hold 2–3 times more carbon than
biomass, there is no evidence, as of early 2000s,
that they account for much of a terrestrial sink.

The discrepancy between estimates obtained
from forest inventories and inverse calculations
might also be explained by differences in the
dates of measurements. The northern sink of
2.1 Pg C yr�1 from Gurney et al. (�2.4 + 0.3 for
riverine transport) is for 1992–1996 and would
probably have been lower (and closer to the forest
inventory-based estimate) if averaged over the
entire decade (see other estimates in Prentice
et al., 2001). Top-down measurements based
on atmospheric data are sensitive to large
year-to-year variations in the growth rate of CO2

concentrations.
Both forest inventories and inverse calculations

with atmospheric data show terrestrial ecosystems
to be a significant carbon sink, while changes in
land use show a sink near zero. Either the analyses
of land-use change are incomplete, or other

Table 9 Estimates of the annual sources (+) and sinks (�) of carbon resulting from different types of land-use change
and management during the 1990s (PgC yr�1)

Activity Tropical regions Temperate and boreal zones Globe

Deforestation 2.110a 0.130 2.240
Afforestation �0.100 �0.080b �0.190
Reforestation (agricultural abandonment) 0a �0.060 �0.060
Harvest/management 0.190 0.120 0.310
Products 0.200 0.390 0.590
Slash 0.420 0.420 0.840
Regrowth �0.430 �0.690 �1.120

Fire suppressionc 0 �0.030 �0.030
Nonforests
Agricultural soilsd 0 0.020 0.020
Woody encroachmentc 0 �0.060 �0.060

Total 2.200 0.040 2.240

aOnly the net effect of shifting cultivation is included here. The gross fluxes from repeated clearing and abandonment are not included. b Areas of
plantation forests are not generally reported in developed countries. This estimates includes only China’s plantations. c Probably an underestimate. The
estimate is for the US only, and similar values may apply in South America, Australia, and elsewhere. d These values include loss of soil carbon
resulting from cultivation of new lands; they do not include accumulations of carbon that may have resulted from recent agricultural practices.
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mechanisms besides land-use change must be
responsible for the observed sink, or some combi-
nation of both. With respect to the difference
between forest inventories and land-use change, a
regional comparison suggests that the recovery of
forests from land-use change (abandoned farm-
lands, logging, fire suppression) may either
overestimate or underestimate the sinks measured
in forest inventories (Table 10). In Canada and
Russia, the carbon sink calculated for forests reco-
vering from harvests (land-use change) is greater
than the measured sink. The difference could be
error, but it is consistent with the fact that fires and
insect damage increased in these regions during the
1980s and thus converted some of the boreal for-
ests from sinks to sources (Kurz and Apps, 1999).
These sources would not be counted in the analysis
of land-use change, because natural disturbances
were ignored. In time, recovery from these natural
disturbances will increase the sink above that cal-
culated on the basis of harvests alone, but as of
early 2000s the sources from fire and insect
damage exceed the net flux associated with harvest
and regrowth.

In the three other regions (Table 10), changes in
land use yield a sink that is smaller than measured
in forest inventories. If the results are not simply a
reflection of error, the failure of past changes in
land use to explain the measured sink suggests that
factors not considered in the analysis have
enhanced the storage of carbon in the forests of
the US, Europe, and China. Such factors include
past natural disturbances, more subtle forms of
management than recovery from harvest and agri-
cultural abandonment (and fire suppression in the
US), and environmental changes that may have
enhanced forest growth. It is unclear whether the
differences between estimates (changes in land use
and forest inventories) are real or the result of
errors and omissions. The differences are small,
generally less than 0.1 Pg C yr�1 in any region.
The likely errors and omissions in analyses of
land-use change include uncertain rates of forest
growth, natural disturbances, and many types of
forest management (Spiecker et al., 1996).

16.3.2.3 Regional distribution of sources and
sinks of carbon: the tropics

How do different methods compare in the tro-
pics? Inverse calculations show that tropical lands
were a net source of carbon, 1.2� 1.2 Pg C yr�1 for
the period 1992–1996 (Gurney et al., 2002).
Accounting for the effects of rivers (Aumont
et al., 2001) suggests a source of 1.5 (� 1.2) Pg
C yr�1 (Table 8).

Forest inventories for large areas of the tropics
are rare, although repeated measurements of per-
manent plots throughout the tropics suggest that
undisturbed tropical forests are accumulating car-
bon, at least in the neotropics (Phillips et al., 1998).
The number of such plots was too small in tropical
African or Asian forests to demonstrate a change in
carbon accumulation, but assuming the plots in the
neotropics are representative of undisturbed forests
in that region suggests a sink of 0.62 (� 0.30) Pg
C yr�1 for mature humid neotropical forests
(Phillips et al., 1998). The finding of a net sink
has been challenged, however, on the basis of
systematic errors in measurement. Clark (2002)
notes that many of the measurements of diameter
included buttresses and other protuberances, while
the allometric regressions used to estimate biomass
were based on above-buttress relationships.
Furthermore, these stem protuberances display dis-
proportionate rates of radial growth. Finally, some
of the plots were on floodplains where primary
forests accumulate carbon. When plots with but-
tresses were excluded (and when recent floodplain
(secondary) forests were excluded as well), the net
increment was not statistically different from zero
(Clark, 2002). Phillips et al. (2002) counter that the
errors are minor, but the results remain contentious.

Thus, the two methods most powerful in con-
straining the northern net sink (inverse analyses
and forest inventories) are weak or lacking in the
tropics (Table 14), and the carbon balance of the
tropics is less certain.

Direct measurement of CO2 flux. The flux of
CO2 between an ecosystem and the atmosphere can
be calculated directly by measuring the covariance

Table 10 Annual net changes in the living vegetation of forests (PgC yr�1) in northern mid-latitude regions around
the year 1990. Negative values indicate an increase in carbon stocks (i.e., a terrestrial sink).

Region Land-use changea Forest inventoryb Sink from land-use change
relative to inventoried sink

Canada �0.025 0.040 0.065 (larger)
Russia �0.055 0.040 0.095 (larger)
USA �0.035 �0.110 0.075 (smaller)
China 0.075 �0.040 0.115 (smaller)
Europe �0.020 �0.090 0.070 (smaller)

Total �0.060 �0.160 0.100 (smaller)

a Houghton (2003). b From Goodale et al. (2002).
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between concentrations of CO2 and vertical wind
speed (Goulden et al., 1996). The approach is
being applied at �150 sites in North America,
South America, Asia, and Europe. The advantage
of the approach is that it includes an integrated
measure for the whole ecosystem, not only the
wood or the soil. The method is ideal for determin-
ing the short-term response of ecosystems to
diurnal, seasonal, and interannual variations of
such variables as temperature, soil moisture, and
cloudiness. If measurements are made over an
entire year or over a significant number of days in
each season, an annual carbon balance can be
determined. The results of such measured fluxes
have been demonstrated in at least one ecosystem
to be in agreement with independent measurements
of change in the major components of the ecosys-
tem (Barford, 2001).

As NEP is often small relative to the gross
fluxes of photosynthesis and ecosystem respira-
tion, the net flux is sometimes less than the error
of measurement. More important than error is bias,
and the approach is vulnerable to bias because both
the fluxes of CO2 and the micrometeorological
conditions are systematically different day and
night. Wind speeds below 17 cm s�1 in a temperate
zone forest, e.g., resulted in an underestimate of
nighttime respiration (Barford et al., 2001). A simi-
lar relationship between nighttime wind speed and
respiration in forests in the Brazilian Amazon sug-
gests that the assumption that lateral transport is
unimportant may have been invalid (Miller et al., in
press).

Although the approach works well where
micrometeorological conditions are met, the foot-
print for the measured flux is generally less than 1
km2, and it is difficult to extrapolate the measured
flux to large regions. Accurate extrapolations
require a distribution of tower sites representative
of different flux patches, but such patches are dif-
ficult to determine a priori. The simple
extrapolation of an annual sink of 1Mg C ha yr�1

(based on 55 days of measurement) for a tropical
forest in Brazil to all moist forests in the Brazilian
Amazon gave an estimated sink of �1 Pg C yr�1

(Grace et al., 1995). In contrast, a more sophisti-
cated extrapolation based on a spatial model of
CO2 flux showed a basin-wide estimate averaging
only 0.3 Pg C yr�1 (Tian et al., 1998). The modeled
flux agreed with the measured flux in the location
of the site; spatial differences resulted from varia-
tions in modeled soil moisture throughout the
basin.

Initially, support for an accumulation of carbon
in undisturbed tropical forests came from measure-
ments of CO2 flux by eddy correlation (Grace
et al., 1995; Malhi et al., 1998). Results showed
large sinks of carbon in undisturbed forests, that, if
scaled up to the entire tropics, yielded sinks in the
range of 3.9–10.3 Pg C yr�1 (Malhi et al., 2001),

much larger than the sources of carbon from defor-
estation. Tropical lands seemed to be a large net
carbon sink. Recent analyses raise doubts about
these initial results.

When flux measurements are corrected for calm
conditions, the net carbon balance may be nearly
neutral. One of the studies in an old-growth forest
in the Tapajós National Forest, Pará, Brazil,
showed a small net CO2 source (Saleska et al., in
press). The results in that forest were supported by
measurements of biomass (forest inventory) (Rice
et al., in press). Living trees were accumulating
carbon, but the decay of downed wood released
more, for a small net source. Both fluxes suggest
that the stand was recovering from a disturbance
several years earlier.

The observation that the rivers and streams of
the Amazon are a strong source for CO2 (Richey
et al., 2002) may help balance the large sinks
measured in some upland sites. However, the riv-
erine source is included in inverse calculations
based on atmospheric data and does not change
those estimates of a net terrestrial source (Gurney
et al., 2002).

Changes in land use in the tropics are clearly a
source of carbon to the atmosphere, although the
magnitude is uncertain (Detwiler and Hall, 1988;
Fearnside, 2000; Houghton, 1999, 2003). The tro-
pics are characterized by high rates of
deforestation, and this conversion of forests to non-
forests involves a large loss of carbon. Although
rotational processes of land use, such as logging,
are just as common in the tropics as in temperate
zones (even more so because shifting cultivation is
common in the tropics), the sinks of carbon in
regrowing forests are dwarfed in the tropics by
the large releases of carbon resulting from perma-
nent deforestation.

Comparisons of results from different methods
(Table 8) suggest at least two, mutually exclusive,
interpretations for the net terrestrial source of car-
bon from the tropics. One interpretation is that a
large release of carbon from land-use change
(Fearnside, 2000; Houghton, 2003) is partially off-
set by a large sink in undisturbed forests (Malhi
et al., 1998; Phillips et al., 1998, 2002). The other
interpretation is that the source from deforestation
is smaller (see below), and that the net flux from
undisturbed forests is nearly zero (Rice et al., in
press; Saleska et al., in press). Under the first
interpretation, some sort of growth enhancement
(or past natural disturbance) is required to explain
the large current sink in undisturbed forests. Under
the second, the entire net flux of carbon may be
explained by changes in land use, but the source
from land-use change is smaller than estimated by
Fearnside (2000) or Houghton (2003).

A third possibility, that the net tropical source
from land is larger than indicated by inverse calcu-
lations (uncertain in the tropics), is constrained by
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the magnitude of the net sink in northern mid-
latitudes. The latitudinal gradient in CO2 concen-
trations constrains the difference between the
northern sink and tropical source more than it con-
strains the absolute fluxes. The tropical source can
only be larger than indicated by inverse calcula-
tions if the northern mid-latitude sink is also larger.
As discussed above, the northern mid-latitude sink
is thought to be in the range of 1–2.6 Pg C yr�1, but
the estimates are based on the assumption that the
pre-industrial north–south gradient in CO2 concen-
trations was zero (similar concentrations at all
latitudes). No data exist for the pre-industrial
north–south gradient in CO2 concentrations, but
following Keeling et al. (1989), Tayor and Orr
extrapolated the current CO2 gradient to a zero
fossil fuel release and found a negative gradient
(lower concentrations in the north). They inter-
preted this negative gradient as the pre-industrial
gradient, and their interpretation would suggest a
northern sink larger than generally believed. In
contrast, Conway and Tans (1999) interpret the
extrapolated zero fossil fuel gradient as represent-
ing the current sources and sinks of carbon in
response to fossil fuel emissions and other human
activities, such as present and past land-use change.
Most investigators of the carbon cycle favor this
interpretation.

The second interpretation of existing estimates
(a modest source of carbon from deforestation and
little or no sink in undisturbed forests) is supported
by satellite-based estimates of tropical deforesta-
tion. The high estimates of Fearnside (2000) and
Houghton (2003) were based on rates of deforesta-
tion reported by the FAO (2001). If these rates of
deforestation are high, the estimates of the carbon
source are also high. Two new studies of tropical
deforestation (Achard et al., 2002; DeFries et al.,
2002) report lower rates than the FAO and lower
emissions of carbon than Fearnside or Houghton.
The study by Achard et al. (2002) found rates 23%
lower than the FAO for the 1990s (Table 11). Their
analysis used high resolution satellite data over a
6.5% sample of tropical humid forests, stratified by

‘‘deforestation hot-spot areas’’ defined by experts.
In addition to observing 5.8�106 ha of outright
deforestation in the tropical humid forests, Achard
et al. also observed 2.3�106 ha of degradation.
Their estimated carbon flux, including changes in
the area of dry forests as well as humid ones, was
0.96 Pg C yr�1. The estimate is probably low
because it did not include the losses of soil carbon
that often occur with cultivation or the losses of
carbon from degradation (reduction of biomass
within forests). Soils and degradation accounted
for 12% and 26%, respectively, of Houghton’s
(2003) estimated flux of carbon for tropical Asia
and America and would yield a total flux of 1.3 Pg
C yr�1 if the same percentages were applied to the
estimate by Archard et al.

A second estimate of tropical deforestation
(DeFries et al., 2002) was based on coarse resolu-
tion satellite data (8 km), calibrated with high-
resolution satellite data to identify percent tree
cover and to account for small clearings that
would be missed with the coarse resolution data.
The results yielded estimates of deforestation that
were, on average, 54% lower than those reported
by the FAO (Table 11). According to DeFries et al.,
the estimated net flux of carbon for the 1990s was
0.9 (range 0.5–1.4) Pg C yr�1.

If the tropical deforestation rates obtained by
Archard et al. and DeFries et al. were similar,
there would be little doubt that the FAO estimates
are high. However, the estimates are as different
from each other as they are from those of the FAO
(Table 11). Absolute differences between the two
studies are difficult to evaluate because Achard
et al. considered only humid tropical forests,
whereas DeFries et al. considered all tropical for-
ests. The greatest differences are in tropical Africa,
where the percent tree cover mapped by DeFries
et al. is most unreliable because of the large areas
of savanna. Both studies suggest that the FAO
estimates of tropical deforestation are high, but
the rates are still in question (Fearnside and
Laurance, 2003; Eva et al., 2003). The tropical
emissions of carbon estimated by the two studies

Table 11 Annual rate of change in tropical forest areaa for the 1990s.

Tropical humid forests All tropical forests

FAO (2001)
(106 ha yr�1)

Achard et al. (2002) FAO (2001)
(106 hayr�1)

DeFries et al. (2002)

106 ha yr�1 % lower than FAO 106 ha yr�1 % lower than FAO

America 2.7 2.2 18 4.4 3.179 28
Asia 2.5 2.0 20 2.4 2.008 16
Africa 1.2 0.7 42 5.2 0.376 93
All tropics 6.4 4.9 23 12.0 5.563 54

a The net change in forest area is not the rate of deforestation but, rather, the rate of deforestation minus the rate of afforestation.

560 The Contemporary Carbon Cycle



(after adjustments for degradation and soils) are
about half of Houghton’s estimate: 1.3 Pg C yr�1

and 0.9 Pg C yr�1, as opposed to 2.2 Pg C yr�1

(Table 8).

16.3.2.4 Summary: synthesis of the results of
different methods

Top-down methods show consistently that ter-
restrial ecosystems, globally, were a small net sink
in the 1980s and 1990s. The sink was in northern
mid-latitudes, partially offset by a tropical source.
The northern sink was distributed over both North
America and Eurasia roughly in proportion to land
area. The magnitudes of terrestrial sinks obtained
through inverse calculations are larger (or the
sources smaller) than those obtained from bottom-
up analyses (land-use change and forest inven-
tories). Is there a bias in the atmospheric
analyses? Or are there sinks not included in the
bottom-up analyses?

For the northern mid-latitudes, when estimates
of change in nonforests (poorly known) are added
to the results of forest inventories, the net sink
barely overlaps with estimates determined from
inverse calculations. Changes in land use yield
smaller estimates of a sink. It is not clear how
much of the discrepancy is the result of omissions
of management practices and natural disturbances
from analyses of land-use change, and how much is
the result of environmentally enhanced rates of tree
growth. In other words, how much of the carbon
sink in forests can be explained by age structure
(i.e., previous disturbances and management), and
how much by enhanced rates of carbon storage?
The question is important for predicting future
concentrations of atmospheric CO2 (see below).

In the tropics, the uncertainties are similar but
also greater because inverse calculations are more
poorly constrained and because forest inventories
are lacking. Existing evidence suggests two possi-
bilities. Either large emissions of carbon from land-
use change are somewhat offset by large carbon
sinks in undisturbed forests, or lower releases of
carbon from land-use change explain the entire net
terrestrial flux, with essentially no requirement for
an additional sink. The first alternative (large
sources and large sinks) is most consistent with
the argument that factors other than land-use
change are responsible for observed carbon sinks
(i.e., management or environmentally enhanced
rates of growth). The second alternative is most
consistent with the findings of Caspersen et al.
(2000) that there is little enhanced growth.
Overall, in both northern and tropical regions
changes in land use exert a dominant influence on
the flux of carbon, and it is unclear whether other
factors have been important in either region. These
conclusions question the assumption used in pre-
dictions of climatic change, the assumption that the

current terrestrial carbon sink will increase in the
future (see below).

16.4 MECHANISMS THOUGHT TO BE
RESPONSIBLE FOR CURRENT
SINKS OF CARBON

16.4.1 Terrestrial Mechanisms

Distinguishing between regrowth and enhanced
growth in the current terrestrial sink is important. If
regrowth is dominant, the current sink may be
expected to diminish as forests age (Hurtt et al.,
2002). If enhanced growth is important, the mag-
nitude of the carbon sink may be expected to
increase in the future. Carbon cycle models used
to calculate future concentrations of atmospheric
CO2 from emissions scenarios assume the latter
(that the current terrestrial sink will increase)
(Prentice et al., 2001). These calculated concentra-
tions are then used in general circulation models to
project future rates of climatic change. If the cur-
rent terrestrial sink is largely the result of regrowth,
rather than enhanced growth, future projections of
climate may underestimate the extent and rate of
climatic change.

The issue of enhanced growth versus regrowth
can be illustrated with studies from the US.
Houghton et al. (1999) estimated a terrestrial car-
bon sink of 0.15–0.35 Pg C yr�1 for the US,
attributable to changes in land use. Pacala et al.
(2001) revised the estimate upwards by including
additional processes, but in so doing they included
sinks not necessarily resulting from land-use
change. Their estimate for the uptake of carbon
by forests, e.g., was the uptake measured by forest
inventories. The measured uptake might result
from previous land use (regrowth), but it might
also result from environmentally enhanced growth,
e.g., CO2 fertilization (Figure 7). If all of the accu-
mulation of carbon in US forests were the result of
recovery from past land-use practices (i.e., no
enhanced growth), then the measured uptake
should equal the flux calculated on the basis of
land-use change. The residual flux would be zero.
The study by Caspersen et al. (2000) suggests that
such an attribution is warranted because they found
that 98% of forest growth in five US states could be
attributed to regrowth rather than enhanced growth.
However, the analysis by Houghton et al. (1999)
found that past changes in land use accounted for
only 20–30% of the observed accumulation of
carbon in trees. The uptake calculated for forests
recovering from agricultural abandonment, fire
suppression, and earlier harvests was only
20–30% of the uptake measured by forest inven-
tories (�40% if the uptake attributed to woodland
‘‘thickening’’ (0.26 Pg C yr�1; Houghton, 2003) is
included (Table 12)). The results are inconsistent
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with those of Caspersen et al. (2000). Houghton’s
analysis requires a significant growth enhancement
to account for the observed accumulation of carbon
in trees; the analysis by Caspersen et al. suggests
little enhancement.

Both analyses merit closer scrutiny. Joos et al.
(2002) have pointed out, e.g., that the relationship
between forest age and wood volume (or biomass)
is too variable to constrain the enhancement of
growth to between 0.001% and 0.01% per year,
as Caspersen et al. claimed. An enhancement of
0.1% per year fits the data as well. Furthermore,
even a small enhancement of 0.1% per year in NPP
yields a significant sink (�2 Pg C yr�1) if it applies
globally (Joos et al., 2002). Thus, Caspersen et al.
may have underestimated the sink attributable to
enhanced growth.

However, Houghton’s analysis of land-use
change (Houghton et al., 1999; Houghton, 2003)
most likely underestimates the sink attributable to
regrowth. Houghton did not consider forest man-
agement practices other than harvest and

subsequent regrowth. Nor did he include natural
disturbances, which in boreal forests are more
important than logging in determining the current
age structure and, hence, rate of carbon accumula-
tion (Kurz and Apps, 1999). Forests might now be
recovering from an earlier disturbance. A third
reason why the sink may have been underestimated
is that Houghton used net changes in agricultural
area to obtain rates of agricultural abandonment. In
contrast, rates of clearing and abandonment are
often simultaneous and thus create larger areas of
regrowing forests than would be predicted from net
changes in agricultural area. It is unclear how much
of the carbon sink in the US can be attributed to
changes in land use and management, and how
much can be attributed to enhanced rates of growth.

The mechanisms responsible for the current ter-
restrial sink fall into two broad categories (Table 13
and Figure 7): (i) enhanced growth from physiolo-
gical or metabolic factors that affect rates of
photosynthesis, respiration, growth, and decay
and (ii) regrowth from past disturbances, changes

Table 12 Estimated rates of carbon accumulation in the US (PgC yr�1 in 1990).

Pacala et al.a

(2001)
Houghtonb et al.

(1999)
Houghtonb

(2003)
Goodale et al.

(2002)

Low High

Forest trees �0.11 �0.15 �0.072c �0.046d �0.11
Other forest organic matter �0.03 �0.15 0.010 0.010 �0.11
Cropland soils 0.00 �0.04 �0.138 0.00 NE
Woody encroachment �0.12 �0.13 �0.122 �0.061 NE
Wood products �0.03 �0.07 �0.027 �0.027 �0.06
Sediments �0.01 �0.04 NE NE NE
Total sink �0.30 �0.58 �0.35 �0.11 �0.28
% of total sink neither in forests nor
wood products

43% 36% 74% 55% NE

NE is ‘‘not estimated’’. Negative values indicate an accumulation of carbon on land.
a Pacala et al. (2001) also included the import/export imbalance of food and wood products and river exports. As these would create corresponding
sources outside the US, they are ignored here. b Includes only the direct effects of human activity (i.e., land-use change and some
management). c 0.020 PgC yr�1 in forests and 0.052 PgCyr�1 in the thickening of western pine woodlands as a result of early fire

suppression. d 0.020 PgC yr�1 in forests and 0.026 PgC yr�1 in the thickening of western pine woodlands as a result of early fire suppression.

Figure 7 Idealized curves showing the difference between enhanced growth and regrowth in the accumulation of
carbon in forest biomass.
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in land use, or management, affecting the mortality
of forest stands, the age structure of forests, and
hence their rates of carbon accumulation. What
evidence do we have that these mechanisms are
important? Consider, first, enhanced rates of
growth.

16.4.1.1 Physiological or metabolic factors that
enhance rates of growth and carbon
accumulation

CO2 fertilization. Numerous reviews of the
direct and indirect effects of CO2 on photosynth-
esis and plant growth have appeared in the
literature (Curtis, 1996; Koch and Mooney, 1996;
Mooney et al., 1999; Körner, 2000), and only a
very brief review is given here. Horticulturalists
have long known that annual plants respond to
higher levels of CO2 with increased rates of
growth, and the concentration of CO2 in green-
houses is often deliberately increased to make use
of this effect. Similarly, experiments have shown
that most C3 plants (all trees, most crops, and
vegetation from cold regions) respond to elevated
concentrations of CO2 with increased rates of
photosynthesis and increased rates of growth.

Despite the observed stimulative effects of CO2

on photosynthesis and plant growth, it is not clear
that the effects will result in an increased storage of
carbon in the world’s ecosystems. One reason is
that the measured effects of CO2 have generally
been short term, while over longer intervals the
effects are often reduced or absent. For example,
plants often acclimate to higher concentrations of
CO2 so that their rates of photosynthesis and
growth return to the rates observed before the

concentration was raised (Tissue and Oechel,
1987; Oren et al., 2001).

Another reason why the experimental results
may not apply to ecosystems is that most experi-
ments with elevated CO2 have been conducted
with crops, annual plants, or tree seedlings. The
few studies conducted at higher levels of integra-
tion or complexity, such as with mature trees and
whole ecosystems, including soils as well as vege-
tation, suggest much reduced responses. Table 14
summarizes the results of experiments at different
levels of integration. Arranged in this way (from
biochemical processes to ecosystem processes),
observations suggest that as the level of complex-
ity, or the number of interacting processes,
increases, the effects of CO2 fertilization are
reduced. This dampening of effects across ever-
increasing levels of complexity has been noted
since scientists first began to consider the effects
of CO2 on carbon storage (Lemon, 1977).

In other words, a CO2-enhanced increase in
photosynthesis is many steps removed from an
increase in carbon storage. An increase in NPP is
expected to lead to increased carbon storage until
the carbon lost from the detritus pool comes into a
new equilibrium with the higher input of NPP. But,
if the increased NPP is largely labile (easily decom-
posed), then it may be decomposed rapidly with
little net carbon storage (Davidson and Hirsch,
2001). Results from a loblolly pine forest in
North Carolina suggest a very small increase in
carbon storage. Elevated CO2 increased litter pro-
duction (with a turnover time of about three years)
but did not increase carbon accumulation deeper in
the soil layer (Schlesinger and Lichter, 2001).
Alternatively, the observation that microbes
seemed to switch from old organic matter to new
organic matter after CO2 fertilization of a grassland
suggests that the loss of carbon may be delayed in
older, more refractory pools of soil organic matter
(Cardon et al., 2001).

The central question is whether natural ecosys-
tems will accumulate carbon as a result of elevated
CO2, and whether the accumulation will persist.
Few CO2 fertilization experiments have been car-
ried out for more than a few years in whole

Table 13 Proposed mechanisms for terrestrial
carbon sinks.a

Metabolic or physiological mechanisms
CO2 fertilization
N fertilization
Tropospheric ozone, acid deposition
Changes in climate (temperature, moisture)

Ecosystem mechanisms
Large-scale regrowth of forests following human
disturbance (includes recovery from logging and
agricultural abandonment)b

Large-scale regrowth of forests following natural
disturbanceb

Fire suppression and woody encroachmentb

Decreased deforestationb

Improved agricultural practicesb

Erosion and re-deposition of sediment
Wood products and landfillsb

a Some of these mechanisms enhance growth; some reduce
decomposition. In some cases these same mechanisms may also yield
sources of carbon to the atmosphere. bMechanisms included in
analyses of land-use change (although not necessarily in all regions).

Table 14 Increases observed for a 100% increase in
CO2 concentrations.

Increased rates
60% increase in photosynthesis of young trees
33% average increase in net primary
productivity(NPP) of crops

25% increase in NPP of a young pine forest

Increased stocks
14% average increase in biomass of grasslands and
crops
�0% increase in the carbon content of mature forests
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ecosystems, but where they have, the results gen-
erally show an initial CO2-induced increment in
biomass that diminishes after a few years. The
diminution of the initial CO2-induced effect
occurred after two years in an arctic tundra
(Oechel et al., 1994) and after three years in a
rapidly growing loblolly pine forest (Oren et al.,
2001). Other forests may behave differently, but
the North Carolina forest was chosen in part
because CO2 fertilization, if it occurs anywhere,
is likely to occur in a rapidly growing forest. The
longest CO2 fertilization experiment, in a brackish
wetland on the Chesapeake Bay, has shown an
enhanced net uptake of carbon even after 12
years, but the expected accumulation of carbon at
the site has not been observed (Drake et al., 1996).

Nitrogen fertilization. Human activity has
increased the abundance of biologically active
forms of nitrogen (NOx and NH4), largely through
the production of fertilizers, the cultivation of
legumes that fix atmospheric nitrogen, and the
use of internal combustion engines. Because the
availability of nitrogen is thought to limit NPP in
temperate-zone ecosystems, the addition of nitro-
gen through human activities is expected to
increase NPP and, hence, terrestrial carbon storage
(Peterson and Melillo, 1985; Schimel et al., 1996;
Holland et al., 1997). Based on stoichiometric rela-
tions between carbon and nitrogen, many
physiologically based models predict that added
nitrogen should lead to an accumulation of carbon
in biomass. But the extent to which this accumula-
tion occurs in nature is unclear. Adding nitrogen to
forests does increase NPP (Bergh et al., 1999). It
may also modify soil organic matter and increase
its residence time (Fog, 1988; Bryant et al., 1998).
But nitrogen deposited in an ecosystem may also
be immobilized in soils (Nadelhoffer et al., 1999)
or lost from the ecosystem, becoming largely una-
vailable in either case (Davidson, 1995).

There is also evidence that additions of nitrogen
above some level may saturate the ecosystem,
causing: (i) increased nitrification and nitrate leach-
ing, with associated acidification of soils and
surface waters; (ii) cation depletion and nutrient
imbalances; and (iii) reduced productivity (Aber
et al., 1998; Fenn et al., 1998). Experimental nitro-
gen additions have had varied effects on wood
production and growing stocks. Woody biomass
production increased in response to nitrogen addi-
tions to two New England hardwood sites,
although increased mortality at one site led to a
net decrease in the stock of woody biomass (Magill
et al., 1997, 2000). Several studies have shown that
chronic exposure to elevated nitrogen inputs can
inhibit forest growth, especially in evergreen spe-
cies (Tamm et al., 1995; Makipaa, 1995).
Fertilization decreased rates of wood production
in high-elevation spruce-fir in Vermont (McNulty
et al., 1996) and in a heavily fertilized red pine

plantation (Magill et al., 2000). The long-term
effects of nitrogen deposition on forest production
and carbon balance remain uncertain. Furthermore,
because much of the nitrogen deposited on land is
in the form of acid precipitation, it is difficult to
distinguish the fertilization effects of nitrogen from
the adverse effects of acidity (see below).

Atmospheric chemistry. Other factors besides
nitrogen saturation may have negative effects on
NPP, thus reducing the uptake of carbon in ecosys-
tems and perhaps changing them from sinks to
sources of carbon. Two factors that have received
attention are tropospheric ozone and sulfur (acid
rain). Experimental studies show leaf injury and
reduced growth in crops and trees exposed to
ozone. At the level of the ecosystem, elevated
levels of ozone have been associated with reduced
forest growth in North America (Mclaughlin and
Percy, 2000) and Europe (Braun et al., 2000).
Acidification of soil as a result of deposition of
NO3
� and SO4

2� in precipitation depletes the soils
of available plant nutrients (Ca2+, Mg2+, K+),
increases the mobility and toxicity of aluminum,
and increases the amount of nitrogen and sulfur
stored in forest soils (Driscoll et al., 2001). The
loss of plant nutrients raises concerns about the
long-term health and productivity of forests in the
northeastern US, Europe, and southern China.

Although the effects of tropospheric ozone and
sulfur generally reduce NPP, their actual or poten-
tial effects on carbon stocks are not known. The
pollutants could potentially increase carbon stocks
if they reduce decomposition of organic matter
more than they reduce NPP.

Climatic variability and climatic change.
Year-to-year differences in the growth rate of CO2

in the atmosphere are large (Figure 3). The annual
rate of increase ranged from 1.9 PgC in 1992 to
6.0 PgC in 1998 (Prentice et al., 2001; see also
Conway et al., 1994). In 1998 the net global sink
(ocean and land) was nearly 0 PgC, while the aver-
age combined sink in the previous eight years was
�3.5 Pg C yr�1 (Tans et al., 2001). The terrestrial
sink is generally twice as variable as the oceanic
sink (Bousquet et al., 2000). This temporal varia-
bility in terrestrial fluxes is probably caused by the
effect of climate on carbon pools with short life-
times (foliage, plant litter, soil microbes) through
variations in photosynthesis, respiration, and possi-
bly fire (Schimel et al., 2001). Measurements in
terrestrial ecosystems suggest that respiration,
rather than photosynthesis, is the major contributor
to variability (Valentini et al., 2000). Annual
respiration was almost twice as variable as photo-
synthesis over a five-year period in the Harvard
Forest (Goulden et al., 1996). Respiration is also
more sensitive than photosynthesis to changes in
both temperature and moisture. For example, dur-
ing a dry year at the Harvard Forest, both
photosynthesis and respiration were reduced, but
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the reduction in respiration was greater, yielding a
greater than average net uptake of carbon for the
year (Goulden et al., 1996). A tropical forest in the
Brazilian Amazon behaved similarly (Saleska et al.,
in press).

The greater sensitivity of respiration to climatic
variations is also observed at the global scale. An
analysis of satellite data over the US, together with
an ecosystem model, shows that the variability in
NPP is considerably less than the variability in the
growth rate of atmospheric CO2 inferred from
inverse modeling, suggesting that the cause of the
year-to-year variability in carbon fluxes is largely
from varying rates of respiration rather than photo-
synthesis (Hicke et al., 2002). Also, global NPP
was remarkably constant over the three-year transi-
tion from El Niño to La Niña (Behrenfeld et al.,
2001). Myneni et al. (1995) found a positive cor-
relation between annual ‘‘greenness,’’ derived from
satellites, and the growth rate of CO2. Greener
years presumably had more photosynthesis and
higher GPP, but they also had proportionately
more respiration, thus yielding a net release of
carbon from land (or reduced uptake) despite
increased greenness.

Climatic factors influence terrestrial carbon sto-
rage through effects on photosynthesis, respiration,
growth, and decay. However, prediction of future
terrestrial sinks resulting from climate change
requires an understanding of not only plant and
microbial physiology, but the regional aspects of
future climate change, as well. The important
aspects of climate are: (i) temperature, including
the length of the growing season; (ii) moisture; and
(iii) solar radiation and clouds. Although year-to-
year variations in the growth rate of CO2 are prob-
ably the result of terrestrial responses to climatic
variability, longer-term changes in carbon storage
involve acclimation and other physiological adjust-
ments that generally reduce short-term responses.

In cold ecosystems, such as those in high lati-
tudes (tundra and taiga), an increase in temperature
might be expected to increase NPP and, perhaps,
carbon storage (although the effects might be indir-
ect through increased rates of nitrogen
mineralization; Jarvis and Linder, 2000). Satellite
records of ‘‘greenness’’ over the boreal zone and
temperate Europe show a lengthening of the grow-
ing season (Myneni et al., 1997), suggesting
greater growth and carbon storage. Measurements
of CO2 flux in these ecosystems do not consistently
show a net uptake of carbon in response to warm
temperatures (Oechel et al., 1993; Goulden et al.,
1998), however, presumably because warmer soils
release more carbon than plants take up. Increased
temperatures in boreal forests may also reduce
plant growth if the higher temperatures are asso-
ciated with drier conditions (Barber et al., 2000;
Lloyd and Fastie, 2002). The same is true in the
tropics, especially as the risk of fires increases with

drought (Nepstad et al., 1999; Page et al., 2002). A
warming-enhanced increase in rates of respiration
and decay may already have begun to release car-
bon to the atmosphere (Woodwell, 1983; Raich and
Schlesinger, 1992; Houghton et al., 1998).

The results of short-term experiments may be
misleading, however, because of acclimation or
because the more easily decomposed material is
respired rapidly. The long-term, or equilibrium,
effects of climate on carbon storage can be inferred
from the fact that cool, wet habitats store more
carbon in soils than hot, dry habitats (Post et al.,
1982). The transient effects of climatic change on
carbon storage, however, are difficult to predict, in
large part because of uncertainty in predicting
regional and temporal changes in temperature and
moisture (extremes as well as means) and rates of
climatic change, but also from incomplete under-
standing of how such changes affect fires, disease,
pests, and species migration rates.

In the short term of seasons to a few years,
variations in terrestrial carbon storage are most
likely driven by variations in climate (temperature,
moisture, light, length of growing season). Carbon
dioxide fertilization and nitrogen deposition, in
contrast, are unlikely to change abruptly.
Interannual variations in the emissions of carbon
from land-use change are also likely to be small
(<0.2 Pg C yr�1) because socioeconomic changes
in different regions generally offset each other, and
because the releases and uptake of carbon asso-
ciated with a land-use change lag the change in
land use itself and thus spread the emissions over
time (Houghton, 2000). Figure 8 shows the annual
net emissions of carbon from deforestation and
reforestation in the Brazilian Amazon relative to
the annual fluxes observed in the growth rates of
trees and modeled on the basis of physiological
responses to climatic variation. Clearly, metabolic
responses to climatic variations are more important
in the short term than interannual variations in rates
of land-use change.

Understanding short-term variations in atmo-
spheric CO2 may not be adequate for predicting
longer-term trends, however. Organisms and popu-
lations acclimate and adapt in ways that generally
diminish short-term responses. Just as increased
rates of photosynthesis in response to elevated
levels of CO2 often, but not always, decline within
months or years (Tissue and Oechel, 1987), the
same diminished response has been observed for
higher temperatures (Luo et al., 2001). Thus, over
decades and centuries the factors most important in
influencing concentrations of atmospheric CO2

(fossil fuel emissions, land-use change, oceanic
uptake) are probably different from those factors
important in determining the short-term variations
in atmospheric CO2 (Houghton, 2000). Long-term
changes in climate, as opposed to climatic varia-
bility, may eventually lead to long-term changes in
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carbon storage, but probably not at the rates sug-
gested by short-term experiments.

One further observation is discussed here. Over
the last decades the amplitude of the seasonal
oscillation of CO2 concentration increased by
�20% at Mauna Loa, Hawaii, and by �40% at
Point Barrow, Alaska (Keeling et al., 1996a).
This winter–summer oscillation in concentrations
seems to be largely the result of terrestrial metabo-
lism in northern mid-latitudes. The increase in
amplitude suggests that the rate of processing of
carbon may be increasing. Increased rates of sum-
mer photosynthesis, increased rates of winter
respiration, or both would increase the amplitude
of the oscillation, but it is difficult to ascertain
which has contributed most. Furthermore, the
increase in the amplitude does not, by itself, indi-
cate an increasing terrestrial sink. In fact, the
increase in amplitude is too large to be attributed
to CO2 fertilization or to a temperature-caused
increase in winter respiration (Houghton, 1987;
Randerson et al., 1997). It is consistent with the
observation that growing seasons have been start-
ing earlier over the last decades (Randerson et al.,
1999). The trend has been observed in the tempera-
ture data, in decreasing snow cover (Folland and
Karl, 2001), and in the satellite record of vegetation
activity (Myneni et al., 1997).

Synergies among physiological ‘‘mechanisms.’’
The factors influencing carbon storage often
interact nonadditively. For example, higher

concentrations of CO2 in air enable plants to
acquire the same amount of carbon with a smaller
loss of water through their leaves. This increased
water-use efficiency reduces the effects of drought.
Higher levels of CO2 may also alleviate other
stresses of plants, such as temperature and ozone.
The observation that NPP is increased relatively
more in ‘‘low productivity’’ years suggests that
the indirect effects of CO2 in ameliorating stress
may be more important than the direct effects of
CO2 on photosynthesis (Luo et al., 1999).

Another example of synergistic effects is the
observation that the combination of nitrogen ferti-
lizer and elevated CO2 concentration may have a
greater effect on the growth of biomass in a grow-
ing forest than the expected additive effect (Oren
et al., 2001). The relative increase was greater in a
nutritionally poor site. The synergy between nitro-
gen and CO2 was different in a grassland, however
(Hu et al., 2001). There, elevated CO2 increased
plant uptake of nitrogen, increased NPP, and
increased the carbon available for microbes; but it
reduced microbial decomposition, presumably
because the utilization of nitrogen by plants
reduced its availability for microbes. The net effect
of the reduced decomposition was an increase in
the accumulation of carbon in soil.

Relatively few experiments have included more
than one environmental variable at a time. A recent
experiment involving combinations of four
variables shows the importance of such work.

Figure 8 Net annual sources (+) and sinks (�) of carbon for the Brazilian Amazon, as determined by three different
methods: (�) land-use change (Houghton et al., 2000) (reproduced by permission of the American Geophysical Union
from J. Geophys. Res., 2000, 105, 20121–20130); (�) tree growth (Phillips et al., 1998); and (—) modeled ecosystem

metabolism (Tian et al., 1998).
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Shaw et al. (2003) exposed an annual grassland
community in California to increased temperature,
precipitation, nitrogen deposition, and atmospheric
CO2 concentration. Alone, each of the treatments
increased NPP in the third year of treatment.
Across all multifactor treatments, however, ele-
vated CO2 decreased the positive effects of the
other treatments. That is, elevated CO2 increased
productivity under ‘‘poor’’ growing conditions, but
reduced it under favorable growing conditions. The
most likely explanation is that some soil nutrient
became limiting, either because of increased micro-
bial activity or decreased root allocation (Shaw
et al., 2003).

The expense of such multifactor experiments
has led scientists to use process-based ecosystem
models (see the discussion of ‘‘terrestrial carbon
models’’ below) to predict the response of terres-
trial ecosystems to future climates. When
predicting the effects of CO2 alone, six global
biogeochemical models showed a global terrestrial
sink that began in the early part of the twentieth
century and increased (with one exception)
towards the year 2100 (Cramer et al., 2001). The
maximum sink varied from �4 Pg C yr�1 to
�10 Pg C yr�1. Adding changes in climate (pre-
dicted by the Hadley Centre) to these models
reduced the future sink (with one exception), and
in one case reduced the sink to zero near the year
2100.

Terrestrial carbon models. A number of ecosys-
tem models have been developed to calculate gross
and net fluxes of carbon from environmentally
induced changes in plant or microbial metabolism,
such as photosynthesis, plant respiration, decom-
position, and heterotrophic respiration (Cramer
et al., 2001; McGuire et al., 2001). For example,
six global models yielded net terrestrial sinks of
carbon ranging between 1.5 Pg C yr�1 and 4.0 Pg
C yr�1 for the year 2000 (Cramer et al., 2001). The
differences among models became larger as envir-
onmental conditions departed from existing
conditions. The magnitude of the terrestrial carbon
flux projected for the year 2100 varied between a
source of 0.5 Pg C yr�1 and a sink of 7 Pg C yr�1.
Other physiologically based models, including the
effects of climate on plant distribution as well as
growth, projected a net source from land as tropical
forests were replaced with savannas (White et al.,
1999; Cox et al., 2000).

The advantage of such models is that they allow
the effects of different mechanisms to be distin-
guished. However, they may not include all of the
important processes affecting changes in carbon
stocks. To date, e.g., few process-based terrestrial
models have included changes in land use.

Although some processes, such as photosynth-
esis, are well enough understood for predicting
responses to multiple factors, other processes,
such as biomass allocation, phenology, and the

replacement of one species by another, are not.
Even if the physiological mechanisms and their
interactions were well understood and incorporated
into the models, other nonphysiological factors that
affect carbon storage (e.g., fires, storms, insects,
and disease) are not considered in the present gen-
eration of models. Furthermore, the factors
influencing short-term changes in terrestrial carbon
storage may not be the ones responsible for long-
term changes (Houghton, 2000) (see next section).
The variability among model predictions suggests
that they are not reliable enough to demonstrate the
mechanisms responsible for the current modest
terrestrial sink (Cramer et al., 2001; Knorr and
Heimann, 2001).

16.4.1.2 Demographic or disturbance
mechanisms

Terrestrial sinks also result from the recovery
(growth) of ecosystems disturbed in the past. The
processes responsible for regrowth include physio-
logical and metabolic processes, but they also
involve higher-order or more integrated processes,
such as succession, growth, and aging. Forests
accumulate carbon as they grow. Regrowth is
initiated either by disturbances or by the planting
of trees on open land. Disturbances may be either
natural (insects, disease, some fires) or human
induced (management and changes in land use,
including fire management). Climatic effects—
e.g., droughts, storms, or fires—thus affect terres-
trial carbon storage not only through physiological
or metabolic effects on plant growth and respira-
tion, but also through effects on stand demography
and growth.

In some regions of the world—e.g., the US and
Europe—past changes in land use are responsible
for an existing sink (Houghton et al., 1999;
Caspersen et al., 2000; Houghton, 2003).
Processes include the accumulation of carbon in
forests as a result of fire suppression, the growth of
forests on lands abandoned from agriculture, and
the growth of forests earlier harvested. In tropical
regions carbon accumulates in forests that are in the
fallow period of shifting cultivation. All regions,
even countries with high rates of deforestation,
have sinks of carbon in recovering forests, but
often these sinks are offset by large emissions
(Table 9). The sinks in tropical regions as a result
of logging are nearly the same in magnitude as
those outside the tropics.

Sinks of carbon are not limited to forests. Some
analyses of the US (Houghton et al., 1999; Pacala
et al., 2001) show that a number of processes in
nonforest ecosystems may also be responsible for
carbon sinks. Processes include the encroachment
of woody vegetation into formerly herbaceous eco-
systems, the accumulation of carbon in agricultural
soils as a result of conservation tillage or other

Mechanisms Thought to be Responsible for Current Sinks of Carbon 567



practices, exportation of wood and food, and the
riverine export of carbon from land to the sea
(Table 12). At least a portion of these last two
processes (import/export of food and wood and
river export) represents an export of carbon from
the US (an apparent sink) but not a global sink
because these exports presumably become sources
somewhere else (either in ocean waters or in
another country).

Which terrestrial mechanisms are important?
Until recently, the most common explanations for
the residual carbon sink in the 1980s and 1990s
were factors that affect the physiology of plants and
microbes: CO2 fertilization, nitrogen deposition,
and climatic variability (see Table 13). Several
findings have started to shift the explanation to
include management practices and disturbances
that affect the age structure or demography of eco-
systems. For example, the suggestion that CO2

fertilization may be less important in forests than
in short-term greenhouse experiments (Oren et al.,
2001) was discussed above. Second, physiological
models quantifying the effects of CO2 fertilization
and climate change on the growth of US forests
could account for only a small fraction of the
carbon accumulation observed in those forests
(Schimel et al., 2000). The authors acknowledged
that past changes in land use were likely to be
important. Third, and most importantly, 98% of
recent accumulations of carbon in US forests can
be explained on the basis of the age structure of
trees without requiring growth enhancement due to
CO2 or nitrogen fertilization (Caspersen et al.,
2000). Either the physiological effects of CO2,
nitrogen, and climate have been unimportant or
their effects have been offset by unknown influ-
ences. Finally, the estimates of sinks in the US
(Houghton et al., 1999; Pacala et al., 2001;
Table 12) are based, to a large extent, on changes
in land use and management, and not on physiolo-
gical models of plant and soil metabolism.

To date, investigations of these two different
classes of mechanisms have been largely indepen-
dent. The effects of changing environmental
conditions have been largely ignored in analyses
of land-use change (see Section 16.3.1.5), and
physiological models have generally ignored
changes in land use (see Section 16.4.1.1).

As of early 2000s, the importance of different
mechanisms in explaining known terrestrial carbon
sinks remains unclear. Management and past dis-
turbances seem to be the dominant mechanisms for
a sink in mid-latitudes, but they are unlikely to
explain a large carbon sink in the tropics (if one
exists). Recovery from past disturbances is unli-
kely to explain a large carbon sink in the tropics,
because both the area of forests and the stocks of
carbon within forests have been declining. Rates of
human-caused disturbance have been accelerating.
Clearly there are tropical forests recovering from

natural disturbances, but there is no evidence that
the frequency of disturbances changed during the
last century, and thus no evidence to suggest that
the sink in recovering forests is larger or smaller
today than in previous centuries. The lack of sys-
tematic forest inventories over large areas in the
tropics precludes a more definitive test of where
forests are accumulating carbon and where they are
losing it.

Enhanced rates of plant growth cannot be ruled
out as an explanation for apparent sinks in either
the tropics or mid-latitude lands, but it is possible
that the current sink is entirely the result of recov-
ery from earlier disturbances, anthropogenic and
natural.

How will the magnitude of the current terres-
trial sink change in the future? Identifying the
mechanisms responsible for past and current car-
bon sinks is important because some mechanisms
are more likely than others to persist into the future.
As discussed above, physiologically based models
predict that CO2 fertilization will increase the glo-
bal terrestrial sink over the next 100 years (Cramer
et al., 2001). Including the effects of projected
climate change reduces the magnitude of projected
sinks in many models but turns the current sink into
a future global source in models that include the
longer-term effects of climate on plant distribution
(White et al., 1999; Cox et al., 2000). Thus,
although increased levels of CO2 are thought to
increase carbon storage in forests, the effect of
warmer temperatures may replace forests with
savannas and grasslands, and, in the process,
release carbon to the atmosphere. Future changes
in natural systems are difficult to predict.

To the extent the current terrestrial sink is a
result of regrowth (changes in age structure), the
future terrestrial sink is more constrained. First, the
net effect of continued land-use change is likely to
release carbon, rather than store it. Second, forests
that might have accumulated carbon in recent dec-
ades (whatever the cause) will cease to function as
sinks if they are turned into croplands. Third, the
current sink in regrowing forests will diminish as
forests mature (Hurtt et al., 2002).

Despite the recent evidence that changes in land
use are more important in explaining the current
terrestrial carbon sink than physiological responses
to environmental changes in CO2, nitrogen, or cli-
mate, most projections of future rates of climatic
change are based on the assumption that the current
terrestrial sink will not only continue, but grow in
proportion to concentrations of CO2. Positive bio-
tic feedbacks and changes in land use are not
included in the general circulation models
(GCMs) used to predict future rates of climate
change. The GCMs include physical feedbacks
such as water vapor, clouds, snow, and polar ice,
but not biotic feedbacks (Woodwell and
Mackenzie, 1995). Thus, unless negative
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feedbacks in the biosphere become more important
in the future, through physiological or other pro-
cesses, these climate projections underestimate the
rate and extent of climatic change. If the terrestrial
sink were to diminish in the next decades, concen-
trations of CO2 by the year 2100 might be hundreds
of ppm higher than commonly projected.

16.4.2 Oceanic Mechanisms

16.4.2.1 Physical and chemical mechanisms

Increasing the concentration of CO2 in the
atmosphere is expected to affect the rate of oceanic
uptake of carbon through at least eight mechan-
isms, half of them physical or chemical, and half
of them biological. Most of the mechanisms reduce
the short-term uptake of carbon by the oceans.

The buffer factor. The oceanic buffer factor (or
Revelle factor), by which the concentration of CO2

in the atmosphere is determined, increases as the
concentration of CO2 increases. The buffer factor is
discussed above in Section 16.3.1.3. Here, it is
sufficient to describe the chemical equation for
the dissolution of CO2 in seawater.

2HCO3 þ CaÐ CaCO3 þ CO2 þ H2O

Every molecule of CO2 entering the oceans con-
sumes a molecule of carbonate as the CO2 is
converted to bicarbonate. Thus, as CO2 enters the
ocean, the concentration of carbonate ions
decreases, and further additions of CO2 remain as
dissolved CO2 rather than being converted to
HCO3

�. The ocean becomes less effective in taking
up additional CO2. The effect is large. The change
in DIC for a 100 ppm increase above 280 ppm (pre-
industrial) was 40% larger than a 100 ppm increase
would be today. The change in DIC for a 100 ppm
increase above 750 ppm will be 60% lower than it
would be today (Prentice et al., 2001). Thus, the
fraction of added CO2 going into the ocean
decreases and the fraction remaining in the atmo-
sphere increases as concentrations continue to
increase.

Warming. The solubility of CO2 in seawater
decreases with temperature. Raising the ocean tem-
perature 1
C increases the equilibrium pCO2

in
seawater by 10–20 ppm, thus increasing the atmo-
spheric concentration by that much as well. This
mechanism is a positive feedback to a global
warming.

Vertical mixing and stratification. If the warm-
ing of the oceans takes place in the surface layers
first, the warming would be expected to increase
the stability of the water column. As discussed in
Section 16.3.1.3, the bottleneck for oceanic uptake
of CO2 is largely the rate at which the surface
oceans exchange CO2 with the intermediate and
deeper waters. Greater stability of the water

column, as a result of warming, might constrict
this bottleneck further. Similarly, if the warming
of the Earth’s surface is greater at the poles than at
the equator, the latitudinal gradient in surface
ocean temperature will be reduced; and because
that thermal gradient plays a role in the intensity
of atmospheric mixing, a smaller gradient might be
expected to subdue mixing and increase stagnation.
Alternatively, the increased intensity of the hydro-
logic cycle expected for a warmer Earth will
probably increase the intensity of storms and
might, thereby, increase oceanic mixing.
Interactions between oceanic stability and biologi-
cal production might also change the ocean’s
carbon cycle, with consequences for the oceanic
uptake of carbon that are difficult to predict
(Sarmiento et al., 1998; Matear and Hirst, 1999).

One aspect of the ocean’s circulation that seems
particularly vulnerable to climate change is the
thermohaline circulation, which is related to the
formation of North Atlantic Deep Water
(NADW). Increased warming of surface waters
may intensify the hydrologic cycle, leading to a
reduced salinity in the sea surface at high latitudes,
a reduction (even collapse) of NADW formation,
reduction in the surface-to-deep transport of
anthropogenic carbon, and thus a higher rate of
CO2 growth in the atmosphere. In a model simula-
tion, modest rates of warming reduced the rate of
oceanic uptake of carbon, but the reduced uptake
was largely compensated by changes in the marine
biological cycle (Joos et al., 1999a). For higher
rates of global warming, however, the NADW for-
mation collapsed and the concentration of CO2 in
the atmosphere was 22% (and global temperature
0.6 
C) higher than expected in the absence of this
feedback.

Rate of CO2 emission. High rates of CO2 emis-
sions will increase the atmosphere–ocean gradient
in CO2 concentrations. Although this gradient
drives the uptake of carbon by surface waters, if
the rate of CO2 emissions is greater than the rate of
CO2 uptake, the fraction of emitted CO2 remaining
in the atmosphere will be higher. Under the
business-as-usual scenario for future CO2 emis-
sions, rates of emissions increase by more than a
factor of 3, from approximately 6 Pg C yr�1 in the
1990s to 20 Pg C yr�1 by the end of the twenty-first
century.

16.4.2.2 Biological feedback/processes

Changes in biological processes may offset
some of the physical and chemical effects
described above (Sarmiento et al., 1998; Joos
et al., 1999a), but the understanding of these pro-
cesses is incomplete, and the net effects far from
predictable. Potential effects fall into four cate-
gories (Falkowski et al., 1998).
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(i) Addition of nutrients limiting primary pro-
duction. Nutrient enrichment experiments and
observations of nutrient distributions throughout
the oceans suggest that marine primary productiv-
ity is often limited by the availability of fixed
inorganic nitrogen. As most of the nitrogen for
marine production comes from upwelling, physical
changes in ocean circulation might also affect ocea-
nic primary production and, hence, the biological
pump. Some nitrogen is made available through
nitrogen fixation, however, and some is lost
through denitrification, both of which are biologi-
cal processes, limited by trace nutrients and the
concentration of oxygen. The two processes are
not coupled, however, and differential changes in
either one would affect the inventory of fixed nitro-
gen in the ocean.

(ii) Enhanced utilization of nutrients. One of the
mysteries of ocean biology today is the observation
of ‘‘high nutrient, low chlorophyll (HNLC)
regions.’’ That is, why does primary production in
major regions of the surface ocean stop before all
of the available nitrogen and phosphorous have
been used up? It is possible that grazing pressures
keep phytoplankton populations from consuming
the available nitrogen and phosphorous, and any
reduction in grazing pressures might increase the
export of organic matter from the surface. Another
possibility that has received considerable attention
is that iron may limit production (Martin, 1990). In
fact, deliberate iron fertilization of the ocean has
received serious attention as a way of reducing
atmospheric CO2 (see Section 16.5.2, below).
Iron might also become more available naturally
as a result of increased human eutrophication of
coastal waters, or it might be less available as a
result of a warmer (more strongly stratified) ocean
or reduced transport of dust (Falkowski et al.,
1998). The aeolian transport of iron in dust is a
major source of iron for the open ocean, and dust
could either increase or decrease in the future,
depending on changes in the distribution of
precipitation.

(iii) Changes in the elemental ratios of organic
matter in the ocean. The elemental ratio of C:N:P
in marine organic particles has long been recog-
nized as conservative (Falkowski et al., 1998). The
extent to which the ratios can depart from observed
concentrations is not known, yet variations could
reduce the limitation of nitrogen and thus act in the
same manner as the addition of nitrogen in affect-
ing production, export, and thus oceanic uptake of
CO2.

(iv) Increases in the organic carbon/carbonate
ratio of export production. The biological and car-
bonate pumps are described above (Section
16.2.2.2). Both pumps transport carbon out of the
surface waters, and the subsequent decay at depth
is responsible for the higher concentration of car-
bon in the intermediate and deep ocean. The

formation of carbonate shells in the surface waters
has the additional effect of increasing the pCO2

in
these waters, thus negating the export of the carbo-
nate shells out of the surface. Any increase in the
organic carbon/carbonate ratio of export produc-
tion would enhance the efficiency of the
biological pump.

16.5 THE FUTURE: DELIBERATE
SEQUESTERING OF CARBON
(OR REDUCTION OF SOURCES)

Section 16.4 addressed the factors thought to be
influencing current terrestrial and oceanic sinks,
and how they might change in the future. It is
possible, of course, that CO2 fertilization will
become more important in the future as concentra-
tions of CO2 increase. Multiyear, whole
ecosystems experiments with elevated CO2 do not
uniformly support this possibility, but higher con-
centrations of CO2, together with nitrogen
deposition or increases in moisture, might yet be
important. Rather than wait for a more definitive
answer, a more cautious approach to the future,
besides reducing emissions of CO2, would con-
sider strategies for withdrawing carbon from the
atmosphere through management. Three general
options for sequestering carbon have received
attention: terrestrial, oceanic, and geological
management.

16.5.1 Terrestrial

Even if CO2 fertilization and other environment
effects turn out to be unimportant in enhancing
terrestrial carbon storage, terrestrial sinks can still
be counted on to offset carbon emissions or to
reduce atmospheric concentrations of CO2.
Increasing the amount of carbon held on land
might be achieved through at least six management
options (Houghton, 1996; Kohlmaier et al., 1998):
(i) a reduction in the rate of deforestation (current
rates of deforestation in the tropics are responsible
for an annual release of 1–2 PgC (Section
16.3.2.3); (ii) an increase in the area of forests
(afforestation); (iii) an increase in the stocks of
carbon within existing forests; (iv) an increase in
the use of wood (including increased efficiency of
wood harvest and use); (v) the substitution of wood
fuels for fossil fuels; and (vi) the substitution of
wood for more energy-intensive materials, such as
aluminum, concrete, and steel. Estimates of the
amount of carbon that might be sequestered on
land over the 55-year period 1995–2050 range
between 60 PgC and 87 PgC (1–2 Pg C yr�1 on
average) (Brown, 1996). Additional carbon might
also be sequestered in agricultural soils through
conservation tillage and other agricultural
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management practices, and in grassland soils
(Sampson and Scholes, 2000). An optimistic
assessment, considering all types of ecosystems
over the Earth, estimated a potential for storing
5–10 Pg C yr�1 over a period of 25–50 years
(DOE, 1999).

The amount of carbon potentially sequestered is
small relative to projected emissions of CO2 from
business-as-usual energy practices, and thus the
terrestrial options for sequestering carbon should
be viewed as temporary, ‘‘buying time’’ for the
development and implementation of longer-lasting
measures for reducing fossil fuel emissions
(Watson et al., 2000).

16.5.2 Oceanic

Schemes for increasing the storage of carbon in
the oceans include stimulation of primary produc-
tion with iron fertilization and direct injection of
CO2 at depth. As pointed out in Section 16.4.2.2.,
there are large areas of the ocean with high nutrient,
low chlorophyll, concentrations. One explanation
is that marine production is limited by the micro-
nutrient iron. Adding iron to these regions might
thus increase the ocean’s biological pump, thereby
reducing atmospheric CO2 (Martin, 1990;
Falkowski et al., 1998). Mesoscale fertilization
experiments have been carried out (Boyd et al.,
2000), but the effects of large-scale iron fertiliza-
tion of the ocean are not known (Chisholm, 2000).

The direct injection of concentrated CO2 (prob-
ably in liquid form) below the thermocline or on
the seafloor might sequester carbon for hundreds of
years (Herzog et al., 2000). The gas might be
dissolved within the water column or held in
solid, ice-like CO2 hydrates. The possibility is
receiving attention in several national and interna-
tional experiments (DOE, 1999). Large
uncertainties exist in understanding the formation
and stability of CO2 hydrates, the effect of the
concentrated CO2 on ocean ecosystems, and the
permanence of the sequestration.

16.5.3 Geologic

CO2 may be able to be sequestered in geological
formations, such as active and depleted oil and gas
reservoirs, coalbeds, and deep saline aquifers. Such
formations are widespread and have the potential to
sequester large amounts of CO2 (Herzog et al.,
2000). A model project is underway in the North
Sea off the coast of Norway. The Sleipner offshore
oil and natural gas field contains a gas mixture of
natural gas and CO2 (9%). Because the Norwegian
government taxes emissions of CO2 in excess of
2.5%, companies have the incentive to separate
CO2 from the natural gas and pump it into an
aquifer 1,000 m under the sea. Although the

potential for sequestering carbon in geological for-
mations is large, technical and economic aspects of
an operational program require considerable
research.

16.6 CONCLUSION

We are conducting a great geochemical experi-
ment, unlike anything in human history and
unlikely to be repeated again on Earth. ‘‘Within a
few centuries we are returning to the atmosphere
and oceans the concentrated organic carbon stored
in sedimentary rocks over hundreds of millions of
years’’ (Revelle and Suess, 1957). During the last
150 years (�1850–2000), there has been a 30%
increase in the amount of carbon in the atmosphere.
Although most of this carbon has come from the
combustion of fossil fuels, an estimated
150–160 PgC have been lost during this time
from terrestrial ecosystems as a result of human
management (another 58–75 PgC were lost before
1850). The global carbon balance suggests
that other terrestrial ecosystems have accumulated
�115 PgC since about 1930, at a steadily increas-
ing rate. The annual net fluxes of carbon appear
small relative to the sizes of the reservoirs, but the
fluxes have been accelerating. Fifty percent of the
carbon mobilized over the last 300 years (�1700–
2000) was mobilized in the last 30–40 of these
years (Houghton and Skole, 1990) (Figure 3). The
major drivers of the geochemical experiment are
reasonably well known. However, the results are
uncertain, and there is no control. Furthermore, the
experiment would take a long time to stop (or
reverse) if the results turned out to be deleterious.

In an attempt to put some bounds on the experi-
ment, in 1992 the nations of the world adopted the
United Nations Framework Convention on Climate
Change, which has as its objective ‘‘stabilization of
greenhouse gas concentrations in the atmosphere at
a level that would prevent dangerous anthropo-
genic interference with the climate system’’
(UNFCCC, 1992). The Convention’s soft commit-
ment suggested that the emissions of greenhouse
gases from industrial nations in 2000 be no higher
than the emissions in 1990. This commitment has
been achieved, although more by accident than as a
result of deliberate changes in policy. The ‘‘stabili-
zation’’ resulted from reduced emissions from
Russia, as a result of economic downturn, balanced
by increased emissions almost everywhere else. In
the US, e.g., emissions were 18% higher in the year
2000 than they had been in 1990. The near-zero
increase in industrial nations’ emissions between
1990 and 2000 does not suggest that the stabiliza-
tion will last.

Ironically, even if the annual rate of global emis-
sions were to be stabilized, concentrations of the
gases would continue to increase. Stabilization of
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concentrations at early 2000’s levels, e.g., would
require reductions of 60% or more in the emission
of long-lived gases, such as CO2. The 5% average
reduction in 1990 emissions by 2010, agreed to by
the industrialized countries in the Kyoto Protocol
(higher than 5% for the participating countries now
that the US is no longer participating), falls far
short of stabilizing atmospheric concentrations.
Such a stabilization will require nothing less than
a switch from fossil fuels to renewable forms of
energy (solar, wind, hydropower, biomass), a
switch that would have salubrious economic, poli-
tical, security, and health consequences quite apart
from limiting climatic change. Nevertheless, the
geophysical experiment seems likely to continue
for at least the near future, matched by a socio-
political experiment of similar proportions, dealing
with the consequences of either mitigation or not
enough mitigation.
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Jobbággy E. G. and Jackson R. B. (2000) The vertical
distribution of soil organic carbon and its relation to climate
and vegetation. Ecol. Appl. 10, 423–436.

Joos F., Plattner G.-K., Stocker T. F., Marchal O., and
Schmittner A. (1999a) Global warming and marine carbon
cycle feedbacks on future atmospheric CO2. Science 284,
464–467.

Joos F., Meyer R., Bruno M., and Leuenberger M. (1999b) The
variability in the carbon sinks as reconstructed for the last
1000 years. Geophys. Res. Lett. 26, 1437–1440.

Joos F., Prentice I. C., and House J. I. (2002) Growth
enhancement due to global atmospheric change as predicted
by terrestrial ecosystem models: consistent with US forest
inventory data. Global Change Biol. 8, 299–303.

Keeling C. D. (1973) Industrial production of carbon dioxide
from fossil fuels and limestone. Tellus 25, 174–198.

Keeling C. D., Bacastow R. B., Carter A. F., Piper S. C., Whorf
T. P., Heimann M., Mook W. G., and Roeloffzen H. (1989)
A three-dimensional model of atmospheric CO2 transport
based on observed winds: 1. Analysis of observational data.
In Aspects of Climate Variability in the Pacific and the
Western Americas. Geophysical Monograph 55 (ed. D. H.
Peterson). American Geophysical Union, Washington, DC,
pp. 165–236.

Keeling C. D., Chin J. F. S., and Whorf T. P. (1996a) Increased
activity of northern vegetation inferred from atmospheric
CO2 observations. Nature 382, 146–149.

Keeling C. D., Piper S. C., Bacastow R. B., Wahlen M., Whorf
T. P., Heimann M., and Meijer H. A. (2001) Exchanges of
Atmospheric CO2 and

13CO2 with the Terrestrial Biosphere
and Oceans from 1978 to 2000: I. Global Aspects. Scripps
Institution of Oceanography, Technical Report SIO
Reference Series, No. 01-06 (Revised from SIO Reference
Series, No. 00-21), San Diego.

Keeling R. F. and Garcia H. (2002) The change in oceanic O2

inventory associated with recent global warming. Proc. US
Natl. Acad. Sci. 99, 7848–7853.

Keeling R. F. and Shertz S. R. (1992) Seasonal and interannual
variations in atmospheric oxygen and implications for the
global carbon cycle. Nature 358, 723–727.

Keeling R. F., Piper S. C., and Heimann M. (1996b) Global and
hemispheric CO2 sinks deduced from changes in
atmospheric O2 concentration. Nature 381, 218–221.

Kempe S. (1979) Carbon in the rock cycle. In The Global
Carbon Cycle (eds. B. Bolin, E. T. Degens, S. Kempe, and
P. Ketner). Wiley, New York, pp. 343–377.

Knorr W. and Heimann M. (2001) Uncertainties in global
terrestrial biosphere modeling: 1. A comprehensive
sensitivity analysis with a new photosynthesis and energy
balance scheme. Global Biogeochem. Cycles 15, 207–225.

Koch G. W. and Mooney H. A. (1996) Response of terrestrial
ecosystems to elevated CO2: a synthesis and summary. In
Carbon Dioxide and Terrestrial Ecosystems (eds. G. W.
Koch and H. A. Mooney). Academic Press,San Diego, pp.
415–429.

574 The Contemporary Carbon Cycle
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NOMENCLATURE

aH+ activity of the hydrogen ion in solution
aUO2

2+ activity of uranyl in solution
A9colloid specific surface area of the colloid, in a

colloid/rock system
A9IP specific surface area of the rock matrix,

in a colloid/rock system
C colloid concentration in solution
Ci initial concentration of contaminant in

solution
Cf final concentration of contaminant in

solution
CL concentration of a contaminant in

solution
CS concentration of a contaminant sorbed

onto solid
e fundamental electrical charge
F the ratio of the specific surface areas of

the colloid and the rock matrix, in a
colloid/rock system

k Boltzmann’s constant
Kd distribution coefficient for a

contaminant in a water/rock system
Ki,j,k intrinsic formation constant for an

aqueous species (i, j, k describe
stoichiometry)

m mass of substrate present in a batch
system

R retardation factor for a contaminant
Rd sorption coefficient for a contaminant in

a water/rock system
RF,eff effective retardation factor (including

the effects of transport on colloids)
T absolute temperature, in K
Vi initial solution volume in a batch system
Vf final solution volume in a batch system
�cat intrinsic surface-complexation constant

for a cationic species
� bulk density of a porous medium
 bulk porosity of a porous medium
 0 electrical potential of the inner (o)

surface plane

17.1 INTRODUCTION

Psychometric studies of public perception of
risk have shown that dangers associated with radio-
active contamination are considered the most
dreaded and among the least understood hazards
(Slovic, 1987). Fear of the risks associated with
nuclear power and associated contamination has
had important effects on policy and commercial
decisions in the last few decades. In the US, no

new nuclear power plants were ordered between
1978 and 2002, even though it has been suggested
that the use of nuclear power has led to signifi-
cantly reduced CO2 emissions and may provide
some relief from the potential climatic changes
associated with fossil fuel use. The costs of the
remediation of sites contaminated by radioactive
materials and the projected costs of waste disposal
of radioactive waste in the US dwarf many other
environmental programs. The cost of disposal of
spent nuclear fuel at the proposed repository at
Yucca Mountain will likely exceed $10 billion.
The estimated total life cycle cost for remediation
of US Department of Energy (DOE) weapons pro-
duction sites ranged from $203–247 billion dollars
in constant 1999 dollars, making the cleanup the
largest environmental project on the planet (US
DOE, 2001). Estimates for the cleanup of the
Hanford site alone exceeded $85 billion through
2046 in some of the remediation plans.

Policy decisions concerning radioactive con-
tamination should be based on an understanding
of the potential migration of radionuclides
through the geosphere. In many cases, this poten-
tial may have been overestimated, leading to
decisions to clean up contaminated sites unneces-
sarily and exposing workers to unnecessary risk.
It is important for both the general public and the
scientific community to be familiar with informa-
tion that is well established, to identify the areas
of uncertainty and to understand the significance
of that uncertainty to the assessment of risk.

17.1.1 Approach and Outline of Chapter

This chapter provides an applications-oriented
summary of current understanding of environmen-
tal radioactive contamination by addressing three
major questions:

(i) What are the major sources of radioactive
contamination on the planet?

(ii) What controls the migration of radioactive
contaminants in the environment?

(iii) How can an understanding of radionuclide
geochemistry be used to facilitate environmental
remediation or disposal of radioactive wastes, and
how can we assess the associated risks?

The chapter starts with an overview of the nat-
ure of major sites of radioactive environmental
contamination. A brief summary of the health
effects associated with exposure to ionizing radia-
tion and radioactive materials follows. The
remainder of the chapter summarizes current
knowledge of the properties of radionuclides as
obtained and applied in three interacting spheres
of inquiry and analysis: (i) experimental studies
and theoretical calculations, (ii) field studies, and
(iii) predictions of radionuclide behavior for
remediation and waste disposal. Recent studies
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of radionuclide speciation, solubility, and sorp-
tion are reviewed, drawing upon the major US
and European nuclear waste and remediation pro-
grams. Examples are given of the application of
that information to understanding the behavior of
radionuclides as observed at sites of natural and
anthropogenic radioactive contamination. Finally,
the uses of that information in remediation of
radioactive contamination and in predicting the
potential behavior of radionuclides released from
proposed nuclear waste repositories are
described.

17.1.2 Previous Reviews and Chapter Scope

Information describing the environmental geo-
chemistry of radionuclides is being gathered at a
rapid rate due to the high interest and pressing need
to dispose of nuclear wastes and to remediate radio-
actively contaminated areas. Several important
books have been written on the subject of actinide
chemistry in the last few decades. Notable ones
include Seaborg and Katz (1954), Katz et al.
(1986), Ivanovich (1992), and Choppin et al.
(1995). This chapter updates similar reviews that
have been published in the last few decades, such
as those by Allard (1983), Krauskopf (1986),
Choppin and Stout (1989), Hobart (1990), Fuger
(1992), Kim (1993), Silva and Nitsche (1995), and
chapters in Barney et al. (1984), Langmuir
(1997a), and Zhang and Brady (2002). National
symposia dealing with the disposal of nuclear
waste and remediation of radioactive environmen-
tal contamination have been held annually by the
Material Research Society (e.g., McGrail and
Cragnolino, 2002) and Waste Management
Symposia (e.g., WM Symposia, 2001) since the
1980s. Proceedings of these conferences should
continue to be valuable sources of the results of
current research and work carried out after the
publication of this chapter.

This chapter focuses on the interactions of
radionuclides with geomedia in near-surface
low-temperature environments. Due to the limita-
tions on the chapter length, this review will not
describe the mineralogy or economic geology of
uranium deposits; the use of radionuclides as
environmental tracers in studies of the atmo-
sphere, hydrosphere, or lithosphere, the nature
of the nuclear fuel cycle or processes involved
in nuclear weapons production. Likewise, radio-
active contamination associated with the use of
atomic weapons during World War II, the con-
tamination of the atmosphere, hydrosphere, or
lithosphere related to nuclear weapons testing,
and concerns over the contamination of the
Arctic Ocean by the Soviet nuclear fleet are not
discussed. The interested reader is advised to
turn to other summaries of these topics and

included references. The nuclear fuel cycle is
summarized in publications of the US DOE
(1997a,b). Eisenbud (1987) provides a compre-
hensive overview of environmental radioactivity
from natural, industrial, and military sources. A
recent publication of the Mineralogical Society
of America included a series of review articles
describing the mineralogy and paragenesis of
uranium deposits and the environmental geo-
chemistry of uranium and its decay products
(Burns and Finch, 1999). Mahara and Kudo
(1995) and Kudo et al. (1995) review the envir-
onmental behavior of plutonium released by the
Nagasaki atomic bomb blast. A recent summary
of the extent of contamination from atmospheric
nuclear testing is found in Beck and Bennett
(2002). Descriptions of radioactive contamina-
tion of the Arctic Ocean are found in Salbu
et al. (1997), Aarkrog et al. (1999), and in
publications of the Arctic Monitoring and
Assessment Programme (AMAP, 2002; http://
www.amap.no/).

17.2 THE NATURE AND HAZARDS OF
RADIOACTIVE ENVIRONMENTAL
CONTAMINATION

The relationships between radioactive contam-
ination and the risks to human health have
scientific and regulatory dimensions. From the
scientific perspective, the risks associated with
radioactive contamination depend systematically
on the magnitude of the source, the type of radia-
tion, exposure routes, and biological susceptibility
to the effects of radiation damage. The effects of
radiation on human health can be ascertained from
the health status of people exposed to different
levels of radiation in nuclear explosions or occupa-
tional settings. The most extreme exposures
include those experienced by survivors of the
atomic bomb blasts in Hiroshima and Nagasaki in
World War II. Researchers have not observed an
increase in cancer frequency for Japanese bomb
survivors below an external dose of 0.2 Gy (20
rad), thus providing a lower limit for human biolo-
gical susceptibility to the effects of radiation. In
contrast, the regulatory perspective addresses esti-
mates of an upper limit to biological susceptibility
and involves a di minimus approach to exposure
limits. Radiation protection standards are based on
a ‘‘zero threshold’’ dose-response relationship and
exposure for the public is limited to 1mSv yr�1

(0.1 rem yr�1). The following sections summarize
basic information about the scientific and regula-
tory aspects of this issue. The different types of
radioactivity are characterized, natural and anthro-
pogenic sources of radioactivity are described,
levels of exposure to these sources are estimated
and compared to regulatory exposure limits, and
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the effects of radiation on human health are
discussed.

17.2.1 Sources of Radioactivity

17.2.1.1 Radioactive processes

Only certain combinations of protons and neu-
trons result in stable atomic nuclei. Figure 1 shows
a section of the chart of the nuclides, on which
nuclides are plotted as a function of their proton
number (Z) and neutron number (N). The radio-
active decay chain for 238U is indicated; only 206Pb
has a stable combination of protons and neutrons.
At low atomic numbers (below Z= 20), isotopes
with proton: neutron ratios of �1 are stable, but a
progressively higher proportion of neutrons is
required to produce stability at higher atomic num-
bers. Unstable nuclei undergo radioactive decay—
spontaneous transformations involving emission of
particles and/or photons, resulting in changes in Z
and N, and transformation of that atom into another
element. Several types of radioactive decay may
occur:

� ��-decay—a negatively charged beta particle
(electron) is emitted from the nucleus of the
atom, and one of the neutrons is transformed
into a proton. Z increases by 1 and N decreases
by 1.

� �+-decay—a positively charged beta particle
(positron) is emitted from the nucleus, and a
proton is transformed into a neutron. Z decreases
by 1 and N increases by 1.

� Electron capture—an unstable nucleus may cap-
ture an extranuclear electron, commonly a K-
shell electron, resulting in the transformation of
a proton to a neutron. This results in the same
change in Z and N as �+ decay; commonly,
nuclides with a deficiency of neutrons can
decay by either mechanism.

� �-decay—nuclei of high atomic number (heavier
than cerium), and a few light nuclides, may
decay by emission of an �-particle, a 4He
nucleus consisting of two protons and two neu-
trons. Z and N both decrease by 2.

In each case, the daughter nucleus is commonly
left in an excited state and decays to the ground
state by emission of �-rays. If there is a significant
delay between the two processes, the �-emission is
considered a separate event. Decay by �-emission,
resulting in no change in Z or N, is called an
isomeric transition (e.g., decay of 99mTc to 99Tc).

Many radioactive elements decay to produce
unstable daughters. The radioactivity of many
forms of radioactive contamination is due primarily
to daughter products with short half-lives. The
longest such decay chains that occur naturally are
those for 238U, 235U, and 232Th, which decay
through a series of intermediate daughters to 206Pb,
207Pb, and 208Pb, respectively (see Table 1). The
decay of 238U to 206Pb results in the production of
eight �-particles and six �-particles; that of 235U to
207Pb, seven �- and four �-particles; and that of
232Th to 208Pb, six �- and four �-particles. Thus,
understanding the geochemistry of radioactive con-
tamination requires consideration of the chemistries
of both the abundant parents and of the transient
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daughters, which have much lower chemical con-
centrations. After several half-lives of the longest-
lived intermediate daughter, a radioactive parent
and its unstable daughters will reach secular equi-
librium; the contribution of each nuclide to the
total activity will be the same. Thus, a sample of
238U will, after about a million and a half years,
have a total �-activity that is �8 times that of the
uranium alone.

Heavy nuclei can also decay by fission, by split-
ting into two parts. Although some nuclei can
spontaneously fission, most require an input of
energy. This is most commonly accomplished by
absorption of neutrons, although �-particles,
�-rays and even X-rays may also induce fission.
Fission is usually asymmetric—two unequal
nuclei, or fission products, are produced, with
atomic weights ranging from 66 to 172. Fission
product yields vary with the energy of the neutrons
inducing fission; under reactor conditions, fission
is highly asymmetric, with production maxima at
masses of �95 and �135. High-energy neutrons
result in more symmetric fission, with a less bimo-
dal distribution of products.

Fission products generally contain an excess of
neutrons and are radioactive, decaying by succes-
sive �� emissions to stable nuclides. The high
radioactivity of spent nuclear fuel and of the wastes
generated by fuel reprocessing for nuclear weapons
production is largely due to fission products, and
decreases rapidly over the first few tens of years. In
addition to the daughter nuclei, neutrons are
released during fission (2.5–3.0 per fission event
for thermal neutrons), creating the potential for a
fission chain reaction—the basis for nuclear power
and nuclear weapons.

The major decay paths for the naturally occurring
isotopes of uranium and thorium are shown in
Table 1. Other actinides of environmental impor-
tance include 237Np, 238Pu, 239Pu, and 241Am.
These have decay series similar to and overlapping
those of uranium and thorium. Neptunium-237
(t1/2 = 2.14�106 yr, �) decays to 209Bi through a
chain of intermediates, emitting seven �- and four
��-particles. Plutonium-238 (t1/2 = 86 yr, �) decays
into 234U, an intermediate daughter on the 238U
decay series. Plutonium-239 (t1/2 = 2.44�104 yr, �)
decays into 235U. Americium-241 (t1/2 = 458 yr, �)
decays into 237Np.

The basic unit of measure for radioactivity is the
number of atomic decays per unit time. In the SI
system, this unit is the becquerel (Bq), defined as
one decay per second. An older, widely used mea-
sure of activity is the curie (Ci). Originally defined
as the activity of 1 g of 226Ra (1 Ci = 3.7�1010 Bq).
The units used to describe the dose, or energy
absorbed by a material exposed to radiation, are
dependent upon the type of radiation and the mate-
rial. X-ray or �-radiation absorbed by air is
measured in Roentgens (R). The dose absorbed
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by any material, by any radiation, is measured in
rad (radiation-absorbed-dose), where 1 rad corre-
sponds to 100 erg g�1 (1 erg = 10�7 J) of absorbed
energy. The SI equivalent is the gray (Gy), which is
equal to 100 rad.

Different types of radiation affect biological
materials in different ways, so a different unit is
needed to describe the dose necessary to produce
an equivalent biological damage. Historically, this
unit is the rem (roentgen-equivalent-man). The
dose in rem is equal to the dose in rad multiplied
by a quality factor, which varies with the type of
radiation. For ��-, �-, and X-ray radiation, the
quality factor is 1; for neutrons, it is 2–11, depend-
ing upon the energy of the particle; and for
�-particles, the quality factor is 20. The SI unit
for equivalent dose is the sievert (Sv), which is
equivalent to 100 rem.

17.2.1.2 Natural sources of radioactivity

Radioactive materials have been present in the
environment since the accretion of the Earth. The
decay of radionuclides provides an important
source of heat that drives many large-scale plane-
tary processes. The most abundant naturally
occurring radionuclides are 40K, 232Th, and 238U
and 235U. The bulk of the natural global inventory
of actinide radioactivity in the upper 100 m of the
lithosphere (�1022 Bq or 2.7�1011 Ci) is due to
activity of uranium and thorium isotopes
(Santschi and Honeyman, 1989; Ewing, 1999).
This is about equal to the total activity of 40K in
the world ocean. Average crustal concentrations of
uranium (mostly 238) and thorium (mostly 232) are

2.7 mg g�1 and 9.6 mg g�1, respectively. Both
elements are enriched in silica-rich igneous rocks
(4.4 mg g�1 and 16 mg g�1, respectively in granites)
and are highly enriched in zircons (2,000 mg g�1

and 2,500 mg g�1, respectively).
In groundwater, average uranium concentra-

tions range from <0.1 mg L�1 (reducing) to
100 mg L�1 (oxidizing) (Langmuir, 1997a). The
average thorium concentration in groundwater is
<1 mg L�1 and is not affected by solution redox
conditions. Other naturally occurring radionu-
clides include actinium, technetium, neptunium,
and protactinium. Small amounts of actinides
(237Np and 239Pu) are present from neutron cap-
ture reactions with 238U. Natural 99Tc is a product
of 238U spontaneous fission (Curtis et al., 1999).
For comparison, Table 2 provides examples of
large-scale sources of natural and anthropogenic
radioactivity in the environment throughout the
world.

17.2.1.3 Nuclear waste

It is estimated that the inventory of nuclear
reactor waste in the US will reach 1.3�1021 Bq
by 2020 (Ewing, 1999). Decay of the radionuclides
from a reference inventory over 1010 yr is shown in
Figure 2. In this figure, the change of ingestion
toxicity of radionuclides important for disposal of
high-level wastes (HLWs) is shown. Ingestion toxi-
city for a given radioisotope is defined as the
isotopic quantity (in microcuries) divided by the
maximum permissible concentration in water (in
microcuries per cubic meters) for that isotope
(Campbell et al., 1978). Plots of time-dependent

Table 2 Examples of sources of radioactivity in the environment.

Location Source of
radioactivity

Major
radionuclides

Amount of
radioactivity

Ref.

Global Top 100 m of lithosphere 238,235U, 232Th 1.0�1022 Bq 1,2
HLW geologic repository 70 kt spent fuel (proposed) 137Cs, 90Sr 1.0�1022 Bq 1,2
Atmospheric testing 220 Megaton yield 131I and 3H 2.0�1020 Bq 1,2

239,240Pu 1.0�1017 Bq
Mayak, Russia Nuclear production Various HLW 3.6�1019 Bq 4

90Sr, 137Cs 2.1�1019 Bq
US weapons complex High level waste/

100million gallons
(3.8�105m3)

Short-lived (t1/2 < 50 yr): 137Cs,
90Sr, 90Y, 137mBa, 241Pu

3.3�1019 Bq 6

Longer lived (t1/2 = 50–500 yr):
238Pu, 131Sm, 241Am

1.1�1017 Bq

Long lived (t1/2 = 500–50,000 yr):
239Pu, 240Pu, 14C

3.3�1015 Bq

Longest lived (t1/2 > 50,000 yr):
99Tc, 135Cs, 233U

2.0�1015 Bq

Chernobyl Reactor accident in 1986 131I, 134,137Cs, 103,106Ru 1.2�1019 Bq 1,2,5
US U mining and milling 226Ra 1.9�1015 Bq 1

References: 1. Ewing (1999), 2. Santschi and Honeyman (1989), 3. NRC (2001), 4. Cochran et al. (1993), 5. IAEA (1996), and 6. US DOE (1997a).
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thermal output from the radionuclides show similar
trends. It can be seen that initially the bulk of the
radioactivity is due to short-lived radionuclides
137Cs and 90Sr. After 1,000 yr, the bulk of the
hazard is due to decay of 241Am, 243Am,
239,240Pu, and 237Np, and during the longest time
periods, a mixture of the isotopes 99Tc, 210Pb, and
226Ra dominates the small amount of radioactivity
that remains. US Department of Energy (1980)
shows that the relative toxicity (hazard) index
(toxicity associated with ingesting a given weight
of material) of spent fuel (SF) is about the same as
uranium ore (0.2% U ore) after 105 yr.

Most regulations focus on the time period up to
104 yr and 105 yr after emplacement when radio-
activity is dominated by the decay of americium,
neptunium, and plutonium. Disposal of nuclear
waste in the US is regulated by the
Environmental Protection Agency (EPA) and the
Nuclear Regulatory Commission (NRC). There are
several classes of nuclear waste; each type is regu-
lated by specific environmental regulations and
each has a preferred disposal option, as described
below.

Spent Fuel (SF) consists of irradiated fuel ele-
ments removed from commercial reactors or
special fuels from test reactors. It is highly radio-
active and generates a lot of heat; therefore, remote
handling and heavy shielding are required. It is
considered a form of HLW because of the uranium,
fission products, and transuranics that it contains.
HLW includes highly radioactive liquid, calcined
or vitrified wastes generated by reprocessing of SF.
Both SF and HLW from commercial reactors will
be entombed in the geological repository at Yucca

Mountain �100mile (1mile = 1.609344 km)
northwest of Las Vegas, Nevada. Disposal of
spent nuclear fuel and HLW in the US is regulated
by 40 CFR Part 191 (US EPA, 2001) and 10 CFR
Part 60 (US NRC, 2001). It is discussed in more
detail in a later section of this chapter.

Transuranic waste (TRU) is defined as waste
contaminated with �-emitting radionuclides of
atomic number greater than 92 and half-life greater
than 20 yr in concentrations greater than 100nCi g�1

(3.7�103Bqg�1). TRU is primarily a product of the
reprocessing of SF and the use of plutonium in the
fabrication of nuclear weapons. In the US, the dis-
posal of TRU at the Waste Isolation Pilot Plant in
southeastern New Mexico is regulated by 40 CFR
Part 194 (US EPA, 1996). It is also discussed in more
detail in a later section of this chapter.

Uranium mill tailings are large volumes of radio-
active residues that result from the processing of
uranium ore. In the US, the DOE has the responsi-
bility for remediating mill tailing surface sites and
associated groundwater under the Uranium Mill
Tailings Radiation Control Act (UMTRCA) of 1978
and its modification in 1988. Low-level wastes
(LLWs) are radioactive wastes not classified as
HLW, TRU, SF, or uranium mill tailings. They are
generated by institutions and facilities using radio-
active materials and may include lab waste, towels,
and lab coats contaminated during normal operations.
Disposal of LLW is governed by agreements between
states through state compacts at several facilities in
the continental US. Geochemical data, conceptual
models, and performance assessment methodologies
relevant to LLW are summarized in Serne et al.
(1990).
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Figure 2 Ingestion toxicity for HLWas a function of decay time (Campbell et al. (1978); reproduced by permission of
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17.2.1.4 Sites of radioactive environmental
contamination

In the US, radioactive contamination is of parti-
cular importance in the vicinity of US nuclear
weapons production sites, near proposed or exist-
ing nuclear waste disposal facilities and in areas
where uranium mining was carried out.
Contamination from mining was locally significant
in areas within the Navajo Nation in the
southwestern US. Abdelouas et al. (1999) and
Jove-Colon et al. (2001) provide concise reviews
of the environmental problems associated with ura-
nium mill tailings. These large volume mining and
milling residues contain �85% of the radioactivity
of the unprocessed uranium ore, primarily in the
form of U radioisotopes, 230Th, Ra (226Ra and
222Ra), and Rn isotopes. In the US, more than
230Mt of tailings are stored at 24 inactive tailing
sites; in Canada more than 300Mt of tailings have
accumulated (Abdelouas et al., 1999). By 1999,
remediation of all 24 Title I UMTRA uranium
mill tailings sites in the US had been completed
through either in-place stabilization or relocation to
more favorable sites. Other UMTRA sites (Title II
sites) still had their mill tailings in place as of 2002
and have relatively long plumes that could release
uranium to nearby aquifers (Brady et al., 2002).

Both surface and subsurface processes are
important for environmental contamination from
uranium mill tailings. Surface soil/water contami-
nation occurs by erosion and wind dispersion of
contaminated soil; air pollution occurs by radon
emission. Leaching and subsequent leaking of
radioactive and hazardous metals (cadmium, cop-
per, arsenic, molybdenum, lead, and zinc) from
mill tailings contaminate groundwater.
Concentrations of uranium in mill tailings and tail-
ings pore waters in deposits reviewed by
Abdelouas et al. (1999) were as high as 1.4 g
kg�1 and 0.5mgL�1, respectively. Abdelouas
et al. (1999) provide good examples of the relation-
ships among environmental contamination,
radiological hazards, and remediation activities in
their discussion of the tailings piles sites at Tuba
City, Arizona, at Rayrock, Northwest Territories,
Canada, and at the complex of solution mining
sites, open pits and tailings piles managed by the
WIZMUTcompany in the uranium mining districts
of East Germany.

The US DOE estimates that nuclear weapons
production activities have led to radioactive con-
tamination of �63Mm3 of soil and 1,310Mm3 of
groundwater in the US (US DOE, 1997a,b). The
contamination is located at 64 DOE environmental
management sites in 25 states. The Hanford
Reservation in Washington State provides a good
example of the diverse sources of radioactive con-
tamination associated with weapons production. At
this site, nine plutonium production reactors were

built in the 100 Area; HLWs are stored in buried
tanks in the 200 Area where SF was processed; and
nuclear fuel was fabricated in the 300 Area. A
complex mixture of radioactive and hazardous
wastes is either stored in aging underground tanks
or has been discharged to seeps or trenches and to
the vadose zone in surface impoundments. The
total inventory at the Hanford Site is estimated to
be (1.33–1.37)�1019 Bq (360–370MCi); between
8.1�1015 Bq and 2.4�1017 Bq (0.22–6.5MCi) has
been released to the ground (National Research
Council, 2001).

In Europe and the former Soviet Union (FSU),
large areas have been contaminated by nuclear
weapons production and uranium mining. The
extent of contamination in the FSU is greater than
in the US because of fewer controls on the disposal
of nuclear wastes and less strict mining regulations.
Extensive contamination has occurred due to solu-
tion mining of uranium ore deposits. In solution
mining, complexing agents (lixiviants) are added to
groundwater and reinjected into a uranium ore
body. In the US, nearly all of uranium solution
mining was carried out using carbonated, oxidizing
solutions to produce mobile uranyl carbonato com-
plexes. These practices did not lead to significant
contamination. In contrast, more aggressive acid
leach techniques using large amounts of sulfuric
and nitric acids were used in solution mining
operations in the FSU. These operations created a
legacy of widespread contamination comprised of
large volumes of groundwater contaminated with
acid and leached metals. In addition, a large num-
ber of open pit and underground mines, tailing
ponds, waste rock, and low-grade ore piles are
sources of potential radioactive contamination in
Central and eastern European countries.

The Straz deposit in the Hamr District of the
Czech Republic provides a good example of this
problem (Slezak, 1997). Starting in 1968, more
than 4Mt of sulfuric acid, 3�105 t of nitric acid,
and 1.2�105 t of ammonia were injected into the
subsurface to mine uranium ore. Now, �266Mm3

in the North Bohemian Cretaceous Cenomanian
and Turonian aquifers are contaminated with ura-
nium, radium, and manganese and other solutes.
The contaminated area is more than 24 km2 and
threatens the watershed of the Plucnice River.

Large-scale contamination in regions of the Ural
Mountains of Russia is severe due to weapons
production at the Chelyabinsk-65 complex near
the city of Kyshtym. Cochran et al. (1993) and
Shutov et al. (2002) provide overviews of the
extent of the contamination at the site, drawing
upon a number of Russian source documents. The
main weapons production facility, the Mayak
Chemical Combine, produced over 5.5�1019 Bq
of radioactive wastes from 1948 through 1992.
Over 4.6�1018 Bq of long-lived radioactivity
were discharged into open lake storage and other
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sites. During the period 1948–1951,
�9.3�1016 Bq of medium level ��-activity liquid
waste was discharged directly into the nearby
Techa River; from March 1950 to November
1951, the discharge averaged 1.6�1014 Bq d�1.
During this period, �1.24�105 people living
downstream from the facility were exposed to ele-
vated levels of radioactivity. In 1951, the medium
level waste was discharged into nearby Lake
Karachay. Through 1990, the lake had accumulated
4.4�1018 Bq of long-lived radionuclides (primarily
137Cs (3.6�1018 Bq) and 90Sr (7.4�1017 Bq)). By
1993, seepage of radionuclides from the lake had
produced a radioactive groundwater plume that
extended 2.5–3.0mile from the lake. In 1993, the
total volume of contaminated groundwater was
estimated to be more than 4Mm3 containing at
least 1.8�1014 Bq of long-lived (>30 yr half-life)
fission products.

Several large-scale nuclear disasters have
occurred at the Chelyabinsk-65 complex. Two of
these events led to the spread of radioactive con-
tamination over large areas, exposure to large
numbers of people and to relocation of entire com-
munities. In 1957, during the so-called ‘‘Kyshtym
Disaster,’’ an explosion of an HLW storage tank
released 7.4�1017 Bq of radioactivity into the
atmosphere (Medvedev, 1979; Trabalka et al.,
1980). About 90% of the activity fell out in the
immediate vicinity of the tank. Approximately
7.8�1016 Bq formed a kilometer-high radioactive
cloud that contaminated an area greater than
2.3�104 km2 to levels above 3.7�109 Bq km�2 of
90Sr. This area was home to �2.7�105 people;
many of the inhabitants were evacuated after
being exposed to radioactive contamination for
several years.

A second disaster at the site occurred in 1967,
after water in Lake Karachay evaporated during a
hot summer that followed a dry winter. Dust from
the lakeshore sediments was blown over a large
area, contaminating 1,800–2,700 km2 with a total
of 2.2�1013 Bq of 137Cs and 90Sr. Approximately
4.1�104 people lived in the area contaminated at
levels of 3.7�109 Bq km�2 of 90Sr or higher.
According to Botov (1992), releases of radioac-
tive dust from the area continued through at least
1972. Since 1967, a number of measures have
been taken to reduce the dispersion of radioactive
contamination from Lake Karachay as described
in Cochran et al. (1993) and source documents
cited therein.

17.2.2 Exposure to Background and
Anthropogenic Sources of Radioactivity

The amounts of radioactivity listed in Table 2
provide some idea of the maximum amount of
radioactivity potentially available for exposure to

the public. However, such inventories by them-
selves provide little information about the actual
risk associated with the radioactive hazards.
Although the exposure has been very high for
those unfortunate few that have been involved in
nuclear accidents, the exposure of the general pub-
lic to ionizing radiation is relatively low. The
2�105 workers involved in the cleanup of
Chernobyl nuclear power plant after the 1986 acci-
dent received average total body effective doses of
100mSv (10 rem) (Ewing, 1999). Current US reg-
ulations limit whole-body dose exposures
(internal + external exposures) of radiological
workers to 50mSv yr�1 (5 rem yr�1).

The calculated effective whole-body �-radiation
doses on tailings piles at the Rayrock mill tailings
site in Northwest Territories, Canada, ranged from
42mSv yr�1 to 73mSv yr�1. This is �24 times the
annual dose from average natural radiation in
Canada (Abdelouas et al., 1999). Exposure to nat-
ural sources of radon (produced in the decay chain
of crustal 238U) averages 2mSv yr�1 while other
natural sources account for 1mSv yr�1 (National
Research Council, 1995). Total exposure to anthro-
pogenic sources averages �0.6mSv yr�1, with
medical X-ray tests accounting for �2/3 of the
total. The average exposure related to the nuclear
fuel cycle is estimated to be less than
0.01mSv yr�1 and is comparable to that associated
with the release of naturally occurring radionu-
clides from the burning of coal in fossil-fuel
plants (Ewing, 1999; McBride et al., 1978).

As shown previously, radioactive hazards asso-
ciated with SF and HLW decrease exponentially
over time (see Figure 2). After 104–105 yr, the risk
to the public of a nuclear waste disposal vault
approaches that of a high-grade uranium ore
deposit and is less than the time invariant toxicity
risk of ore deposits of mercury and lead (Langmuir,
1997a). The new EPA standard for nuclear waste
repositories seeks to limit exposures from all expo-
sure pathways for the reasonably maximally
exposed individual living 18 km from a nuclear
waste repository to 0.15mSv yr�1 (15mrem yr�1)
(US EPA, 2001). For comparison, the radiation
dose on the shores of Lake Karachay near the
Chelyabinsk-65 complex is �0.2 Sv h�1

(Cochran et al., 1993).

17.2.3 Health Effects and Radioactive
Contamination

17.2.3.1 Biological effects of radiation damage

A summary of the nature of radioactive contam-
ination would be incomplete without some mention
of the human health effects related to radioactivity
and radioactive materials. Several excellent
reviews at a variety of levels of detail have been
written and should be consulted by the reader
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(ATSDR, 1990a,b,c, 1999, 2001; Harley, 2001;
Cember, 1996; BEIRV, 1988). The subject is extre-
mely complex, with a number of important
controversies that are beyond the scope of this
chapter. Some general principles, however, are
summarized below.

Ionizing radiation loses energy by producing
ion pairs when passing through matter. These can
damage biological material directly or produce
reactive species (free radicals) that can subse-
quently react with biomolecules. External and
internal exposure pathways are important for
human health effects. External exposure occurs
from radiation sources outside the body such as
soil particles on the ground, surface water, and
from particles dispersed in the air. It is most impor-
tant for �-radiation that has high penetrating
potential; however, except for large doses, most
of the radiation will pass through the body without
causing significant damage. External exposure is
less important for �- and �-radiation, which are
less penetrating and will deposit their energy pri-
marily on the outer layer of the skin.

Internal exposures of �- and �-particles are
important for ingested and inhaled radionuclides.
Dosimetry models are used to estimate the dose
from internally deposited radioactive particles.
The amount and mode of entry of radionuclides
into the body, the movement and retention of radio-
nuclides within various parts of the body, and the
amount of energy absorbed by the tissues from
radioactive decay are all factors in the computed
dose (BEIR IV, 1988). The penetrating power of �-
radiation is low; therefore, most of the energy from
�-decay is absorbed in a relatively small volume
surrounding an ingested or inhaled particle in the
gut or lungs. This means that the chance that
damage to DNA or other cellular material will
occur is greater and the associated human health
risk is higher for radioactive contamination com-
posed of �-emitters than for the other forms of
radioactive contamination. As mentioned above,
weighting parameters that take into account the
radiation type, the biological half-life, and the tis-
sue or organ at risk are used to convert the
physically absorbed dose in units of gray (or rad)
to the biologically significant committed equiva-
lent dose and effective dose, measured in units of
Sv (or rem).

There is considerable controversy over the
shape of the dose-response curve at the chronic
low dose levels important for environmental con-
tamination. Proposed models include linear
models, nonlinear (quadratic) models, and thresh-
old models. Because risks at low dose must be
extrapolated from available data at high doses, the
shape of the dose-response curve has important
implications for the environmental regulations
used to protect the general public. Detailed

description of dosimetry models can be found in
Cember (1996), BEIR IV (1988), and Harley
(2001).

The health effect of radiation damage depends
on a combination of events on the cellular, tissue,
and systemic levels. Exposure to high doses of
radiation (>5Gy) can lead to direct cell death
before division due to interaction of free radicals
with macromolecules such as lipids and proteins.
At acute doses of 0.1–5.0Gy, damage to organisms
can occur on the cellular level through single strand
and double strand DNA breaks. These led to muta-
tions and/or cellular reproductive death after one or
more divisions of the irradiated parent cell. The
dose level at which significant damage occurs
depends on the cell type. Cells that reproduce
rapidly, such as those found in bone marrow or
the gastrointestinal tract, will be more sensitive to
radiation than those that are longer lived, such as
striated muscle or nerve cells. The effect of high
radiation doses on an organ depends on the various
cell types that it contains.

Cancer is the major effect of low radiation doses
expected from exposure to radioactive contamina-
tion. Laboratory studies have shown that �-, �-,
and �-radiation can produce cancer in virtually
every tissue type and organ in animals that have
been studied (ATSDR, 2001). Cancers observed in
humans after exposure to radioactive contamina-
tion or ionizing radiation include cancers of the
lungs, female breast, bone, thyroid, and skin.
Different kinds of cancers have different latency
periods; leukemia can appear within 2 yr after
exposure, while cancers of the breast, lungs, sto-
mach, and thyroid have latency periods greater
than 20 yr. Besides cancer, there is little evidence
of other human health effects from low-level radia-
tion exposure (ATSDR, 2001; Harley, 2001).

17.2.3.2 Epidemiological studies

The five large epidemiological studies that pro-
vide the majority of the data on the effects of
radiation on humans are reviewed by Harley
(2001). These include radium exposures by radium
dial painters, atom bomb survivors, patients irra-
diated with X-rays for ankylosing spondylitis and
ringworm (tinea capitis), and uranium miners
exposed to radon. The first four studies examine
health effects due to external exposures of high
doses of ionizing radiation. The studies of uranium
miners are more relevant to internal exposures.
There have been 11 large follow-up studies of
underground miners who were exposed to high
concentrations of radon (222Rn) and radon decay
products. The carcinogens are actually the short-
term decay products of 222Rn (218Po, 214Po), which
are deposited on the bronchial airways during inha-
lation and exhalation. Because of their short range,
the �-particles transfer most of their energy to the

588 Environmental Geochemistry of Radioactive Contamination



thin layer of bronchial epithelium cells. These cells
are known to be involved in induction of cancer,
and it is clear that even relatively short exposures to
the high levels possible in mines lead to excess
lung cancers.

The results of the studies on miners have been
used as a basis for estimating the risks to the gen-
eral public from exposures to radon in homes.
There is considerable controversy over this topic.
Although the health effects due to the high radon
exposures experienced by the miners have been
well established, the risks at the lower exposure
levels in residences are difficult to establish due to
uncertainties in the dose-response curve and the
confounding effects of smoking and urbanization.
The reader is referred to extensive documentation
by the National Academy of Sciences (1998) and
the National Institute of Health (1994) for more
information.

Epidemiological studies of populations in the
FSU exposed to fallout from the 1986 nuclear
reactor explosion at Chernobyl and releases from
the Chelyabinsk-65 complex demonstrate the
health effects associated with exposure to radio-
active iodine, strontium, and caesium. A study of
2.81�104 individuals exposed along the Techa
River, downstream from Chelyabinsk-65, revealed
that a statistically significant increase in leukemia
mortality arose between 5 yr and 20 yr after the
initial exposure (37 observed deaths versus 14–23
expected deaths; see Cochran et al. (1993) and
cited references and comments). There has been a
significant increase of thyroid cancers among chil-
dren in the areas contaminated by fallout from the
Chernobyl explosion (Harley, 2001; UNSCEAR,
2000). The initial external exposures from
Chernobyl were due to 131I and short-lived iso-
topes. Subsequently, external exposures to 137Cs
and 134Cs and internal exposures to radiocaesium
through consumption of contaminated foodstuffs
were important.

17.2.3.3 Toxicity and carcinogenicity

Toxicity and carcinogenicity of radioactive
materials are derived from both the chemical prop-
erties of the radioelements and the effects of
ionizing radiation. The relative importance of the
radiological and chemical health effects are deter-
mined by the biological and radiological half-lives
of the radionuclide and the mechanism of chemical
toxicity of the radioelement. Ionizing radiation is
the main source of carcinogenicity of the radio-
nuclides. Many of the damaging effects of
radiation can be repaired by the natural defenses
of cells and the body. However, the longer a radio-
nuclide is retained by the body or localized in a
specific organ system, the greater the chances that
the damage to DNA or proteins will not be repaired
and a cancer will be initiated or promoted. The

biological half-life of a radioelement, therefore, is
an important determinant of the health risk posed
by a radionuclide. This is determined by the che-
mical and physical form of the radioelement when
it enters the body, the metabolic processes that it
participates in and the routes of elimination from
the body. For example, 90Sr substitutes for calcium
and accumulates on the surfaces of bones. It has a
long biological half-life (50 yr), because it is
recycled within the skeletal system. In young chil-
dren, it is incorporated into growing bone where it
can irradiate both the bone cells and bone marrow.
Consequently, high exposures to 90Sr can lead to
bone cancer and cancers of the blood such as
leukemia.

In contrast, the chemical toxicity of uranium is
more important than its radiological hazard. In
body fluids, uranium is present as soluble U(VI)
species and is rapidly eliminated from the body
(60% within 24 h; Goyer and Clarkson (2001)). It
is rapidly absorbed from the gastrointestinal tract
and moves quickly through the body. The uranyl
carbonate complex in plasma is filtered out by the
kidney glomerulus, the bicarbonate is reabsorbed
by the proximule tubules, and the liberated uranyl
ion is concentrated in the tubular cells. This pro-
duces systemic toxicity in the form of acute renal
damage and renal failure.

Because there are few data on the results of
human exposure to actinides, the health effects of
these radioelements are more uncertain than those
discussed above for ionizing radiation, radon, and
fission products. Americium accumulates in bones
and will likely cause bone cancer due to its radio-
active decay. Animal studies suggest that
plutonium will cause effects in the blood, liver,
bone, lung, and immune systems. Other potential
mechanisms of chemical toxicity and carcinogeni-
city of the actinides are similar to those of heavy
metals and include: (i) disruption of transport path-
ways for nutrients and ions; (ii) displacement of
essential metals such as Cu2+, Zn2+, and Ni2+ from
biomolecules; (iii) modification of protein confor-
mation; (iv) disruption of membrane integrity of
cells and cell organelles; and (v) DNA damage.
More details can be found in the references cited
at the beginning of this section.

17.3 EXPERIMENTAL AND
THEORETICAL STUDIES OF
RADIONUCLIDE GEOCHEMISTRY

Analysis of the risk from radioactive contami-
nation requires consideration of the rates of release
and dispersion of the contaminants through poten-
tial exposure pathways. Prediction of the release
and dispersion of radionuclides from nuclear waste
sites and contaminated areas must consider a series
of processes including: (i) contact of the waste with
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groundwater, degradation of the waste, and release
of radioactive aqueous species and particulate mat-
ter; (ii) transport of aqueous species and colloids
through the saturated and vadose zone; and (iii)
uptake of radionuclides by exposed populations
or ecosystems. The geochemistry of the radionu-
clides will control migration through the geosphere
by determining solubility, speciation, sorption, and
the extent of transport by colloids. These are strong
functions of the compositions of the groundwater
and geomedia as well as the atomic structure of the
radionuclides. These topics are the main focus of
the sections that follow.

General predictions of radionuclide mobility are
difficult to make; instead, site-specific measure-
ments and thermodynamic calculations for the
site-specific conditions are needed to make mean-
ingful statements about radionuclide behavior.
However, for the purposes of this chapter, some
underlying themes are described. Trends in solubi-
lity and mobility are described from several
perspectives: (i) by identity of the radionuclide
and its dominant oxidation state under near-surface
environmental conditions; (ii) by composition of
the groundwater or pore waters (i.e., Eh, pH, and
nature of complexing ligands and competing
solutes); and (iii) by composition of the geomedia
in contact with the solutions (i.e., mineralogy and
organic matter).

17.3.1 Principles and Methods

17.3.1.1 Experimental methods

A wide variety of experimental techniques are
used in radiochemical studies; a review of this
subject is beyond the scope of this chapter. The
interested reader should refer to the reviews and
textbooks of actinide chemistry listed in the
Section 17.1.2 above. Some general points, which
should be considered in evaluating available data
relevant to environmental radioactive contamina-
tion, are made below.

Solubility and speciation. Minimum require-
ments for reliable thermodynamic solubility
studies include: (i) solution equilibrium conditions;
(ii) effective and complete phase separation; (iii)
well-defined solid phases; and (iv) knowledge of
the speciation/oxidation state of the soluble species
at equilibrium. Ideally, radionuclide solubilities
should be measured in both ‘‘oversaturation’’
experiments, in which radionuclides are added to
a solution until a solid precipitates, and ‘‘under-
saturation’’ experiments, in which a radionuclide
solid is dissolved in aqueous media. Due to the
difference in solubilities of crystalline versus amor-
phous solids and different kinetics of dissolution,
precipitation, and recrystallization, the results of
these two types of experiments rarely agree. In
some experiments, the maximum concentration of

the radionuclide source term in specific water is of
interest, so the solid that is used may be SF or
nuclear waste glass rather than a pure radionuclide
solid phase.

In addition, the maximum concentrations mea-
sured in laboratory experiments and the solubility-
limiting solid phases identified are often not in
agreement with the results of theoretical thermo-
dynamic calculations. This discrepancy could be
due to differences in the identity or the crystallinity
of solubility-limiting solids assumed in the calcula-
tion or to errors in the thermodynamic property
values used in the calculations. Thus, although
theoretical thermodynamic calculations are useful
in summarizing available information and in per-
forming sensitivity analyses, it is important also to
review the results of empirical experimental studies
in site-specific solutions.

Good summaries of accepted experimental tech-
niques can be found in the references that are cited
for individual radionuclides in the sections below.
Nitsche (1991) provides a useful general summary
of the principles and techniques of solubility stu-
dies. A large number of techniques have been used
to characterize the aqueous speciation of radionu-
clides. These include potentiometric, optical
absorbance, and vibrational spectroscopy. Silva
and Nitsche (1995) summarize the use of conven-
tional optical absorption and laser-based
photothermal spectroscopy for detection and char-
acterization of solution species and provide an
extensive citation list. A recent review of the uses
of Raman and infrared spectroscopy to distinguish
various uranyl hydroxy complexes is given by
Runde et al. (2002b).

Extraction techniques to separate oxidation
states and complexes are often combined with
radiometric measurements of various fractions. A
series of papers by Choppin and co-workers pro-
vides good descriptions of these techniques (e.g.,
Caceci and Choppin, 1983; Schramke et al., 1989).
Cleveland and co-workers used a variety of extrac-
tion techniques to characterize the speciation of
plutonium, neptunium, and americium in natural
waters (Rees et al., 1983; Cleveland et al.,
1983a,b; and Cleveland and Rees, 1981).

A variety of methods have been used to char-
acterize the solubility-limiting radionuclide solids
and the nature of sorbed species at the solid/water
interface in experimental studies. Electron micro-
scopy and standard X-ray diffraction techniques
can be used to identify some of the solids from
precipitation experiments. X-ray absorption spec-
troscopy (XAS) can be used to obtain structural
information on solids and is particularly useful for
investigating noncrystalline and polymeric actinide
compounds that cannot be characterized by X-ray
diffraction analysis (Silva and Nitsche, 1995).
X-ray absorption near edge spectroscopy
(XANES) can provide information about the
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oxidation state and local structure of actinides in
solution, solids, or at the solution/solid interface.
For example, Bertsch et al. (1994) used this tech-
nique to investigate uranium speciation in soils and
sediments at uranium processing facilities. Many
of the surface spectroscopic techniques have been
reviewed recently by Bertsch and Hunter (2001)
and Brown et al. (1999). Specific recent applica-
tions of the spectroscopic techniques to
radionuclides are described by Runde et al.
(2002b). Rai and co-workers have carried out a
number of experimental studies of the solubility
and speciation of plutonium, neptunium, ameri-
cium, and uranium that illustrate combinations of
various solution and spectroscopic techniques (Rai
et al., 1980, 1997, 1998; Felmy et al., 1989, 1990;
Xia et al., 2001).

Sorption studies. Several different approaches
have been used to measure the sorption of radio-
nuclides by geomedia. These include: (i) the
laboratory batch method, (ii) the laboratory flow-
through (column) method, and (iii) the in situ field
batch sorption method. Laboratory batch tests are
the simplest experiments; they can be used to col-
lect distribution coefficient (Kd) values or other
partitioning coefficients to parametrize sorption
and ion-exchange models. The different sorption
models are summarized in Section 17.3.1.2. The
term sorption is often used to describe a number of
surface processes including adsorption, ion
exchange, and co-precipitation that may be
included in the calculation of a Kd. For this reason,
some geochemists will use the term sorption ratio
(Rd) instead of distribution coefficient (Kd) to
describe the results of batch sorption experiments.
In this chapter, both terms are used in order to be
consistent with the terminology used in the original
source of information summarized.

Batch techniques. Descriptions of the batch
techniques for radionuclide sorption and descrip-
tions of calculations used to calculate distribution
coefficients can be found in ASTM (1987), Park
et al. (1992), Siegel et al. (1995a), and US EPA
(1999a). The techniques typically involve the fol-
lowing steps: (i) contacting a solution with a
known concentration of radionuclide with a given
mass of solid; (ii) allowing the solution and solid to
equilibrate; (iii) separating the solution from the
solid; and (iv) measuring the concentration of
radionuclide remaining in solution.

In batch systems, the distribution or sorption
coefficient (Kd or Rd) describes the partitioning of
a contaminant between the solid and liquid phases.
The Kd is commonly measured under equilibrium
or at least steady-state conditions, unless the goal
of the experiment is to examine the kinetics of
sorption. It is defined as follows:

KdðmLg– 1Þ ¼ CS

CL
ð1Þ

where CS is the concentration of the contaminant
on the solid and CL is the concentration in solution.
In practice, the concentration of the contaminant on
the solid is rarely measured. Rather, it is calculated
from the initial and final solution concentrations,
and the operative definition for the Kd becomes

KdðmLg – 1Þ ¼ ðCiVi –CfVf Þ=m
Cf

ð2Þ

where Ci and Cf are the initial and final concentra-
tions of contaminant in solution, respectively; Vi
and Vf are the initial and final solution volumes;
and m is the mass of the substrate added to the
system.

Measured batch Kd values can be used to calcu-
late a retardation factor (R), which describes the
ratio of the groundwater velocity �m to the velocity
of radionuclide movement �r:

R ¼ �m
�r
¼ 1þ Kd�


ð3Þ

where � is the bulk density of the porous medium
and  is the porosity. This equation can be rear-
ranged, and contaminant retardation values
measured from column breakthrough curves can
be used to calculate Kd values.

Many published data from batch sorption mea-
surements are subject to a number of limitations as
described by Siegel and Erickson (1984, 1986),
Serne and Muller (1987), and by US EPA
(1999a). These include a solution: solid ratio that
is much higher than that present in natural condi-
tions, an inability to account for multiple sorbing
species, an inability to measure different adsorption
and desorption rates and affinities, and an inability
to distinguish between adsorption and co-
precipitation.

Batch methods are also used to collect data to
calculate equilibrium constants for the surface-
complexation models (SCMs) which are described
in more detail in the next section. Commonly for
these models, sorption is measured as function of
pH and data are presented as pH–sorption edges
similar to the one shown in Figure 3. Sorption is
strongly affected by the surface charge of the geo-
media. The proton is the surface potential
determining ion (PDI) in metal oxyhydroxides
and of the high-energy edge sites in aluminosili-
cates. In the absence of significant sorption of
metal ions (i.e., low surface loading or site occu-
pancy), the surface charge is determined primarily
by the difference between the surface concentra-
tions of positively charged, protonated sites, and
negatively charged, deprotonated sites.

Considerable data have been collected describ-
ing the influence of pH on actinide sorption.
Sorption edges are most commonly (and use-
fully) measured for single oxidation states of
the radionuclide. Figure 3 shows a plot of a
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sorption/ desorption edge for uranium under oxi-
dizing conditions and illustrates reversible sorption.
The effect of competition between protons and the
radionuclide is illustrated by the sorption edge.
Appreciable sorption can occur at a relatively low
pH for radionuclides that form strong bonds with
the surface, resulting in a low pH50 value (the pH at
which 50% of the radionuclide is adsorbed).
Radionuclides that form weaker surface complexes
can only sorb appreciablywhen the concentration of
competing protons is low (high pH) and therefore
have high pH50 values. Comparisons of sorption
edges for different radionuclides on the same sub-
strate or for a single radionuclide on several
substrates can be made by referring to their pH50

values. For example, Kohler et al. (1992) show that
goethite strongly sorbs Np(V) from NaClO4 solu-
tions, while quartz only weakly sorbs Np(V). The
pH50 sorption values for Np(V) increase in the order
goethite < hematite < gibbsite < albite < quartz.

Other techniques. Laboratory column tests are
more difficult to perform but overcome some of the
limitations of the batch tests. Proper design,
descriptions of experimental procedures, and meth-
ods of data interpretation for column tests can be
found in US EPA (1999a), Relyea (1982), Van
Genuchten and Wierenga (1986), Triay et al.
(1992, 1996, 1997), Torstenfelt (1985a,b), Siegel
et al. (1995b), Sims et al. (1996), and Gabriel et al.
(1998). In these experiments, a solution containing
a known concentration of radionuclide is intro-
duced into a column of packed soil or rock at a
specified flow rate. The concentration of the radio-
nuclide in the column effluent is monitored to
obtain a breakthrough curve; the shape of the

curve provides information about sorption equili-
brium and kinetics and other properties of the
crushed rock or intact rock column. Limitations
of this technique are: (i) complex, time-consuming
and expensive experimental procedures are
required; (ii) symmetric breakthrough curves are
rarely obtained and a number of ad hoc assump-
tions may be required to interpret them; and (iii) the
sorption parameters are dependent on the hydrody-
namics of the specific experiment and are not
applicable to other conditions.

In situ (field) batch sorption tests use measure-
ments of the radionuclide contents of samples of
rock cores and consanguineous pore water
obtained at a field site. The advantage of this
approach is that the water and rock are likely to
be in chemical equilibrium and that the concentra-
tions of any cations or anions competing for
sorption sites are appropriate for natural condi-
tions. Disadvantages of this technique are
associated with limitations in obtaining accurate
measurements of the concentration of radionu-
clides on the rock surface in contact with the pore
fluid. Applications of this technique are described
in Jackson and Inch (1989), McKinley and
Alexander (1993), Read et al. (1991), Ward et al.
(1990), and Payne et al. (2001).

Surface analytical techniques. A variety of
spectroscopic methods have been used to charac-
terize the nature of adsorbed species at the solid–
water interface in natural and experimental systems
(Brown et al., 1999). Surface spectroscopy techni-
ques such as extended X-ray absorption fine
structure spectroscopy (EXAFS) and attenuated
total reflectance Fourier transform infrared
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Figure 3 Sorption and desorption edges for uranyl on goethite. Each sample contained 60 m2 L�1 goethite and 100 mg
mL�1 uranium. The sorption edge was measured 2 d after uranium addition; desorption samples were contacted with
the uranyl solution at pH 7 for 5 d, the pH was adjusted to cover the range of interest, and the samples were

re-equilibrated for 2 d prior to sampling (see also Bryan and Siegel, 1998).
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spectroscopy (ATR-FTIR) have been used to char-
acterize complexes of fission products, thorium,
uranium, plutonium, and uranium sorbed onto sili-
cates, goethite, clays, and microbes (Chisholm-
Brause et al., 1992, 1994; Dent et al., 1992;
Combes et al., 1992; Bargar et al., 2000; Brown
and Sturchio, 2002). A recent overview of the
theory and applications of synchrotron radiation
to the analysis of the surfaces of soils, amorphous
materials, rocks, and organic matter in low-tem-
perature geochemistry and environmental science
can be found in Fenter et al. (2002).

Before the application of these techniques
became possible, the composition and predomi-
nance of adsorbed species was generally inferred
from information about aqueous species. In some
cases, these models for adsorbed species have been
shown to be incorrect. For example, spectroscopic
studies demonstrated that U(VI)-carbonato com-
plexes were the predominant adsorbed species on
hematite over a wide pH range (Bargar et al.,
2000). This was contrary to expectations based on
analogy to aqueous U(VI)-carbonato complexes,
which are present in very low concentration at
near-neutral and acidic pH. As discussed later, the
use of different sorption models will produce alter-
nate stoichiometries for surface species when data
are fit to sorption edges. The information obtained
from surface spectroscopy helps to constrain the
interpretation of the results of batch sorption tests
by revealing the stoichiometry of the sorbed spe-
cies. For example, Redden and Bencheikh-Latmar
(2001) demonstrate how data from an EXAFS
study helped to elucidate the interactions among
UO2

2+, citrate, and goethite over the pH range
3.5–5.5. Previous studies of sorption equilibria
(Redden et al., 1998) showed that whereas citric
acid reduced the sorption of uranium by gibbsite
and kaolinite, the presence of citrate led to
enhanced uranyl sorption at high citrate: UO2

2+

ratios. The EXAFS spectra were consistent with
the existence of two principal surface species: an
inner-sphere uranyl–goethite complex and an
adsorbed uranyl–citrate complex, which displaces
the binary uranyl–geothite complex at high citrate:
UO2

2+ ratios. Other examples of the use of these
techniques to understand the nature of radionuclide
sorption can be found in a recent review by Brown
and Sturchio (2002).

17.3.1.2 Theoretical geochemical models and
calculations

Aqueous speciation and solubility. Several geo-
chemical codes are commonly used for calculations
of radionuclide speciation and solubilities. Recent
reviews of the codes can be found in Serne et al.
(1990), Mangold and Tsang (1991), NEA (1996),
and US EPA (1999a). Extensive databases of ther-
modynamic property values and kinetic rate

constants are required for these codes. Several data-
bases of thermodynamic properties of the actinides
have been developed since the early 1970s. Of his-
torical importance are the compilations and reviews
of Lemire and Tremaine (1980), Phillips et al.
(1988), and Fuger et al. (1990). The more recent
comprehensive and consistent databases have been
based on compilations produced by the Nuclear
Energy Agency (NEA) for plutonium and neptu-
nium (Lemire et al., 2001), americium (Silva et al.,
1995), uranium (Grenthe et al., 1992), and techne-
tium (Rard et al., 1999). These books contain
suggested values for �G, �H, Cp, and logKf for
formation reactions of radionuclide species. More
recent publications often use these compilations as
reference and add more recent property values or
correct errors. For example, Langmuir (1997a)
updates the 1995 NEA database for uranium
(Grenthe et al., 1995; Silva et al., 1995) and pro-
vides results of solubility, speciation, and sorption
calculations using the MINTEQ2A code (Allison
et al., 1991) as described later in this chapter.

The more recent compilations have been intern-
ally self-consistent. The process of compiling an
internally self-consistent database consists of sev-
eral steps: (i) compilation of process values such as
equilibrium constants for reactions involving the
element of interest; (ii) extrapolation of equilibrium
constants to reference conditions (usually zero
ionic strength and 25 
C), and (iii) calculation of
property values such as free energies of formation
of the products through reaction networks
(Wagman et al., 1982; Grenthe et al., 1992).
Calculated thermodynamic constants from differ-
ent experimental studies will be incompatible if
different reference states or reaction networks are
used. Caution must be exercised in combining con-
stants from different compilations, because they are
dependent on the methods used for ionic strength
correction and the values used for auxiliary species
such as OH� or SO4

2�. Thus, strictly speaking, as
new species are identified or suspect ones elimi-
nated and as constants of previously recognized
species are revised, the entire reaction network
must be used to rederive all of the constants in
order to maintain internal consistency. Software is
vailable to recalculate the reaction networks to
ensure that internal consistency is maintained
with the NEA Thermochemical Database
(TDB) Project (http://www.nea.fr/html/dbtdb/
cgi-bin/tdbdoc proc.cgi). In practice, however,
these recalculations are not commonly done, espe-
cially if only minor changes in values of equilibrium
constants are expected.

For most solubility and speciation studies, cal-
culations of the activity coefficients of aqueous
species are required. For waters with relatively
low ionic strength (0.01–0.1m), simple corrections
such as the Debye–Hückel equation are used
(Langmuir, 1997a, p. 127). This model accounts
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for the electrostatic, nonspecific, long-range inter-
actions between water and the solutes. At higher
ionic strengths, short-range, nonelectrostatic inter-
actions must be taken into account. The NEA has
developed a database based on the specific interac-
tion theory (SIT) approach of Bronsted (1922),
Scatchard (1936), and Guggenheim (1966). In
this model, activity coefficients are calculated
from a set of virial coefficients obtained from
experimental data in simple solutions (Ciavatta,
1980). This method is assumed to be valid for
ionic strengths up to 3.0m and had been used to
extrapolate experimental data to zero ionic strength
to obtain equilibrium constants and free energies
for the NEA databases (Lemire et al., 2001; Silva
et al., 1995; Grenthe et al., 1992; Rard et al.,
1999).

The US DOE has adopted the more complex
Pitzer model (Pitzer, 1973, 1975, 1979) for calcula-
tions of radionuclide speciation and solubility in its
Nuclear Waste Management Programs. This model
includes concentration-dependent interaction terms
and is valid up to ionic strengths greater than 10m.
However, because it requires three parameters
instead of the single interaction parameter of the
SIT model, this method requires more extensive
experimental data. Pitzer coefficients and coeffi-
cients from the Harvie–Moller–Weare model
(Harvie et al., 1984) are used in several geochemical
codes such as PHRQPITZ (Plummer et al., 1988),
EQ3/6 (Wolery, 1992a), and REACT (Bethke,
1998). Considerably more experimental data are
needed for the radionuclides, and the Pitzer coeffi-
cient database is currently being developed by the
US DOE. Data are available for some radionuclides
(Felmy and Rai, 1999) and have been used in the

Waste Isolation Pilot Plant (WIPP) program as
described in a later section.

Sorption overview. Both empirical and mechan-
istic approaches have emerged since the 1970s to
describe interactions between radionuclides and
geomedia. These are based on ‘‘conditional’’ con-
stants, which are valid for specific experimental
conditions, or more robust ‘‘intrinsic’’ constants,
which are valid over a wider range of conditions.
The ‘‘empirical approach’’ involves measurements
of conditional radionuclide distribution or sorption
coefficients (Kds or Rds) in site-specific water–rock
systems using synthetic or natural ground waters
and crushed rock samples. Mechanistic-based
approaches produce intrinsic, thermodynamic sur-
face-complexation constants for simple electrolyte
solutions with pure mineral phases.

The different approaches to describing sorption
can be discussed in order of increasing model
complexity and the robustness of their associated
constants:

(i) linear sorption (Kd or Rd);
(ii) nonlinear sorption (Freundlich and other

isotherms);
(iii) constant-charge (ion-exchange) model;
(iv) constant-capacitance model;
(v) double layer or diffuse layer model (DLM);

and
(vi) triple-layer model (TLM).
Figure 4 compares several of these models with

respect to the nature of the constants that each uses.
The simplest model (linear sorption or Kd) is the
most empirical model and is widely used in con-
taminant transport models. Kd values are relatively
easy to obtain using the batch methods described

Model

Kd

Isotherm

Constant
capacitance

Triple layer

Constants Conditional for (or dependent on)

Kd (Me), pH, I, (M), (L), mineral, particle size, (S)

K, n pH, I, (M), (L), mineral, particle size, (S)

K+, K–, C, σ I, (M), (L), surface site type, assumed Ns and Sa

β +, β –, β an, β cat, C1, C2, σ o, σ b Surface site type, assumed Ns and Sa

Figure 4 Comparison of sorption models. Several commonly used sorption models are compared with respect to the
independent constants they require. These constants are valid only under specific conditions, which must be specified
in order to properly use them. In other words, the constants are conditional with respect to the experimental variables
described in the third column of the figure. Kd is the radionuclide distribution constant; K and n are the Freundlich
isotherm parameters; �+ and �� are surface complexation constants for protonation and deprotonation of surface sites;
K+, K�, �

an, �cat are surface complexation constants for sorption of cations and anions in the constant capacitance
model and TLM, respectively; C, C1, and C2 are capacitances for the electrical double layers; �, �o, and �b are surface
charges at different surface planes; (Me) and (S) are concentrations of the sorbing ions and the surface sites, (M), (L)
are concentrations of other cations and ligands in solution, respectively; I is the ionic strength of the background
electrolyte; Ns and Sa are the site density and specific surface of the substrate, respectively. The requirements of the

DLM are similar to those of the constant capacitance model.
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above. The Kd model requires a single distribution
constant, but the Kd value is conditional with
respect to a large number of variables. Thus, even
if a batch Kd experiment is carefully carried out to
avoid introduction of extraneous effects such as
precipitation, the Kd value that is obtained is valid
only for the particular conditions of the experiment.
As Figure 4 shows, the radionuclide concentration,
pH, major and minor element composition, rock
mineralogy, particle size and solid-surface-area/
solution volume ratio must be specified for each
Kd value.

Ion-exchange models are commonly used to
describe radionuclide sorption onto the fixed-
charged sites of materials like clays. Ion exchange
will be strongly affected by competition with
monovalent and divalent ions such as Na+ and
Ca2+, whereas it will be less dependent on pH
over the compositional ranges common for natural
waters. Many studies of strontium and caesium
sorption by aluminosilicates (e.g., Wahlberg and
Fishman, 1962; Tamura, 1972) have been carried
out within the framework of ion-exchange theory.
Early mechanistic studies of uranium sorption were
carried out within an ion-exchange framework
(e.g., Tsunashima et al., 1981); however, more
recent studies relevant to environmental conditions
have used SCMs (e.g., Davis, 2001).

The TLM (Davis and Leckie, 1978) is the most
complex model described in Figure 4. It is an
example of an SCM. These models describe sorp-
tion within a framework similar to that used to
describe reactions between metals and ligands in
solutions (Kent et al., 1988; Davis and Kent, 1990;
Stumm, 1992). Reactions involving surface sites
and solution species are postulated based on
experimental data and theoretical principles. Mass
balance, charge balance, and mass action laws are
used to predict sorption as a function of solution
chemistry. Different SCMs incorporate different
assumptions about the nature of the solid–solution
interface. These include the number of distinct sur-
face planes where cations and anions can attach
(double layer versus triple layer) and the relations
between surface charge, electrical capacitance, and
activity coefficients of surface species.

Aqueous radionuclide species and other solutes
can sorb to mineral surfaces by forming chemical
bonds directly with the amphoteric sites or may be
separated from the surface by a layer of water
molecules and be bound through longer-range elec-
trostatic interactions. In the TLM, complexes of the
former type are often called ‘‘inner-sphere’’ com-
plexes; those of the latter type are called ‘‘outer-
sphere’’ complexes (Davis and Kent, 1990). The
TLM includes an inner plane (o-plane), an outer
plane (�-plane), and a diffuse layer that extends
from the �-plane to the bulk solution. Sorption via
formation of inner-sphere complexes is often
referred to ‘‘chemisorption’’ or ‘‘specific sorption’’

to distinguish it from ion exchange at fixed charged
sites or outer-sphere complexation that is domi-
nantly electrostatic in nature.

The sorption of uranium to form the sorbed
species (>FeOH–UO2

+) at the o-plane of an iron
oxyhydroxide surface (represented as >FeOH) can
be represented by a surface reaction in a TLM as

>FeOHþ UO2þ
2ðsÞ !>FeO� UOþ2 þ HþðsÞ ð4Þ

where UO2(s)
2+ and H+

(s) are the aqueous uranyl ion
and proton at the surface, respectively. The mass
action law (equilibrium constant) for the reaction
using the TLM is

�UO
2þ
2 ¼ f>FeO –UOþ2 g � aHþ � exp½e 0=kT 	

f>FeOHg � aUO2þ
2

ð5Þ

where �UO2þ
2 is the intrinsic surface-complexation

constant for the uranyl cation; {>FeOH} and
{>FeO–UO2

+}are the activities of the uncomplexed
and complexed surface sites, respectively; aH+ and
aUO2

2+ are activities of the aqueous species in the
bulk solution;  0 is the electrical potential for the
inner (o) surface plane; and k, T, and e are the
Boltzmann constant, absolute temperature, and
the fundamental charge, respectively. The expo-
nential term describes the net change in
electrostatic energy required to exchange the diva-
lent uranyl ion for the proton at the mineral surface.
(The activities of the uranyl ion and proton at the
surface differ from their activities in the bulk solu-
tion: {UO2þ

2ðsÞg ¼ aUO2þ
2
� expð – 2e 0=kTÞ and

{H+
(s)} = aH+�exp(�e 0/kT). Equation (5) can be

derived from the equilibrium constant for
Equation (4), �UO2

2+

= [{>FeO–UO2
+}/{>FeOH}]�

[{H+
(s)}/{UO2

2+
2(s)}], by substitution.)

In natural waters, other surface reactions will be
occurring simultaneously. These include protona-
tion and deprotonation of the >FeOH site at the
inner o-plane and complexation of other cations
and anions to either the inner (o) or outer (�) sur-
face planes. Expressions similar to Equation (5)
above can be written for each of these reactions.
In most studies, the activity coefficients of surface
species are assumed to be equal to unity; thus, the
activities of the surface sites and surface species are
equal to their concentrations. Different standard
states for the activities of surface sites and species
have been defined either explicitly or implicitly in
different studies (Sverjensky, 2003). Sverjensky
(2003) notes that the use of a hypothetical 1.0 M
standard state or similar convention for the activ-
ities of surface sites and surface species leads to
surface-complexation constants that are directly
dependent on the site density and surface area of
the sorbent. He defines a standard state for surfaces
sites and species that is based on site occupancy
and produces equilibrium constants independent of
these properties of the solids. For more details
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about the properties of the electrical double layer,
methods to calculate surface speciation and alter-
native models for activity coefficients for surface
sites, the reader should refer to the reference cited
above and other works cited therein.

The TLM contains eight adjustable constants
(identified in the caption of Figure 4) that are
valid over the ranges of pH, ionic strength, solution
composition, specific areas, and site densities of
the experiments used to extract the constants. The
surface-complexation constants, however, must be
determined for each type of surface site of interest
and should not be extrapolated outside the original
experimental conditions. Although the TLM con-
stants are valid under a wider range of conditions
than are Kds, considerably more experimental data
must be gathered to obtain the adjustable para-
meters. An important advantage of surface-
complexation constant models is that they provide
a structured way to examine experimental data
obtained in batch sorption studies. Application of
such models may ensure that extraneous effects
such as precipitation have not been introduced
into the sorption experiment.

Between the simplicity of the Kd model and the
complexity of the TLM, there are several other
sorption models. These include various forms of
isotherm equations (e.g., Langmuir and Freundlich
isotherms) and models that include kinetic effects.
The generalized two-layer model (Dzombak and
Morel, 1990) (also referred to as the DLM) recently
has been used to model radionuclide sorption by
several research groups (Langmuir, 1997a; Jenne,
1998; Davis, 2001). Constants used in this model
are dependent upon the concentration of back-
ground electrolytes and are thus less robust than
those of the TLM. Reviews by Turner (1991),
Langmuir (1997b), and US EPA (1999a) provide
concise descriptions of many of these models.

Several researchers have illustrated the interde-
pendence of the adjustable parameters and the
nonunique nature of the SCM constants by fitting
the same or similar sorption edges to a variety of
alternate SCM models (Westall and Hohl, 1980;
Turner, 1995; Turner and Sassman, 1996).
Robertson and Leckie (1997) systematically exam-
ined the effects of SCM model choice on cation
binding predictions when pH, ionic strength, cation
loading, and proposed surface complex stoichio-
metry were varied. They show that although
different models can be used to obtain comparable
fits to the same experimental data set, the stoichio-
metry of the proposed surface complex will vary
considerably between the models. In the near
future, it is possible that the actual stoichiometry
of adsorbed species can be determined using com-
binations of the spectroscopic techniques discussed
in a previous section and molecular modeling tech-
niques similar to those described in Cygan (2002).

There is no set of reference surface-complexa-
tion constants corresponding to the reference
thermodynamic property values contained in the
NEA thermodynamic database described in the
previous section (Grenthe et al., 1992; Silva
et al., 1995; Rard et al., 1999; Lemire et al.,
2001). Wang et al. (2001a,b) used the DLM with
original experimental data to obtain a set of intern-
ally consistent surface-complexation constants for
Np(V), Pu(IV), Pu(V), and Am(III), I�, IO3

�, and
TcO4

� sorption by a variety of synthetic oxides and
geologic materials in low-ionic-strength waters
(<0.1 M). Turner and Sassman (1996) and Davis
(2001) provide databases for uranium sorption also
using the DLM. Langmuir (1997b) compiles sur-
face-complexation constants for actinides and
fission products based on several different SCMs.
Other compilations are based on the TLM; these
include those of Hsi and Langmuir (1985), Tripathi
(1983), McKinley et al. (1995), Turner et al.
(1996), and Lenhart and Honeyman (1999) for
uranium; Girvin et al. (1991) and Kohler et al.
(1999) for neptunium; Laflamme and Murray
(1987), Quigley et al. (1996), and Murphy et al.
(1999) for thorium; and Sanchez et al. (1985) for
plutonium. Langmuir (1997b), Davis (2001), Wang
et al. (2001a,b), and Turner et al. (2002) provide
references to a large number of other surface-com-
plexation studies of radionuclides.

Representation of sorption of radionuclides
under natural conditions. Several approaches
have been used to represent variability of sorption
under natural conditions. These include: (i) sam-
pling Kd values from a probability distribution
function (PDF); (ii) calculating a Kd using empiri-
cal relations based on measurements over a range
of experimental conditions, solution compositions,
and mineral properties; and (iii) calculating aqu-
eous and surface speciation using a
thermodynamically based surface-complexation
model. The first approach is used most commonly
in risk assessment and remediation design calcula-
tions. Because of the diversity of solutions,
minerals, and radionuclides that could be present
at contaminated sites and potential waste disposal
repository sites, a large body of empirical radio-
nuclide sorption data has been generated.
Databases of Kd values that can be used to estimate
PDFs for various geologic media are summarized
by Barney (1981a,b), Tien et al. (1985), Bayley
et al. (1990), US DOE (1988), McKinley and
Scholtis (1992), Triay et al. (1997), the US EPA
(1999a,b), and Krupka and Serne (2000). Methods
used to specify PDFs for Kds for use with sampling
techniques such as Latin Hypercube Sampling
(Iman and Shortencarier, 1984; Helton and Davis,
2002) have been described by Siegel et al. (1983,
1989), Wilson et al. (1994), and Rechard (1996).

Serne and Muller (1987) describe attempts to
find statistical empirical relations between
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experimental variables and the measured sorption
ratios (Rds). Mucciardi and Orr (1977) and
Mucciardi (1978) used linear (polynomial regres-
sion of first-order independent variables) and
nonlinear (multinomial quadratic functions of paired
independent variables, termed the Adaptive
Learning Network) techniques to examine effects
of several variables on sorption coefficients. The
dependent variables considered included cation-
exchange capacity (CEC) and surface area (SA) of
the solid substrate, solution variables (Na, Ca, Cl,
HCO3), time, pH, and Eh. Techniques such as these
allow modelers to construct a narrow probability
density function for Kds.

The dependence of a Kd on the composition of
the groundwater can also be described in terms of
more fundamental thermodynamic parameters.
This can be illustrated by considering the sorption
of uranyl (UO2

2+) onto a generic surface site
(>SOH) of a mineral

>SOHþ UO2þ
2 ! SO� UOþ2 þ Hþ ð6Þ

with an equilibrium sorption binding constant �cat

defined for the reaction. The concentration of UO2
2+

available to complex with the surface site will be
affected by complexation reactions with other
ligands such as carbonate. The Kd in a system
containing the uranyl ion and its hydroxo and car-
bonato complexes can be calculated as

Kd ¼ �cat � fSOHg � C

fHþg � ½1þPijk Ki;j;kfUO2þ
2 gi – 1fOHgjfCO2 –

3 gk 	
ð7Þ

For simplicity, in this equation, we have assumed
that activities are equal to concentrations and
brackets refer to activities. C is a units conversion

constant =Vvm
�1, relating void volume Vv (mL) in

the porous media and the mass m (g) of the aquifer
material in contact with the volume Vv; Ki,j,k is the
formation constant for an aqueous uranyl complex,
and the superscripts i, j, k describe the stoichiome-
try of the complex. The form that the sorption
binding constant �cat takes is different for the dif-
ferent sorption models shown in Figure 4 (e.g., see
Equation (5)). Leckie (1994) derives similar
expressions for more complex systems in which
anionic and cationic metal species form polyden-
tate surface complexes. Equation (7) can be derived
from the following relationships for this system:

(i) Kd = total sorbed uranium/total uranium in
solution;

(ii) total sorbed uranium= {>SO–UO2
2+} =�cat�

{>SOH}�{UO2
2+}/{H+};

(iii) total uranium in solution = {UO2
2+}+

{UO2CO3} + other uranyl complexes;
(iv) {UO2CO3}= KUO2CO3

� UO2þ
2 � CO2 –

3 ;
and

(v) similar expressions can be written for other
uranyl species.
Substituting (v) and (iv) into (iii), and then sub-
stituting (iii) and (ii) into (i), yields Equation (7)
after some manipulation. Note that activity coeffi-
cients of all species are assumed to be equal to 1.0.

Expressions like Equation (7) can be solved
using computer programs such as HYDRAQL.
Using a spreadsheet program for postprocessing
of the results, Kd values can easily be calculated
over ranges of solution compositions. Using this
approach, the effects of relatively small changes in
the composition of the groundwaters can be shown
to result in order-of-magnitude changes in the Kd.
Figure 5 shows that the calculated Kd of uranium in
systems containing several competing ligands can
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Figure 5 Calculated theoretical Kd for sorption of uranyl onto a goethite substrate as a function of pH at fixed total
carbon concentration in the presence of a sequestering agent (EDTA). Kds are shown for several levels of calcium
concentration. Surface area of the substrate is 100 m2 L�1; total carbon is fixed at 1.5�10�3M and total uranium

content is 10�6M.
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be sensitive to the concentration of other cations
such as Ca2+. Leckie (1995) provides examples of
this methodology and produces multidimensional
Kd response surfaces. Approaches to using thermo-
dynamic sorption models to predict, interpret, or
guide the collection of Kd data are summarized by
the NEA (2001).

Kds, whether sampled from probability distribu-
tion functions or calculated by regression equations
or surface-complexation models, can be used in
many contaminant transport models. Alternate
forms of the retardation factor equation that use a
Kd (Equation (3)) and are appropriate for porous
media, fractured porous media, or discrete fractures
have been used to calculate contaminant velocity
and discharge (e.g., Erickson, 1983; Neretnieks
and Rasmuson, 1984). An alternative approach cou-
ples chemical speciation calculations to transport
equations. Such models of reactive transport have
been developed and demonstrated by a number of
researchers including Parkhurst (1995), Lichtner
(1996), Bethke (1997), Szecsody et al. (1998), Yeh
et al. (1995, 2002), and others reviewed in Lichtner
et al. (1996), Steefel and Van Cappellen (1998), and
Browning and Murphy (2003). Uses of such models
to simulate radionuclide transport of uranium in
one-dimensional (1D) column experiments are illu-
strated by Sims et al. (1996) and Kohler et al.
(1996). Glynn (2003) models transport of redox
sensitive elements neptunium and plutonium in a
1D domain with spatially variant sorption capacities.
Simulations of 2D reactive transport of neptunium
and uranium are illustrated by Yeh et al. (2002) and
Criscenti et al. (2002), respectively. Such calcula-
tions demonstrate that the results of reactive
transport simulations differ markedly from those
obtained in transport simulations using constant
Kd, Langmuir or Freundlich sorption models.
Routine use of the reactive transport codes in per-
formance assessment calculations, however, is still
limited by the substantial computer simulation time
requirements.

Sorptive properties of mineral assemblages and
soils. An important question for the prediction of
radionuclide migration is whether sorption in the
geomedia can be predicted from the properties of
the constituent minerals. Attempts by researchers to
use sorption models based on weighted radionu-
clide Kd values of individual component minerals
(‘‘sorptive additivity’’) have met with limited suc-
cess (Meyer et al., 1984; Jacquier et al., 2001).
Tripathi et al. (1993) used a ‘‘competitive-additiv-
ity’’ model based on surface-complexation theory
to model the pH-dependent sorption of lead by
goethite/Ca-montmorillonite mixtures. They used
complexation constants obtained from single sor-
bent systems and predicted the sorption behavior of
mineral mixtures from the proportion of the two
sorbents and their respective affinities for the
metals. Davis et al. (1998) describe the component

additivity (CA) model, a similar approach in which
the wetted surface of a complex mineral assem-
blage is assumed to be composed of a mixture of
one or more reference minerals. The surface proper-
ties of the individual phases are obtained from
independent studies in monomineralic model sys-
tems and then are applied to the mineral assemblage
without further fitting, based on the contributions of
the individual minerals to the total surface area of
the mixture. Applications of this approach to radio-
nuclides are described by McKinley et al. (1995),
Waite et al. (2000), Prikryl et al. (2001), Arnold
et al. (2001), Davis (2001), and Davis et al. (2002).
Strongly sorbent minerals such as clays or goethite
are produced by the alteration of host rocks and line
the voids of porous geomedia. In these cases, the
sorption behavior of the mineral assemblage can be
approximated by using the properties of one or two
of minerals even though they constitute a small
fraction of the rock mass (Davis and Kent, 1990;
Ward et al., 1994; Barnett et al., 2002).

The generalized composite (GC) approach is an
alternative approach in which surface-complexa-
tion constants are obtained by fitting experimental
data for the natural mineral assemblage directly
(Ko�, 1988; Davis et al., 1998). A simplified
form of this approach fits the pH-dependent sorp-
tion of the radionuclide without representation of
the electrostatic interaction terms found in other
SCMs. The disadvantages of this approach are: (i)
the constants obtained are site specific and (ii) it is
difficult to apply it to carbonate-rich mineral
assemblages. However, it can be used to calibrate
simpler sorption models that are used in perfor-
mance assessment codes.

17.3.2 Results of Radionuclide Solubility,
Speciation, and Sorption Studies

In this section, results of studies of the geo-
chemistry of fission products and actinides are
summarized. The chemistry of the fission products
is described as a group first because their behavior
is relatively simple compared to the actinides.
Next, general trends and then site-specific environ-
mental chemistry of the actinides are summarized.

17.3.2.1 Fission products

Fission products of uranium and other actinides
are released to the environment during weapons
production and testing, and by nuclear accidents.
Because of their relatively short half-lives, they
commonly account for a large fraction of the activ-
ity in radioactive waste for the first several hundred
years. Important fission products are shown in
Table 3. Many of these have very short half-lives
and do not represent a long-term hazard in the
environment, but they do constitute a significant
fraction of the total released in a nuclear accident.
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Only radionuclides with half-lives of several years
or longer represent a persistent environmental or
disposal problem. Of primary interest are 90Sr,
99Tc, 129I, and 137Cs, and to a lesser degree, 79Se
and 93Zr; all are ��-emitters.

While fission product mobility is mostly a func-
tion of the chemical properties of the element, the
initial physical form of the contamination can also
be important. For radioactive contaminants
released as particulates—‘‘hot particles’’—radio-
nuclide transport is initially dominated by
physical processes, namely, transport as aerosols
(Wagenpfeil and Tschiersch, 2001) or as bedload/
suspended load in river systems. At Chernobyl, the
majority of fission products were released in fuel
particles and condensed aerosols. Fission products
were effectively sequestered—for example, little
downward transport in soil profiles and little bio-
logical uptake—until dissolution of the fuel
particles occurred and the fission products were
released (Petryaev et al., 1991; Konoplev et al.,
1992; Baryakhtar, 1995; Konoplev and Bulgakov,
1999). Thus, fuel particle dissolution kinetics con-
trolled the release of fission products to the
environment (Kruglov et al., 1994; Kashparov
et al., 1999, 2001; Uchida et al., 1999; Sokolik
et al., 2001).

90Sr. Strontium occurs in only one valence state,
(II). It does not form strong organic or inorganic
complexes and is commonly present in solution as
Sr2+. The concentration is rarely solubility limited
in soil or groundwater systems because the solubi-
lity of common strontium phases is relatively high
(Lefevre et al., 1993; US EPA, 1999b). The con-
centration of strontium in solution is commonly
controlled by sorption and ion-exchange reactions
with soil minerals. Parameters affecting strontium
transport are CEC, ionic strength, and pH (Sr2+

sorption varies directly with pH, presumably, due
to competition with H+ for amphoteric sites). Clay
minerals—illite, montmorillonite, kaolinite, and
vermiculite—are responsible for most of the

exchange capacity for strontium in soils
(Goldsmith and Bolch, 1970; Sumrall and
Middlebrooks, 1968). Zeolites (Ames and Rai,
1978) and manganese oxides/hydroxides also
exchange or sorb strontium in soils. Because of
the importance of ion exchange, strontium Kds are
strongly influenced by ionic strength of the solu-
tion, decreasing with increasing ionic strength
(Mahoney and Langmuir, 1991; Nisbet et al.,
1994); calcium and natural strontium are especially
effective at competing with 90Sr. Strontium in soils
is largely exchangeably bound; it does not become
fixed with time (Serne and Gore, 1996). However,
co-precipitation with calcium sulfate or carbonate
and soil phosphates may also contribute to stron-
tium retardation and fixation in soils (Ames and
Rai, 1978).

137Cs. Caesium, like strontium, occurs in only
one valence state, (I). Caesium is a very weak
Lewis acid and has a low tendency to interact
with organic and inorganic ligands (Hughes and
Poole, 1989; US EPA, 1999b); thus, Cs+ is the
dominant form in groundwater. Inorganic caesium
compounds are highly soluble, and precipitation/
co-precipitation reactions play little role in limiting
caesium mobility in the environment. Retention in
soils and groundwaters is controlled by sorption/
desorption and ion-exchange reactions.

Caesium is sorbed by ion exchange into clay
interlayer sites, and by surface complexation with
hydroxy groups comprised of broken bonds on
edge sites, and the planer surfaces of oxide and
silicate minerals. CEC is the dominant factor in
controlling caesium mobility. Clay minerals such
as illite, smectites, and vermiculite are especially
important, because they exhibit a high selectivity
for caesium (Douglas, 1989; Smith and Comans,
1996). The selectivity is a function of the low
hydration energy of caesium; once it is sorbed
into clay interlayers, it loses its hydration shell
and the interlayer collapses. Ions, such as magne-
sium and calcium, are unable to shed their
hydration shells and cannot compete for the inter-
layer sites. Potassium is able to enter the interlayer
and competes strongly for exchange sites. Because
it causes collapse of the interlayers, caesium does
not readily desorb from vermiculite and smectite
and may in fact be irreversibly sorbed (Douglas,
1989; Ohnuki and Kozai, 1994; Khan et al., 1994).
Uptake by illitic clay minerals does not occur by
ion exchange but rather by sorption onto frayed
edge sites (Cremers et al., 1988; Comans et al.,
1989; Smith et al., 1999), which are highly selec-
tive for caesium. Although illite has a higher
selectivity for caesium, it has a much lower capa-
city than smectites because caesium cannot enter
the interlayer sites.

Caesium mobility increases with ionic strength
because of competition for exchange sites (Lieser
and Peschke, 1982). Potassium competes more

Table 3 Environmentally important fission
products.

Fission product t1/2 (yr)

79Se 6.5�105
90Sr 28.1
93Zr 1.5�106
99Tc 2.12�105
103Ru 0.11
106Ru 0.56
110mAg 0.69
125Sb 2.7
129I 1.7�107
134Cs 2.06
137Cs 30.2
144Ce 0.78
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effectively than calcium or magnesium. Since cae-
sium is rapidly and strongly sorbed by soil and
sediment particles, it does not migrate downward
rapidly through soil profiles, especially forest soils
(Bergman, 1994; Rühm et al., 1996; Panin et al.,
2001). Estimated downward migration rates for Cs
released by the Chernobyl accident are on the order
of 0.2–2 cm yr�1 in soils in Bohemia (Hölgye and
Malú, 2000), Russia (Sokolik et al., 2001), and
Sweden (Rosén et al., 1999; Isaksson et al., 2001).

99Tc. Technetium occurs in several valence
states, ranging from �1 to +7. In groundwater
systems, the most stable oxidation states are (IV)
and (VII) (Lieser and Peschke, 1982). Under oxi-
dizing conditions, Tc(VII) is stable as
pertechnetate, TcO4

�. Pertechnetate compounds
are highly soluble, and being anionic, pertechnetate
is not sorbed onto common soil minerals and/or
readily sequestered by ion exchange. Thus, under
oxidizing conditions, technetium is highly mobile.
Significant sorption of pertechnetate has been seen
in organic-rich soils of low pH (Wildung et al.,
1979), probably due to the positive charge on the
organic fraction and amorphous iron and aluminum
oxides, and possibly coupled with reduction to
Tc(IV).

Under reducing conditions, Tc(IV) is the domi-
nant oxidation state because of biotic and abiotic
reduction processes. Technetium(IV) is commonly
considered to be essentially immobile, because it
readily precipitates as low-solubility hydrous oxi-
des and forms strong surface complexes on iron
and aluminum oxides and clays.

Technetium(IV) behaves like other tetravalent
heavy metals and occurs in solution as hydroxo
and hydroxo-carbonato complexes. In carbonate-
containing groundwaters, TcO(OH)2(aq) is domi-
nant at neutral pH; at higher pH values, Tc(OH)3
CO3
� is more abundant (Erikson et al., 1992).

However, the solubility of Tc(IV) is low and is
limited by precipitation of the hydrous oxide,
TcO2?nH2O. The number of waters of hydration
is traditionally given as n = 2 (Rard, 1983) but has
more recently been measured as 1.63� 0.28
(Meyer et al., 1991)). In systems containing H2S
or metal sulfides, the solubility-limiting phase for
technetium may be Tc2S7 or TcS2 (Rard, 1983).

Retention of pertechnetate in soil and ground-
water systems usually involves reduction and
precipitation as Tc(IV)-containing hydroxide or
sulfide phases. Several mineral phases have been
shown to fix pertechnetate through surface-
mediated reduction/co-precipitation. These include
magnetite (Haines et al., 1987; Byegárd et al.,
1992; Cui and Erikson, 1996) and a number of
sulfides, including chalcocite, bournonite, pyrrho-
tite, tetrahedrite, and, to a lesser extent, pyrite and
galena (Strickert et al., 1980; Winkler et al., 1988;
Lieser and Bauscher, 1988; Huie et al., 1988; Bock
et al., 1989). Sulfides are most effective at reducing

technetium if they contain a multivalent metal ion
in the lower oxidation state (Strickert et al., 1980).
Technetium sorption by iron oxides is minimal
under near-neutral, oxidizing conditions but is
extensive under mildly reducing conditions,
where Fe(III) remains stable. It is minimal on fer-
rous silicates (Vandergraaf et al., 1984).

In addition, technetium may be fixed by bacte-
rially mediated reduction and precipitation. Several
types of Fe(III)- and sulfate-reducing bacteria have
been shown to reduce technetium, either directly
(enzymatically) or indirectly through reaction with
microbially produced Fe(II), native sulfur, or sul-
fide (Lyalikova and Khizhnyak, 1996; Lloyd and
Macaskie, 1996; Lloyd et al., 2002).

129I. Iodine can exist in the oxidation states �1,
0, +1, +5, and +7. However, the +1 state is not
stable in aqueous solutions and disporportionates
into �1 and +5. In surface- and groundwaters at
near-neutral pH, IO3

� (iodate) is the dominant form
in solution, while under acidic conditions, I2 can
form. Under anoxic conditions, iodine is present as
I� (iodide) (Allard et al., 1980; Liu and van
Gunten, 1988).

Iodide forms low-solubility compounds with
copper, silver, lead, mercury, and bismuth, but all
other metal iodides are quite soluble. As these
metals are not common in natural environments,
they have little effect on iodine mobility (Couture
and Seitz, 1985). Retention by sorption and ion
exchange appears to be minor (Lieser and
Peschke, 1982). However, significant retention
has been observed by the amorphous minerals
imogolite and allophane (mixed Al/Si oxides–
hydroxides, with SiO2/Al2O3 ratios between 1
and 2). These minerals have high surface areas
and positive surface charge at neutral pH and con-
tribute significantly to the anion-exchange capacity
in soils (Gu and Schultz, 1991). At neutral pH,
aluminum and iron hydroxides are also positively
charged and contribute to iodine retention, espe-
cially if iodine is present as iodate (Couture and
Seitz, 1985). Sulfide minerals containing the metal
ions which form insoluble metal iodides strongly
sorb iodide, apparently through sorption and sur-
face precipitation of the metal iodide. Iodate is also
sorbed, possibly because it is reduced to iodide on
the metal/sulfide surfaces (Allard et al., 1980;
Strickert et al., 1980). Lead, copper, silver, silver
chloride, and lead oxides/hydroxides and carbo-
nates can also fix iodine through surface
precipitation (Bird and Lopato, 1980; Allard
et al., 1980). None of these minerals are likely to
be important in natural soils but may be useful in
immobilizing iodine for environmental
remediation.

Organic iodo compounds are not soluble and
form readily through reaction with I2 and, to a
lesser extent, I� (Lieser and Peschke, 19821;
Couture and Seitz, 1985); retention of iodine in
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soils is mostly associated with the organic matter
(Wildung et al., 1974; Muramatsu et al., 1990; Gu
and Schultz, 1991; Yoshida et al., 1998; Kaplan
et al., 2000). Several studies have suggested that
fixation of iodine by organic soil compounds
appears to be dependent upon microbiological
activity, because sterilization by heating or radia-
tion commonly results in much lower iodine
retention (Bunzl and Schimmack, 1988; Koch
et al., 1989; Muramatsu et al., 1990; Bors et al.,
1991; Rädlinger and Heumann, 2000).

17.3.2.2 Uranium and other actinides [An(III),
An(IV), An(V), An(VI)]

General trends in solubility, speciation, and sorp-
tion. Actinides are hard acid cations (i.e.,
comparatively rigid electron clouds with low polariz-
ability) and form ionic species as opposed to covalent
bonds (Silva and Nitsche, 1995; Langmuir, 1997a).
Several general trends in their chemistry can be
described (although there are exceptions). Due to
similarities in ionic size, coordination number,
valence, and electron structure, the actinide elements
of a given oxidation state have either similar or
systematically varying chemical properties (David,
1986; Choppin, 1999; Vallet et al., 1999). For a
given oxidation state, the relative stability of actinide
complexes with hard base ligands can be divided into
three groups in the order: CO3

2�, OH� > F�, HPO4
2�,

SO4
2�>Cl�, NO3

�. Within these ligand groups, sta-
bility constants generally decrease in the
order An4+>An3+�AnO2

2+>AnO2
+ (Lieser and

Mohlenweg, 1988; Silva and Nitsche, 1995). In addi-
tion, the same order describes the decreasing stability
(increasing solubility) of actinide solids formed with
a given ligand (Langmuir, 1997a).

These trends have allowed the use of an oxida-
tion analogy modeling approach, in which data for
the behavior of one actinide can be used as an
analogue for others in the same oxidation state.
An oxidation state analogy was used for the
WIPP to evaluate the solubility of some actinides
and to develop a more complete set of modeling
parameters for actinides included in the repository
performance calculations. The results are assumed
to be either similar to the actual case or can be
shown to vary systematically (Fanghänel and
Kim, 1998; Neck and Kim, 2001; Wall et al.,
2002). The similarities in chemical behavior extend
beyond the actinides to the lanthanides—Nd(III) is
commonly used as a nonradioactive analogue for
the +III actinides. For instance, complexation and
hydrolysis constants and Pitzer ion interaction
parameters used in modeling Am(III) speciation
and solubility for the WIPP were extracted from a
suite of published experimental studies involving
not only Am(III) but also Pu(III), Cm(III), and
Nd(III) (US DOE, 1996).

Oxidation state. Differences among the poten-
tials of the redox couples of the actinides account
for much of the differences in their speciation and
environmental transport. Detailed information
about the redox potentials for these couples can
be found in numerous references (e.g., Hobart,
1990; Silva and Nitsche, 1995; Runde, 2002).
This information is not repeated here, but a few
general points should be made. Important oxida-
tion states for the actinides under environmental
conditions are described in Table 4. Depending on
the actinide, the potentials of the III/IV, IV/V, V/VI,
and/or IV/VI redox couples can be important under
near-surface environmental conditions. When the
redox potentials between oxidation states are suffi-
ciently different, then one or two redox states will
predominate; this is the case for uranium, neptu-
nium, and americium (Runde, 2002). The behavior
of uranium is controlled by the predominance of
U(VI) species under oxidizing conditions and
U(IV) under reducing conditions. In the intermedi-
ate Eh range and neutral pH possible under many
settings, the solubility of neptunium is controlled
primarily by the Eh of the aquifer and will vary
between the levels set by NpIV(OH)4(s) (10

�8M
under reducing conditions) and NpV2O5(s) (10

�5M
under oxidizing conditions). Redox potentials of
plutonium in the III, IV, V, and VI states are similar
(�1.0 V); therefore, plutonium can coexist in up to
four oxidation states in some solutions (Langmuir,
1997a; Runde, 2002). However, Pu(IV) is most
commonly observed in environmental conditions
and sorption of plutonium is strongly influence by
reduction of Pu(V) to Pu(IV) at the mineral–water
interface. More discussions of these behaviors will
be found in the individual sections for each actinide
that follow.

Complexation and solubility. In dilute aqueous
systems, the dominant actinide species at neutral to
basic pH are hydroxy and carbonato complexes.
Similarly, solubility-limiting solid phases are com-
monly oxides, hydroxides, or carbonates. The same
is generally true in high-ionic-strength brines,
because common brine components—Na+, Ca2+,
Mg2+, Cl�, SO4

2�—do not complex as strongly
with actinides. However, weak mono-, bis-, and
tris-chloro complexes with hexavalent actinides

Table 4 Important actinide oxidation states in the
environment.

Actinide element Oxidation states

Thorium IV
Uranium IV VI
Neptunium IV V
Plutonium IV V VI
Americium III
Curium III
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(U(VI) and Pu(VI)) can contribute significantly to
the solubility of these actinides in chloride-rich
brines. Runde et al. (1999) measured shifts in the
apparent solubility product constants for uranyl
and plutonyl carbonate of nearly one log unit as
chloride concentrations increased to 0.5 M.
Carbonate complexes are important for radionu-
clides; thorium, plutonium, neptunium, and
uranium all have strong carbonate complexes
under environmental conditions. Carbonate com-
plexation also leads to decreased sorption by
forming strong anionic complexes that will not
sorb to negatively charged mineral surfaces. The
potential importance of carbonate complexes with
respect to increasing actinide solubility and
decreasing sorption influenced a decision by the
DOE to use MgO as the engineered barrier in the
WIPP repository. MgO and its hydration products
sequester CO2 through formation of carbonates and
hydroxycarbonates, as well as buffering the pH at
neutral to moderately basic values, where actinide
solubilities are at a minimum.

Dissolved organic carbon may be present as
strong complexing ligands that increase the aqu-
eous concentration limits of actinides (Olofsson
and Allard, 1983). In environments with high
organic matter from natural or anthropogenic
sources, complexation of actinides with ligands
such as EDTA and other organic ligands may
decrease the extent of sorption onto rocks.
Langmuir (1997a) suggests that to a first approx-
imation, complexation of An4+, AnO2

+, and AnO2
2+

with humic and fulvic acids can be ignored,
because the actinides form such strong hydroxyl
and carbonato-complexes in natural waters. In con-
trast, however, although An3+ species form OH�

and or CO3
2� complexes, important actinide/

humic–fulvic complexation does occur.
Conditions under which actinide–humic interac-
tions are important are discussed in more detail in
Section 17.3.3.1.

Sorption. In general, actinide sorption will
decrease in the presence of ligands that complex
with the radionuclide (most commonly humic or
fulvic acids, CO3

2�, SO4
2�, F�) or cationic solutes

that compete with the radionuclide for sorption
sites (most commonly Ca2+, Mg2+). In general,
sorption of the (IV) species of actinides (Np, Pu,
U) is greater than of the (V) species.

As discussed previously (Section 17.3.1.1),
plots of pH sorption edges (see Figure 3) are useful
in summarizing the sorption of radionuclide by
substrates that have amphoteric sites (i.e., SOH,
SO�, SOH2

+). The pH sorption edges of actinides
are similar for different aluminosilicates (quartz, �-
alumina, clinoptilolite, montmorillonite, and kaoli-
nite). For example, Np(V) and U(VI) exhibit
similar pH-dependent sorption edges that are inde-
pendent of specific aluminosilicate identity
(Bertetti et al., 1998; Pabalan et al., 1998). Under

similar solution conditions, the amount of radio-
nuclide adsorbed is primarily a function of the
surface area. This observation has led several
workers to propose that the amount of actinide
sorption onto natural materials can be predicted
from the surface site density and surface area rather
the specific molecular structure of the surface
(Davis and Kent, 1990; Turner and Pabalan, 1999).

Carroll et al. (1992), Stout and Carroll (1993),
Van Cappellen et al. (1993), Meece and Benninger
(1993), Brady et al. (1999), and Reeder et al.
(2001) summarize empirical data and theoretical
models of actinide-carbonate mineral interactions.
The surface PDI on carbonate minerals may be
Ca2+ or Mg2+. Increased solution concentration of
Ca2+ will lead to decreased actinide sorption,
which then leads to complex sorption behavior if
the carbonate concentration and pH of the solution
are varied. Carroll et al. (1992) studied the uptake
of Nd(III), U(VI), and Th(VI) by pure calcite in
dilute NaHCO3 solutions using a combination of
surface analysis techniques. They found that U(VI)
uptake was limited to monolayer sorption and ura-
nium–calcium solid solution was minimal even in
solutions supersaturated with rutherfordine
(UO2CO3). In contrast, they found that surface
precipitation and carbonate solid solution was
extensive for thorium and neodymium. Similarly,
irreversible sorption and surface precipitation of
americium onto carbonates were observed by
Shanbhag and Morse (1982) and Higgo and Rees
(1986).

Attempts to propose representative Kd values
for actinides have met with controversy. For exam-
ple, Silva and Nitsche (1995) suggested average
Kd values for actinides in the order
An4+ >An 3+ >AnO2

2+ >AnO2
+, as 500, 50, 5, and

1, respectively. This order corresponds to the order
of the pH50 values of sorption edges for Th(IV),
Am(III), Np(V), and Pu(V) in studies of sorption
by �-Al2O3 (Bidoglio et al., 1989); and of Pu(IV),
U(VI), and Np(V) in studies of sorption by �-
FeOOH (Turner, 1995). Calculated or measured
element-specific Kds for natural soils and geomedia
for many environmental sites, however, are quite
different from these values. For example, a
recent compilation listed the following suggested
general ranges for soil/mineral Kds, in mL g�1: Pu,
11–300,000; U, 10.5–4,400; Am,1–47,230
(Krumhansl et al., 2002). These wide ranges exist
because sorption of radionuclides is very depen-
dent on the radionuclide oxidation state,
groundwater composition, and nature of rock sur-
face, all of which may be variable and/or poorly
characterized along the flow path. The databases of
Kd values described previously (Section 17.3.1.2)
should be used to obtain Kds for site-specific con-
ditions instead of using broad ‘‘generic’’ ranges
whenever possible.
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17.3.2.3 Site-specific geochemistry of the
actinides

Introduction: actinide solubilities in reference
waters. In this section, the environmental chemis-
try of the actinides is examined in more detail by
considering three different geochemical environ-
ments. Compositions of groundwater from these
environments are described in Tables 5 and 6.
These include: (i) low-ionic-strength reducing
waters from crystalline rocks at nuclear waste

research sites in Sweden; (ii) oxic water from the
J-13 well at Yucca Mountain, Nevada, the site of a
proposed repository for high-level nuclear waste in
tuffaceous rocks; and (iii) reference brines asso-
ciated with the WIPP, a repository for TRU in the
Permian Salt beds of SE New Mexico. These last
brines are model solutions produced by the reaction
of the Permian formation waters with the compo-
nents of the engineered barrier at the WIPP as
discussed below.

The Swedish repository science program has
investigated crystalline rock as a host rock for the
disposal of radioactive waste and has measured the
composition of granitic groundwaters Andersson,
(1990). Much of this was done at the Stripa site, an
abandoned iron mine located in a granitic intrusion
in south-central Sweden. At Stripa, shallow
groundwaters are dilute, carbonate-rich, pH neu-
tral, oxidizing waters of meteoric origin; naturally
occurring uranium is present in concentrations of
10–90 ppb. Once below this zone, the waters are
slightly more saline (up to 1.3 g L�1 total dissolved
solids), more basic (up to pH 10.1), and the Eh is
lower—groundwater uranium concentrations are
less than 1 ppb (Andrews et al., 1989; Nordstrom
et al., 1989). The trace amounts of sulfide and
ferrous iron in the groundwater have little capacity
for maintaining reducing conditions, and ground-
water interactions with radioactive waste, waste
containers, or repository backfill materials are
likely to govern the redox conditions in a real
repository (Nordstrom et al., 1989). The dilute,
near-neutral, mildly reducing groundwater compo-
sition given in Table 5 is a composite of analyses
from several Swedish sites and is a suggested
reference composition (Andersson, 1990) for deep
granitic groundwaters.

The proposed nuclear waste repository at Yucca
Mountain, Nevada, would be located in a thick
sequence of Tertiary volcanic tuffs. The range of
groundwater compositions sampled at the site is
discussed by Perfect et al. (1995). Numerous geo-
chemical studies have been carried out in high-Eh
waters from the alluvium and tuffaceous rocks
(e.g., UZ-TP-7) from the unsaturated zone, high-
Eh waters from the saturated zone (e.g., J-13)
within tuffaceous rocks, and in lower-Eh waters
from a deeper Paleozoic carbonate aquifer (e.g.,
UE252p-1) (Tien et al., 1985; Triay et al., 1997).
Table 5 describes the composition of water from
the J-13 well, which has been used as a reference
water in systematic studies of sorption, transport,
and solubility (Nitsche et al., 1992). Its composi-
tion is controlled by a number of processes
including dissolution of vitric and devitrified tuff,
precipitation of secondary minerals, and ion
exchange (Tien et al., 1985; Triay et al., 1997).

Table 7 contains the results of actinide solubility
and speciation calculations for the J-13 and SKI-90
reference waters carried out using the MINTEQ2A

Table 5 Compositions of low ionic strength reference
waters used in speciation and solubility calculations.

Component SKI-90 Stripa (mM)a J-13 YM (mM)b

Na+ 1.39 1.96
K+ 0.0256 0.14
Ca2+ 0.5 0.29
Mg2+ 0.0823 0.07
Fe (total) 0.00179
SiO2 0.0682 1.07
Cl� 0.423 0.18
SO2 –

4
0.417 0.19

F� 0.142 0.11
PO3 –

4
3.75e�5

HCO –
3 2.0 2.81

PHc 8.2 6.9
Eh (mV) �0.3 0.34�0.7c
a SKI (1991). bOgard and Kerrisk (1984). cRange of Eh used in different

works.

Table 6 Compositions of brines used in WIPP
speciation and solubility calculations (US DOE, 1996).

Component Salado brine
(mM)

Castile brine
(mM)

Na+ 1,830 4,870
K+ 770 97
Ca2+ 20 12
Mg2+ 1,440 19
Fe (total)
SiO2

Cl� 5,350 4,800
SO2 –

4
40 170

F�

PO3 –
4

Br� 10 11
B4O

2 –
7

5 16
pHa 8.7 9.2
pCH+

a,b 9.4 9.9
PCO2

, atma 10�5.5 10�5.5

Eh

Total dissolved
solids

306,000 330,000

Ionic strength 6,990 5,320

a In equilibrium with brucite and hydromagnesite.
b pCH+ = negative log of the molar concentration of H+.
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code (Allison et al., 1991) as described by
Langmuir (1997a). The MINTEQ2A thermody-
namic database of Turner et al. (1993) was used
with revised data for americium (Silva et al., 1995)
and modifications for uranium described in
Langmuir (1997a). Langmuir (1997a) used forma-
tion constants that effectively eliminated the
influence of Np(OH)5

� and Pu(OH)5
� complexes

and assumed that the most soluble amorphous
hydroxides and mixed carbonato-hydroxide phases
controlled the solubility. These concentrations
should be considered maximum soluble concentra-
tions that might be important for short-term
behavior of the radionuclides. Over longer time
periods, the solubilities are likely controlled by
more crystalline phases at levels that are several
orders of magnitude lower than those listed in
Table 7. These calculations should be considered
as a set of baseline calculations for low-ionic-
strength solutions; they illustrate the effect of
redox potential on speciation and solubility.

WIPP is an underground repository for the per-
manent disposal of defense-related TRU wastes
(NAS, 1996). The facility is located in the US in
southeastern New Mexico in a thick, bedded salt,
the Salado Formation, at a depth of 655 m. The
Castile Formation is an evaporite sequence below
the Salado that may serve as a brine source if the
repository is breached by human activities in the
future. Brines from both formations are a mixture
of Na+, Mg2+, K+, Ca2+, Cl�, and SO4

2� (see
Table 6) and are saturated with respect to halite
(NaCl) and anhydrite (CaSO4). For the discussion
below, the pH, PCO2

and radionuclide solubilities
and speciation were calculated assuming that the
brines were in equilibrium with halite, anhydrite,
and minerals produced by hydration and carbona-
tion of the MgO engineered barrier (brucite and
hydromagnesite). The Eh of the reference brines
was assumed to be controlled by the metallic iron
in the waste and waste packages. Calculated solu-
bilities in the two brines are grossly similar. The
dominant aqueous species and solubility-limiting
phases contain hydroxide and/or carbonate, and
solubility differences in the two brines are largely

due to differences in the pH (8.7 for the Salado, and
9.2 for the Castile) and CO3

2� activities
(3.81�10�7M and 4.82�10�6M, for the Salado
and Castile brines, respectively).

Because of the high ionic strength of the brines,
the calculations were carried out using a Pitzer ion
interaction model (US DOE, 1996) for the activity
coefficients of the aqueous species (Pitzer, 1987,
2000). Pitzer parameters for the dominant nonra-
dioactive species present in WIPP brines are
summarized in Harvie and Weare (1980), Harvie
et al. (1984), Felmy and Weare (1986), and Pitzer
(1987, 2000). For the actinide species, the Pitzer
parameters that were used are summarized in the
WIPP Compliance Certification Application
(CCA) (US DOE, 1996). Actinide interactions
with the inorganic ions H+, Na+, K+, Mg2+, Cl�,
and HCO3

�/CO3
2� were considered.

Americium. The low solubilities and high sorp-
tion affinity of thorium and americium severely
limit their mobility under environmental condi-
tions. However, because each exists in a single
oxidation state—Th(IV) and Am(III)—under
environmentally relevant conditions, they are rela-
tively easy to study. In addition, their chemical
behaviors provide valuable information about the
thermodynamic properties of trivalent and tetrava-
lent species of uranium, neptunium, and
plutonium.

Silva et al. (1995) provide a detailed summary
of experimental and theoretical studies of ameri-
cium chemistry as well as a comprehensive, self-
consistent database of reference thermodynamic
property values. Solubility and speciation experi-
ments with Am(III) indicate that the mixed
hydroxy-carbonate AmOHCO3(cr) is the solubi-
lity-limiting solid phase under most surface and
subsurface conditions. At neutral pH, AmOH2+ or
AmCO3

+ can be the dominant solution species
depending on the carbonate concentration.
Langmuir (1997a) calculated a solubility of
5.6�10�8M for J-13 water with the MINTEQA2
code using a revised formation constant
logKsp = 7.2 for AmOHCO3 (compared to NEA
logKsp = 8.605 of Silva et al. (1995)); see Table 7.

Table 7 Solubility-limiting solids and range of solubility-limited concentrations (M concentration) for low-ionic
strength geochemical environments.a

Element Environment

YMPb Stripac

Tc None TcO2?2H2O � 3.3� 10�8

Th Th(OH)4(am)� 6.0� 10�7 Th(OH)4(am) � 5.7� 10�7

U Ca(H3O)2(UO2)2(SiO4)2?3H2O(cr) 5.4� 10�9 UO2(am) � 1.4� 10�8

Np NaNpO2CO3?3.5H2O(cr) 8.9� 10�4 Np(OH)4(am) � 1.6� 10�9

Pu Pu(OH)4(am)� 6.6� 10�8 Pu(OH)4(am) � 1.7� 10�9

Am AmOH(CO3)(cr)5.6� 10�8 AmOH(CO3)(cr) � 1.4� 10�7

aBased on Langmuir (1997a, table 13.11). bJ-13 reference water (Ogard and Kerrisk, 1984). cSKI-90 reference water (SKI, 1991).
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This is similar to the value of 1.2�10�9Mmeasured
by Nitsche et al. (1993) in solubility experiments in
J-13 water. The americium solubility calculated by
Langmuir (1997a) for reducing water from crystal-
line rock in Table 7 (�1.4�10�7M) is similar to the
range calculated by Bruno et al. (2000) using the
EQ3NR (Wolery, 1992b) code for slightly basic,
reducing groundwaters in granite at Äspö and
Gideå, Sweden.

Fanghänel and Kim (1998) evaluated the solu-
bility of trivalent actinides in brines, using Cm(III)
as a representative analogue, and found that An(III)
hydroxy and carbonato complexes are the most
stable aqueous complexes. Multiple-ligand com-
plexes with a high negative charge are more
stable in brines than in dilute solutions, apparently
because of the high cation concentrations. Chloride
and sulfate complexes, although very weak, may
be important aqueous species in some brines, espe-
cially at low pH.

In the WIPP speciation and solubility calcula-
tions, the solubility-controlling solid phase for
americium, and by analogy, for all +III actinides
under WIPP conditions, was Am(OH)CO3(cr)

(Novak, 1997; US EPA, 1998a,b,c,d; Wall et al.,
2002). Am(OH)2

+ was the most abundant aqueous
species, and estimated americium solubilities in the
reference Salado and Castile brines (Table 8) were
9.3�10�8M and 1.3�10�8M, respectively
(Novak, 1997; US EPA, 1998d).

Americium is strongly sorbed by tuffaceous
rocks from Yucca Mountain in waters of low
ionic strength (Triay et al., 1997). In a compilation
by Tien et al. (1985), americium Kds obtained with
tuff in J-13 water ranged from 130 mL g�1 to
13,000 mL g�1. Average values for devitrified,
vitric, and zeolitized tuff were 2,975 mL g�1,
1,430 mL g�1, and 1,513 mL g�1, respectively.
Turin et al. (2002) measured Kds ranging from
410 mL g�1 to 510 mL g�1 using similar waters
and tuffaceous rocks from Busted Butte on the
Nevada Test Site. They also provide Freundlich
isotherm parameters from the sorption measure-
ments. A Kd range of 500–50,000 ml g�1 is
reported for crystalline rocks by McKinley and

Scholtis (1992); a value of 5,000 mL g�1 is recom-
mended for performance assessment.

Data are sparse for americium sorption in high-
ionic-strength solutions. In experimental studies
with near-surface sediments from the Gorleben
site, Lieser et al. (1991) showed that americium
sorption did not vary (Kd� 1,000 mL g�1) over a
range of NaCl concentrations of 0–2 M, at a pH
7.5. They concluded that americium sorption was
not sensitive to ionic strength, because at this pH
americium is nearly completely hydrolyzed. Thus,
ion-exchange reactions did not contribute to amer-
icium sorption, and competing ion concentrations
had little effect on sorption Kds. In situ studies of
radionuclide transport through brackish bay sedi-
ments in Sweden (�seawater solution
compositions) measured Kds of 103–104mL g�1

(Andersson et al., 1992).
Thorium. Experimental and theoretical studies

of thorium speciation, solubility, and sorption in
low-ionic-strength waters are described by
Langmuir and Herman (1980), Laflamme and
Murray (1987), Östhols et al. (1994), Östhols
(1995), and Quigley et al. (1996). Langmuir and
Herman (1980) provide a critically evaluated ther-
modynamic database for natural waters at low
temperature that is widely used. However, it does
not contain information about important thorium
carbonate complexes, and the stability of phos-
phate complexes may be overestimated (US EPA,
1999b).

In both low-ionic-strength groundwaters and in
the WIPP brines, the solubility limiting phase is
ThO2(am). In seawater, waters from Yucca
Mountain, and reducing waters in crystalline
rocks, the dominant aqueous species are
Th(OH)4(aq) and mixed hydroxy carbonato com-
plexes. In alkaline lakes and other environments
with high carbonate concentrations, thorium carbo-
nate complexes are dominant (Laflamme and
Murray, 1987; Öthols et al., 1994). In organic-
rich stream waters, swamps, soil horizons, and
sediments, organic thorium complexes may predo-
minate (Langmuir and Herman, 1980). Calculated
thorium solubilities in waters from Yucca
Mountain and crystalline rocks in Table 7 are

Table 8 Calculated actinide solubilities in WIPP brines.

Actinide Solubility (M) Solubility-limiting phase Dominant aqueous phases

Salado Castile

An(VI)a 8.7�10�6 8.8�10�6
An(V) 1.2�10�7 4.8�10�7 KnpO2CO3?2H2O(s) NpO2CO

–
3

An(IV) 1.2�10�8 4.1�10�8 ThO2(am) ThðOHÞ3CO –
3

An(III) 9.3�10�8 1.3�10�8 Am(OH)CO3(cr) AmðOHÞþ2
Source: US EPA (1998d).
a Estimated from literature data (values as listed in US DOE, 1996).
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similar (�6.0�10�7M) but are much higher than
those calculated by Bruno et al. (2000) for waters
from Äspö and Gideå using EQ3NR (�2�1010M).

The solubility of ThO2(am) increases with
increasing ionic strength; above pH 7 in 3.0 M
NaCl solutions, the solubility is approximately
three orders of magnitude higher than that mea-
sured in 0.1 M NaClO4 solution (Felmy et al.,
1991). Rai et al. (1997) describe solubility studies
and a thermodynamic model for Th(IV) speciation
and solubility in concentrated NaCl and MgCl2
solutions. A Pitzer ion-interaction model was
used to obtain a solubility product of
logKsp =�45.5 for ThO2(am). In the speciation
and solubility calculations for the WIPP perfor-
mance assessment (Table 8), the only important
aqueous species was Th(OH)3(CO3)

�; the corre-
sponding estimated Th(IV) solubilities were
1.2�10�8M in the Salado brine and 4.1�10�8M
in the Castile brine (Novak, 1997; US EPA 1998d).

Thorium sorbs strongly to iron oxyhydroxides
and humic matter (Nash and Choppin, 1980;
Hunter et al., 1988; Murphy et al., 1999) and
weakly to silica at neutral to basic pH (Östhols,
1995). Thorium sorption is sensitive to carbonate
alkalinity due to the formation of negatively
charged aqueous mixed hydroxy-carbonato com-
plexes (Laflamme and Murray, 1987); at
alkalinities of 100meq L�1, thorium sorption by
goethite decreases markedly. However, at the rela-
tively low alkalinities measured at Yucca
Mountain, this effect is not important for the pro-
posed repository site (Triay et al., 1997). Measured
thorium sorption ratios in J-13 water from Yucca
Mountain for devitrified, vitric, and zeolitized tuff
ranged from 140 mL g�1 to 2.38�104mL g�1

(Tien et al., 1985; Thomas, 1987). Other compila-
tions contain representative Kd values for thorium
in crystalline rock that range from 100 mL g�1 to
5,000 mL g�1 (McKinley and Scholtis, 1992) and
from 20 mL g�1 to 3�105mL g�1 for low-tem-
perature geochemical environments (US EPA,
1999b).

Thorium sorption at high ionic strength was
examined using uranium-series disequilibrium
techniques by Laul (1992). Laul measured thorium
retardation in saline groundwaters from the Palo
Duro Basin, Texas, and determined sorption Kds of
�2,100 mL g�1. Because tetravalent actinides are
strongly sorbed by mineral colloids and have a
strong tendency to form intrinsic colloids,
increases in ionic strength may have more effect
on An(IV) transport through destabilization and
flocculation of colloidal particles (Lieser and Hill,
1992), rather than through changes in the degree of
sorption.

Uranium. Uranium, neptunium, and plutonium
are probably the most important actinides in assess-
ment of the environmental risks posed by
radioactive contamination. Uranium contamination
is present at numerous sites contaminated by ura-
nium mining, milling, and solution mining as
described in previous sections. It is highly mobile
and soluble under near-surface oxidizing condi-
tions and thus presents an exposure hazard to
humans and ecosystems.

Under oxidizing near-surface conditions, U(VI)
is the stable oxidation state. Figure 6 shows the
aqueous speciation of U(VI) and the solubility of
crystalline schoepite (�-UO2(OH)2) under atmo-
spheric conditions (PCO2

= 10�3.5) over the pH
4–9. The calculations were carried out with the

Solubility of schoepite
UO2

2+

(UO2)2(OH)2
2+

PCO2
=10–3.5 atm

(UO2)2CO3(OH)3
–

UO2(CO3)3
4–

(UO2)3(OH)5
+

UO2OH+

pH

4 5 6 7 8 9
9

8

7

6

5

4

3

2

pC

0.01 M NaNO3

Figure 6 Aqueous speciation of uranium(VI) and the solubility of crystalline schoepite (�-UO2(OH)2) under
atmospheric conditions (PCO2

= 10�3.5atm (Davis (2001); reproduced by permission of Nuclear Regulatory
Commission from Complexation Modeling of Uranium(VI) Adsorption on Natural Mineral Assemblages NUREG/

CR- 6708, 2001, p.12).
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HYDRAQL code (Papelis et al., 1988) using a
thermodynamic database described by Davis et al.
(2001), which is based primarily on the compila-
tion of Grenthe et al. (1992). The figure shows that
over the pH 6–8, the mixed hydroxy-carbonato
binuclear complex (UO2)2CO3(OH)3

� is predicted
to predominate; that at lower pH, the uranyl ion
(UO2

2+) is most important; and that at higher pH,
the polycarbonate UO2(CO3)3

4� has the highest
concentration. In Figure 6, the total concentration
of uranium is limited by the solubility of schoepite;
therefore, it varies as a function of pH and can
exceed 10�3M. The relative importance of the
multinuclear uranyl complexes are different from
those shown in Figure 6 at different fixed total
uranium concentrations. For example, if the total
uranium concentration is limited to <10�8M (e.g.,
by slow leaching of uranium from a nuclear waste
form), then the species UO2(OH)2(aq) predominates
at pH 6–7. At higher total uranium concentrations
(e.g., 10�4M), the multinuclear uranyl hydroxy
complex (UO2)3(OH)5

+ predominates at pH = 5–6
(Davis et al., 2001).

Uncertainties in the identity and solubility pro-
duct of the solubility-limiting uranium solid in
laboratory studies lead to considerable uncertainty
in estimates of the solubility under natural condi-
tions. If amorphous UO2(OH)2 is assumed to limit
the solubility in solutions open to the atmosphere,
then the value of the minimum solubility and the
pH at which it occurs change. If crystalline schoe-
pite (�-UO2(OH)2) controls the solubility, then the
minimum solubility of 2�10�6M occurs at about
pH 6.5. If amorphous UO2(OH)2 controls the solu-
bility, the solubility minimum of 4�10�5M occurs
closer to pH 7.0 if the solubility product of Tripathi
(1983) is assumed (Davis et al., 2001).

In water of low Eh, such as crystalline rock
environments studied in the European nuclear
waste programs, uranium solubility is controlled
by saturation with UO2 and coffinite (USiO4)
(Langmuir, 1997a). Langmuir (1997a, pp. 501–
502) describes some of the controversy surround-
ing estimation of the solubility of UO2. Estimates
for the logKsp of UO2 range from �51.9 to �61.0,
corresponding to soluble concentrations (as
U(OH)4(aq)) ranging from 10�8M (measured by
Rai et al., 1990) to 10�17.1M (computed by
Grenthe et al. (1992)). The reason for the wide
range lies in the potential contamination of the
experimental systems by O2 and CO2 and the vary-
ing crystallinity of the solid phase. Contamination
and the presence of amorphous rather than crystal-
line UO2 would lead to higher measured
solubilities.

In the WIPP performance assessment calcula-
tions, it was assumed that redox conditions would
be controlled by the presence of metallic iron and
that U(VI) would be reduced to U(IV). An upper
bound for the solubility of U(IV) was estimated

from that of Th(IV), using the oxidation state ana-
logy. Calculations by Wall et al. (2002) suggest
that this is a conservative assumption—that the
solubility of U(IV) is much lower than that of
Th(IV). This is because the solubility product con-
stant of ThO2(am), the solubility limiting phase in
the An(IV) model, is several orders of magnitude
greater than that of UO2(am).

Reed et al. (1996) examined An(VI) stability in
WIPP brines under anoxic conditions (1 atm H2

gas) and found that U(VI) was stable as a carbonate
complex in Castile brine at pH 8–10. Xia et al.
(2001) also observed that U(VI) may be stable
under some WIPP-relevant conditions, finding
that while U(VI) was rapidly reduced to U(IV) by
Fe0 in water and 0.1 M NaCl, it was not reduced in
the Castile brine, at pCH

+ 8–13, over the course of a
55-day experiment. The possible occurrence of
U(VI) was considered in WIPP performance
assessment calculations—solubility-limited con-
centrations for U(VI) in the Salado and Castile
brines were estimated from literature values to be
8.7�10�6M and 8.8�10�6M, respectively (US
DOE, 1996).

In areas affected by uranium solution mining
using sulfuric acid, UO2SO4(aq) will be important.
In alkaline waters, carbonate complexes will dom-
inate. Bernhard et al. (1998) studied uranium
speciation in water from uranium mining districts
in Germany (Saxony) using laser spectroscopy, and
found that Ca2UO2(CO3)3(aq) was the dominant
species in neutral pH carbonate- and calcium-rich
mine waters; UO2(CO3)3

4� was the dominant aqu-
eous species in basic (pH = 9.8), carbonate-rich,
calcium-poor mine waters; and UO2SO4(aq) domi-
nated in acidic (pH = 2.6), sulfate-rich mine waters.

A large number of studies of uranium sorption
have been carried out in support of the nuclear
waste disposal programs and the uranium mill tail-
ings program (UMTRA). Park et al. (1992) and
Prasad et al. (1997) describe studies of sorption
of uranyl ion by corrensite, the clay mineral lining
many fractures in the fractured Culebra Dolomite
member of the Rustler Formation above the WIPP
in SE New Mexico. The studies were carried out in
dilute and concentrated NaCl (0.1–3 M) solutions
in the presence of Ca2+, Mg2+, carbonate, and
citrate. Binding constants for the TLM were fit to
the sorption edges. They found that the adsorption
edges were typical of cation adsorption on mineral
surfaces; the uranium was nearly completely bound
to the surface at neutral and near-neutral pH values.
Neither the background electrolyte (NaCl) nor
Ca2+ or Mg2+ ions (at 0.05 M) influenced the
adsorption, suggesting that uranyl binds at pH-
dependent edge sites on the corrensite surface as
an inner-sphere complex. Both carbonate and
citrate reduced the adsorption of uranyl on corren-
site in near neutral solutions. Redden et al. (1998)
carried out similar studies of uranium sorption by

Experimental and Theoretical Studies of Radionuclide Geochemistry 607



goethite, kaolinite, and gibbsite in the presence of
citric acid. Davis (2001) and Jenne (1998) provide
good summaries of studies of uranium sorption by
synthetic and natural aluminosilicates and iron
oxyhydroxides. Qualitative features of the sorption
edges for these minerals are similar: U(VI) sorption
at higher pH is typically low and likely is con-
trolled by the predominance of the negatively
charged uranyl-carbonate solution species. By ana-
logy, sorption of U(VI) by aluminosilicates is
predicted to be low in waters sampled at Yucca
Mountain (Turner et al., 1998; Turner and
Pabalan, 1999).

Luckscheiter and Kienzler (2001) examined
uranyl sorption onto corroded HLW glass simulant
in deionized water, 5.5 M NaCl and 5.0 M MgCl2,
and found that sorption was greatly inhibited by the
magnesium-rich brine, while the NaCl brine had
little effect. Uranyl sorption at high ionic strength
was also studied by Vodrias and Means (1993),
who examined uranyl sorption onto crushed
impure halite and limestone from the Palo Duro
Basin, Texas, in a synthetic Na–K–Mg–Ca–Cl
brine (I=10.7 M). They measuredKds of 1.3 mL g�1

on the halite and 4–7 mL g�1 on the limestone.
This is in contrast to a Kd of 2,100 mL g�1 deter-
mined from uranium-series disequilibrium
measurements on formation brines from the same
region (Laul, 1992). The isotopic ratios suggest
that naturally occurring uranium was more
strongly sorbed because it was present as U(IV).

Neptunium. Neptunium and plutonium are the
radioelements of primary concern for the disposal
of nuclear waste at the proposed repository at
Yucca Mountain. This is due to their long half-
lives, radiotoxicity, and transport properties.
Neptunium is considered to be the most highly
mobile actinide because of its high solubility and
low potential for sorption by geomedia. Its valence
state (primarily Np(V) or Np(IV)) is the primary
control of its environmental geochemistry. Oxide,
hydroxide, and carbonate compounds are the most
important solubility-limiting phases in natural
waters. In low-ionic-strength, carbonate-free sys-
tems, NpO2(OH) and Np2O5 are stable Np(V)
solids, while in brines, Np(V) alkaline carbonate
solids are stable. Under reducing conditions,
Np(OH)4 am and NpO2 are the stable Np(IV) solids.
Under most near-surface environmental condi-
tions, the dominant complexes of neptunium are
those of the pentavalent neptunyl species (NpO2

+).
Neptunium(IV) aqueous species may be important
under reducing conditions possible at some under-
ground nuclear waste research facilities such as the
WIPP and Stripa.

Kaszuba and Runde (1999)compiled thermody-
namic data for neptunium relevant to Yucca
Mountain. They updated the database of Lemire
(1984) with recent experimental data and used the
SIT to calculate ion activity coefficients. Their

report has an extensive reference list and list of
interaction parameters. Kaszuba and Runde
(1999) used the EQ3NR (Wolery, 1992b) and the
Geochemist Workbench (Bethke, 1998) codes to
calculate solubility and speciation in the J-13 and
UE25p#1 well waters that span the expected geo-
chemical conditions for the proposed HLW
repository at Yucca Mountain. They predicted that
Np(OH)4(aq) is the dominant aqueous complex in
neutral solutions at Eh < 0 mV, while under oxidiz-
ing conditions, NpO2

+ and NpO2CO3
� are

predominant at pH < 8 and pH 8–13, respectively.
Although the calculations of Kaszuba and

Runde (1999) indicate that NpO2(s) is the thermo-
dynamically stable solid for most Eh–pH
conditions of environmental interest, that phase
has never been observed to precipitate in solubility
experiments in natural waters; instead, Np2O5(s)

and amorphous Np(OH)4(s) precipitate. Figure 7
shows that if Np2O5(s) controls the solubility
under oxidizing conditions (Eh > 0.25 V), then the
calculated solubility of neptunium decreases from
�10�3.5 M at pH= 6 to 10�5M at pH= 8. If amor-
phous Np(OH)4(s) controls the solubility under
reducing conditions (Eh <�0.10 V), the solubility
is �10�8M over the same pH range. In the inter-
mediate Eh range and neutral pH conditions
possible under many environmental settings, the
solubility of neptunium is controlled primarily by
the Eh of the aquifer and will vary between the
levels set by the solubilities of Np(OH)4(s) and
Np2O5(s) (Figure 7). The inset in the figure illus-
trates that at pH = 6.8, at Eh =�0.10 V, the
concentration of neptunium in solution is approxi-
mately equal to that of the Np(IV) species and is
controlled by the solubility of Np(OH)4(s). As the
redox potential increases, Np(IV) in solution is
oxidized to Np(V) and the aqueous concentration
of neptunium increases. Phase transformation of
Np(OH)4(s) to Np2O5(s) occurs at about Eh = 0.25
V and then the solubility of the Np(V) oxide con-
trols the aqueous neptunium concentration at
higher Eh values.

Neptunium is expected to be present in the
WIPP in either the IV or Voxidation state. For the
WIPP CCA speciation and solubility calculations,
an upper bound for the solubility of Np(IV) was
estimated from that of Th(IV), using the oxidation
state analogy. As with U(IV), calculations suggest
that this assumption is conservative (Wall et al.,
2002). Modeling for the WIPP project suggested
that Np(V) solubility in the reference Salado and
Castile brines is limited by KNpO2CO3?2H2O(s)

and is 1.2�10�7M and 4.8�10�7M, respectively
(Novak, 1997; US EPA, 1998d). The most abun-
dant aqueous species in both brines is
NpO2(CO3)

�. Experimental measurements of the
solubility of Np(V) in laboratory solutions repre-
senting unaltered Salado brine yielded a value of
2.4�10�7M, after allowing the brine systems to
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equilibrate for up to 2 yr (Novak et al., 1996).
The solubility-limiting phase was identified as
KNpO2CO3?nH2O(s), in agreement with the results
of the WIPP performance assessment modeling.

Aqueous neptunium species including bishy-
droxo and mixed hydroxy-carbonato species may
be important, though not dominant, at higher pH
and carbonate concentrations. Such conditions may
exist at the Hanford Waste tanks, where
MNpO2CO3?nH2O and M3NpO2(CO3)2 (M=Na+,
K+) are predicted to be stable phases. The solubili-
ties are two to three orders of magnitude higher than
in waters in which Np2O5 is stable. Under condi-
tions expected in the near field of HLW geologic
repositories in saline groundwater environments
such as the salt domes and the bedded salts in
Europe, Np(VI) species like NpO2(CO3)3

4� might
be important due to radiolysis.

In general, sorption of Np(V) by aluminosili-
cates is expected to be low in waters at Yucca
Mountain (Turner and Pabalan, 1999; Turner
et al., 1998). Kds for sorption of neptunium by
zeolites and tuff particles were typically less than
10 mL g�1 in waters from that site (Tien et al.,
1985; Runde, 2002). The low neptunium sorption
is due to the relative dominance of the poorly
sorbed hydrolyzed species NpO2(OH)(aq) and the
anionic NpO2CO3

� species in solution. In contrast,
the average Kds for Np(V) uptake by colloidal
hematite, montmorillonite, and silica were 880
mL g�1, 150 mL g�1, and 550 mL g�1, respec-
tively, in Yucca Mountain J-13 water (Efurd et al.
(1998), probably due to the high surface area of the
particles.

Similarly, McCubbin and Leonard (1997)
reported neptunium Kds of 103–104mL g�1 for
particulates in seawater, but the oxidation state
was uncertain. Like other tetravalent actinides,
Np(IV) has a strong tendency to polymerize and
form colloids and is strongly sorbed.
Neptunium(IV) migration is likely to occur as
intrinsic colloids or sorbed species on pseudocol-
loids, and changes in ionic strength are likely to
impact mobility mostly through destabilization of
colloidal particles. Neptunium(V) intrinsic colloids
are not expected at neutral pH (Tanaka et al., 1992)
and uptake by carrier colloids occurs by ion-
exchange and surface complexation. Competition
for sorption sites between Np(V) species and other
ions, especially Ca2+ and Mg2+, could be signifi-
cant (Tanaka and Muraoka, 1999; McCubbin and
Leonard, 1997).

Plutonium. Plutonium chemistry is complicated
by the fact that it can exist in four oxidations states
over an Eh range of �0.6–1.2 V and a pH range of
0–14. In the system Pu–O2–H2O, four triple points
exist (Eh–pH where three oxidation states may
coexist) and thus disproportionation reactions can
occur in response to radiolysis or changes in Eh,
pH, or the concentrations of other chemical species
(Langmuir, 1997a). The most important of these
reactions are disproportionation of PuO2

+ to PuO2
2+

and Pu4+ or disproportionation of plutonium facili-
tated by humic acid (Guillaumont and Adloff,
1992) and radiolysis (Nitsche et al., 1995).

Langmuir’s Eh–pH calculations (1997a) show
that in systems containing only Pu, H2O, and car-
bonate/bicarbonate (10�2M), the stability field for
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the species Pu4+ is nearly nonexistent (limited to
high Eh and very low pH) but the field for
Pu(OH)4(aq) is extensive at pH> 5 and Eh < 0.5.
Carbonato complexes of Pu(VI) and Pu(V) are
important at pH > 5 and higher Eh. Plutonium solu-
bilities are generally low over most environmental
conditions (<10�8M); the solubility fields for
PuO2(cr) and Pu(OH)4(am) cover the Eh–pH field
over the pH> 5 at all Eh and substantial portions
of the Eh–pH field at lower pH where Eh > 0.5 V.
As discussed below, the system is different when
other ligands, cations, and higher concentrations of
carbonate are present.

Runde et al. (2002a) compiled an internally
consistent database to calculate solubility and spe-
ciation of plutonium in more complex low-ionic-
strength waters. A specific interaction model
(Grenthe et al., 1992) was used for ionic strength
corrections. The reader is referred to that work for
details of the data sources and methods used for
extrapolation and interpolation. Where reliable
data for plutonium species were unavailable, ther-
modynamic constants were estimated from data for
analogous americium, curium, uranium, and nep-
tunium species. The most important solution
species of plutonium are the aqueous ions, hydro-
xides, carbonates, and fluoride complexes.
Important solids include oxides and hydroxides

(Pu(OH)3, PuO2, PuO2?nH2O [or Pu(OH)4],
PuO2OH, PuO2(OH)2), and the carbonate
PuO2CO3. The dominant solid phases and species
are shown in an Eh–pH diagram for J-13 water
variants in Figure 8. Note that in this system, the
only triple point occurs at a pH of 2.4 where spe-
cies in the IV, V, and VI oxidation states are
calculated to be in equilibrium. In reference J-13
water (pH= 7, Eh = 0.43 V), Pu(OH)4(aq) domi-
nates solution speciation, and Pu(OH)4(s) is the
solubility-limiting phase. Under certain environ-
ments affected by interactions of groundwater and
nuclear waste forms, Pu(V) or Pu(VI) could be
produced by radiolysis or Pu(III) species could be
produced by reduction.

Runde et al. (2002a) demonstrate that signifi-
cant changes in plutonium solubility can occur due
to the formation of Pu(V) and Pu(VI) species at
pH > 6 or due to the formation of Pu(III) species at
pH < 6. Using either Pu(OH)4(s) or the more crys-
talline PuO2(s) as the solubility controlling solids,
Runde et al. (2002a) calculated plutonium solubi-
lities over ranges of pH (3–10), Eh (0–0.6 V), and
total carbonate concentration (0.1–2.8 mmol). For
conditions typical of groundwater environments
(pH 6–9 and Eh 0.05 – 0.45 V), Pu(OH)4(aq) is the
dominant aqueous species. Under alkaline condi-
tions, solubility increases with Eh due to formation
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of Pu(V) and Pu(VI) solution species. At pH> 8
and Eh > 0.4 V, carbonate species are dominant. At
pH< 7, the solubility increases with decreasing Eh
due to the stability of Pu(OH)3

+. The calculated
solubilities and speciation are sensitive to changes
in both Eh and pH. For systems in which
Pu(OH)4(s) is the stable solid, they ranged from
>10�1M at pH= 4 and Eh = 0 V to 10�11M at
pH> 5 and Eh < 0.4 V. Calculated solubilities
were about four orders of magnitude lower when
PuO2(s) was the stable solid.

Experimentally measured solubilities over this
range of solution compositions are typically two
orders of magnitude higher than calculated values
(Runde et al., 2002a), presumably due to the pre-
sence of Pu(IV) colloids (Capdevila and Vitorge,
1998; Efurd et al., 1998; Knopp et al., 1999). In
experimental studies in J-13 water, at ambient tem-
perature, plutonium solubility decreased from
5�10�8M at pH= 6, to 9�10�9M at pH= 9
(Efurd et al., 1998).

Because of the presence of Fe0 and Fe(II),
Pu(VI) is not expected to be stable under WIPP
repository conditions. Plutonium(IV) is expected
to be the dominant oxidation state, although
Pu(III) was also considered to be a possibility in
the WIPP CCA. In the WIPP performance assess-
ment speciation and solubility calculations, Th(IV)
was used as an analogue for Pu(IV) (US DOE,
1996). Wall et al. (2002) evaluated the appropriate-
ness of the analogy and found that this assumption
was highly conservative and that predicted solubi-
lities for Pu(IV) in Salado and Castile brines were
10–11 orders of magnitude lower than those for
Th(IV). Similarly, Am(III) was used to estimate
the solubility of Pu(III).

Studies of the sorption of plutonium are com-
plicated by the high redox reactivity of plutonium.
Sorption of Pu(V) by pure aluminosilicates and
oxyhydroxide phases is usually characterized by
initial rapid uptake followed by slow irreversible
sorption and may represent a reductive uptake
mechanism catalyzed by the electrical double
layer of the mineral surface (Turner et al., 1998;
Runde et al., 2002a). In Yucca Mountain waters,
the Kd ranges for Pu(V) uptake by hematite,
montmorillonite, and silica colloids were
4.9�103mLg�1 to 1.8�105mLg�1; 5.8�103mL
�1; and 8.1�103mLg�1, respectively. These are
much higher than those observed for Np(V) in the
same waters as described previously. High surface
redox reactivity for plutonium and possible dispro-
portionation of Pu(V) to Pu(VI) and Pu(IV) were
observed in sorption studies using goethite by
Keeney-Kennicutt and Morse (1985) and Sanchez
et al. (1985). Desorption by plutonium was
typically less from hematite than from aluminosili-
cates in studies with J-13 water described by Runde
et al. (2002a).

17.3.3 Other Topics

17.3.3.1 Colloids

Introduction. Colloidal suspensions are defined
as suspensions of particles with a mean diameter
less than 0.45 mm, or a size range from 1 nm to 1
mm. They represent potentially important transport
vectors for highly insoluble or strongly sorbing
radionuclides in the environment. Colloids are
important in both experimental systems and natural
settings. In the former, unrecognized presence of
colloids may lead to overestimation of the solubi-
lity and underestimation of the sorption of
radionuclides if they are included in the estimation
of the concentration of radionuclide solution spe-
cies. In natural systems, they may provide an
important transport mechanism for radionuclides
not filtered out by the host rock. In fractured rock,
local transport of radionuclides by colloids may be
important. Useful reviews of the behavior of col-
loids in natural systems and their potential role in
transporting contaminants include those of Moulin
and Ouzounian (1992), Ryan and Elimelech
(1996), Kretzschmar et al. (1999), and Honeyman
and Ranville (2002).

Two types of colloids are recognized in the
literature. Intrinsic colloids (also called ‘‘true’’ col-
loids, type I colloids, precipitation colloids, or
‘‘Eigencolloids’’) consist of radioelements with
very low solubility limits. Carrier colloids (also
known as ‘‘pseudocolloids,’’ type II colloids or
‘‘Fremdkolloides’’) consist of mineral or organic
phases (in natural waters primarily organic com-
plexes, silicates and oxides) to which radionuclides
are sorbed. Both sparingly soluble and very soluble
radionuclides can be associated with this type of
colloid. In addition, radionuclides can be asso-
ciated with microbial cells and be transported as
biocolloids.

Natural carrier colloids exist in most ground-
waters; they include mineral particles, alteration
products of mineral coatings, humic substances,
and bacteria. In nuclear waste repositories, carrier
colloids will be produced by degradation of engi-
neered barrier materials and waste components:
iron-based waste package materials can produce
iron oxyhydroxide colloids, degradation of bento-
nite backfills can produce clay colloids, and
alteration of HLW glass can produce a variety of
silicate particulates. Intrinsic colloids potentially
could be produced by direct degradation of the
nuclear waste or by remobilization of precipitated
actinide compounds (Avogadro and de Marsily,
1984; Bates et al., 1992; Kim, 1994).

Two different processes could be important for
the initiation of radionuclide transport by carrier
colloids: (i) reversible sorption of radionuclides
from solution onto pre-existing colloids and
(ii) detachment of colloids from the host rock
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with high concentrations of previously sorbed irre-
versibly bound colloids. In both cases,
radionuclides that sorb strongly to the rock matrix
and would normally migrate very slowly will travel
at a rapid rate while they are bound to colloids.

Naturally occurring colloids. Degueldre et al.
(2000) and Honeyman and Ranville (2002) sum-
marize modern techniques used to sample colloids
from groundwater and to characterize particle con-
centration and size distributions. Naturally
occurring colloids and radionuclide-colloid asso-
ciations have been characterized at several natural
analogue sites for nuclear waste repositories. These
include: the Cigar Lake Uranium deposit in altered
sandstone (Vilks et al., 1993); the altered schist at
the Koongarra Uranium deposit (Payne et al.,
1992); altered volcanic rock sites in Pocos de
Caldas, Brazil (Miekeley et al., 1991); shallow
freshwater aquifers above the salt-hosted
Gorleben repository test site in Germany
(Dearlove et al., 1991); the Grimsel test site in the
Swiss Alps (Degueldre et al., 1989); the Whiteshell
Research area in fractured granite in Canada (Vilks
et al., 1991); the El Borrocal site in weathered
fractured granite near Madrid, Spain (Gomez
et al., 1992); and 24 springs and wells near or
within the Nevada Test Site (Kingston and
Whitbeck, 1991). Major international studies of
the occurrence of natural colloids and their poten-
tial importance to the European nuclear waste
disposal program were carried out by the
MIRAGE 2 (Migration of Radionuclides in the
Geosphere) project and the Complex Colloid
Group of the Commission of European
Communities; these are reviewed in Moulin and
Ouzounian (1992).

Although locally and globally there are wide
variations in colloid concentration and size distri-
bution, several general trends can be observed.
Many of the observed particle concentrations fall
within the range 0.01–5mgL�1; however, concen-
trations of >200mgL�1 have been observed. There
is an inverse correlation between particle concen-
tration and particle size. Degueldre (1997)
summarized the occurrence of colloids in ground-
water from 17 different sites. In a marl aquifer near
a proposed Swiss repository site for low-level
nuclear waste, the concentration was found to be
independent of flow rate, and colloid generation
was caused only by resuspension/detachment of
the rock clay fraction. Degueldre et al. (2000)
expanded the scope of that study and found that
colloid stability can be parsimoniously described
as a function of groundwater chemistry while col-
loid composition is a function of rock composition.
They found that at certain ionic strengths, the con-
centration of colloids was inversely correlated to
the concentration of alkali metals and alkaline earth
elements (below about 10�4M and 10�2M,
respectively). Large concentrations of organics

and the process of water mixing enhance colloid
stability and concentration.

Experimental studies. Sorption of radionuclides
by colloids is affected by the same solution com-
position parameters discussed in the previous
section on sorption processes. The important para-
meters include pH, redox conditions, the
concentrations of competing cations such as Mg2+

and K+, and the concentrations of organic ligands
and carbonate. The high surface area of colloids
leads to relatively high uptake of radionuclides
compared to the rock matrix. This means that a
substantial fraction of mobile radionuclides could
be associated with carrier colloids in some systems.
The association of radionuclides with naturally
occurring colloids and studies of radionuclide
uptake by colloids in laboratory systems give
some indication of the potential importance of col-
loid-facilitated radionuclide transport in the
environment as discussed below.

For example, Kim (1994) summarizes evidence
for strong sorption of americium by silica and
alumina colloids in simple NaClO4 solutions
(Kd > 10

4 at pH= 8 and is independent of ionic
strength, temperature, and concentrations of both
americium and colloids). He also reports that sig-
nificant sorption of Np(V) by alumina colloids
occurs at pH > 7 at high colloid concentrations
(>100 ppm) under the same conditions. Lieser
et al. (1990) studied partitioning of strontium, cae-
sium, thorium, and actinium between molecular
(<0.002 mm) and particle-bound (0.002 mm to
>0.45 mm) fractions in batch systems at low con-
centrations (several orders of magnitude below
estimated solubility limits). Sediment–water sys-
tems comprised several particle-size fractions and
natural waters of different salinities from the aqui-
fers above the Gorleben salt dome were examined.
In the groundwaters, colloids consisted primarily
of clays, amorphous silica, and iron hydroxide.
Appreciable fractions of the total concentrations
of the cations in the groundwaters was associated
with the large (>0.45 mm) and fine (0.002–0.45
mm) particles (in the order Ac = Th >Cs > Sr).
When the groundwaters were passed through col-
umns filled with sediments associated with the
groundwaters, most of the caesium (99%) was
retained (presumably by ion exchange) and the
eluted caesium was primarily associated with
fine-grained pseudocolloids. About 99% of the
actinium and thorium were retained in the columns
(presumably by chemisorption) and the colloidal
fraction of the radionuclides dominated the efflu-
ent. In contrast, retention of strontium in the
columns was less effective due to its lower poten-
tial for ion exchange.

Runde et al. (2002a) characterized plutonium
precipitates and examined neptunium and pluto-
nium uptake by inorganic colloidal particulates in
J-13 water from the Yucca Mountain site.
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Plutonium solubilities determined experimentally
at pH 6, 7, and 8.5 were about two orders of
magnitude higher than those calculated using the
existing thermodynamic database, indicating the
influence of colloidal Pu(IV) species. Solid-phase
characterization using X-ray diffraction revealed
primarily Pu(IV) in all precipitates formed at pH
6, 7, and 8.5. As discussed previously, hematite,
montmorillonite, and silica colloids were used for
uptake experiments with 239Pu(V) and 237Np(V).
The capacity of hematite to sorb plutonium signifi-
cantly exceeded that of montmorillonite and silica.
A low desorption rate was indicative of highly
stable plutonium–hematite colloids, which may
facilitate plutonium transport to the accessible
environment. Plutonium(V) uptake on all mineral
phases was far greater than Np(V) uptake, suggest-
ing that a potential Pu(V)–Pu(IV) reductive
sorption process was involved.

Microbial and humic colloids. The transport of
radionuclides and metals adsorbed to microbes has
been considered by a number of researchers includ-
ing McCarthy and Zachara (1989), Han and Lee
(1997), and Gillow et al. (2000). Because of their
small size (<10 mm diameter), these colloids can be
transported rapidly through fractured media and
either filtered out or be transported through porous
media. Microbes can sorb to geologic media,
thereby retarding transport. Alternatively, under
conditions of low nutrient concentrations, the
microbes can reduce their size and adhesion cap-
abilities and become more easily transported.
Studies performed in support of WIPP compliance
certification indicated that, under relevant redox
conditions, microbially bound actinides contribu-
ted significantly to the concentration of mobile
actinides in WIPP brines (Strietelmeyer et al.,
1999; Gillow et al., 2000). For performance assess-
ment calculations, the concentration of each
actinide sorbed onto microbial colloids was esti-
mated to be 3.1, 0.0021, 12.0, 0.3, and 3.6 times the
dissolved concentration for thorium, uranium, nep-
tunium, plutonium, and americium, respectively
(US DOE, 1996).

Evidence for strong sorption of actinides and
fission products by humic substances, both in
dilute and high-ionic-strength media, is provided
by experimental studies and thermodynamic calcu-
lations. Humic colloids are stable and occur in
concentrations up to 0.4 g L�1 in dilute, shallow
groundwaters overlying the Gorleben test site in
Germany (Buckau et al., 2000). Humic substances
have experimentally been shown to strongly com-
plex the trivalent actinides (Czerwinski et al.,
1996; Artinger et al., 1998; Morgenstern et al.,
2000): Th(IV) (Nash and Choppin, 1980); U(VI)
and probably U(IV) (Czerwinski et al., 1994; Zeh
et al., 1997); and Np(V) (Kim and Sekine, 1991;
Rao and Choppin, 1995; Marquardt et al., 1996;
Marquardt and Kim, 1998) at mildly acidic to

neutral pH. Under basic conditions, actinide–
humic substance complexation is strongly a func-
tion of the carbonate concentration, because
carbonate competes effectively with the humic
acid as a ligand (Zeh et al., 1997; Unsworth
et al., 2002). Little data are available for tetravalent
actinides, but Tipping (1993) suggests, based on
thermodynamic modeling, that these should be
even more strongly complexed by humic sub-
stances than other oxidation states.

Several studies have shown that actinide–humic
acid complexes are thermodynamically stable in
high-ionic-strength solutions (Czerwinski et al.,
1996; Marquardt et al., 1996; Labonne-Wall
et al., 1999). However, destabilization of humic
colloids at high ionic strength (Buckau et al.,
2000) and competition for humic acid sites by
divalent metal cations (Tipping, 1993; Marquardt
et al., 1996) may limit the importance of colloidal
transport of actinides in brines. In the WIPP per-
formance assessment, the estimated contribution of
actinide sorbed onto humic substances to the total
mobile concentration was >0.01 times the dis-
solved fraction for An(V), 0.1–1.4 times the
dissolved fraction for An(III) and An(VI), and 6.3
times the dissolved fraction for An(IV) (US DOE,
1996).

Transport of radionuclides by colloids. Several
numerical models have been developed to assess
the potential magnitude of colloidal-facilitated
transport of radionuclides compared to the trans-
port of dissolved species. Vilks et al. (1998)
proposed a simple modification to the standard
equation for the retardation factor. The equation
applies to the ideal case where colloids are not
trapped by the rock matrix and the composition of
the colloids and the rock matrix are the same:

RF;eff ¼ 1þ ð1 –Þ�Kd

ð1þ CFKdÞ ð8Þ

where RF,eff is the effective retardation factor for
radionuclides, including the effect of reversible
sorption onto and transport by colloids. In the
equation, � is the bulk density of the porous med-
ium,  is the porosity, Kd is the distribution
coefficient for both the colloid and the rock matrix
(mL g�1), and C is the colloid concentration
(mg L�1). F is defined as

F ¼ ðA 9
colloid=A

9
IPÞ ð9Þ

where A 9
colloid and A 9

IP are the specific surface areas
of the colloid and rock matrix, respectively.

When the above conditions are not met, more
complex models that account for colloid genera-
tion, irreversible sorption, differences between the
sorptive capacity of colloids and rock matrix (i.e.,
different Kds), and colloid filtration should be used.
Avogadro and de Marsily (1984) developed a sim-
ple model involving colloid filtration under field

Experimental and Theoretical Studies of Radionuclide Geochemistry 613



conditions. Nuttall et al. (1991) developed a 2D
population-balance model for radiocolloid trans-
port that includes production and filtration of
colloids under saturated and unsaturated condi-
tions. van der Lee et al. (1992) and Smith and
Degueldre (1993) developed numerical models
for colloid-facilitated transport through fractured
media that incorporate a finite number of sorption
sites, Langmuir isotherms, and irreversible sorp-
tion. Finally, the incorporation of colloid transport
in systems with slow desorption, contrasts between
the sorptive capacity of colloids and the rock
matrix, and variable Kds as functions of solution
composition are simulated by the LEHGC reactive
transport model as described by Yeh et al. (1995)
and Honeyman and Ranville (2002).

There is considerable debate concerning the
potential importance of colloid-facilitated transport
of radionuclides for the design and performance
assessment of nuclear waste repositories and for
risk assessments of radioactively contaminated
sites. Honeyman and Ranville (2002) develop a
framework to determine the conditions under
which colloid-facilitated contaminant transport
will be important compared to the transport of
solution species. They conclude that such condi-
tions will be relatively rare in the environment. In
contrast, Penrose et al. (1990) and Nuttall et al.
(1991) suggest that colloidal transport of radionu-
clides in the unsaturated zone can be important.
They describe field evidence, laboratory results,
and computer simulations that suggest that colloi-
dal transport of strongly sorbing actinides such as
plutonium and americium is potentially significant
in the unsaturated zone and in shallow aquifers
near Los Alamos, New Mexico. Similarly,
Kersting et al. (1999) provide evidence that mea-
surable amounts of plutonium and perhaps cobalt,
europium, and caesium produced by nuclear weap-
ons tests (1956–1992) at the Nevada Test site have
been transported at least 1.3 km from the blast sites
by colloids. They argue that models that do not
include colloid-facilitated transport may signifi-
cantly underestimate the extent of radionuclide
migration. In contrast, Vilks (1994) proposes that
colloids do not have to be considered in the safety
assessment for the Canadian repository in granite.
He argues that the clay-based buffer to be used in
the repository will filter out any colloids produced
by degradation of the waste package. In addition,
the concentration of naturally occurring colloids is
too low to provide a substantial transport vector for
radionuclides that escape to the far field of the
repository.

Four types of colloids were considered in the
WIPP program: intrinsic actinide colloids, mineral
colloids, microbes, and humic acid colloids (US
DOE, 1996). Intrinsic actinide colloids, consisting
of polymerized hydrated actinide hydroxides, are
not stable in the neutral to moderately basic pH

conditions expected in the WIPP, and were
assumed not to contribute to the total actinide con-
centrations in solution. Mineral colloids are
destabilized and tend to flocculate in the high-
ionic-strength WIPP brines (Kelly et al., 1999). In
the performance assessment calculations for the
WIPP, a highly conservative value of
2.6�10�8mol actinide per liter, for each actinide,
was assumed to be bound to mineral colloids and to
contribute to the mobile fraction. Actinides sorbed
onto microbes and humic acids were estimated to
contribute significantly to the concentration of
mobile actinides in WIPP brines as discussed
above (Section 17.3.2.2).

Contardi et al. (2001) used an SCM to examine
the potential effect of colloidal transport on the
effective retardation factors for americium, thor-
ium, uranium, neptunium, and plutonium in
waters from the proposed repository site at Yucca
Mountain. They found that colloidal transport
reduced the effective retardation of strongly sorbed
radionuclides such as americium and thorium by
several orders of magnitude compared to simula-
tions in which such transport was ignored.
Uranium, neptunium, and Pu(V) are less strongly
sorbed by colloids and therefore were relative unaf-
fected by colloidal transport. They also described
performance assessment calculations of the effect
of colloid-facilitated radionuclide transport on the
peak mean annual total effective dose equivalent
(TEDE) from the proposed nuclear water reposi-
tory. The colloid transport simulations showed no
increase in the TEDE within a compliance period
of 104 yr; however, at longer simulation times, as
the waste container failures increased, the TEDE
from the colloid models are up to 60 times that of
the base (noncolloid) case. Such simulations are
strongly dependent on scenario assumptions and
can be used to provide conservative estimates of
the potential importance of colloids for radionu-
clide transport. They are also useful in
demonstrating the relative importance of processes
included in the performance assessment models.

17.3.3.2 Microbe–actinide interactions

In addition to possible transport of radionuclides
by microbial colloids, microbe–actinide chemical
interactions are important for the genesis of ura-
nium ore bodies, dissolution of radioactive waste,
and remediation of contaminated sites. Chapelle
(1993) provides a recent comprehensive treatment
of microbial growth, metabolism, and ecology for
geoscience applications. Suzuki and Banfield
(1999) and Abdelouas et al. (1999) provide well-
documented overviews of geomicrobiology of ura-
nium with discussion of applications to
environmental transport and remediation of sites
contaminated with uranium and actinides.
Microbial–uranium interactions have been studied
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for technological applications such as bioleaching,
which is an important method for uranium extrac-
tion (Bertheolet, 1997). In situ stabilization of
uranium plumes by microbial reduction is an
important method for remediation (Barton et al.,
1996). Microbial ecology in high uranium environ-
ments has been studied in uranium mill tail wastes,
and the effects of microbes on the stability of radio-
active wastes buried in geological repositories are
discussed by Francis (1994) and Pedersen (1996).

Microbes can control the local geochemical
environment of actinides and affect their solubility
and transport. Francis et al. (1991) report that oxi-
dation is the predominant mechanism of
dissolution of UO2 from uranium ores. The domi-
nant oxidant is not molecular oxygen but Fe(III)
produced by oxidation of Fe(II) in pyrite in the ore
by the bacteria Thiobacillus ferroxidans. The
Fe(III) oxidizes the UO2 to UO2

2+. The rate of
bacterial catalysis is a function of a number of
environmental parameters including temperature,
pH, TDS, fO2, and other factors important to micro-
bial ecology. The oxidation rate of pyrite may be
increased by five to six orders of magnitude due to
the catalytic activity of microbes such as
Thiobacillus ferroxidans (Abdelouas et al., 1999).

Suzuki and Banfield (1999) classify methods of
microbial uranium accumulation as either metabo-
lism dependent or metabolism independent. The
former consists of precipitation or complexation
with metabolically produced ligands, processes
induced by active cellular pumping of metals, or
enzyme-mediated changes in redox state.
Examples include precipitation of uranyl phos-
phates due the activity of enzymes such as
phosphatases, formation of chelating agents in
response to metal stress, and precipitation of ura-
ninite through enzymatic uranium reduction.

Metabolism-independent processes involve
physicochemical interactions between ionic acti-
nide species and charged sites in microorganisms;
these can occur with whole living cells or cell
fragments. Uranium can be accumulated in the
cells by passive transport mechanisms across the
cell membrane or by biosorption, a term that
includes nondirected processes such as, absorption,
ion exchange, or precipitation. Suzuki and Banfield
(1999) describe the effects of pH and concentra-
tions of other cations and anions on uranium uptake
by a variety of organisms. Uptake of uranium by
microbes can be described using the techniques
and formalisms used to analyze the sorption of
metals by metal hydroxide surfaces such as the
Freundlich, Langmuir, and surface-complexation
sorption models (Fein et al., 1997; Fowel and
Fein, 2000).

A large number of species of bacteria, algae,
lichen, and fungi have been shown to accumulate
high levels of uranium through these processes.
Suzuki and Banfield provide examples of

organisms, whose uranium uptake capacities
range from approximately 50mgUg�1 to
500mgUg�1 dry cell weight. Maximum uptake
occurs from pH 4–5. Microorganisms can develop
resistance to the chemical and radioactive effects of
actinides through genetic adaptation. In contami-
nated environments such as uranium mill tailings
and mines, uranium accumulation levels exceed
those observed in laboratory experiments with nor-
mal strains of bacteria. Suzuki and Banfield (1999)
describe several mechanisms used by microbes to
detoxify uranium.

Suzuki and Banfield (1999) discuss the simila-
rities between the uranium–microbe interactions
and transuranic–microbe interactions. Macaskie
(1991) notes that it is possible to extrapolate the
data for microbial uranium accumulation to other
actinides. Hodge et al. (1973) observe that the
biological behavior of uranium, thorium, and plu-
tonium resemble that of ferric iron. Microbes can
also affect the speciation and transport of multi-
valent fission products. For example, Fe3+-
reducing bacteria and sulfate-reducing bacteria
can reduce soluble pertechnetate to insoluble
Tc(IV), as discussed by Lloyd et al. (1997). For
additional information about these topics, the
reader is referred to the references cites above.
Applications of these principles are described in
the section on bioremediation later in this chapter.

17.4 FIELD STUDIES OF RADIONUCLIDE
BEHAVIOR

17.4.1 Introduction

Studies of field sites establish the link between
theoretical calculations, laboratory studies, and the
behavior of radionuclides in the environment. The
field observations may complement or in some
cases conflict with information obtained in labora-
tory studies. Important field sites include the areas
of anthropogenic radioactive contamination
described in previous sections, such as the areas
surrounding the Chernobyl reactor, the Hanford
reservation, the Chleyabinsk-65 complex, the
Hamr uranium mining district of the Czech
Republic, the Nevada test site, releases from the
Nagasaki atomic bomb detonation, and the
Konegstein mine in Germany. Important sites of
natural radioactivity (natural analogues) include
the Pena Blanca deposit, the Alligator River
Region, Cigar Lake, and the Oklo natural reactor.
The Pena Blanca deposit in northern Mexico is an
analogue for the proposed HLW repository in the
unsaturated tuffs at Yucca Mountain (Pearcy et al.,
1994; Murphy, 2000). The Koongarra uranium
deposit in the Alligator Rivers Region, Australia,
has been widely studied in a coordinated interna-
tional program (Payne et al., 1992; Duerden et al.,
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1992; van Maravic and Smellie, 1992; Davis,
2001). The Cigar Lake uranium deposit in altered
sandstone in Saskatchewan, Canada is another ana-
logue for nuclear waste repositories located below
the groundwater table (Vilks et al., 1993; Bruno
et al., 1997; Curtis, 1999). Natural analogue stu-
dies have also been carried out in the uranium,
thorium, and REE ore bodies in altered volcanic
rock at Pocos de Caldas, Brazil (Miekeley et al.,
1991) and in a uranium-bearing quartz dike/breccia
complex in weathered fractured granite at the El
Borrocal site near Madrid, Spain (Gomez et al.,
1992). The interested reader is referred to the
sources cited above for detailed descriptions of
how the geochemical and hydrologic characteris-
tics of those sites are used to validate or calibrate
hydrogeochemical models for radionuclide
behavior.

The following section provides detailed infor-
mation concerning the transport of radionuclides
associated with two very different field analogues:
the Chernobyl reactor accident and the Oklo
Natural Reactor. These examples span wide tem-
poral and spatial scales and include the rapid
geochemical and physical processes important to
nuclear reactor accidents or industrial discharges as
well as the slower processes important to the geo-
logic disposal of nuclear waste.

17.4.2 Short-term Behavior of Radionuclides
in the Environment—Contamination
from the Chernobyl Reactor Accident

On April 26, 1986, an explosion at the
Chernobyl Nuclear Power Plant, and the subse-
quent fire in the graphite reactor core, released
�3% (6–8Mt) of the total fuel inventory of the
reactor core. During the initial explosion, most
radionuclide release occurred as fragments of
unoxidized uranium dioxide fuel, which were
deposited mostly in a plume extending 100 km to
the west of the plant. The core fire lasted 10 days
and releases were again dominated by fuel parti-
cles. However, because the core was exposed, these
particles were partially or completely oxidized. For
the first four days, high temperatures in the reactor
resulted in the release of volatile elements (xenon,
krypton, iodine, tellurium, and caesium), much of
which was deposited as condensed particles in
plumes to the northwest, west, and northeast of
the plant, extending as far as Scandinavia. Over
the next six days, temperatures in the reactor
decreased, and the release of volatile fission pro-
ducts decreased. The lower temperatures (600–
1,200 K) favored oxidation of the nuclear fuel;
therefore, fuel particles released during this phase
were more heavily oxidized. Radionuclides
released during this phase were deposited mostly

in a southern plume, extending as far south as
Greece.

A major part of the radionuclides released at
Chernobyl were deposited as ‘‘hot particles,’’ either
fuel particles with an average median diameter of
2–3 mm or condensed particles. Within the exclu-
sion zone, extending 30 km from the plant, more
than 90% of the radioactive contamination was in
the form of fuel particles (Kashparov et al., 1999).
This included �80% of the 90Sr and �50–75% of
the 137Cs contamination. Particle size decreased
with distance from the Chernobyl plant, and the
proportion of condensed particles relative to the
fuel particles increased. Other radionuclides
released include the fission products 134Cs, 144Ce,
125Sb, 106Ru, 103Ru, and 95Zr, and the neutron acti-
vation products 110mAg and 54Mn (Petropoulos
et al., 2001).

Considerable attention has been given to fuel
particle behavior in the environment because of
their importance to the total radionuclide release
from Chernobyl. The transport properties of the
radionuclides present in the fuel particles and type
of hazard that they represented changed as the
particles weathered. Initially, particle (and radio-
nuclide) transport was governed by physical
processes. Particles were transported both as aero-
sols in the atmosphere and as suspended load in
runoff and rivers. The primary hazards represented
by the particles were inhalation and dermal expo-
sure. Particle �-activities were similar to that of the
original nuclear fuel (2.5�108 Bq cm�3; Boulyga
et al. (1999)), while �- and �-activities were some-
what lower due to loss of volatile fission products.
The median fuel particle size released at Chernobyl
(2–3 mm) falls within the respirable fraction of
aerosols (defined as <7 mm), and such particles
are easily resuspended by anthropogenic or natural
processes that disturb the soil. Fuel particles are not
readily transported downward through the soil col-
umn, and soil sampling in the exclusion zone,
carried out 10 yr after the accident, showed that
the particles were still concentrated in the upper 5
cm (Kashparov et al., 1999). Thirteen years after
the accident, agricultural activities in the exclusion
zone resulted in local airborne concentrations of
hot particles of 50–200 particles m�3 (Boulyga
et al., 1999).

Radionuclides sequestered in the fuel particles
are not immediately available to the biosphere,
because the particles generally have a low solubi-
lity in water, simulated lung fluids, and HCl
solutions (Chamberlain and Dunster, 1958;
Oughton et al., 1993; Salbu et al., 1994). Release
of biologically important radionuclides such as
90Sr and 137Cs into the biosphere requires weath-
ering and dissolution of the fuel particles. Particle
weathering rates vary with several source-related
particle characteristics (particle size, oxidation
state, and structure) and depend on environmental
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parameters such as soil pH and redox conditions.
Field studies have shown that the fraction of
exchangeable 90Sr in soil increases as fuel particles
dissolve (Petryaev et al., 1991; Konoplev et al.,
1992; Baryakhtar, 1995; Konoplev and Bulgakov,
1999). Kashparov et al. (1999) and Konoplev and
Bulgakov (1999) used these observations to esti-
mate the fraction of undissolved fuel particles
present in soils in the Chernobyl 30 km exclusion
zone. They found that the unoxidized fuel particles,
deposited from the initial explosion in a plume to
the west of Chernobyl, are more resistant to leach-
ing and dissolution than the oxidized fuel particles
released during the subsequent fire and deposited
to the north, northeast, and south of the plant.
Dissolution rates for the unoxidized fuel particles
were about one-third those of oxidized particles,
with 27–79% remaining undissolved in 1995,
while only 2–30% of the oxidized fuel remained.
Fuel particle dissolution rates also increased with
increasing soil acidity and with decreasing particle
size (Kashparov et al., 1999; Konoplev and
Bulgakov, 1999).

These results are consistent with laboratory
measurements of the effects of pH and oxidation
state on the leachability of nuclear fuel particles
(Kashparov et al., 2000). The increased leachabil-
ity of the oxidized fuel particles may be due to: (i)
an increased solubility because of the change in
oxidation state; (ii) the higher surface area of the
highly fractured oxidized particles; or (iii) the dif-
fusion of radionuclides (strontium, caesium) to
grain boundaries and particle surfaces during the
heating and oxidation process.

Once released from the fuel particles, strontium
and caesium are available to the biosphere and can
be taken up by plants or can be transferred down
the soil profile. At present, the relative rates of each
process are not well enough constrained to predict
future levels of 90Sr and 137Cs in vegetation in the
exclusion zone (Kashparov et al., 1999).

In more distal areas, caesium and strontium
concentrations in soils, lakes, and rivers were initi-
ally high from direct fallout but have progressively
dropped as these elements move downward into
the soil profile and are flushed or sedimented out
of bodies of water. The estimated ecological half-
life for 137Cs in German forest soils is 2.8� 0.5 yr
for the L horizon and 7.7� 4.9 yr for the Ah
horizon (Rühm et al., 1996). 90Sr concentrations
in the Black Sea had dropped to pre-Chernobyl
levels by 1994, and 137Cs is predicted to reach
pre-accident levels by 2025–2030 (Kanivets
et al., 1999). The main causes of the decreases
are radioactive decay and loss through the
Bosporus Strait. However, the relative proportion
of 90Sr entering the Black Sea as river input is
increasing as fuel particles in the major watersheds
weather and release sequestered radionuclides.
Smith et al. (1999, 2000) have shown that caesium

removal from lakes and rivers is dominantly by
lake outflow and by sedimentation. Caesium is
strongly sorbed onto the frayed edge sites of illitic
clay minerals, and caesium removal rates from
lakes correlate with aqueous K+ concentrations.

17.4.3 Natural Analogues for the Long-term
Behavior of Radionuclides in the
Environment—The Oklo Natural
Reactor

Naturally occurring uranium deposits have been
an important source of information on the long-
term behavior of actinides and fission products in
the environment. Of special interest are the Oklo
and Bangombe deposits of Gabon, which hosted
natural fission reactors �2Gyr ago (Pourcelot and
Gauthier-Lafaye, 1999; Jensen and Ewing, 2001).
The Gabon deposits occur in the Francevillian ser-
ies, a 2.1Ga sedimentary series consisting of
sandstones, conglomerates, black shales, and vol-
caniclastic sediments. All uranium mineralization
occurs in the basal sandstone formation near the
upper contact with overlying black shales. The ore
deposits have been interpreted as classic uranium
roll-front deposits, which formed in oil traps where
uranium-rich oxidizing fluids met reducing condi-
tions in the hydrocarbon accumulations. The
uranium is present primarily as uraninite, and ura-
nium concentrations in the normal ore vary from
0.1 wt.% to 10 wt.%. In the reactor zones, the
sandstone was highly fractured, and the minera-
lized stockwork ore initially contained up to 20
wt.% uranium.

As redox conditions continued to concentrate
uranium in the ore zone, the conditions required
to initiate and sustain criticality were achieved.
With initiation of criticality, hydrothermal circula-
tion cells formed in the sandstone, resulting in
migration of silica and other components out of
the reactor. Uraninite was concentrated in the
core; uranium grades as high as 80 wt.% have
been reported. In some reactors, the volume lost
from the core was sufficient to cause slumping and
collapse of the overlying beds. The reactor cores
are generally 10–50 cm thick and are commonly
overlain by a clay-rich hydrothermal gangue, con-
sisting of magnesium chlorite and illite, known as
the ‘‘reactor clays’’ or ‘‘argile de pile.’’ During
criticality and cooling, aluminum-rich chlorites
formed in the reactor core (Pourcelot and
Gauthier-Lafaye, 1999).

During operation, the reactor cores reached tem-
peratures of 200–450 
C (Brookins, 1990;
Pourcelot and Gauthier-Lafaye, 1999), perhaps as
high as 1,000 
C (Holliger and Derillers, 1981).
The reactors operated for (1–8)�105 yr (Gauthier-
Lafaye et al., 1996) and in the largest, consumed up
to 1,800 kg of 235U. Because of this, uranium from
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the reactor cores is depleted in 235U, with this
isotope constituting as little as 0.29% of the total
(in ‘‘normal’’ ore, it would be 0.72%).

Analysis of the isotopic concentrations of ura-
nium, thorium, fission products, and their
daughters gives information on element mobility
during and after criticality. There is evidence for
some actinide and fission product migration during
criticality, during dolerite dike intrusion, and due to
recent supergene weathering. Element retentivity
in the Oklo natural reactors has application to
nuclear waste disposal, because the uranium
oxide reactor core and the reactor clays have been
described as analogous to spent nuclear fuel that
is embedded in a clay-rich backfill (Menet
et al., 1992).

A summary of actinide and fission product
behaviors at Oklo is given by Gauthier-Lafaye
et al. (1996). In general, the core of the reactor
consists mainly of uraninite with varying amounts
of clay. Grains of metal/metal-oxide/sulfide are
present in the uraninite, similar to metal/metal
oxide grains found in depleted uranium fuel. As
the reactors have seen little oxidation, actinides,
and fission products that are compatible with the
uraninite structure have largely been retained by
the core. Evidence that uranium and plutonium did
not migrate during criticality is given by the pre-
sence of large amounts of 232Th in the reactor
cores. 232Th is formed by decay of 236U and
240Pu, both of which were produced by neutron
capture processes during criticality. Thorium is of
low abundance in the surrounding rocks, and its
presence in the reactor zones is taken to indicate
that uranium and plutonium were mostly retained
in the reactor core. Plutonium was also retained by
clays in the ‘‘argile de pile,’’ as is evidenced by
enrichments of 235U, the long-lived daughter of
239Pu, in some reactor clay samples (Pourcelot
and Gauthier-Lafaye, 1999). Concentrations of
209Bi, the stable daughter of 237Np, suggest that
neptunium was also mostly retained by the reactor
core.

Many environmentally important fission pro-
ducts have short half-lives; hence their behavior
in the reactors is determined by proxy, by examin-
ing the distribution of stable daughters. Such
parent/daughter pairs include 90Sr/90Zr,
137Cs/137Ba, 135Cs/135Ba, 129I/129Xe, and
99Tc/99Ru. The daughters commonly have a signif-
icantly different chemistry than the parents and
may have migrated during criticality, the 800 Ma
dike intrusion, or during supergene weathering.
Despite this uncertainty, comparisons between
measured concentrations and theoretical fission
yields have provided valuable information on fis-
sion product mobility (Hidaka et al., 1992). These
studies suggest that retention of fission products by
the reactors was variable. Gaseous and volatile
fission products—xenon, krypton, iodine,

cadmium, and caesium—were largely lost from
the reactor. Highly mobile alkali metals and alkali
earths—rubidium, strontium, and barium—were
also lost. Fission products that are compatible
with the uraninite crystal structure—the REE,
yttrium, neodymium, and zirconium—were largely
retained in the uraninite core, the reactor clays,
minor phosphate phases, and uranium and zirco-
nium silicate phases (Gauthier-Lafaye et al., 1996).
Lighter REE—lanthanum, cerium, and praseody-
mium—were partially lost from the reactor.
Finally, molybdenum, technetium, ruthenium, rho-
dium, and other metallic elements were retained in
the metal/metal oxide inclusions and arsenide/sul-
fide inclusions in the core, and in the reactor clays
(Hidaka et al., 1993; Jensen and Ewing, 2001).

17.5 APPLICATIONS: DEALING WITH
RADIONUCLIDE CONTAMINATION
IN THE ENVIRONMENT

The previous sections of this chapter have
briefly described the nature and locations of the
most serious radioactive environmental contamina-
tion on the planet and have established the
geochemical foundations for understanding the
behavior of radionuclides in the environment.
Applications of this information to remediating or
assessing the risk posed by the contamination is the
subject of this section of the review.

17.5.1 Remediation

In many remediation programs, simple excava-
tion of contaminated soil and removal of
contaminated groundwater by pumping are the pre-
ferred techniques. These techniques may be
practical for removal of relatively small volumes
of contaminated soils and water; however, after
these source terms have been removed, large
volumes of soil and water with low but potentially
hazardous levels of contamination may remain. For
poorly sorbing radionuclides, capture of contami-
nated water and removal of radionuclides may be
possible using permeable reactive barriers and
bioremediation. Alternatively, radionuclides could
be immobilized in place by injecting agents that
lead to reductive precipitation or irreversible
sorption.

For strongly sorbing radionuclides, contaminant
plumes will move very slowly and likely pose no
potential hazards to current populations (Brady
et al., 2002). However, regulations may require
cleanup of sites to protect present and future popu-
lations under a variety of future-use scenarios. In
these cases, it may be necessary to use soil-flushing
techniques to mobilize the radionuclides and then
to collect them. Alternatively, it may be possible to
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demonstrate that contaminant plumes will not
reach populations and that monitoring networks
and contingency remedial plans are in place to
protect populations if the plume moves more
rapidly than predicted. This approach is called
monitored natural attenuation (MNA) and is
described in a later section.

17.5.1.1 Permeable reactive barriers

Permeable reactive barriers include reactive fil-
ter beds containing materials such as zero-valent
iron (Fe0), phosphate rock (apatite), silica sand,
organic materials, or combinations of these materi-
als (US EPA, 1999c). The barriers can be installed
by digging a trench in the flow path of a contami-
nated groundwater plume and backfilling with
reactive material or by injecting either a suspension
of colloidal material or a solution containing a
strong reductant (Cantrell et al., 1995, 1997;
Abdelouas et al., 1999). The reactive filter material
is used to reduce and precipitate the contaminant
from solution while allowing the treated water to
flow through the reactive bed. In some installa-
tions, the drain field can be designed to have
removable cells should replacement and disposal
of the reactive material be required. A classical
funnel and gate arrangement can be used for this
purpose. In this system, impermeable subsurface
walls are used to direct the flow of the plume
through a narrow opening where the reactive mate-
rial is emplaced. A number of techniques
applicable for remediation of radionuclide plumes
are described in a collection of articles edited by
Looney and Falta (2000) and in publications of the
Federal Remediation Technologies Roundtable
(e.g., US EPA, 2000a).

The use of Fe0 to reduce and precipitate uranium
out of solution has been shown to be effective by
Gu et al. (1998) and Fiedor et al. (1998). The
technique has been deployed in permeable reactive
barriers at the Rocky Flats site in Colorado
(Abdelaous et al., 1999), the Y-12 Plant near Oak
Ridge National Laboratories (Watson et al., 1999),
and other DOE sites. In this method, the Fe0

reduces the U(VI) species to U(IV) aqueous spe-
cies, which then precipitates as U(IV) solids (Gu
et al., 1998; Fiedor et al., 1998). Reduction of
U(VI) to U(IV) usually results in the precipitation
of poorly crystalline U(IV) (e.g., uraninite, compo-
sitions ranging from UO2 to UO2.25) or mixed
U(IV)/U(VI) solids (e.g., U4O9).

Uranium(VI) readily precipitates in the presence
of phosphate to form a number of sparingly soluble
U-phosphate phases (U phases, such as saleeite,
meta-autunite, and autunite) and also is removed
by sorption and co-precipitation in apatite. Several
studies have shown that hydroxyapatite is extre-
mely effective at removing heavy metals, uranium,
and other radionuclides from solution (Gauglitz

et al., 1992; Arey and Seaman, 1999). Apatite
was shown to be effective at removing a number
of metals including uranium at Fry Canyon, Utah
(US EPA, 2000b). Krumhansl et al. (2002) reviews
the sorptive properties of a number of other materi-
als for backfills around nuclear waste repositories
and permeable reactive barriers.

Injection of a reductant such as sodium dithio-
nite creates a reducing zone that may be effective in
immobilizing uranium and other redox-active
radionuclides. The technique is known as in situ
redox manipulation (ISRM). It has been shown to
be moderately effective for chromium and is pro-
posed for use at the Hanford site for remediation of
a uranium groundwater plume (Fruchter et al.,
1996).

17.5.1.2 Bioremediation

A number of remediation techniques based on
biological processes are in use at contaminated
sites. Examples include use of microbes to seques-
ter uranium and phytoremediation of a number of
metals. The former method involves reductive
reactions by bacteria, particularly those of sulfate
reduction (Lovely and Phillips, 1992a) and direct
reduction (Lovely and Phillips, 1992b; Truex et al.,
1997). Several techniques have been employed to
generate high organic loading by growth of plant
and algal biomass. Injection of nutrients into the
subsurface and subsequent microbial bloom leads
to the low redox conditions favorable for reductive
reactions, a significant decrease in the solubility
and consequently, removal of the metal onto the
geomedia.

Abdelouas et al. (1999) provide a good review
of remediation techniques for uranium mill tailings
and groundwater plumes. Biological processes
used in bioremediation include biosorption, bioac-
cumulation, and bioreduction. Biosorption
includes uptake of uranium by ion-exchange or
surface complexation by living microbes or the
cell membranes of dead organisms. In bioaccumu-
lation, the radionuclides are precipitated with
enzymatic reactions (Macaskie et al. (1996) and
Abdelouas et al. (1999) and references therein).
Bioreduction includes both direct reduction of
radionuclides by organisms and indirect reduction.
The latter involves creation of reducing conditions
by the activity of sulfate and iron-reducing
microbes and the subsequent reduction of the
radionuclides by produced reductants such as H2

and H2S. Abdelouas et al. (1999) provide an excel-
lent review of laboratory and field studies of
microbes such as various Desulfovibrio species
that have been shown to be effective in reducing
hexavalent uranium by both of these processes.

Phytoremediation has been used to remove ura-
nium and strontium from groundwaters and surface
waters. Studies have been conducted on the uptake
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of heavy metals, uranium, and other radionuclides
(Cornish et al., 1995; Abdelouas et al. (1999); both
the uptake rates and the phytoconcentration of the
radionuclides are high. The plants can be harvested
and the volume of the residuals minimized by
combusting the plant material.

17.5.1.3 Monitored natural attenuation

Natural attenuation encompasses processes that
lead to reduction of the mass, toxicity, mobility, or
volume of contaminants without human interven-
tion. The US EPA has recently published
guidelines for the use of MNA for a variety of
contaminated sites (US EPA, 1997). For inorganic
constituents, the most potentially important pro-
cesses include dispersion and immobilization
(reversible and irreversible sorption, co-precipita-
tion, and precipitation) (Brady et al., 1998). Studies
of remediation options at UMTRA sites (Jove-
Colon et al., 2001) and the Hanford Site (Kelley
et al., 2002) have addressed the viability of adopt-
ing an MNA approach for uranium and strontium,
respectively. As discussed below, different
approaches are required to establish the viability
of MNA for these radioelements.

Laboratory experiments, transport modeling,
field data, and engineering cost analysis provide
complementary information to be used in an
assessment of the viability of an MNA approach
for a site. Information from kinetic sorption/deso-
rption experiments, selective extraction
experiments, reactive transport modeling, and his-
torical case analyses of plumes at several UMTRA
sites can be used to establish a framework for
evaluation of MNA for uranium contamination
(Brady et al., 1998, 2002; Bryan and Siegel,
1998; Jove-Colon et al., 2001). The results of a
recent project conducted at the Hanford 100-N site
provided information for evaluation of MNA for a
90Sr plume that has reached the Columbia River
(Kelley et al., 2002). The study included strontium
sorption–desorption studies, strontium transport
and hydrologic modeling of the near-river system,
and evaluation of the comparative costs and pre-
dicted effectiveness of alternative remediation
strategies.

It is likely that it will be easier to gain accep-
tance for an MNA approach for radionuclides such
as 90Sr compared to 235/238U. This is because 90Sr
has a short half-life and uniformly strong sorption,
whereas uranium isotopes have very long half-lives
and complex sorption behavior. Strontium trans-
port merely needs to be slowed enough to allow
radioactive decay to remove the strontium, whereas
demonstrating sorption irreversibility might be a
key component of an MNA remedy for uranium.
MNA may be acceptable for uranium only if it can
be shown that an appreciable fraction of the ura-
nium is irreversibly sequestered on mineral

sorption sites or physically occluded and cannot
be leached out in the foreseeable future.
Institutional controls are also important for MNA.
Monitoring programs and contingency remediation
plans are required as part of an overall MNA strat-
egy (US EPA, 1997; Brady et al., 1998).

17.5.2 Geochemical Models in Risk
Assessment

17.5.2.1 Overview

In performance assessment models, simplified
process models and sampling techniques are linked
to provide a description of the release of radio-
nuclides from idealized source terms, transport
through engineered barriers and surrounding geo-
media, and finally uptake by potentially exposed
populations. The resulting doses are compared to
environmental and health regulatory standards to
estimate the risk posed by the releases. A basic
overview of the process of risk assessment is pre-
sented by Fjeld and Compton (1999). Probabilistic
performance assessment methods have been devel-
oped to provide a basis for evaluation of the risk
associated with nuclear waste disposal in geologi-
cal repositories (Cranwell et al., 1987; Rechard,
1996, 2002; Wilson et al., 2002). Similar
approaches are used for LLW disposal and uranium
mill tailings (Serne et al., 1990). Development of
risk assessment models by the European commu-
nity is summarized in NEA (1991). The current
status of risk assessment programs in several coun-
tries was reviewed in a session devoted to
performance assessment at the 2001 Materials
Research Society Symposium on the Scientific
Basis for Nuclear Waste Management (McGrail
and Cragnolino, 2002).

Abstraction of the hydrogeochemical properties
of real systems into simple models is required for
risk assessment. Heterogeneities in geochemical
properties along potential flow paths, uncertainties
in or lack of thermodynamic and kinetic parameter
values, and the lack of understanding of geochem-
ical processes all necessitate the use of a
probabilistic approach to risk assessment. System
complexity and limitations in computer technology
preclude precise representation of geochemical
processes in risk assessment calculations.
Uncertainties in properties of the engineered and
natural barriers are incorporated into the risk
assessment by using ranges and probability distri-
butions for the parameter values (Kds and
maximum aqueous radionuclide concentrations)
in Monte Carlo simulations, by regression equa-
tions to calculate sorption and solubility limits
from sampled geochemical parameter ranges, and
by the use of alternative conceptual models.
Representation of the probabilistic aspects of geo-
chemical processes in risk assessment is discussed
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in Siegel et al. (1983, 1992), Chen et al. (2002),
and Turner et al. (2002). Simplifications in solubi-
lity and sorption models used in performance
assessment calculations for the WIPP and the pro-
posed HLW repository at Yucca Mountain,
respectively, are described below.

17.5.2.2 Solubility calculations for the waste
isolation pilot plant

Performance assessment calculations of actinide
speciation and solubility, and of the potential
releases that could result if the repository is brea-
ched, were carried out as part of the CCA) for the
waste isolation pilot plant (WIPP) (US DOE, 1996;
US EPA, 1998a,b,c,d). The calculations modeled
actinide behavior in a reference Salado brine and a
less magnesium-rich brine from the Castile
Formation as described previously (see Tables 6
and 8). The performance assessment calculations
will be periodically repeated with updated para-
meter sets as part of site recertification.

Predicted repository conditions placed several
constraints on the WIPP actinide speciation and
solubility model. These conditions include: (i)
high ionic strength, requiring the use of a Pitzer
ion interaction model for calculating activity coef-
ficients; (ii) the presence of magnesium oxide
backfill, which will buffer PCO2

and pH in the
repository; and (iii) the presence of large amounts
of iron and organics in the waste, establishing
reducing conditions in the repository and con-
straining the actinides to their lower oxidation
states.

The predicted waste inventory for the repository
indicates that potentially significant quantities of
the organic ligands—acetate, citrate, oxalate, and
EDTA—will be present (US DOE, 1996). Actinide
interactions with these compounds were not con-
sidered in the speciation and solubility modeling,
as calculations suggested that they would be
mostly complexed by transition metal ions (Fe2+,
Ni2+, Cr2+, V2+, and Mn2+) released by corrosion
of the steel waste containers and waste compo-
nents. A thermodynamic model of actinide–ligand
interactions appropriate to brines will be included
in solubility calculations for WIPP recertification.

Under many experimental conditions, it is diffi-
cult to maintain plutonium and some other
actinides in a single oxidation state (Choppin,
1999; Neck and Kim, 2001). Depending on pH
and solution composition, as many as four pluto-
nium oxidation states may coexist, not necessarily
in equilibrium. This leads to uncertainty in the
oxidation state(s) present in experimental solu-
tions. For this reason, there is little reliable
speciation and solubility data available for Pu(III)
and Pu(IV). WIPP solubility models were only
developed for Am(III), Th(IV), and Np(V).
Results of Am(III) calculations were used, through

an oxidation state analogy, to predict the speciation
of Pu(III) and to place an upper bound on its
solubility. Similarly, results of the Th(IV) calcula-
tions were used to predict and bound the speciation
and solubilities of Pu(IV), Np(IV), and U(IV).
Recently, Wall et al. (2002) evaluated the appro-
priateness of the analogy and found that the
predicted behavior of Am(III) was reasonably simi-
lar to that of Pu(III), while predicted solubilities for
Th(IV) in Salado and Castile brines were 10–11
orders of magnitude higher than those for Pu(IV).
Thus, Th(IV) is a highly conservative analogue for
Pu(IV).

The An(V) model was developed using Np(V)
but was not used for other actinides, because none
are expected to be present in the þV oxidation
state. Although U(VI) may be present, there were
insufficient experimental data to develop an
An(VI) model for the WIPP, and solubilities for
this oxidation state were estimated from literature
data rather than using a Pitzer model.

17.5.2.3 Models for radionuclide sorption at
Yucca mountain

Since the 1970s, the US DOE has evaluated the
suitability of Yucca Mountain, Nevada, as a poten-
tial site for a geologic repository for high-level
nuclear waste. The proposed site is �170 km
northwest of Las Vegas, Nevada, and occupies a
portion of the Nevada Test Site where nuclear
weapons testing has been carried out since approxi-
mately 1945. The geochemical setting of the
proposed repository site was described in Section
17.3.2.2 above. The results of performance assess-
ment calculations for the proposed repository at
Yucca Mountain suggest that the most significant
contributors to risk are radionuclides that are
highly soluble or poorly sorbing (99Tc, 129I, and
237Np) in the oxidizing, sodium-bicarbonate-rich
waters at the site. In addition, other radionuclides
such as 239Pu, 241Am, 238U, and 230Th may be
important due to colloidal transport or high dose-
conversion factors.

Sorption of a radionuclide may vary drastically
over postulated flow paths and over time at Yucca
Mountain. Changes in mineralogy and transient
concentrations of competing and complexing
ligands may cause the sorption at any point
along the flow path to change. One approach to
represent this variability in performance assess-
ment calculations is to sample Kds for transport
equations from a probability distribution based
on experimental measurements as discussed
above (Siegel et al., 1983; Wilson et al., 2002).
Another approach is to calculate a range of Kds
from thermodynamic data for a range of ground-
water compositions. Turner and Pabalon (1999)
and Turner et al. (2002) outline two methods by
which surface-complexation models can be used
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to obtain reasonable bounds on Kds for stochastic
performance assessment calculations for nuclear
waste repositories. The authors represented the
mineral surfaces of rocks at the Yucca Mountain
site as two sorption sites (>SiOH and >AlOH).
They used a DLM in the MINTEQA code (Allison
et al., 1991) to calculate ranges and distributions of
Kds for Am(III), Th(IV), Np(V), Pu(V), and U(VI)
in a suite of groundwater compositions sampled at
the site. The contours in calculatedKds due to spatial
variations in hydrochemistry were presented on
maps of Yucca Mountain. In an alternate approach,
Turner et al. (2002) used a simplified SCM to cal-
culate neptunium sorption behavior over a wide
range of pH and PCO2

. Kds can be sampled from
such calculated response surfaces for use in simple
transport codes in Monte Carlo simulations for
performance assessment.

17.6 SUMMARY—CHALLENGES AND
FUTURE RESEARCH NEEDS

Disposal of nuclear waste in geological reposi-
tories remains a topic of bitter controversy 30 yr
after the nuclear waste program was initiated.
Public opposition to geologic disposal occurs in
all countries with active waste disposal programs.
Many people have not accepted geologic disposal
of nuclear waste and many environmental groups
and some scientists call for monitored retrievable
storage until additional information is gathered.
The ability of the public to accept the risks asso-
ciated with disposal and cleanup of nuclear
contamination depends, in part, on our ability to
predict the behavior of radionuclides in the envir-
onment. Although much data and model
development have occurred since the 1970s, active
research in a number of areas could potentially
enhance our ability to predict nuclide migration
accurately. These include: (i) better characteriza-
tion of the chemical interactions between
radionuclides and geomedia; (ii) better characteri-
zation of the sorptive media along potential flow
paths between radionuclide sources and exposed
populations; and (iii) cost-effective monitoring of
potential radionuclides releases from waste sites.
These areas are being pursued by advances in:
(i) spectroscopic techniques and molecular simula-
tion models; (ii) geostatistical models and
computer simulations of radionuclide transport;
(iii) improved geophysical and drilling techniques
for characterizing the properties of geomedia; and
(iv) improved monitoring technologies for poten-
tial radionuclide releases and exposures.

A large body of empirical sorption (Kd) data has
been generated since the 1970s. One of the accom-
plishments of the 1990s has been the widespread
awareness of the limitations of much of the data as
discussed previously. It has been recognized that

many of these data do not describe reversible equi-
librium sorption. When precipitation or other mass
transfer processes influence measurements of sorp-
tion, the resulting Kd will not provide accurate
estimates of radionuclide velocities when used in
transport equations. In addition, even when the Kd

values represent only reversible sorption, they are
valid only for the specific conditions of their
experiment. Critically evaluated data sets that are
useful for performance assessment of waste repo-
sitories have been assembled by several workers. It
is hoped that when used with sampling schemes in
Monte Carlo calculations, the data can be used to
provide order-of-magnitude estimates and reason-
able confidence intervals for radionuclide
migration velocities that reflect uncertainties in
radionuclide sorptive properties along flow paths.

Some workers argue that a more fundamental
approach to sorption and solubility will lead to
more accurate estimates of radionuclide transport
behavior. Since the 1970s, much sorption data have
been collected within the framework of SCMs.
These data can be critically evaluated to determine
if processes other than adsorption or ion exchange
have occurred. They can also be applied over much
wider ranges of solution compositions than empiri-
cal Kd measurements. Most of the available
surface-complexation data have been collected in
simple electrolyte solutions for single mineral
phases. Application of SCMs to natural mineral
assemblages is difficult due to the existence of
multiple sorption sites. New experimental and the-
oretical methods for determination of the surface-
complexation constants would improve our ability
to apply the SCMs to natural systems. The result-
ing capacity to predict radionuclide sorption on
natural materials based on fundamental properties
could increase confidence in risk assessment and in
the design of remediation of contaminated sites.

Cooperative international efforts such as those
carried out by the NEA/OECD Thermodynamic
Database Project allow sharing of the results of
basic research, standardization of techniques for
experiments, and establishment of reference values
for thermodynamic and kinetic calculations. A
comparable effort would be useful for sorption
data modeling. A number of alternative SCMs are
used in the literature. They are all based on condi-
tional constants that are obtained by fitting
equations or curves to experimental data obtained
in solutions. The surface-complexation constants
from different models cannot be combined. This
is because the constants are dependent on the
assumed stoichiometry of the surface species, the
identity and properties of species present in solu-
tion, and properties of the electrical double layer.
Recent advances in surface spectroscopy can
remove some of the conditional nature of the sorp-
tion constants by providing direct information
about the stoichiometry of the sorbing species.
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Molecular modeling could also be used to con-
strain the likely stoichiometry of surface species.
These techniques would allow establishment of a
set of reference surface species. High-quality exist-
ing sorption data sets could then be reinterpreted in
light of the reference surface species and the cho-
sen SCM. This effort would result in a much larger
internally consistent set of thermodynamic data
than currently exists.

Prediction of radionuclide transport in the envir-
onment is complicated by the heterogeneity of
rocks along radionuclide migration paths.
Estimates of expected values or ranges of radio-
nuclide discharges at exposed populations can
benefit from improvements in computer technol-
ogy and applications of geostatistical methods to
the geochemical properties of the flow field.
Surface-complexation constants have been used to
calculate sorption ratios for a suite of groundwater
compositions and plotted on a map of the Yucca
Mountain site. This method provides a framework
to assess the range of sorption behavior at the
proposed waste site. The approach could be com-
bined with geostatistical simulation of the sorptive
properties of the site (site density, surface areas,
identity of sorbing sites) based on samples from
boreholes. When used as input parameters to reac-
tive transport codes, geostatistical simulation of the
compositions of coexisting water and rock could be
used to produce multiple realizations of radionu-
clide transport at a site. These multiple simulations
of radionuclide transport will lead to greater con-
fidence that reasonable upper limits for the release
of radionuclides to the environment have been
calculated.

Improved monitoring techniques that are
cheaper and more robust with respect to the envir-
onment will allow networks of monitoring wells to
be placed between sources of radionuclides such as
repositories or disposal sites and potentially
exposed populations. This will improve the accep-
tance of MNA. With improved modeling
capabilities and better understanding of radionu-
clide interactions, public confidence in predictions
of the risk associated with radioactive waste man-
agement will increase.

This overview of the geochemistry of radio-
active contamination in the environment has
included a summary of available data and concep-
tual models, descriptions of experimental and
computational methods, and examples of applica-
tions of the information to address environmental
problems. Historical improvements in our ability to
predict the migration of radionuclides in the environ-
ment and the hazards they pose to humans and
ecosystems have benefited from advances in the
field of geochemistry in general. Geochemical con-
ceptual models have progressed from early
thermodynamic models through kinetic models, ab
initio molecular models, and models incorporating

the molecular biology of microbes. Future advances
in these areas will lead to an improved understanding
of radionuclide geochemistry and an improved
ability to manage radioactive contamination in the
environment.
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Uchida S., Tagami K., Rühm W., and Wirth E. (1999)
Determination of 99Tc deposited on the ground within the
30-km zone around the Chernobyl reactor and estimation of
99Tc released into atmosphere by the accident. Chemosphere
39(15), 2757–2766.

US Department of Energy (1980) Project Review: Uranium Mill
Tailings Remedial Action Project. US Department of Energy,
Washington, DC.

US Department of Energy (DOE) (1988) Site Characterization
Plan, Yucca Mountain Site, Nevada Research and
Development Area, Nevada. US Department of Energy,
Office of Civilian Radioactive Waste Management.

US Department of Energy (DOE) (1996) Title 40 CFR Part 191
ComplianceCertificationApplication for theWaste IsolationPilot
Plant.USDepartment ofEnergy,CarlsbadAreaOffice, vol. 1–21.

US Department of Energy (1997a) Linking Legacies:
Connecting the Cold War Nuclear Weapons Production
Process to Their Environmental Consequences. DOE/EM-
0319, US Department of Energy, Washington, DC.

US Department of Energy (1997b) The Legacy Story. http://
legacystory.apps.em.doe.gov/index.asp.US Department of
Energy (2001) Status Report on Paths to Closure. DOE/EM-
0526, US Department of Energy, Office of Environmental
Management, Washington, DC.

US Environmental Protection Agency (1996) 40 CFR Part 194:
criteria for the Certification and Re-certification of the Waste
Isolation Pilot Plant’s Compliance With the 40 CFR Part 191
Disposal Regulations; Final Rule. Federal Register,. (No. 28),
Office of the Federal Register, National Archives and Records
Administration, Washington, DC, vol. 61, pp. 5224–5245.

US Environmental Protection Agency (EPA) (1997) Use of
monitored natural attenuation at superfund, RCRA
corrective action and underground storage tank sites,
directive 9200.4-17. US Environmental Protection Agency,
Office of Solid Waste and Emergency Response.

US Environmental Protection Agency (EPA) (1998a)Compliance
Application Review Documents for the Criteria for the
Certification and Recertification of the Waste Isolation Pilot
Plant’s Compliance with the 40 CFR Part 191 Disposal
Regulations: Final Certification Decision. CARD 23: Models
and Computer Codes. US Environmental Protection Agency,
Office of Radiation and Indoor Air.

US Environmental Protection Agency (EPA) (1998b) Technical
Support Document for Section 194.23: Models and
Computer Codes. US Environmental Protection Agency,
Office of Radiation and Indoor Air.

US Environmental Protection Agency (EPA) (1998c) Technical
Support Document for Section 194.23: Parameter
Justification Report. US Environmental Protection Agency,
Office of Radiation and Indoor Air.

US Environmental Protection Agency (EPA) (1998d) Technical
Support Document for Section 194.24: EPA’s Evaluation of
DOE’s Actinide Source Term. US Environmental Protection
Agency, Office of Radiation and Indoor Air.

US Environmental Protection Agency (1999a) Understanding
Variation in Paritition Coefficient, Kd, Values Volume 1: the
Kd Model Methods of Measurement and Application of
Chemical Reaction Codes. EPA-402-R-99-044A, United
States Environmental Protection Agency Office of Air and
Radiation, Washington, DC.

US Environmental Protection Agency (EPA) (1999b)
Understanding variation in partition coefficient, Kd, values:
Volume II. Review of geochemistry and available Kd values
for cadmium, cesium, chromium, lead, plutonium, radon,
strontium, thorium, tritium (3H) and uranium. Prepared for
the EPA by Pacific Northwest National Laboratory.

US Environmental Protection Agency (EPA) (1999c) Field
Applications of in situ Remediation Technologies: Permeable
Reactive Barriers. US Environmental Protection Agency.

US Environmental Protection Agency (EPA) (2000a). Abstracts
of Remediation Case Studies. Federal Remediation
Technologies Roundtable, vol. 4.

US Environmental Protection Agency (EPA) (2000b) Field
Demonstration of Permeable Reactive Barriers to Remove
Dissolved Uranium from Groundwater, Fry Canyon, Utah.
US Environmental Protection Agency.

US Environmental Protection Agency (EPA) (2001) 40 CFR
Part 197: public Health and environmental radiation
protection standards for Yucca Mountain, NV; final rule.
Federal Register 66, 32074–32135.

US Nuclear Regulatory Commission (2001) 10 CFR Parts 2, 19,
20, 21, etc. disposal of high-level radioactive wastes in a
proposed geological repository at Yucca Mountain, Nevada;
final rule. Federal Register 66(213), 55732–55816.

UNSCEAR (2000) Sources and Effects of Ionizing Radiation.
Report of the United Nations Scientific Committee on the
Effects of Atomic Radiation. United Nations.

Unsworth E. R., Jones P., and Hill S. J. (2002) The effect of
thermodynamic data on computer model predictions of
uranium speciation in natural water systems. J. Environ.
Moniter. 4, 528–532.

Vallet V., Schimmelpfennig B., Maron L., Teichteil C.,
Leininger T., Gropen O., Grenthe I., and Wahlgren U.
(1999) Reduction of uranyl by hydrogen: an ab initio study.
Chem. Phys. 244(2–3), 185–193.

Van Cappellen P., Charlet L., StummW., andWersin P. (1993) A
surface complexation model of the carbonate mineral-
aqueous solution interface. Geochim. Cosmochim. Acta 57,
3505–3518.

van der Lee J., Ledoux E., and de Marsily G. (1992) Modeling
of colloidal uranium transport in a fractured medium.
J.Hydrol. 139, 135–158.

Van Genuchten M. T. and Wierenga P. J. (1986) Solute
dispersion coefficients and retardation factors. In Methods
of Soil Analysis, Part 1. Physical and Mineralogical Methods
(ed. A. Klute). American Society of Agronomy, Madison,
WI, pp. 1025–1054.

van Maravic H. and Smellie J. (1992) Fifth CEC Natural
Analogue Working Group Meeting and Alligator Rivers
Analogue Project (ARAP) Final Workshop. Commission of
the European Communities.

Vandergraaf T. T., Tichnor K. V., and George I. M. (1984)
Reactions between technetium in solution and iron-
containing minerals under oxic and anoxic conditions. In
Geochemical Behaviour of Disposed Radioactive Waste.
ACS Symposium Series 246 (eds. G. S. Barney, J. D.
Navratil,, and W. W. Schultz). American Chemical Society,
Washington, DC, pp. 25–44.

Vilks P. (1994) The Role of Colloids and Suspended Particles in
Radionuclide Transport in the Canadian Concept for
Nuclear Fuel Waste Disposal. AECL Research.

Vilks P., Miller H. G., and Doern D. C. (1991) Natural colloids
and suspended particles in the Whiteshell Research area and
their potential effect on radiocolloid formation. Appl.
Geochem. 6(5), 565–574.

Vilks P., Cramer J. J., Bachinski D. B., Doern D. C., and Miller
H. G. (1993) Studies of colloids and suspended particles,
Cigar Lake uranium deposit, Saskatchewan, Canada. Appl.
Geochem. 8, 605–616.

Vilks P., Caron F., and Haas M. (1998) Potential for the
formation and migration of colloidal material from a near-
surface waste disposal site. Appl. Geochem. 13, 31–42.

Vodrias E. A. and Means J. L. (1993) Sorption of uranium by
brine-saturated halite, mudstone, and carbonate minerals.
Chemosphere 26(10), 1753–1765.

Wagenpfeil F. and Tschiersch J. (2001) Resuspension of coarse
fuel hot particles in the Chernobyl area. J. Environ. Radio-
act. 52(1), 5–16.

634 Environmental Geochemistry of Radioactive Contamination



Wagman D. D., Evans W. H., Parker V. B., Schumm R. H., and
Halow I. (1982) The NBS tables of chemical thermodynamic
properties. J. Phys. Chem. Ref. Data 11, 2-1–2-34.

Wahlberg J. S. and Fishman M. J. (1962) Adsorption of Cesium
on Clay Minerals, Geological Survey Bulletin 1140-A. US
Government Printing Office.

Waite T. D., Davis J. A., Fenton B. R., and Payne T. E. (2000)
Approaches to modeling uranium(VI) adsorption on natural
mineral assemblages. Radiochim. Acta 88, 687–693.

Wall N. A., Giambalvo E. R., Brush L. H., andWall D. E. (2002)
The Use of Oxidation-state Analogs for WIPP Actinide
Chemistry. Unpublished presentation at the 223rd American
Chemical Society National Meeting, April 7–11, 2002.
Sandia National Laboratories.

Wang P., Andrzej A., and Turner D. R. (2001a) Thermodynamic
modeling of the adsorption of radionuclides on selected
minerals: I. Cations. Indust. Eng. Chem. Res. 40, 4428–4443.

Wang P., Andrzej A., and Turner D. R. (2001b) Thermodynamic
modeling of the adsorption of radionuclides on selected
minerals: II. Anions. Indust. Eng. Chem. Res. 40, 4444–4455.

Ward D., Bryan C., and Siegel M. D. (1994) Detailed
characterization and preliminary adsorption model for
materials for an intermediate-scale reactive transport
experiment. In Proceedings of 1994 International
Conference of High Level Radioactive Waste Management,
pp. 2048–2062.

Ward D. B., Brookins D. G., Siegel M. D., and Lambert S. J.
(1990) Natural analog studies for partial validation of
conceptual models of radionuclide retardation at the WIPP.
In Scientific Basis for Nuclear Waster Management XIV (eds.
T. A. Abrajano, Jr. and L. H. Johnson). Materials Research
Society, Boston, MA, pp. 703–710.

Watson D., Gu B., Phillips D., and Lee S. Y. (1999) Evaluation
of Permeable Reactive Barriers for Removal of Uranium and
other Inorganics at the Department of Energy Y-12 Plant, S-3
Disposal Ponds. Oak Ridge National Laboratory,
Environmental Sciences Division.

Westall J. and Hohl H. (1980) A comparison of electrostatic
models for the oxide/solution interface. Adv. Coll. Interface
Sci. 12, 265–294.

Wildung R. E., Routson R. C., Serne R. J., and Garland T. R.
(1974) Pertechnetate, iodide, and methyl iodide retention by
surface soils. In Pacific Northwest Laboratory Annual
Report for 1974 to the USAEC Division of Biomedical and
Environmental Research: Part 2. Ecological Sciences
(Manager, B. E. Vaughan), BNWL-1950 PT2, Pacific
Northwest Laboratories, Richland, WA, pp. 37–40.

Wildung R. E., McFadden K. M., and Garland T. R. (1979)
Technetium sources and behavior in the environment. J.
Environ. Qual. 8(2), 156–161.

Wilson M. L., Gauthier J. H., Barnard R. W., Barr G. E.,
Dockery H. A., Dunn E., Eaton R. R., Guerin D. C., Lu N.,

Martinez M. J., Nilson R., Rautman C. A., Robey T. H., Ross
B., Ryder E. E., Schenker A. R., Shannon S. A., Skinner L.
H., Halsey W. G., Gansemer J. D., Lewis L. C., Lamont A.
D., Triay I. R. A. M., and Morris D. E. (1994) Total-System
Performance Assessment for Yucca Mountain-SNL. Second
Iteration vol. 2 (TSPA-1993). SAND93-2675. Sandia
National Laboratories, Albuquerque, NM.

Wilson M. L., Swift P. N., McNeish J. A., and Sevougian S. D.
(2002) Total-system performance assessment for the Yucca
Mountain Site. In Scientific Basis for Nuclear Waste
Manage. XXV (eds. B. P. McGrail and G. A. Cragnolino).
Materials Research Society, vol. 713, pp. 53–164.

Winkler A., Bruhl H., Trapp C., and Bock W. D. (1988)
Mobility of technetium in various rock and defined
combinations of natural minerals. Radiochim. Acta 44/45,
183–186.

Wolery T. J. (1992a) EQ3/EQ6, a Software Package for
Geochemical Modeling of Aqueous Systems, Package
Overview and Installation Guide (Version 7.0). Lawrence
Livermore National Laboratory.

Wolery T. J. (1992b) EQ3NR, A Computer Program for
Geochemical Aqueous Speciation-Solubility Calculations:
Theoretical Manual, User’s Guide, and Related
Documentation (Version 7.0). Lawrence Livermore
National Laboratory.

WM Symposia (2001) WM 01 Proceedings, Feb. 24–28, 2001,
Tucson, Arizona: HLW, LLW, mixed wastes and
environmental restoration-working towards a cleaner
environment. Waste Management, 2001.

Xia Y., Roa L., Rai D., and Felmy A. R. (2001) Determining the
distribution of Pu, Np, and U oxidation states in dilute NaCl
and synthetic brine solutions. J. Radioanalyt. Nuclear Chem.
250(1), 27–37.

Yeh G. T., Carpenter S. L., Hopkins P. L., and Siegel M. D.
(1995) Users’ Manual for LEHGC: A Lagrangian-Eulerian
Finite-element Model of HydroGeoChemical Transport
through Saturated-unsaturated Media-version 1.1. Sandia
National Laboratories.

Yeh G T., Li M. H., and Siegel M. D. (2002) Fluid flow and
reactive chemical transport in variably saturated subsurface
media. In Environmental Fluid Mechanics (eds. H. Shen, A.
Cheng, K. Wang, M. Teng, and C. Liu). American Society of
Civil Engineers, pp. 207–256.

Yoshida S., Muramatsu Y., and Uchida S. (1998) Soil-solution
distribution coefficients, Kds of I� and IO�3 for 68 Japanese
soils. Radiochim. Acta 82, 293–297.

Zeh P., Czerwinski K. R., and Kim J. I. (1997) Speciation of
uranium inGorleben groundwaters.Radiochim. Acta 76, 37–44.

Zhang P. and Brady P. V. (2002) Geochemistry of Soil
Radionuclides. Soil Science Society of America.

Published by Elsevier Ltd. Readings from the Treatise on Geochemistry
ISBN: 978-0-12-381391-6

pp. 579–636

References 635



This page intentionally left blank 



INDEX

NOTES:
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age determination, 46t
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complexation processes, 601–602
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gas fluxes
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andesites
turbidites, 477f, 478f

angrites
age determination, 46t
strontium (Sr) isotope composition, 47f

anhydrite (CaSO4)
hydrothermal vents, 344f, 360f, 360–361
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anhydrite (CaSO4) (continued )

Mesoproterozoic ocean, 395
Neoarchaean period, 387

anorthosites
ferroan anorthosites, 45, 46t
river basin lithology, 276t

Antarctic Bottom Water (AABW), 370–371
antimony (Sb)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
lower continental crust, 170f, 171t, 175t
middle continental crust, 157t, 159f
upper continental crust, 135t, 138f, 148t, 149f

fission products, 599t
primitive mantle composition, 115t
solubility, 141f, 143
volatile element depletions, 20f

apatite
banded iron formations (BIFs), 384

Appalachian Basin, United States, 450, 451f
aquifers
Black Creek aquifer, South Carolina, 300, 301f, 302t
characteristics, 291
Floridan aquifer, Florida, 296, 297f, 298f, 298t, 299t, 300t
New England bedrock-glacial drift aquifer, 294, 295t
Snake River aquifer, Idaho, 291, 292f, 293t, 294f

aragonite (CaCO3)
Archaean iron formations, 385
Phanerozoic
calcareous fossils, 484f, 498, 499f
oceans, 402f, 403f, 404f
oöids, 497, 498f

solubility in seawater, 484f
arc basalts
see also basalts
Archaean
chemoautotrophy, 509, 509f
continental crust
clastic sediments, 478
evolutionary trends, 494
xenolith suites, 161t

cratons, 158
Earth, 381
isotopic evolution, 483, 485f
Mesoarchaean period, 384
Neoarchaean period, 387
seawater
banded iron formations (BIFs), 381
iron concentrations, 383, 383f
isotopic composition, 384
Isua Supracrustal Belt, Greenland, 381
Mesoarchaean period, 384
Neoarchaean period, 387
strontium (Sr) isotopic evolution, 483, 485f, 486f

Archer, David, 320
Arctic
Arctic Ocean, 355

argile de pile, 617
argon (Ar)
elemental abundances
Earth’s crust, 219
surface inventories, 199t

isotopes
atmospheric composition, 199t
characteristics, 70t
degassing models, 210, 216–217
mantle (Earth), 201, 202f, 210, 216–217
mid-ocean ridge basalts (MORBs), 201, 202f, 204, 205f
nuclear processes, 199t
ocean island basalts (OIBs), 201

potassium/argon (40K-40Ar) isotopic budget, 208, 219
protoatmosphere, 51
subduction fluxes, 207
terrestrial planets, 51

arkoses, 473f, 494–495
arsenic (As)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
hydrothermal vents, 366–367, 369, 370t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t, 149f

primitive mantle composition, 115t
solubility, 141f, 143
volatile element depletions, 20f

astatine (At), 583t
asymptotic giant branch (AGB) stars
nucleosynthesis, 1

Atlantic Ocean
aeolian dust, 528
calcium carbonate (CaCO3) abundance, 317, 329, 331
helium (He) isotopes, 200f
hydrothermal plumes, 367, 369, 370t
hydrothermal vents, 338, 338f, 355
iron (Fe) fluxes, 528
nitrogen:phosphorus (N:P) ratio, 525f

atmophile elements
behavior characteristics, 114
terrestrial planets, 52–53

atmospheric chemistry
carbon cycle, 539, 539f, 539t
carbon dioxide (CO2) concentrations
anthropogenic emissions, 543f, 545, 546t, 552, 552f, 553t
net export production, 528

Mars
argon (Ar) isotopes, 226
degassing, 224
radiogenic isotopes, 226
xenon (Xe) isotopes, 226

mass independent fractionation (MIF), 385–386, 391, 392f
Neoarchaean period, 387
Neoproterozoic, 397
noble gases
iodine/xenon (I/Xe) isotopic ratios, 209
planetary degassing, 197–234
plutonium/xenon (Pu/Xe) isotopic ratios, 209
potassium/argon (40K-40Ar) isotopic budget, 208

oxygen (O)
molecular oxygen (O2) concentrations, 552, 552f

Paleoproterozoic, 385–386, 391
planetary degassing, 197–234
protoatmosphere, 38
radioactive environmental contamination, 586
radiogenic isotopes, 208
volatile elements
composition, 199t
surface inventories, 198, 199t
xenon fractionation, 41, 41f, 48f, 50

see also troposphere
augite
mineral dissolution, 296t

Australia
carbonaceous shales, 397f
McArthur Basin, Australia, 395, 397f
Mesoproterozoic ocean, 395
Neoproterozoic ocean, 398f
Pilbara Craton, Western Australia, 387

Avalonia, 398f
Azores, 90, 94f
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bacteria
hydrothermal plumes, 368
metabolic pathways, 509f, 510
microbe-actinide interactions, 614
Thiobacillus spp, 615

Bahama Banks, 390
Baltic (Fennoscandian) Shield
continental crust, 154t, 155, 167

banded iron formations (BIFs)
iron concentrations, 383, 383f
Isua Supracrustal Belt, Greenland, 381
Neoproterozoic, 399
ocean deposition, 391

barite
hydrothermal vents, 360f
mass independent fractionation (MIF), 392f

barium (Ba)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
clastic sediments, 476, 477f
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 352t
loess, 144–145, 145f
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

groundwater concentrations, 294f
isotopes
nucleosynthesis, 13, 13f

mantle rocks, 72f
mid-ocean ridge basalts (MORBs), 73f, 83–85, 84f
ocean island basalts (OIBs), 98f
primitive mantle composition, 115t
solubility, 141f, 143

basalts
arc magmatism
turbidites, 478f

groundwater geochemistry, 291
Hekpoort Basalt, South Africa, 392–393
ocean island basalts (OIBs)
carbon (C) abundances, 223
chemical composition

early research, 67
general discussion, 87
isotopic composition, 87, 89f, 91f, 94f
lead paradox, 98, 99f
mesoscale heterogeneities, 71–72
modeling research, 101
normalized analyses, 96, 98f
trace elements, 92
uniform abundances, 93

degassing models, 212, 212f
isotopic composition

argon (Ar) isotopes, 201
hafnium (Hf), 87
helium (He) isotopes, 199
lead (Pb), 87, 89f, 94f
neodymium (Nd), 87, 89f, 91f, 94f
neon (Ne) isotopes, 200
strontium (Sr), 87, 89f, 94f
xenon (Xe) isotopes, 203

noble gases, 206
river basin lithology, 276t

see also mid-ocean ridge basalts (MORBs)
belemnites, 409f, 412f, 413f
benthic foraminifera
boric acid (B(OH)3) concentrations, 323–324, 326
deep-sea carbonate-rich sedimentary environments, 319f,

319–320, 320–322, 323f, 324

interglacial periods, 326
radiogenic isotopes, 323, 328
shell weights
carbonate ion concentrations, 323f, 325, 330, 331, 332f
wall thickness, 325f
water depth, 330f, 333f

skeletal mineralogy, 484f, 498, 499f
zinc/cadmium (Zn/Cd) ratios, 323–324, 328

benzenes (C6H6)
groundwater contamination, 307

beryllium (Be)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t
hydrothermal vents, 352t, 369, 370t
lower continental crust, 171t, 175t
middle continental crust, 157t
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

primitive mantle composition, 115t
solubility, 141, 141f

biological pump
calcium carbonate (CaCO3) production, 543
carbon cycle
carbon dioxide (CO2) concentrations, 542

export production, 518, 519f, 520t
glacial/interglacial effects, 528
process steps
sinking rates, 542

biomarkers
siliciclastic sediments, 434

biotite
hemipelagic facies sediments, 432
sedimentary environments, 476f

Biscayne Bay, Florida, 389
bismuth (Bi)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
lower continental crust, 171t, 175t
middle continental crust, 157t
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

isotopes
decay paths, 582f, 583t

primitive mantle composition, 115t
solubility, 141f, 143
volatile element depletions, 20f

Black Creek aquifer, South Carolina, 300, 301f, 302t
Black Sea
methane (CH4) concentrations, 387
siliciclastic sediments
accumulation rate, 441–442, 443f, 445f
iron/aluminum (Fe/Al) ratios, 443f
molybdenum (Mo) concentrations, 439
organic carbon concentrations, 441, 445f
pyritization, 437, 437f, 441, 442f

bomb radiocarbon (14C)
oceanic tracers, 547, 548

boron (B)
boric acid (B(OH)3)
oceanic concentrations, 326

elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t
hydrothermal vents, 352t
lower continental crust, 171t, 175t
middle continental crust, 157t
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boron (B) (continued )

sedimentary environments, 481f
upper continental crust, 135t, 148t, 149f

isotopes
benthic foraminifera, 323–324, 326
paleo pH proxy, 326

marine carbonates, 408
primitive mantle composition, 115t
solubility, 141f

Boyle, R, 379
brachiopods, 409f, 410f, 412f, 413f
Bramble Sector, Norway, 154t, 155
Bridge Creek Limestone, 443, 449f
brines
Waste Isolation Pilot Plant (WIPP), New Mexico, 603, 603t,

605t
see also evaporite minerals
bromine (Br)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
hydrothermal vents, 352t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t

hydrothermal vents, 347–349, 352t
ionic concentrations
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t

primitive mantle composition, 115t

C
cadmium (Cd)
benthic foraminifera, 323–324, 328
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t, 118t
continental crust, 184t
core compositional model, 118t, 119t
hydrothermal vents, 352t
lower continental crust, 171t, 175t
middle continental crust, 157t, 159f
primitive mantle, 115t, 118t
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

solubility, 141f, 143
volatile element depletions, 20f

calcite (CaCO3)
Archaean iron formations, 385
deep-sea carbonate-rich sedimentary environments, 316,

316f, 317f
magnesium/calcium (Mg/Ca) ratio, 496, 497f
mineral dissolution
groundwater concentrations, 294, 296, 296t

Phanerozoic
calcareous fossils, 484f, 498, 499f
oceans, 402f, 403f, 404f
oöids, 497, 498f, 498f
sedimentary environments, 495, 495f, 496f

saturation indices, 295f, 302f
solubility
seawater, 484f

calcium–aluminum-rich inclusions (CAIs)
formation timescales, 25
volatile element depletions, 42

calcium (Ca)
calcium oxide (CaO)
bulk continental crust composition, 177t, 179t
continental crust, 184t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 134t, 148t, 149f

carbonates
aragonite (CaCO3)
Archaean iron formations, 385
Phanerozoic oceans, 402f, 403f, 404f

calcite (CaCO3)
Archaean iron formations, 385
Phanerozoic oceans, 402f, 403f, 404f

dolomite (CaMg(CO3)2)
Archaean iron formations, 385
formation conditions, 407
Mesoproterozoic ocean, 395

elemental abundances
bulk continental crust composition, 180f
bulk Earth composition, 116t
clastic sediments, 476, 477f
core compositional model, 118t
hydrothermal vents, 352t
lower continental crust, 169f, 170f
middle continental crust, 158f, 159f
sedimentary environments, 481f
upper continental crust, 137f

groundwater concentrations
Black Creek aquifer, South Carolina, 302t
Floridan aquifer, Florida, 296, 298t
New England bedrock-glacial drift aquifer, 295t
Snake River aquifer, Idaho, 293t

ionic concentrations
anthropogenic sources, 283, 285t
idealized model, 279, 279f
pristine river distributions, 273t, 276t
river sources/sinks, 274t
runoff, 278, 278f, 280, 280t, 281f
Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
Yucca Mountain, Nevada, 603t

isotopes
nucleosynthesis, 12f, 13

mantle rocks
enrichment/depletion patterns, 72f

mid-ocean ridge basalts (MORBs), 73f
primitive mantle composition, 115t
seawater
ionic concentrations, 405f
magnesium/calcium (Mg/Ca) ratios, 402
Phanerozoic oceans, 402f, 403f, 404f

solubility, 141f
weathering reactions, 290

calcium carbonate (CaCO3)
air-sea exchange, 543
dissolution mechanisms
saturation as function of water depth, 316, 317f, 320, 321f,

323f, 324f, 326t
groundwater analyses, 303t, 304t
net primary production (NPP), 521, 522f
oceans
boric acid (B(OH)3) concentrations, 326
carbonate cycle, 498, 499f
dissolution mechanisms, 320, 321f, 322f, 329, 329f
fossil fuels, 331
glacial periods, 331
interglacial periods, 329, 331
ionic concentrations, 315–335
ocean precipitation, 526
preservation events, 329, 329f, 330f
terrestrial biomass, 329

siliciclastic sediments, 447f, 449f, 450, 451f
Cambrian
seawater
carbon (�13C) isotopic concentrations, 412f
composition, 404f
oxygen (�18O) isotopic concentrations, 413f
sea level changes, 404f
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strontium (Sr) concentrations, 409, 410f
sulfate concentrations, 411f

Canada
Elliot Lake District, Canada, 387
Neoproterozoic ocean, 398f

Canadian Shield, 133, 137f
Cape Verde Plateau
calcium carbonate (CaCO3) dissolution, 322f

see also ocean island basalts (OIBs)
carbonaceous chondrites
CI chondrites
composition, 113
Earth accretion dynamics, 35
volatile elements, 42

carbonaceous shales
McArthur Basin, Australia, 395, 397f
Mesoarchaean period, 384
Mesoproterozoic, 395
Neoarchaean period, 387
Paleoproterozoic, 392–393
Transvaal Supergroup, South Africa, 391f

carbon (C)
bicarbonate (HCO3)
anthropogenic sources, 283, 285t
Floridan aquifer, Florida, 298t
New England bedrock-glacial drift aquifer, 295t
pristine river distributions, 273f, 273t, 276t, 277f
riverine model, 279, 279f
runoff, 278, 278f, 280, 280t, 281f
Snake River aquifer, Idaho, 293t
Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
Yucca Mountain, Nevada, 603t

carbonates
aragonite (CaCO3)

Archaean iron formations, 385
Phanerozoic oceans, 402f, 403f, 404f

Archaean iron formations, 385
calcite (CaCO3)
Archaean iron formations, 385
Phanerozoic oceans, 402f, 403f, 404f

dolomite (CaMg(CO3)2)
Archaean iron formations, 385
formation conditions, 407
Mesoproterozoic ocean, 395

groundwater concentrations, 296
Mesoproterozoic ocean, 395
Neoproterozoic ocean, 398f
Paleoproterozoic evolution, 393f
Phanerozoic oceans, 402f, 403f, 404f
rivers, 274t
sea level changes, 407
trace elements, 407

carbon (�13C) isotopes
groundwater concentrations, 298t, 303f
paleo-ocean, 489, 490f, 491f

carbon dioxide (CO2) concentrations
anthropogenic sources, 543f, 545, 546t, 552, 552f
atmospheric concentrations, 539, 541, 543f
biogenic fluxes, 426f
Floridan aquifer, Florida, 296, 299t, 300t
greenhouse gases, 538, 546
groundwater analyses, 303t, 304t
hydrothermal vents, 352t, 353
mineral dissolution, 296t
Paleoproterozoic, 394
primary production, 507

carbon monoxide (CO)
atmospheric concentrations, 539–540, 547

carbon:nitrogen:phosphorus (C:N:P) ratios, 434
carbon transfer, 275, 277t
elemental abundances

bulk Earth composition, 116t, 118t
core composition, 119, 119f
core compositional model, 118t, 119t, 120t
Earth, 119, 119f
surface inventories, 199t

graphite (C)
graphitic iron formations, 383–384

isotopes
atmospheric chemistry, 199t
carbon (12C) isotope production, 4
carbon (�13C) isotopic concentrations

banded iron formations (BIFs), 383–384
Neoproterozoic, 397, 398f
Paleoproterozoic, 393–394
seawater composition, 410, 412f

nucleosynthesis, 2, 7
oceanic waters, 320, 321f
paleo-ocean, 489, 490f, 491f
Paleoproterozoic evolution, 393f

primitive mantle composition, 115t, 118t
rivers
carbon transfer, 275, 277t
dissolved inorganic carbon (DIC), 275, 277t
dissolved organic carbon (DOC), 277t
particulate inorganic carbon (PIC), 277t
particulate organic carbon (POC), 277t

total dissolved inorganic carbon (TIC), 519f
volatile cycling, 221
volatile element depletions, 20f

see also net primary production (NPP); radiocarbon (14C)
carbon cycle
anthropogenic emissions
air-land exchange, 546t, 548, 549f, 553t
bomb radiocarbon (14C), 547
carbon dioxide (CO2) concentrations, 543f, 545, 546t, 552,

552f, 553t
chlorofluorocarbons (CFCs), 548
fossil fuels, 544, 545f, 546t, 553t
land use changes, 546t, 549, 553t, 555, 558t
molecular oxygen (O2) concentrations, 552, 552f
oceanic carbon uptake, 546t, 547, 553t
period 1850-2000, 543f, 544, 545f, 546t
period 1980-2000, 551
radiocarbon (14C), 547
regional distributions, 556, 557t, 558t
residual fluxes, 546t, 549f, 553t

atmospheric chemistry, 539, 539f, 539t
carbon (C) abundances, 223
carbon dioxide (CO2)
air-land exchange, 541
air-sea exchange, 542
anthropogenic emissions, 543f, 545, 546t, 552, 552f, 553t
atmospheric concentrations, 539, 539t, 541t, 543f, 545
biogenic fluxes, 426f
carbon (�13C) isotope concentrations, 553–554
carbon dioxide fertilization, 562f, 562t, 563, 563t
fluxes, 541, 543f, 555t, 558
fossil fuels, 544, 545f, 546t, 553t
global carbon budget, 552, 552f
land use changes, 550
oceanic concentrations, 541t, 547, 569
primary production, 507
sea-land exchange, 544
silicate weathering, 429
source reduction, 570
sources/sinks, 554f
terrestrial ecosystems, 551t

carbon pools, 508t, 553–554
dissolved inorganic carbon (DIC)
groundwater analyses, 305t
groundwater concentrations, 300, 302f, 302t, 303f
oceanic carbon uptake, 547
oceans, 540, 541t
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carbon cycle (continued )

pristine river distributions, 277f
rivers, 275, 277t
river sources/sinks, 274t

dissolved organic carbon (DOC)
rivers, 277t

fluxes
air-land exchange, 541, 546t, 549, 553t
air-sea exchange, 542
biological pump, 542
carbon dioxide (CO2) concentrations, 541, 543f
estimation methods, 551t
measurement techniques, 558–559
oxidation processes, 541
residual fluxes, 546t, 549f, 550, 553t
sea-land exchange, 544
solubility pump, 542
terrestrial ecosystems, 551t

forest ecosystems
acid rain, 563t, 564
Amazon, Brazil, 565, 566f
carbon dioxide fertilization, 562t, 563, 563t
climate effects, 563t, 564–565
disturbance mechanisms, 551t, 567
nitrogen fertilization, 563t, 564
northern mid-latitudes, 556, 558t, 561
regional distributions, 557t
reservoirs, 540, 540t
sources/sinks, 553, 556, 561, 562f, 563t
synergistic mechanisms, 566
terrestrial carbon models, 567
tropics, 558, 560t, 561
tropospheric ozone concentrations, 563t, 564

fossil fuels
anthropogenic emissions, 538, 544, 545f
carbon dioxide (CO2) concentrations, 546t, 553t
contemporary carbon cycle, 539f, 539t
reservoirs, 541

future research, 571
global carbon budget, 546t, 552, 552f, 553t
greenhouse gases, 538, 539t, 546
importance, 538
marine sediments, 539f, 539t
methane (CH4) carbon subcycle
atmospheric concentrations, 539–540, 546–547
greenhouse gases, 538, 546–547

net primary production (NPP), 511
oceans
air-sea exchange, 542
contemporary carbon cycle, 539f, 539t
dissolved inorganic carbon (DIC), 540, 541t
sources/sinks, 569, 571

organic carbon cycle
authigenic fluxes, 425f, 426f, 428
biogenic fluxes, 425f, 426f, 427
carbon:nitrogen:phosphorus (C:N:P) ratios, 434
hydrothermal plumes, 368–369
rivers, 277t

particulate inorganic carbon (PIC), 277t
primary production, 507
redox reactions, 507–508
reservoirs
contemporary carbon cycle, 538, 539f, 539t

sedimentary environments, 539f, 539t
siliciclastic sediments, 429
soils
contemporary carbon cycle, 539f, 539t
reservoirs, 540, 540t

sources/sinks
acid rain, 563t, 564
Amazon, Brazil, 565, 566f
biological processes, 569
carbon dioxide fertilization, 562t, 563, 563t

climate effects, 563t, 564–565
disturbance mechanisms, 551t, 567
geological formations, 571
global carbon budget, 552, 552f, 553t, 554f
nitrogen fertilization, 563t, 564
northern mid-latitudes, 556, 558t, 561
oceanic mechanisms, 569, 571
source reduction, 570
synergistic mechanisms, 566
terrestrial carbon models, 567
terrestrial ecosystems, 548, 555t, 557t, 561
terrestrial mechanisms, 561, 562f, 563t, 570
tropics, 558, 560t, 561
tropospheric ozone concentrations, 563t, 564

terrigenous fluxes
land use changes, 555, 555t, 558t
regional distributions, 556, 557t, 558t
sources/sinks, 551t

vegetation
carbon dioxide fertilization, 563, 563t
contemporary carbon cycle, 539f, 539t
reservoirs, 540, 540t

Carboniferous
seawater
carbon (�13C) isotopic concentrations, 412f
composition, 404f
oxygen (�18O) isotopic concentrations, 413f
sea level changes, 404f
strontium (Sr) concentrations, 409f, 410f
sulfate concentrations, 411f

Cariaco Basin
siliciclastic sediments
accumulation rate, 443f, 445f
iron/aluminum (Fe/Al) ratios, 443f
molybdenum/aluminum (Mo/Al) ratios, 443, 444f
molybdenum (Mo) concentrations, 439
organic carbon concentrations, 441, 444f, 445f
pyritization, 437, 437f, 441, 442f

C components, 87–89
Ceara Rise
calcium carbonate (CaCO3) dissolution, 320, 321f, 322, 322f
foraminifera, 323f, 326, 332f, 333f
ionic concentrations, 325

Cenozoic
ocean chemistry, 481
seawater composition, 408f

cerium (Ce)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 350f, 370t
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

isotopes
fission products, 599t

mantle rocks
enrichment/depletion patterns, 72f

mid-ocean ridge basalts (MORBs)
abundances, 84f
variability analyses, 84f

ocean island basalts (OIBs), 92, 98f
primitive mantle composition, 115t

cesium (Cs)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t, 186f
core compositional model, 118t, 119t
hydrothermal vents, 352t
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loess, 144–145, 146f
lower continental crust, 171t, 175t, 176f
middle continental crust, 157t, 160f
sedimentary environments, 481f
upper continental crust, 135t, 148t, 149f

isotopes
Chernobyl Nuclear Power Plant, 616
fission products, 599, 599t
nuclear waste, 584–585

mantle rocks
enrichment/depletion patterns, 72f

primitive mantle composition, 115t
solubility, 141f, 143

CFCs
air-sea exchange, 548

chalcophile elements
behavior characteristics, 114
primitive mantle composition, 117, 117f
upper continental crust, 138f
volatile elements, 20f

chalcopyrite (CuFeS2)
metalliferous ridge and basal sediments, 370

Chelyabinsk-65 complex, Russia, 586–587, 589
chemical weathering
sedimentary environments, 476
silicate weathering
carbon cycle, 429
rivers, 274t

weathering rates
riverine chemistry, 271–287

chemoautotrophy
background information, 508
metabolic pathways, 509f

chemolithoautotrophy
hydrothermal plumes, 368–369

Chernobyl Nuclear Power Plant, 587, 589, 616
chert
Precambrian
Paleoproterozoic environment

Transvaal Supergroup, South Africa, 390f, 391f
China, 398f
chlorine (Cl)
chlorinated solvents, 309, 310f
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
hydrothermal vents, 352t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t

groundwater concentrations
Black Creek aquifer, South Carolina, 302t
contamination, 309, 310f
Floridan aquifer, Florida, 296, 298t
New England bedrock-glacial drift aquifer, 295t
Snake River aquifer, Idaho, 293t

halite (NaCl)
hydrothermal vents, 345–347, 347f
Mesoproterozoic ocean, 395
Phanerozoic marine evaporites

calcium ionic concentrations, 405f
general discussion, 401
magnesium/calcium (Mg/Ca) ratios, 402, 402f, 403f
magnesium ionic concentrations, 404f
sulfate concentrations, 405f, 406f

hydrothermal vents, 345, 347f, 349f, 352t
ionic concentrations
anthropogenic sources, 283, 285f, 285t
idealized model, 279, 279f
pristine river distributions, 273t, 276t
river sources/sinks, 274t
runoff, 278, 278f, 280, 280t, 281f

Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
Yucca Mountain, Nevada, 603t

primitive mantle composition, 115t
volatile element depletions, 20f

see also CFCs
chlorite
hemipelagic facies sediments, 432
reactor clays, 617
sedimentary environments, 476f

chlorophyll
biomass estimations, 513
distribution, 515, 516f
satellite observations, 513, 515t

chondrites
carbonaceous chondrites
CI chondrites

composition, 113
Earth accretion dynamics, 35
volatile elements, 42

composition, 113
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sedimentary environments, 481f
upper continental crust, 135t, 142f, 148t, 149f

mid-ocean ridge basalts (MORBs), 84f
primitive mantle composition, 115t

Holocene
calcium carbonate (CaCO3) concentrations, 330, 330f

hornblende
mineral dissolution
groundwater concentrations, 296t

sedimentary environments, 476f
HYDRAQL code, 597–598, 606–607
hydrogen (H)
elemental abundances
bulk Earth composition, 116t, 118t
core compositional model, 118t, 118t, 119, 119f, 120t
Earth, 119, 119f

groundwater concentrations, 309f
hydrothermal vents, 364
isotopes
atmospheric chemistry, 199t

molecular hydrogen (H2)
hydrothermal vents, 352t

nucleosynthesis, 5
primitive mantle composition, 115t, 118t

hydrothermal processes
hydrothermal circulation
discharge zones, 359–360
reaction stages, 344f
reaction zones, 359–360
recharge zones, 359

hydrothermal fluxes
heat and water volume, 343t
heat flow, 338, 338f
importance, 342

hydrothermal plumes
biogeochemical interactions, 368, 369f
buoyancy, 362, 362f
chemical composition, 363, 363f
dispersion processes, 367
dynamics, 361, 362f
helium (He) isotopes, 363, 364f
hydrogen sulfide (H2S), 364
iron (Fe) concentrations, 365
iron (Fe) oxyhydroxides, 367, 372
iron (Fe) uptake, 366, 366f
manganese (Mn) concentrations, 365
metalliferous ridge and basal sediments, 370
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hydrothermal processes (continued )

methane (CH4), 364
molecular hydrogen (H2), 364
noble gases, 363
ocean chemistry, 369, 370t
radon (222Rn), 363
rare earth elements (REEs), 367
redox processes, 365
trace elements, 366, 366f
trace metals, 366
tracers, 367

hydrothermal vents
chemical composition, 343
East Pacific Rise, 338, 340–341, 364f, 371
Galapagos Spreading Center, 338, 341, 361
global distribution, 339f, 340
Guaymas Basin, 358
Hadean, 54
Juan de Fuca Ridge, 340f, 357–358
Mesoarchaean period, 384
metalliferous ridge and basal sediments, 338, 339f, 361,

369, 371, 372
vent fluids, 338–340, 340f

near-vent deposits
formation conditions, 360f, 360–361
Lost City vent site, 361
metalliferous ridge and basal sediments, 370
mineralization, 359, 360
sulfide mounds, 360, 360f

net impact, 358
vent fluids
alkalinity, 352t
biological processes, 350
carbon dioxide (CO2), 352t, 353
chemical composition, 338–340, 343, 349f, 352t, 363, 363f
chlorinity, 345, 347f, 349f
East Pacific Rise, 356
geographic variations, 354
helium (He) isotopes, 353
hydrogen sulfide (H2S), 352t, 353
hydrothermal vents, 340f
magmatic degassing, 350
major elements, 350, 351f, 352t
methane (CH4), 352t, 353
noble gases, 353
nutrient concentrations, 353
organic geochemistry, 354
pH, 350–351, 352t
phase separation, 344, 344f, 347f, 349f
radon (222Rn), 353
rare earth elements (REEs), 349–350, 350f, 372
spatial variations, 356
spreading rates, 355
steady-state conditions, 349–350
substrate compositions, 354
sulfate concentrations, 345
sulfide minerals, 351, 352t
temperature/pressure processes, 355
temporal variations, 356
time-series measurements, 349f
trace metals, 351
water-rock interactions, 344, 344f, 347f

volcanism, 356

I
ice cores
carbon cycle
carbon dioxide (CO2) concentrations, 545

Iceland, 94–95, 96f
see also ocean island basalts (OIBs)
illite
groundwater analyses, 303t, 304t
hemipelagic facies sediments, 432

reactor clays, 617
sedimentary environments, 475, 476f

incompatible elements, 69
Indian Ocean
calcium carbonate (CaCO3) abundance, 317, 331
hydrothermal vents, 338, 338f, 355
nitrogen:phosphorus (N:P) ratio, 525f

indium (In)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 138f, 148t, 149f

primitive mantle composition, 115t
solubility, 141, 141f
volatile element depletions, 20f

iodine (I)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t

isotopes
fission products, 599t, 600
iodine/xenon (I/Xe) isotopic ratios, 209

primitive mantle composition, 115t
iridium (Ir)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 122, 122f
loess, 146
lower continental crust, 171t, 175t
middle continental crust, 157t
sedimentary environments, 481f
upper continental crust, 135t, 148t, 149f

extraterrestrial bombardments, 384
primitive mantle composition, 115t

iron (Fe)
chondrites
iron/aluminum (Fe/Al) ratios, 116
iron/magnesium (Fe/Mg) ratio, 114f

elemental abundances
bulk continental crust composition, 180f
bulk Earth composition, 116t, 118t
clastic sediments, 476, 477f
core composition, 118t, 119t, 120t
core compositional model, 118t
hydrothermal vents, 352t
iron/aluminum (Fe/Al) ratios, 115–116
lower continental crust, 169f
middle continental crust, 158f
sedimentary environments, 481f
upper continental crust, 137f

ferric hydroxide, 298t, 298–299, 299t
groundwater concentrations, 302t
hydrothermal plumes, 366, 366f
ionic concentrations
hydrothermal plumes, 365
Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
Yucca Mountain, Nevada, 603t

iron oxide (FeO)
bulk continental crust composition, 177t, 179t
continental crust, 184t
lower continental crust, 171t, 175t
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middle continental crust, 157t
upper continental crust, 134t, 148t, 149f

isotopes
nucleosynthesis, 7, 12f, 13

oceans
iron (Fe) concentrations, 528
nitrogen fixation, 529
nutrient fluxes, 528
nutrient limitations, 528

Paleoproterozoic, 392–393
primitive mantle composition, 115t, 118t
siliciclastic sediments, 447f, 449f, 450, 451f
solubility, 141f
trace metal concentrations
uptake, 366, 366f

volatile element depletions, 20f
iron formations
banded iron formations (BIFs)
iron concentrations, 383, 383f
Isua Supracrustal Belt, Greenland, 381
Neoproterozoic, 399
ocean deposition, 391

graphitic iron formations, 383–384
Griquatown iron formation, 390f, 391f
Paleoproterozoic
Transvaal Supergroup, South Africa, 388–389, 390f, 391f

iron meteorites
Earth’s core compositional model, 113, 116–117, 122, 122f
hafnium/tungsten (Hf/W) isotopic ratios, 32t, 39

see also chondrites; meteorites
isotopes
carbon (C)
carbon (�13C) isotopes
banded iron formations (BIFs), 383–384
Neoproterozoic, 397, 398f
Paleoproterozoic, 393–394
seawater composition, 410, 412f

long-lived radioisotopes
characteristics, 69, 70t
lead paradox, 98, 99f
mid-ocean ridge basalts (MORBs), 76
ocean island basalts (OIBs), 87, 89f, 91f, 94f

mantle (Earth)
early research, 67
equilibrium studies

general discussion, 70
mesoscale heterogeneities, 71
mineral grain scale, 70

radiogenic isotopes, 69, 70t
oxygen (O)
oxygen (�18O) isotopes
seawater, 380, 381f, 411, 413f

Isua Supracrustal Belt, Greenland
general discussion, 381
geologic map, 382f

Itsaq Gneiss Complex, Greenland, 381, 382f
Ivrea Zone, Italy, 154t, 155, 160

J
jaspilites, 494f
Juan de Fuca Ridge
hydrothermal vents, 340f, 357–358

Jurassic
foraminifera, 407
seawater
carbon (�13C) isotopic concentrations, 412f
composition, 404f
osmium (Os) concentrations, 410f
oxygen (�18O) isotopic concentrations, 413f
sea level changes, 404f
strontium (Sr) concentrations, 409f, 410f
sulfate concentrations, 411f

K
Kaapvaal craton, South Africa
clastic sediments, 479
iron formations, 390f
lower continental crust, 167

kaolinite
hemipelagic facies sediments, 432
mineral dissolution, 296t
sedimentary environments, 475, 476f
weathering reactions, 290

Kapuskasing Structural Zone, 153, 154t, 169f, 174
Kd model, 594f, 594–595, 597f
Kerguelen Igneous Province
argon (Ar) isotopes, 202f

Kohistan Arc Complex, 154t, 155, 160
komatiites
Earth’s inner core formation, 127

krypton (Kr)
elemental abundances
surface inventories, 199t

isotopic abundances
atmospheric composition, 199t

L
Lake Karachay, 586–587
lakes
radioactive environmental contamination, 586–587
rivers, 274t

lanthanum (La)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t, 186f
core compositional model, 118t, 122–123, 123f
hydrothermal vents, 350f
loess, 144, 145f
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 142f, 148t, 149f

mantle rocks, 72f
mid-ocean ridge basalts (MORBs)
abundances, 73f, 84f
normalized analyses, 83f, 86f
uniform abundances, 95f
variability analyses, 83–85, 84f

ocean island basalts (OIBs), 95f, 96f, 98f
primitive mantle composition, 115t
volatile element depletions, 20f

lead (Pb)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
clastic sediments, 476, 477f
continental crust, 182f, 184t, 186f
core compositional model, 118t, 119t
hydrothermal vents, 352t, 366
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

isotopes
basalts, 67
characteristics, 70t
decay paths, 582f, 583t
early Earth history, 48, 48f
enrichment/depletion patterns, 74
mantle rocks, 67
mid-ocean ridge basalts (MORBs), 76, 78f, 79f
nuclear waste, 584–585
ocean island basalts (OIBs), 87, 89f, 94f

lead paradox, 98, 99f
mantle rocks
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lead (Pb) (continued )

enrichment/depletion patterns, 72f, 74
isotopic composition, 67

mid-ocean ridge basalts (MORBs), 73f
ocean island basalts (OIBs), 98f
primitive mantle composition, 115t
solubility, 141, 141f
volatile element depletions, 20f

lichens
radioactive environmental contamination, 615

limestones
mass/age distribution, 472, 473f, 494f
river basin lithology, 276t

Lincoln Limestone, 443
lithium (Li)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t
hydrothermal vents, 352t
loess, 145–146
lower continental crust, 170f, 171t, 175t
middle continental crust, 157t, 159f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

mantle rocks
enrichment/depletion patterns, 72f

marine carbonates, 407
primitive mantle composition, 115t
solubility, 141f

lithophile elements
behavior characteristics, 114
primitive mantle, 115f
volatile elements, 20f

loess
composition, 144, 145f

Lohmann, Pat, 325
Loihi Seamount
argon (Ar) isotopes, 202, 202f
helium (He) isotopes, 200, 206
xenon (Xe) isotopes, 204f

long-lived radioisotopes
characteristics, 69, 70t
lead paradox, 98, 99f
mid-ocean ridge basalts (MORBs), 76
ocean island basalts (OIBs), 87, 89f, 91f, 94f

Lost City Vent Field, 361
lutetium (Lu)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 370t
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 142f, 148t, 149f

isotopes
characteristics, 70t
crust–mantle differentiation patterns, 74f
Earth formation, 52

mantle rocks, 72, 74f
mid-ocean ridge basalts (MORBs), 83–85, 84f
primitive mantle composition, 115t

M
Mackenzie Mountain Supergroup, NWT, 399
magnesium (Mg)
chondrites
iron/magnesium (Fe/Mg) ratio, 114f

dolomite (CaMg(CO3)2)

Archaean iron formations, 385
formation conditions, 407
Mesoproterozoic ocean, 395

elemental abundances
bulk continental crust composition, 180f
bulk Earth composition, 116t, 118t
clastic sediments, 476, 477f
compositional model, 118t
hydrothermal vents, 352t
lower continental crust, 169f
middle continental crust, 158f
primitive mantle composition, 115t, 118t
sedimentary environments, 481f
upper continental crust, 137f

foraminifera, 402
groundwater concentrations
Black Creek aquifer, South Carolina, 302t
Floridan aquifer, Florida, 296, 298t
New England bedrock-glacial drift aquifer, 295t
Snake River aquifer, Idaho, 293t

hydrothermal vents, 349f
ionic concentrations
anthropogenic sources, 283, 285t
idealized model, 279, 279f
pristine river distributions, 273t, 276t
river sources/sinks, 274t
runoff, 278, 278f, 280, 280t, 281f
Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
Yucca Mountain, Nevada, 603t

isotopes
nucleosynthesis, 7

magnesium oxide (MgO)
bulk continental crust composition, 177t, 179t
continental crust, 184t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 134t, 148t, 149f

mantle rocks
enrichment/depletion patterns, 72f

mid-ocean ridge basalts (MORBs), 73f
seawater
ionic concentrations, 404f
magnesium/calcium (Mg/Ca) ratios, 402
Phanerozoic oceans, 402f, 403f, 404f

solubility, 141f
magnetite (Fe3O4)

iron formations, 381
manganese (Mn)
chondrites
manganese/sodium (Mn/Na) ratios, 121, 121f

elemental abundances
bulk continental crust composition, 181f
bulk Earth composition, 116t, 118t
clastic sediments, 476, 477f
compositional model, 118t, 119t, 121
hydrothermal vents, 352t
lower continental crust, 170f
middle continental crust, 159f
primitive mantle composition, 115t, 118t
sedimentary environments, 481f
upper continental crust, 138f

ionic concentrations
hydrothermal plumes, 365

manganese oxide (MnO)
bulk continental crust composition, 177t, 179t
continental crust, 184t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 134t, 148t, 149f

mantle rocks
enrichment/depletion patterns, 72f
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mid-ocean ridge basalts (MORBs), 73f
net primary production (NPP), 529
siliciclastic sediments, 440, 447f, 450, 451f
solubility, 141f
volatile element depletions, 20f

mantle (Earth)
chemical composition, 67–107
crust–mantle differentiation

enrichment/depletion patterns, 72, 72f, 73f, 74f
mass fractions, 75
partitioning behavior, 73f
trace elements, 73f

early research, 67
equilibrium studies

general discussion, 70
mesoscale heterogeneities, 71
mineral grain scale, 70

lead paradox, 98, 99f
major element composition, 68
modeling research, 101
radiogenic isotopes, 69, 70t
trace elements, 68

degassing
core/mantle boundary, 217
early earth models, 210
interacting reservoirs, 213
multiple reservoir model, 212, 212f
open-system models, 216
single reservoir model, 210

melt extraction
volatile elements, 51

noble gases
abundances, 204, 205f
argon (Ar) isotopes, 201, 202f
degassing models, 210, 212, 212f, 213, 216
fluxes, 205, 206
helium (He) isotopes, 199, 200f
neon (Ne) isotopes, 200, 201f
xenon (Xe) isotopes, 203, 204f

planetary differentiation
magma oceans, 42

primitive mantle composition, 37
upper mantle
carbon (C) abundances, 222
degassing models, 212, 212f, 213, 216
magnesium/silicon (Mg/Si) ratio, 37
nitrogen (N) abundances, 223–224
water (H2O), 225

see also mid-ocean ridge basalts (MORBs); peridotites
mantle plumes
Yellowstone Hotspot, 292

marble, 276t
marcasite (FeS2)
hydrothermal vents, 360f

marine oölites, 402, 402f, 403f
marine sediments
carbonate sediments
Hadean, 54

carbon cycle
contemporary carbon cycle, 539f, 539t

deep-sea carbonate-rich sedimentary environments
calcium carbonate (CaCO3), 315–335

mass/age distribution, 473f
proxy data
authigenic proxies, 435, 447f
biogenic proxies, 433, 447f
detrital proxies, 431, 447f
elemental proxies, 432
limitations, 430
measurement techniques, 432

sedimentary environments
contemporary carbon cycle, 539f, 539t

siliciclastic sediments

accumulation rate, 435, 441–442, 443f, 445f, 455–456
Appalachian Basin, 450, 451f
authigenic fluxes, 425f, 426f, 428
authigenic proxies, 435, 447f
biogenic fluxes, 425f, 426f, 427
biogenic proxies, 433, 447f
biomarkers, 434
Black Sea, 437f, 441, 442f, 443f
carbon cycle, 429
carbon (�13C) isotope concentrations, 433, 447f, 450, 451f,

455
carbon:nitrogen:phosphorus (C:N:P) ratios, 434, 453
carbon-sulfur (C-S) relationships, 435, 436f
Cariaco Basin, 437f, 441, 442f, 443f
climate effects, 425, 429
detrital fluxes, 425f, 426, 455
detrital proxies, 431, 447f
elemental proxies, 432
elemental ratios, 455–456
future research, 456
general discussion, 424
Greenhorn Formation, 447f
iron/aluminum (Fe/Al) ratios, 438f, 443f
iron scavenging, 438f
iron speciation, 438, 438f
manganese (Mn) concentrations, 440
molybdenum (Mo) concentrations, 439, 449f
nutrient recycling, 455
Oceanic Anoxic Event II (OAE II), 448–449
organic carbon concentrations, 441, 444f, 445f
organic matter, 433, 449f
Precambrian, 453
proxy data, 430
pyritization, 435, 436, 437f, 438, 438f, 450, 451f
redox processes, 455
sulfur (S) isotopes, 436, 437f, 441, 442f
tectonics, 425
terrigenous fluxes, 425
trace metals, 439
Western Interior Basin, United States, 443

Mars
atmospheric chemistry
argon (Ar) isotopes, 226
degassing, 224
radiogenic isotopes, 226
xenon (Xe) isotopes, 226

crust
composition, 185

mantle
noble gases, 226–227

oxygen (�18O) isotope concentrations, 22f
mass balance
continental crust composition, 133
groundwater
chlorinated solvents, 309, 310f

models
Black Creek aquifer, South Carolina, 300, 301f, 303t,

304t, 305t
Floridan aquifer, Florida, 296, 299t, 300t
hypothesis testing approach, 302t, 303, 303t, 304,

304t, 305
New England bedrock-glacial drift aquifer, 294

water composition, 290, 291
mass independent fractionation (MIF), 385–386, 391, 392f
Mauna Loa volcano, 545, 566
see also ocean island basalts (OIBs)
McArthur Basin, Australia, 395, 397f
McCorkle, Dan, 320
Medium Resolution Imaging Spectrometer (MERIS), 515t
Mercury
crust characteristics, 186–187

mercury (Hg)
elemental abundances
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mercury (Hg) (continued )

bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 138f, 148t

primitive mantle composition, 115t
volatile element depletions, 20f

Mesoarchaean period, 384
Mesoproterozoic
seawater, 395

Mesozoic
ocean chemistry, 481

metabolism
autotrophic metabolism
Calvin cycle, 510

meteorites
composition, 113
refractory elements
volatile/refractory ratio, 33f, 39

stony iron meteorites, 113
stony meteorites, 113
undifferentiated meteorites, 113

see also achondrites; chondrites; iron meteorites
methane (CH4)
Archaean, 386
atmospheric concentrations, 539–540
carbon cycle
atmospheric concentrations, 539–540
greenhouse gases, 538, 546–547

greenhouse gases, 538, 546–547
groundwater concentrations, 302t
hydrothermal vents, 352t, 353, 364
methanogenesis
siliciclastic sediments, 449f

Paleoproterozoic, 394
methyl bromide (CH3Br)
see also bromine (Br)
Mid-Atlantic Ridge (MAR)
isotopic variations, 79–80, 80f
trace elements, 83f, 84f

mid-ocean ridge basalts (MORBs)
argon (Ar) isotopes, 201, 202f, 204
carbon (C) abundances, 222
chemical composition
crust–mantle differentiation

enrichment/depletion patterns, 72, 73f, 74f, 77f
isotopic ratios, 77f
mass fractions, 75
partitioning behavior, 73f
trace elements, 73f

early research, 67
isotopic composition

hafnium (Hf), 76
lead (Pb), 76, 78f, 79f
neodymium (Nd), 76, 79f, 80f, 91f
osmium (Os), 82, 82f
strontium (Sr), 76, 79f, 80f

lead paradox, 98, 99f
mesoscale heterogeneities, 71–72
modeling research, 101
osmium (Os) isotopic concentrations, 71
sodium (Na) concentrations, 86
source compositions, 86
trace elements

abundances, 83, 84f
partitioning behavior, 73f
uniform abundances, 93
variability analyses, 82, 83f, 84f

degassing models, 210
helium (He) isotopes, 199, 200f
neon (Ne) isotopes, 200, 201f

nitrogen (N) abundances, 223–224
noble gases
abundances, 204, 205f
fluxes, 205, 206
helium (He) isotopes, 199, 200f
neon (Ne) isotopes, 200, 201f, 204, 205f
xenon (Xe) isotopes, 203, 204, 204f, 205f, 213, 214f

noble gas fluxes, 205, 206
normalized analyses, 85, 86f
turbidites, 478f
water content, 225
water (H2O), 225
xenon (Xe) isotopes, 203, 204f, 213, 214f

mineral dissolution
albite
groundwater concentrations, 294, 296t

augite, 296t
calcite
groundwater concentrations, 294, 296, 296t

carbon dioxide (CO2), 296t
dolomite, 296
feldspar
groundwater concentrations, 294, 296t

groundwater, 291, 294, 295t
gypsum, 296
hornblende
groundwater concentrations, 296t

iron (Fe), 296
kaolinite, 296t
montmorillonite, 296t
pyrite (FeS2), 296
sedimentary environments, 476
silicon dioxide (SiO2), 296t

mining
remediation methods
microbe-actinide interactions, 614

uranium mill tailings, 585
MINTEQ2A code, 593, 603–604
Mississippian
seawater
carbon (�13C) isotopic concentrations, 412f
composition, 404f
oxygen (�18O) isotopic concentrations, 413f
sea level changes, 404f
strontium (Sr) concentrations, 409f, 410f
sulfate concentrations, 411f

Moderate Resolution Imaging Spectroradiometer (MODIS),
515t

Mohorovicic discontinuity (Moho), 131–132
molecular oxygen (O2)
atmospheric concentrations, 552, 552f
authigenic fluxes, 425f, 426f, 428
surface inventories, 199t

molluscs
carbon (�13C) isotopic concentrations, 412f
oxygen (�18O) isotopic concentrations, 413f

molybdenum (Mo)
carbonaceous shales, 397f
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
hydrothermal vents, 370t
lower continental crust, 171t, 175t
middle continental crust, 157t, 159f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

primitive mantle composition, 115t
siliciclastic sediments, 439, 447f, 449f, 450, 451f
solubility, 141, 141f

montmorillonite
mineral dissolution, 296t
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Moon
age determination, 45, 46t
bombardment history, 44
formation conditions, 43
hafnium/tungsten (Hf/W) isotopic ratios, 34t
highland crust
age determination, 45, 46t
hafnium/tungsten (Hf/W) isotopic ratios, 45, 47f
rubidium/strontium (Rb/Sr) isotopic ratios, 31f, 45, 50
strontium (Sr) isotope composition, 47f

mantle, 34t
oxygen (�18O) isotope concentrations, 22f, 24
volatile element depletions, 44
volatile/refractory ratio, 33f, 39

Morocco, 398f
muscovite
sedimentary environments, 476f

Musgrave Range, Australia, 154t, 155

N
Namibia
Neoproterozoic ocean, 398f

Narragansett Bay, 389
Neman River, 285f
Neoarchaean period, 387
neodymium (Nd)
clastic sediments, 477, 478f
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 350f, 366f, 370t
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
turbidites, 478f
upper continental crust, 135t, 138f, 142f, 148t, 149f

isotopes
characteristics, 70t
crust–mantle differentiation patterns, 74f
Earth formation, 51
mid-ocean ridge basalts (MORBs)

averages, 91f
chemical composition, 77f, 79f
variability analyses, 76, 80f

ocean island basalts (OIBs), 87, 89f, 91f, 94f
mantle rocks, 72, 72f, 74f
mid-ocean ridge basalts (MORBs)
abundances, 84f
normalized analyses, 86f
variability analyses, 84f

ocean island basalts (OIBs), 96f, 98f
primitive mantle composition, 115t

neon (Ne)
elemental abundances
surface inventories, 199t

isotopes
degassing models, 216–217
fractionation, 52–53
mantle (Earth), 52–53, 200, 201f, 216–217
mid-ocean ridge basalts (MORBs), 200, 201f, 204, 205f
nuclear processes, 199t
nucleosynthesis, 7
ocean island basalts (OIBs), 200

isotopic abundances
atmospheric composition, 199t

nebular protoatmosphere, 38
Neoproterozoic
atmosphere, 397
seawater, 397, 398f

neptunium (Np), 583t, 584–585, 601, 601t, 604t, 608, 609f

net primary production (NPP)
carbon burial
carbonate isotope analyses, 521, 522f
ecological balance, 521
modern ocean, 521
Precambrian ocean, 521
Rubisco, 520

carbon cycle, 511
carbon dioxide fertilization, 563, 563t
chlorophyll concentrations, 516f
environmental impacts, 563t, 564–565
estimations, 515, 517t
export production, 518, 519f, 520t, 528
gross primary production (GPP), 541
nutrients
iron (Fe) concentrations, 528, 529
limitations, 523
macronutrients, 521
nitrification, 520, 529
nitrogen:phosphorus (N:P) ratio, 524, 525f
Redfield ratio, 519
steady state, 518
trace element concentrations, 529

oceans, 515, 516f, 517, 517t
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mid-ocean ridge basalts (MORBs), 204, 205, 205f, 206
ocean island basalts (OIBs), 200, 201, 203, 206
planetary degassing, 197–234
plutonium/xenon (Pu/Xe) isotopic ratios, 209
potassium/argon (40K-40Ar) isotopic budget, 208
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air-sea exchange, 542
carbon pools, 508t
contemporary carbon cycle, 539f, 539t
dissolved inorganic carbon (DIC), 540, 541t
sources/sinks, 569, 571

chemoautotrophy, 508
chlorophyll distribution, 515, 516f
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iron/aluminum (Fe/Al) ratios, 438f, 443f
iron scavenging, 438f
iron speciation, 438, 438f
manganese (Mn) concentrations, 440
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oxygen (�18O) isotope concentrations, 491, 492f
sulfur isotopic record, 487, 489f

sea level changes, 404f
seawater composition, 404f
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radioactive waste disposal sites
Stripa, Sweden, 603, 603t, 604t
Waste Isolation Pilot Plant (WIPP), New Mexico, 594,

603, 603t, 605t, 621
Yucca Mountain, Nevada, 585, 603, 603t, 604t, 621

radionuclides
actinides, 601, 601t, 604, 604t
batch techniques, 591
Chernobyl Nuclear Power Plant, 587, 589, 616
colloids, 611
complexation processes, 601
decay time, 585f
experimental research techniques, 590
field studies, 592, 615
fission products, 598, 618
general discussion, 589
laboratory experiments, 592
microbe-actinide interactions, 614
Oklo Nuclear Reactor, Gabon, 617
performance assessment calculations, 621
solubility, 590
sorption, 591, 592f, 593, 594f, 597f, 621
speciation, 590, 593
spectroscopic measurements, 590–591, 592–593
theoretical geochemical models, 593, 594f, 597f
transport mechanisms, 613

remediation methods
bioremediation, 619
general discussion, 618
monitored natural attenuation, 620
permeable reactive barriers, 619
phytoremediation, 619–620

risk assessment models, 620
sources
fission products, 583
high-level wastes (HLWs), 584–585
low-level wastes (LLWs), 585
natural sources, 584
nuclear waste, 584
nuclear weapons production, 586
radioactive processes, 582
transuranic wastes (TRU), 585
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radioactive environmental contamination (continued )

uranium mill tailings, 585
uranium-series decay chains, 582, 582f, 583t

radiocarbon (14C)
bomb radiocarbon (14C)

oceanic tracers, 547, 548
oceans
oceanic uptake, 547
ocean mixing, 547

radiogenic isotopes
core formation conditions, 124, 125, 125f
inner core, 126
planetary degassing, 208
radionuclides
actinides, 601, 601t, 604, 604t
batch techniques, 591
colloids, 611
complexation processes, 601
decay time, 585f
experimental research techniques, 590
field studies, 592, 615
fission products, 598, 599t, 618
general discussion, 589
laboratory experiments, 592
microbe-actinide interactions, 614
Oklo Nuclear Reactor, Gabon, 617
performance assessment calculations, 621
solubility, 590
sorption, 591, 592f, 593, 594f, 597f, 621
speciation, 590, 593
spectroscopic measurements, 590–591, 592–593
theoretical geochemical models, 593, 594f, 597f
transport mechanisms, 613

terrestrial planet formation models, 27
radium (Ra)
isotopes
decay paths, 582f, 583t
nuclear waste, 584–585

radon (222Rn)
air-sea exchange, 544
decay paths, 582f, 583t
human health effects, 589
hydrothermal vents, 353, 363

Rapitan iron formation, 400
rare earth elements (REEs)
clastic sediments, 476, 477f, 479
continental crust composition
abundances, 182f, 186f
lower continental crust, 170f, 176f
middle continental crust, 159f, 160f
upper continental crust, 138f, 140, 142f

hydrothermal vents, 349–350, 350f, 367, 372
metalliferous ridge and basal sediments, 371
mid-ocean ridge basalts (MORBs), 82, 83f
ocean island basalts (OIBs), 92
upper continental crust, 140, 141f, 142f

Rayleigh distillation, 303
Redfield ratio
nutrient fluxes, 519

red giants, 2
redox processes
actinides, 601, 601t
background information, 508
carbon cycle, 507–508
groundwater
equilibrium approach, 305, 307, 309f
kinetic approach, 306, 307
terminal electron accepting processes (TEAPs), 306, 308f,

309f
hydrothermal plumes, 365
oxygenic photosynthesis, 510, 529
photosynthesis, 509

Red Sea
hydrothermal vents, 338

metalliferous ridge and basal sediments, 369
refractory elements
chondrites, 114, 114f
Earth’s core, 109–130
major elements, 114, 114f
meteorites
volatile/refractory ratio, 33f, 39

rhenium (Re)
carbonaceous shales, 397f
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
loess, 144
lower continental crust, 171t, 175t
middle continental crust, 157t
sedimentary environments, 481f
upper continental crust, 135t, 148t, 149f

isotopes
characteristics, 70t
crust–mantle differentiation patterns, 74f

mantle rocks
enrichment/depletion patterns, 72, 74f

primitive mantle composition, 115t
solubility, 141f
volatile element depletions, 20f

Rhine River, Europe
river chemistry alterations, 285f

rhodium (Rh)
elemental abundances
bulk Earth composition, 116t
core compositional model, 118t

primitive mantle composition, 115t
rhyolite
river basin lithology, 276t

river systems
carbon (C)
bicarbonate (HCO3), 273f, 273t, 276t, 277f
carbon transfer, 275, 277t
dissolved inorganic carbon (DIC), 274t, 275, 277t
dissolved organic matter (DOM), 277t
particulate inorganic carbon (PIC), 277t
particulate organic carbon (POC), 277t

detrital fluxes, 425f, 426
ionic concentrations
anthropogenic sources, 274t, 283, 285f, 285t
background information, 271
climate effects, 277
data sources, 272
global budget, 282, 284t
global land distribution, 282, 282t
global range, 272, 273f, 273t, 277f
idealized model, 279, 279f
ionic yields, 280, 280t, 281f, 284t
lithology, 275, 276t
river fluxes, 282, 282t, 283f, 284t
runoff, 277, 278f, 280, 280t, 281f
sources/sinks, 274t
tectonics, 274–275
weathering intensities, 280

Ross Sea
calcium carbonate (CaCO3) abundance, 318

rubidium (Rb)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
clastic sediments, 476, 477f
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 352t
loess, 144–145, 145f, 146, 146f
lower continental crust, 170f, 171t, 175t, 176f

662 Index



middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

isotopes
characteristics, 70t
crust–mantle differentiation patterns, 74f

mantle rocks
enrichment/depletion patterns, 72, 72f, 74f

mid-ocean ridge basalts (MORBs), 73f, 83–85, 84f
ocean island basalts (OIBs), 98f
primitive mantle composition, 115t
solubility, 141f
volatile element depletions, 20f

Rubisco
carbon burial, 520

rudists, 409f
runoff
ionic concentrations, 278f, 280, 280t, 281f
rivers, 277

ruthenium (Ru)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t
loess, 146
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t

fission products, 599t
primitive mantle composition, 115t

S
salinity
rivers, 279, 279f

samarium (Sm)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 182f, 184t
core compositional model, 118t
hydrothermal vents, 350f
lower continental crust, 171t, 175t, 176f
middle continental crust, 157t, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 142f, 148t, 149f

isotopes
characteristics, 70t
crust–mantle differentiation patterns, 74f
Earth formation, 51

mantle rocks, 72, 74f
mid-ocean ridge basalts (MORBs)
abundances, 84f
normalized analyses, 83f, 86f
variability analyses, 84f

ocean island basalts (OIBs), 98f
primitive mantle composition, 115t

saprolites
see also chemical weathering; soils
Sargasso Sea
Archaean, 389

scandium (Sc)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
clastic sediments, 476, 477f
continental crust, 184t
core compositional model, 118t
lower continental crust, 170f, 171t
middle continental crust, 157t, 159f
sedimentary environments, 481f
turbidites, 477, 477f, 478f
upper continental crust, 135t, 138f, 148t, 149f

mantle rocks, 72f
mid-ocean ridge basalts (MORBs), 73f, 84f
ocean island basalts (OIBs), 92
primitive mantle composition, 115t
solubility, 141f

schists
river basin lithology, 276t

schoepite, 606f, 606–607
Sea-viewing Wide Field of view Sensor (SeaWiFS), 515t
seawater, 379–421
aragonite solubility, 482, 484f
Archaean
banded iron formations (BIFs), 381
iron concentrations, 383, 383f
isotopic composition, 384
Isua Supracrustal Belt, Greenland, 381
Mesoarchaean period, 384
Neoarchaean period, 387

boron (B)
boron (B) isotopes, 493
pH proxy, 326, 327f

calcite solubility, 484f
calcium (Ca) isotopes, 493
carbon cycle
biological processes, 569
carbon (�13C) isotope concentrations, 489, 490f, 491f
carbon dioxide (CO2) concentrations, 569
carbon uptake, 546t, 547, 553t

elemental abundances, 476, 477f
glaciation effects, 326
Hadean, 380
historical research, 379, 380f
hydrothermal vents, 344, 344f, 347f, 363f
isotopic composition
Archaean, 384
carbon (�13C) isotopic concentrations, 410, 412f
isotopic evolution, 483
isotopic tracers, 493
oxygen (�18O) isotopic concentrations, 411, 413f

magnesium/calcium (Mg/Ca) ratio
oceanic crust, 482, 483f, 484f

osmium (Os)
isotopic evolution, 486

oxygen (O)
oxygen (�18O) isotope concentrations, 491, 492f

Phanerozoic
carbon (�13C) isotopic concentrations, 410, 412f
fluid inclusion analyses, 406
marine carbonates

boron (B) concentrations, 408
sea level changes, 404f
strontium (Sr) concentrations, 407, 408f, 409, 409f, 410f
sulfate concentrations, 411f
trace element concentrations, 407

marine evaporites
calcium ionic concentrations, 405f
general discussion, 401
magnesium/calcium (Mg/Ca) ratios, 402, 402f, 403f
magnesium ionic concentrations, 404f
sea level changes, 404f
sulfate concentrations, 405f, 406f, 411f

marine oölites, 402, 402f, 403f
osmium (Os) concentrations, 409
oxygen (�18O) isotopic concentrations, 411, 413f
sea level changes, 404f, 407
Spencer–Hardie model, 405
sulfate concentrations, 410, 411f
unevaporated seawater analyses, 406

Proterozoic
Mesoproterozoic, 395
Neoproterozoic, 397, 398f
Paleoproterozoic, 391

strontium (Sr)
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seawater (continued )

isotopic evolution, 483, 485f, 486f, 487f
sulfur (S)
isotopic evolution, 487, 489f

temperature variations, 493f
trace element concentrations, 529, 531f, 140, 141f
zircon analyses, 380, 381f

sedimentary basins
classification, 471, 471f
lithologies, 473, 474f
preservation potentials, 471, 471f, 472f
turbidites, 477f

sedimentary environments
age distribution, 468, 468f, 469f, 470f, 494f
carbonate sediments
boron (B) isotopes, 493
calcareous fossils, 484f, 498, 499f
calcium (Ca) isotopes, 493
carbonate cycle, 498, 499f
evolutionary trends, 494, 495
general discussion, 481
geochemical implications, 499
ironstones, 497–498, 498f
isotopic evolution, 483
isotopic tracers, 493
magnesium/calcium (Mg/Ca) ratio, 482, 483f, 484f, 496,

497f
mass/age distribution, 495, 495f
oöids, 497, 498f
osmium (Os) isotopes, 486
oxygen (�18O) isotope concentrations, 491, 492f
recycling rates, 495
strontium (Sr) isotopes, 483, 485f, 486f, 487f
sulfur (S) isotopes, 487, 489f
survival rates, 496f

carbon cycle, 539f, 539t
carbon (�13C) isotope concentrations
paleo-ocean, 489, 490f, 491f

Chemical Index of Alteration (CIA), 476f
clastic sediments
chemical analysis, 478
elemental abundances, 476, 477f
isotope systematics, 479
isotopic abundances, 476
lithologies, 477
lutetium/hafnium (Lu/Hf) isotopic ratios, 479
potassium oxide (K2O)/sodium oxide (Na2O) ratio, 478,

478f
provenance analysis, 474, 475f, 476f
rare earth elements (REEs), 479
samarium/neodymium (Sm/Nd) isotopic ratios, 479,

480f, 482f
secular evolution, 477, 479f
stratigraphic age, 479–480, 480f
tectonics, 474, 475f, 476f, 477
thorium/scandium (Th/Sc) isotopic ratios, 477, 477f,

478f, 479f
turbidites, 477f

elemental composition, 480, 481f
elemental fractionation, 140, 141f
evolutionary trends
carbonate sediments, 494, 495
evaporites, 494f, 494–495
lithologies, 494
Phanerozoic, 495

marine sediments
contemporary carbon cycle, 539f, 539t
mass/age distribution, 473f

mass/age distribution, 472, 473f
mineral dissolution, 476
mudstones
clastic sediments, 475

transport mechanisms, 475
oceanic crust
boron (B) isotopes, 493
calcium (Ca) isotopes, 493
carbonate sediments, 481
carbon (�13C) isotope concentrations, 489
chemical composition, 482, 483f, 484f, 486f, 487f
isotopic evolution, 483
isotopic tracers, 493
osmium (Os) isotopes, 486
oxygen (�18O) isotope concentrations, 491
strontium (Sr) isotopes, 483, 485f, 486f, 487f
sulfur (S) isotopes, 487, 489f

population dynamics, 468
recycling, 476, 478f, 480
river basin lithology, 276t
sandstones
evolutionary trends, 494
mass/age distribution, 473f
provenance analysis, 474, 475f
ternary petrologic diagrams, 475f
transport mechanisms, 475

silicate minerals, 476f
siliciclastic sediments
accumulation rate, 435, 441–442, 443f, 445f, 455–456
Appalachian Basin, 450, 451f
authigenic fluxes, 425f, 426f, 428
authigenic proxies, 435, 447f
biogenic fluxes, 425f, 426f, 427
biogenic proxies, 433, 447f
biomarkers, 434
Black Sea, 437f, 441, 442f, 443f
carbon cycle, 429
carbon (�13C) isotope concentrations, 433, 447f, 450, 451f,

455
carbon:nitrogen:phosphorus (C:N:P) ratios, 434, 453
carbon-sulfur (C-S) relationships, 435, 436f
Cariaco Basin, 437f, 441, 442f, 443f
climate effects, 425, 429
detrital fluxes, 425f, 426, 455
detrital proxies, 431, 447f
elemental proxies, 432
elemental ratios, 455–456
future research, 456
general discussion, 424
Greenhorn Formation, 447f
iron/aluminum (Fe/Al) ratios, 438f, 443f
iron scavenging, 438f
iron speciation, 438, 438f
manganese (Mn) concentrations, 440
molybdenum (Mo) concentrations, 439, 449f
nutrient recycling, 455
Oceanic Anoxic Event II (OAE II), 448–449
organic carbon concentrations, 441, 444f, 445f
organic matter burial, 449f
organic matter sources, 433
Precambrian, 453
proxy data, 430
pyritization, 435, 436, 437f, 438, 438f, 450, 451f
redox processes, 455
sulfur (S) isotopes, 436, 437f, 441, 442f
tectonics, 425
terrigenous fluxes, 425
trace metals, 439
Western Interior Basin, United States, 443

tectonics
clastic sediments, 474, 475f, 476f, 477
lithologies, 473, 474f
preservation potentials, 471, 472f

volcanogenic deposits, 494f, 494–495
weathering, 476
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seismology
seismic waves
continental crust, 138–139, 152, 155
Earth’s core, 111f, 111–112

selenium (Se)
elemental abundances
bulk continental crust composition, 177t, 179t
bulk Earth composition, 116t
continental crust, 184t
core compositional model, 118t, 119t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t, 149f

fission products, 599t
primitive mantle composition, 115t
solubility, 141f
volatile element depletions, 20f

serpentinite, 276t
shales
carbonaceous shales
McArthur Basin, Australia, 395, 397f
Mesoarchaean period, 384
Mesoproterozoic, 395
Neoarchaean period, 387
Paleoproterozoic, 392–393
Transvaal Supergroup, South Africa, 391f

mass/age distribution, 473f, 494f
river basin lithology, 276t

siderite (FeCO3)
Archaean iron formations, 385
Griquatown iron formation, 390f, 391f
morphology, 388f
Neoarchaean period, 387

siderophile elements
behavior characteristics, 114
Earth’s core, 43, 121f
partitioning
early Earth history, 50

primitive mantle composition, 117, 117f
upper continental crust, 138f
volatile elements, 20f

Sierra Nevada Batholith, 154t, 155, 160
Sierra Nevada Spring water analyses, 290
siliciclastic sediments
Appalachian Basin, 450, 451f
authigenic fluxes, 425f, 426f, 428
biogenic fluxes, 425f, 426f, 427
Black Sea, 437f, 441, 442f, 443f
carbon cycle, 429
Cariaco Basin, 437f, 441, 442f, 443f
climate effects, 425, 429
detrital fluxes, 425f, 426
general discussion, 424
Greenhorn Formation, 447f
proxy data
accumulation rate, 435, 441–442, 443f, 445f, 455–456
authigenic proxies, 435, 447f
biogenic proxies, 433, 447f
biomarkers, 434
carbon (�13C) isotope concentrations, 433, 447f, 450, 451f,

455
carbon:nitrogen:phosphorus (C:N:P) ratios, 434, 453
carbon-sulfur (C-S) relationships, 435, 436f
detrital fluxes, 455
detrital proxies, 431, 447f
elemental proxies, 432
elemental ratios, 455–456
future research, 456
iron/aluminum (Fe/Al) ratios, 438f, 443f
iron scavenging, 438f
iron speciation, 438, 438f
limitations, 430
manganese (Mn) concentrations, 440

molybdenum (Mo) concentrations, 439, 449f
nutrient recycling, 455
Oceanic Anoxic Event II (OAE II), 448–449
organic carbon concentrations, 441, 444f, 445f
organic matter burial, 449f
organic matter sources, 433
physical properties, 432
Precambrian, 453
pyritization, 435, 436, 437f, 438, 438f, 450, 451f
redox processes, 455
sulfur (S) isotopes, 436, 437f, 441, 442f
trace metals, 439

tectonics, 425
terrigenous fluxes, 425
Western Interior Basin, United States, 443

silicon (Si)
chondrites
elemental abundances, 114f

elemental abundances
bulk continental crust composition, 180f
bulk Earth composition, 116t, 118t
clastic sediments, 476, 477f
core compositional model, 118t, 119t, 119–120, 120t
hydrothermal vents, 352t
lower continental crust, 169f
middle continental crust, 158f
sedimentary environments, 481f
upper continental crust, 137f

groundwater concentrations
Black Creek aquifer, South Carolina, 302t

isotopes
nucleosynthesis, 8

mantle rocks
enrichment/depletion patterns, 72f

mid-ocean ridge basalts (MORBs), 73f
phytoliths, 527
primitive mantle composition, 115t, 118t
silica precipitation, 525
silicon dioxide (SiO2)

anthropogenic sources, 283, 285t
bulk continental crust composition, 177t, 179t
continental crust, 184t
groundwater analyses, 303t, 304t
groundwater concentrations, 293t, 298t
lower continental crust, 171t, 175t
middle continental crust, 157t
mineral dissolution, 296t
New England bedrock-glacial drift aquifer, 295t
pristine river distributions, 273f, 273t, 276t
river sources/sinks, 274t
runoff, 278f, 280, 280t, 281f
saturation index, 295f
Stripa, Sweden, 603t
upper continental crust, 134t, 148t, 149f
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
weathering reactions, 290
Yucca Mountain, Nevada, 603t

solubility, 141f
see also quartz (SiO2)
Silurian
seawater
carbon (�13C) isotopic concentrations, 412f
composition, 401–402, 404f
oxygen (�18O) isotopic concentrations, 413f
sea level changes, 404f
strontium (Sr) concentrations, 409f, 410f
sulfate concentrations, 411f

silver (Ag)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
continental crust, 184t
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silver (Ag) (continued )

core compositional model, 118t, 119t
hydrothermal vents, 352t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 138f, 148t, 149f

fission products, 599t
primitive mantle composition, 115t
solubility, 141f, 143
volatile element depletions, 20f

Slave craton, Canada
lower continental crust, 167–168

smectite
hemipelagic facies sediments, 432
sedimentary environments, 475, 476f

Snake River aquifer, Idaho, 291, 292f, 293t, 294f
Snowball Earth hypothesis, 400
sodium (Na)
elemental abundances
bulk continental crust composition, 180f
bulk Earth composition, 116t, 118t
clastic sediments, 476, 477f
compositional model, 118t
hydrothermal vents, 352t
lower continental crust, 169f
middle continental crust, 158f
primitive mantle composition, 115t, 118t
sedimentary environments, 481f
upper continental crust, 137f

groundwater concentrations
Black Creek aquifer, South Carolina, 302f, 302t
Floridan aquifer, Florida, 296, 298t
New England bedrock-glacial drift aquifer, 295t
Snake River aquifer, Idaho, 293t

halite (NaCl)
hydrothermal vents, 345–347, 347f
Mesoproterozoic ocean, 395
Phanerozoic marine evaporites

calcium ionic concentrations, 405f
general discussion, 401
magnesium/calcium (Mg/Ca) ratios, 402, 402f, 403f
magnesium ionic concentrations, 404f
sulfate concentrations, 405f, 406f

ionic concentrations
anthropogenic sources, 283, 285t
idealized model, 279, 279f
pristine river distributions, 273f, 273t, 276t
river sources/sinks, 274t
runoff, 278, 278f, 280, 280t, 281f
Stripa, Sweden, 603t
Waste Isolation Pilot Plant (WIPP), New Mexico, 603t
weathering rates, 284t
Yucca Mountain, Nevada, 603t

mantle rocks
enrichment/depletion patterns, 72f

mid-ocean ridge basalts (MORBs)
abundances, 73f, 86

siliciclastic sediments, 447f, 450, 451f
sodium oxide (Na2O)

bulk continental crust composition, 177t, 179t
continental crust, 184t
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 134t, 148t, 149f

solubility, 141f
volatile element depletions, 20f
weathering reactions, 290

soils
Archaean, 388
carbon cycle
contemporary carbon cycle, 539f, 539t
reservoirs, 540, 540t

radioactive environmental contamination, 586, 598

rivers, 274t
see also net primary production (NPP); paleosols
solar nebula
accretion, 18
inner disk heating, 24
minimum mass, 20
nebular protoatmosphere, 38
star formation
luminosity, 22–23
outflows, 24
protostellar phases, 20
solar mass stars, 20
T Tauri, 21–22, 23–24
X-wind model, 24

solar photosphere
composition, 113

solar system
accretion dynamics
age determination, 46t
dust stickiness, 24
general discussion, 24
gravitational instability, 25
large collisions, 26
planetary migration, 25
runaway growth, 26

elemental abundances
isotopic abundances, 2, 3f, 10f

hot nebula model, 22, 23
neutron capture synthesis, 2, 3f
nucleosynthesis, 1–15
planetary differentiation, 113
r-process patterns, 2, 3f, 4
s-process patterns, 2, 3f, 4
volatile elements
condensation processes, 19, 20f
depletions, 20f, 24

solar wind
xenon (Xe) isotope concentrations, 215f

solubility pump, 542
South Africa
carbonaceous shales, 397f
Witwatersrand Basin, South Africa, 387, 389t

Southern Ocean
aeolian dust, 528
calcium carbonate (CaCO3) abundance, 317, 331
hydrothermal vents, 338
iron (Fe) fluxes, 528
nutrient limitations, 528

Spencer–Hardie model, 405
sphalerite
hydrothermal vents, 360f, 361
metalliferous ridge and basal sediments, 370

star formation
elemental abundance patterns, 11, 12f, 13f
hot nebula model, 22, 23
intermediate-mass stars
carbon (12C) isotope production, 4
evolution, 2
helium burning, 4

luminosity, 22–23
massive stars
carbon burning, 7
evolution, 4, 5f
helium burning, 7
hydrogen burning, 5
interior structure, 6f
neon burning, 7
nuclear burning stages, 4, 6t, 8
nucleosynthesis, 5
oxygen burning, 7
p-process, 8
production factor, 10f
r-process patterns, 9
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silicon burning, 8
s-process patterns, 7

neutron capture synthesis, 2, 3f
nucleosynthesis, 1–15
outflows, 24
presolar grains, 25, 42
protostellar phases, 20
red giants
carbon (12C) isotope production, 4
evolution, 2
helium burning, 4
r-process patterns, 4
s-process patterns, 4

r-process patterns, 2, 3f, 4
solar mass stars, 20
s-process patterns, 2, 3f, 4
T Tauri stars, 21–22, 23–24
X-wind model, 24

stony-iron meteorites
see also chondrites; iron meteorites; meteorites
Stripa, Sweden, 603, 603t, 604t
strontium (Sr)
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t
clastic sediments, 476, 477f
continental crust, 182f, 184t, 186f
core compositional model, 118t
hydrothermal vents, 352t
loess, 145–146
lower continental crust, 170f, 171t, 175t, 176f
middle continental crust, 157t, 159f, 160f
sedimentary environments, 481f
upper continental crust, 135t, 138f, 148t, 149f

groundwater concentrations
Black Creek aquifer, South Carolina, 302t

isotopes
basalts, 67
characteristics, 70t
Chernobyl Nuclear Power Plant, 616
crust–mantle differentiation patterns, 74f
fission products, 599, 599t
lunar age determination, 45, 46t, 47f
mid-ocean ridge basalts (MORBs)

chemical composition, 77f, 79f
early research, 67
uniform abundances, 97f
variability analyses, 76, 80f

nuclear waste, 584–585
ocean island basalts (OIBs), 87, 89f, 94f, 97f
paleo-ocean, 483
toxicity, 589

mantle rocks, 72, 72f, 74f
marine carbonates, 407, 408f, 409, 409f, 410f
mid-ocean ridge basalts (MORBs)
abundances, 73f
variability analyses, 84f, 85

ocean island basalts (OIBs), 98f
primitive mantle composition, 115t
solubility, 141f

subduction zones
carbon (C) abundances, 223
nitrogen (N) abundances, 224
noble gases, 207
water (H2O), 225

sulfur (S)
Archaean, 385–386
elemental abundances
bulk continental crust composition, 177t, 179t, 181f
bulk Earth composition, 116t, 118t
continental crust, 184t
core composition

core compositional model, 118t, 119, 119t, 120f, 120t

Earth, 119, 120f
lower continental crust, 171t, 175t
middle continental crust, 157t
upper continental crust, 135t, 148t

groundwater concentrations
Black Creek aquifer, South Carolina, 302t
Floridan aquifer, Florida, 298t
New England bedrock-glacial drift aquifer, 295t
Snake River aquifer, Idaho, 293t

hydrogen sulfide (H2S)
authigenic proxies, 435
groundwater concentrations, 298t, 302t
hydrothermal vents, 351, 352t

isotopes
groundwater concentrations, 298t
paleo-ocean, 487, 489f
siliciclastic sediments, 436, 437f, 441, 442f, 450, 451f

Neoarchaean period, 387
primitive mantle composition, 115t, 118t
sulfates
anhydrite (CaSO4)
Mesoproterozoic ocean, 395
Neoarchaean period, 387

anthropogenic sources, 283, 285f, 285t
Archaean, 385–386
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