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  Introd uction         

 Statistics and statistical thinking have become increasingly important in a society 
that relies more than ever on information and demands for evidence. Hence the 
importance of developing statistical thinking across all levels of education has 
grown, and continues to grow, in a century which will place even greater pressure 
on society for statistical thinking throughout industry, government and education. 
   However, although handling and interpreting information, data and uncertainty per-
vade everyday living, disciplines, workplaces and research, they are remarkably 
challenging skills to learn and teach, and developing the appropriate mindset is 
 diffi cult. Many reasons have been—and will be—given for this, but it is essentially 
due to the nature of statistics as the science of variation and uncertainty, together 
with its pervasiveness and its importance across all disciplines and all evidence-
based endeavours. From statistical literacy for citizenship to addressing highly 
 complex and challenging problems, the statistical sciences are servants, collabora-
tors and leaders in information and technological societies. 

 The roles of servant, collaborator and leader are not distinct, but constantly inter-
act in a continuum which must be acknowledged and embedded in statistical educa-
tion efforts and systems. Statistical education is education of future consumers, users 
and clients of statistics, as well as that of future statisticians and statistical collabora-
tors. Thus the entire spectrum of statistical education across all educational levels 
and disciplines is of vital signifi cance to all statisticians and the statistical profession 
as well as all involved in statistical education. The supply of statisticians is just one 
aspect of this spectrum, and the education of future consumers, users, producers, 
developers and researchers of statistics is both challenging and important for a mod-
ern information society and hence to the statistical profession. 

 Statistics is a living discipline, ever developing to meet new challenges and 
needs, interacting constantly with users and collaborators. Statistical education has 
also been, and must continue to be, similarly active, always refl ecting, accommodating 
and anticipating the diversity of students’ and clients’ current and future needs. 
Progress in statistics education comes from a combination of deep understanding of 
statistics and statistical thinking with what is learnt from observing and analysing 
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students and their work. This volume helps to pay tribute to all those who are dedicated 
to bringing the power of statistics to life in teaching, but embedded in students’ and 
clients’ perceptions and prior learning so that they can experience statistical thinking 
for themselves, and hence continue to learn and develop. This task requires constant 
interaction with students, colleagues and practitioners, with the statistics teacher 
always seeking to see inside the minds of students and statistical users to understand 
how to make the connections and build confi dence. It is less demanding to teach 
statistics in a teacher-centred or surface way, either of which may provide immediate 
gratifi cation. But such approaches can fail to develop the understanding and 
 confi dence needed for ongoing learning and for the data and contexts of real 
and complex problems. 

 No matter what aspect of statistics or educational level we are discussing, prog-
ress in statistical education is continuous, complex and multi-dimensional, with 
‘reforms’ happening at the frontlines in classes, with students across disciplines and 
levels, in workplaces, careers and professions. Guidelines, bullet points and slogans 
refl ect developments and help to raise wider awareness of progress underway, but 
can also risk trivialisation and substitution of new dogma for old. 

 It is a characteristic of statistics and of its education that developments often 
start at similar times around the world, and that key steps forward in statistics 
education refl ect the problem-solving processes, thinking and advocacy of statis-
tical practitioners. However, despite ongoing endorsement by statistical practi-
tioners and educators over many years, such approaches are perennially 
challenging to maintain and embed. Advancing and maintaining improvements 
in statistics education need collaboration, cooperation and dedication across the 
community of statisticians and statistical educators, and the Australian 
Conferences on Teaching Statistics (OZCOTS) have contributed to providing a 
forum and bringing this community together. Australians and New Zealanders 
have been part of the international statistical education vanguard for many years, 
and, since 2008, there has been good international representation at OZCOTS, 
especially by New Zealanders. 

    Some Background to OZCOTS: ISI, IASE and ICOTS 

 The International Association for Statistical Education (IASE) is one of the 
Associations of the International Statistical Institute (ISI) which was founded in 
1885, and whose overall mission is to promote the understanding, development and 
good practice of statistics worldwide. The ISI Education Committee was set up in 
1948, as part of a series of constitutional changes aimed, among other things, at 
increasing the ISI’s mandate to undertake educational activities in statistics and to 
collaborate for this purpose with UNESCO and other UN agencies. Although statis-
tical education had been a concern of the ISI since its inception in 1885, it was the 
creation of the Education Committee which marked the beginning of a systematic 
education programme. 
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 The fi rst international roundtable on statistics education was held in 1968, and 
the fi rst International Conference on Teaching Statistics (ICOTS) was held in 1982. 
After the third ICOTS in 1990, the IASE was formed to take over and spread the 
work of the ISI Education Committee. The seven Associations of the ISI cover a 
wide spectrum of statistical sciences and applications, facilitating international 
communication among groups of individuals with common interests, and having 
their own governance structure, conferences, journals and other activities. The ISI 
and its family of Associations work closely together to serve the needs of the inter-
national statistical community. 

 Apart from ICOTS, which is held every 4 years, the IASE organises satellite 
conferences to the biennial ISI World Statistics Congresses (WSC), statistical 
 education strands within the WSC, and international roundtables every 4 years. For 
its conferences, IASE offers an optional double-blinded refereeing process and pub-
lishes proceedings, now online. Papers accepted as meeting refereed status are 
 designated as such in the proceedings.  

    OZCOTS: Australian Conference on Teaching Statistics 

 The fi rst OZCOTS was inspired by the fi fth ICOTS which had been held in Singapore 
earlier that year. OZCOTS 1998 was organised by Brian Phillips with papers by 
Australian speakers from ICOTS5. Its success in bringing together Australians 
involved in teaching statistics resulted in Brian and his Melbourne colleagues organ-
ising annual OZCOTS gatherings from 1999 to 2002. These were quite informal, 
having no formal proceedings. 

 In 2006, Helen MacGillivray was awarded one of the fi rst Australian Learning 
and Teaching Council’s National Senior Teaching Fellowships, with her fellowship 
programme to run throughout 2008. The Australian Learning and Teaching Council 
(ALTC) (formerly the Carrick Institute of Learning and Teaching in Higher 
Education), was established in 2005 as an initiative of the Australian Government 
Department of Education, Science and Training. Its mission was to promote and 
advance learning and teaching in Australian higher education. In 2011, the ALTC 
was replaced by the Australian Government’s Offi ce for Learning and Teaching 
which promotes and supports change in higher education institutions for the 
enhancement of learning and teaching. The Senior Fellowship Scheme supports 
leading educators to undertake strategic, high profi le fellowship activities in areas 
that support the ALTC/OLT mission. Senior Fellows undertake a full time pro-
gramme of highly strategic fellowship activities over 1 year. Helen was one of the 
three inaugural Senior Fellows. Such recognition of the importance of teaching sta-
tistics in higher education is of signifi cant value to the statistical and statistical edu-
cation communities. 

 As part of her fellowship programme, Helen revived OZCOTS with Brian’s help, 
and ran it as a two-day satellite to the 2008 Australian Statistical Conference (ASC), 
with a one-day overlap open to all ASC delegates who could also choose to register 
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for the second day. The OZCOTS 2008 invited speakers were all funded as part of 
Helen’s fellowship. OZCOTS 2008 was modelled on the successful IASE satellite 
conferences to ISI Conferences, with papers in proceedings and an optional referee-
ing process offered to authors. The success of OZCOTS 2008 lead to further equally 
successful OZCOTS meetings in Perth, 2010, and in Adelaide, 2012. OZCOTS 
2010 and then OZCOTS 2012 were again run as two-day satellites to the 2010 and 
2012 ASCs, with a one-day overlap open to all ASC delegates who could also 
choose to register for the second day, and with a joint keynote speaker on statistics 
education on the overlap day. 

 The OZCOTS 2008 programme consisted of six keynote papers, eighteen 
 contributed papers and two forums. The six keynote speakers at OZCOTS were 
members of the Senior Fellowship’s international collaborative team, and their 
 participation in OZCOTS 2008 was fully funded by the Fellowship. OZCOTS was 
also supported by the ASC and the Victorian Branch of the Statistical Society of 
Australia Inc (SSAI). The arrangement of the fi rst day of OZCOTS being available 
to ASC delegates at no extra charge was highly successful with standing room only 
available on the fi rst day with many ASC delegates attending all or part of the 
OZCOTS programme. A number of ASC delegates who had not pre-registered for 
the second day of OZCOTS were so interested by the fi rst day that they stayed on 
for the second. 

  The OZCOTS 2008 Conference Committee consisted of Helen MacGillivray  
( joint chair, joint editor ),  Brian Phillips  ( joint chair, local arrangements ),  Michael 
A. Martin  ( joint editor ),  Kay Lipson and Peter Howley, with entertainment provided 
by local balladeer extraordinary, Peter Martin . 

  OZCOTS 2010, held in Perth, had the theme of Building Capacity in Statistics 
Education. The programme consisted of two keynote speakers, twenty-two contrib-
uted papers and three forums. The OZCOTS 2010 Conference Committee consisted 
of Helen MacGillivray  ( joint chair, joint editor ) , Brian Phillips  ( joint chair, joint 
editor )  and Alexandra Bremner  ( local arrangements ) . OZCOTS 2010 acknowl-
edged the support of the ASC 2010, SAS and the NSW and Victorian Branches of 
SSAI. OZCOTS 2008 and OZCOTS 2010 Proceedings are available on the IASE 
website under Publications > Regional Publications.  

 For many years, and internationally, statistical consultants and statistical 
educators have been advocating a holistic approach in statistics education that 
refl ects the thinking and problem-solving of the  practice  of statistics. This was 
refl ected in the theme of OZCOTS 2012, held in Adelaide, namely  Statistics 
Education for  ‘ Greater ’  Statistics , with the ‘greater’ statistics of the theme 
refl ecting the whole process of the practicum of statistics. The programme con-
sisted of two keynote speakers, eighteen contributed papers and three forums. 
The OZCOTS 2012 Conference Committee consisted of Helen MacGillivray 
(joint chair, joint editor), Brian Phillips (joint chair, joint editor),  Olena 
Kravchuk  ( local arrangements ) , with ASC 2012 providing signifi cant support 
and close collaboration .  
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    This Book 

 Authors of papers from OZCOTS 2008, 2010 or 2012 were invited to develop 
chapters for refereeing and inclusion in this volume. The chapters in Parts A to E 
were all developed from papers presented at one of these OZCOTS, and have been 
grouped under the headings of keynote topics, undergraduate curriculum, under-
graduate learning, professional development and postgraduate learning. Each 
chapter includes identifi cation of the OZCOTS at which the authors presented a 
paper on the topic. The papers in Part F were also accepted for, and presented at, 
OZCOTS 2012 and have not appeared elsewhere; they appear here in their OZCOTS 
2012 form. 

    Part A: Keynote Topics 

 The fi ve chapters in this section are indicative of the diversity of demands on, and 
the richness of, statistical education. The core enabling power of technology in sta-
tistics makes it equally important in statistics education, as well as providing educa-
tional platforms for experiential learning. Adrian Bowman’s chapter emphasises 
these in the bringing together of data, concepts and models, which is essential in 
developing statistical thinking. This is also at the heart of Michael A. Martin chapter, 
which also demonstrates the extent to which successful teaching strategies in statis-
tics depend on the harmony of deep statistical understanding with far-reaching 
refl ection and analysis, and ‘seeing’ through student eyes. Larry Weldon’s 2008 
keynote chapter, reproduced (with permission), is a demonstration of how to bring 
together experiential learning, the full data investigation process as advocated by 
statistical practitioners and the underpinning models and structures that make statis-
tics the powerful interdisciplinary problem-solver. Delia North’s chapter with 
co- author Temesgen Zewotir is a tribute to what the combination of dedication to 
students and statistical understanding can achieve, an indication of the challenges of 
building statistical capacity in developing countries and a sobering reminder of the 
societal consequences of prejudice and neglect. The value of national and interna-
tional interactions among and between statisticians, statistical educators and user 
disciplines is emphasised in Kaye Basford’s overview and personal refl ections from 
a statistician long immersed in an applied discipline, a past president of the 
International Biometrics Society and a colleague of John Tukey. 

 Other keynote presentations at OZCOTS 2008-2012 were given by Rob Gould 
on technological literacy and the nature of modern data (2008), Peter Petocz on 
student conceptions of statistics and statisticians (2008), Chris Wild on cooperation 
and competition (2008) and visualisation and conceptualisation of statistical infer-
ence (2010) and Jessica Utts on beliefs, choices of analyses and educating 
 psychologists (2012).  
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    Part B: Undergraduate Curriculum 

 The four chapters in this section are all focussed on that critical and vital aspect of 
statistics education that is the teaching of statistical thinking and foundational skills 
and understanding across disciplines at the introductory tertiary level. However, not 
only is this of central importance to statisticians, the whole statistical community 
and indeed all of society but the messages in these chapters are also of relevance 
and assistance for all of statistics education. In a sense, this aspect of statistics 
 education is a vital cusp, informing curricula and pedagogies below and above this 
level, and linking to the education of future statisticians, statistical collaborators, 
producers, users and consumers. University systems in many countries, including 
Australia and New Zealand, are not generally geared to allow or support university-
wide statistical literacy courses, and Sue Finch and Ian Gordon’s account of taking 
the opportunities and challenges in designing, implementing and maintaining such 
a course is both a testament to the authors’ efforts and achievements, and an excel-
lent example of linking current statistical education principles with the world and 
work of professional statistical consulting. Simulation is an essential tool in mod-
ern statistical analyses and it also provides a range of educational tools in teaching 
statistics. Graeme Barr and Leanne Scott’s work is as much about helping students 
to understand distribution as it is about simulating data and demonstrating sam-
pling variability. But Chap.   7     also emphasises the need for readily available soft-
ware and hands-on experience in accessible everyday contexts, particularly in 
developing countries. 

 Student diversity and use of technology are also highlighted by Martin Gellerstedt, 
Lars Svennson and Christian Östlund who emphasise teamwork and analysis of stu-
dent learning styles in tackling the challenges of online and mixed online/on- campus 
courses, demonstrating also how developments often happen simultaneously around 
the world and how guidelines are built on refl ective analysis of frontline experi-
ences. Communication with students, seeing through student eyes and meeting the 
diversity of student backgrounds and learning styles also feature in the strategies of 
Małgorzata Korolkiewicz and Belinda Chiera to improve the attitudes of staff and 
students in large service courses to Business and Life Science students.  

    Part C: Undergraduate Learning 

 Student learning is at the heart of all chapters, but the chapters in this section are 
particularly focussed on similarities and contrasts in student learning and effects 
of backgrounds, disciplines and conditions due to the practicalities of systems 
and environments. As in Part B, the focus is again on the extensive and varying 
challenges of large introductory tertiary classes across disciplines. In Chap.   10    , 
the qualitative component of carefully designed in situ research by James Baglin 
and Cliff Da Costa investigates how psychology students acquire statistical 
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technological literacy, including whether it is possible to separate this from 
learning statistical concepts and skills. 

 An ambitious study by Ayse Bilgin and a team of international collaborators in 
three very different countries focuses on student learning approaches and how 
environmental and student characteristics might encourage students to utilise cer-
tain approaches, especially students who do not major in statistics. Such a study 
must therefore carefully identify and allow for the practicalities of the different 
systems and environments, and Chap.   11     includes validation in a very large 
Australian cohort of the Approaches and Study Skills Inventory for Students 
(ASSIST). In Chap.   12    , Joanne Fuller also reports on research into the back-
grounds of students in a very large cohort, concentrating on the quantitative skills 
Business students bring to an introductory course and strategies to tackle the asso-
ciated effects on attitudes and confi dence, providing further insight into issues 
raised in Chap.   9    .  

    Part D: Workplace Learning and Professional Development 

 As the demand and need for statistical problem-solving, analyses, modelling and 
know-how continue their rapid growth across disciplines and workplaces, so too do 
the challenges of helping users and consumers of statistics. The diverse workplace 
and professional settings of the chapters in this section all demonstrate a reality long 
known by professional statisticians and statistics educators—that statistical consult-
ing, teaching and the communication of statistics are inherently strongly intertwined 
and that this interlocking underpins the practice of statistics. 

 Peter Martin’s extensive experience in assisting industry in quality control or 
process improvement is apparent in Chap.   13     on training programmes in industry 
settings. In addressing the specifi c challenges of building client relationships, cus-
tomer responsiveness and relating to real workers and organisations in order to meet 
immediate needs and promote ongoing learning, there are also messages on the 
benefi ts of such work for all statistics teaching. 

 National Statistical Offi ces also have signifi cant interest and involvement in sta-
tistical education of the general community, of government users and producers and 
of future statisticians. The work of Sharleen Forbes et al. demonstrates the extent to 
which Statistics New Zealand and the Australian Bureau of Statistics have devel-
oped advanced partnerships with universities, crafted to progress capabilities in one 
or more of these diverse but equally important groups. 

 An extensive review by Kristen Gibbons and Helen MacGillivray of the litera-
ture demonstrates the advocacy from statistical consulting on experiential learning 
of the whole statistical investigation process for future statisticians, and the parallels 
between student-centred teaching of statistical thinking and consulting, collabora-
tion and communication with statistical users and clients. These links are further 
exhibited by the benefi ts for future statistical consultants of participating in an 
undergraduate mentored developmental programme in learning to tutor statistics, 
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which blends training and apprenticeship stages, including student-centred tutoring 
in statistical investigations and constructivist teaching approaches. 

 Chapters   16     and   17     both focus on work-specifi c statistical training for people 
who are not statistics graduates and have operational statistical needs. Helen Chick, 
Robyn Pierce and Roger Wander report on improving teachers’ understanding of 
offi cial data on student performance. Ian Westbrooke and Maheswaran Rohan dis-
cuss workplace courses on design of investigations and statistical analysis for scien-
tists in New Zealand’s Department of Conservation. Although the workplaces are 
very different, both groups of users need to understand data handling and relate data 
reports to their work. The training of both groups is also via workshops or short 
courses, and is evaluated by how much it helps participants in their work. Both 
groups also need to deal with the products of statistical technology and concepts of 
models, even if there are great contrasts in the level of sophistication in both soft-
ware and models.  

    Part E: Postgraduate Learning 

 An area of remarkable growth and increasingly unmet demand is statistical assis-
tance in postgraduate study across many disciplines. Rapidly increasing informa-
tion technology facilities for gathering and analysing data of all types add to 
pressures on postgraduates and to the chronic challenges in universities of how to 
effi ciently and effectively meet pleas for statistical assistance for them. Postgraduates 
are both students and new researchers, and their needs are to understand the statis-
tics they require in their study/research and to develop statistical capabilities for 
their future careers across diverse workplaces and/or research areas. 

 Statisticians involved in helping postgraduate students in other disciplines are 
keenly aware that their needs usually include improving or extending their founda-
tional understanding and skills in statistics, but from a more mature point of view 
than they may have experienced in an undergraduate introductory course, even if 
the pedagogy of this was modern and centred on experiential learning of statistical 
investigations. Glenys Bishop reports on meeting the challenge of providing such 
foundations in a fully fl exible online environment which also offers different lev-
els of attainment, with discussion on indicators of success in online environments. 
Olena Kravchuk and David Rutley discuss a programme for growing the statistics 
capabilities of advanced undergraduate agricultural science students in prepara-
tion for postgraduate research or workplace decision-making. The programme 
builds on earlier undergraduate statistical learning and is an integrated package of 
strategies embedding collaboration with statisticians and student-centred learning 
in context. 

 Sue Gordon, Anna Reid and Peter Petocz describe innovative qualitative research 
into how academics and postgraduate students use quantitative approaches to carry 
out research in creative and qualitative disciplines, such as music, design and art. 
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Although the diversity of experiences and attitudes seen across all disciplines is 
perhaps accentuated by perceptions of less quantitative underpinnings, customs and 
pathways of research in such disciplines, the research demonstrates the extent of 
statistical needs and further investigation of these needs and how to support them. 

 A quote from a statistician interviewed in the research of Chap.   20    , provides a 
comment relevant to the growing challenge of statistical provision for postgraduate 
students across disciplines: 

  Statistics is a massive subject with so many pitfalls people commonly fall into—
such as confounding. Really if you are doing quantitative research, you need the input 
of a statistician. … I am always happy to offer advice to research students, regardless 
of their subject ;  however, I am one person and there are not many other statisticians 
about either. I am sure that if their supervisor doesn’t know a ‘proper’ statistician, and 
also if they don’t understand the subject of statistics suffi ciently, the student won’t 
even know they have to look for a statistician, let alone where to fi nd one.   

    Part F: Papers From OZCOTS 2012 

 These four short chapters are papers which were also accepted for, and presented 
at, OZCOTS 2012 and have not appeared elsewhere; they appear here in their 
OZCOTS 2012 form. Although short, they cover a range of topics which reinforce 
and link with a number of the preceding chapters. Imma Guarnieri and Denny 
Meyer consider evaluation of learning in an online environment for postgraduates. 
Chapters   22     and   23     discuss resources to support holistic experiential learning of the 
statistical investigation process embedded in data and context, with Robert Brooks 
et al exploiting sporting interests and Howard Edwards, Sarah Edwards and Gang 
Xie having a discipline-specifi c focus. In Chap.   24    , Emma Mawby and Richard 
Penny also touch on online learning challenges and links with Chap.   14     in consid-
ering just some of the broad spectrum of statistics educational roles of national 
statistics offi ces.   

    Refereeing Process 

 Chapters and papers referred to in the proceedings as refereed were reviewed by at 
least two referees selected from a panel of international peers approved by the edi-
tors, with full referee reports and editorial comments provided to authors. The 
review process was ‘double blind’, with identifi cation of both authors and referees 
removed from all documentation during the reviewing process. The refereeing pro-
cess also provided a mechanism for peer review and critique and so has contributed 
to the overall quality of statistics education research and teaching. Revisions were 
reviewed with respect to referee reports and editorial guidance, and chapters marked 
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as refereed have met criteria consistent with the accepted norms for reporting of 
research. Criteria included that the work would represent a signifi cant contribution 
to knowledge about statistics education or the research processes in statistical 
 education. Chapters developed from papers in OZCOTS 2008 and 2010 proceedings 
represent signifi cant new work or progress or analysis.   

    Brisbane, QLD, Australia Helen     MacGillivray   
   Canberra, ACT, Australia Michael     A. Martin   
   Melbourne, VIC, Australia Brian      Phillips        
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    Abstract     The rich statistical computing environments which are available for data 
analysis also provide very fl exible tools for practical work in the teaching and learn-
ing of statistics.  R  is an outstanding example of this, with an enormous variety of 
data exploration and modelling tools which are easily accessible. However, there is 
also a need to support students in the understanding and intuition of key statistical 
concepts and models. The tools available within  R  to create interactive graphical 
controls can be used for this to very good effect. This is explored through the 
 rpanel  package, which aims to make the creation of this type of control as 
straightforward as possible. Examples of interacting with data (in windowing time 
series), concepts (random variation and correlation) and models (analysis of covari-
ance and logistic regression) are described. The mechanism for coding this type of 
interactive display is also outlined.  

  Keywords     Animation   •   Graphics   •   Interaction   •    R   

1         Introduction 

 Computing technology has had a major infl uence on the teaching and learning of 
virtually all subjects within higher education and not least in Statistics. The ability to 
explore data graphically and fi t a wide variety of statistical models has made real 
practical applications feasible to tackle in a lecture or laboratory setting and, where 
appropriate, has allowed the focus to be placed on issues of modelling and interpreta-
tion rather than on more technical aspects. In particular, the arrival of the open-source 
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system  R  ( R  Development Core Team  2006 ) has provided data and modelling tools, 
from the elementary to the state of the art, which are easily accessible. In designing 
courses, the availability of suitable statistical computing tools is no longer a barrier. 

 However, while the process of statistical modelling is very well supported com-
putationally, this is much less true of the process of understanding the underlying 
concepts and methods. There have been many projects which have produced illus-
trative graphical software directed at the teaching and learning of concepts, but 
these have often been stand-alone tools written in languages which allow fl exible, 
and often interactive, graphical tools to be created. The  STEPS  (Bowman and 
McColl  1999 ),  ActivStats  (Velleman  2004 ) and  CAST  (Stirling  2012 ) projects are all 
examples of this type of material, including multimedia resources, which all remain 
available. 

 Many users of  R  remain unaware that systems for providing GUI (graphical user 
interface) tools have been available within  R  for some time. These do not provide 
the full range of facilities provided by multimedia authoring systems but they do 
provide a very useful set of tools for adding a degree of interactivity to  R  operations. 
While  R  has, for very good reasons, been constructed with the philosophy of 
command- driven control, there are some specifi c operations where GUI control is 
very helpful and the teaching and learning context provides a large number of exam-
ples. Systems which can provide this include  iPlots  (Urbanek and Theus  2003 ) 
based on Java and  RGtk2  (Lang and Lawrence  2006 ) based on the GTK tools. 
Verzani ( 2007 ) provides the  gWidgets  interface which provides access to several 
different GUI systems in  R . 

 This paper focusses on the  rpanel  package (Bowman et al.  2006 ,  2007 ) for  R  
which has two aims. The fi rst is to provide access to GUI tools in as simple and 
direct a manner as possible. The  rtcltk  package (Dalgaard  2001 ) is used because 
of its native presence in  R  for many years.  rpanel  carries out the management of 
communications behind the single function calls required to add individual controls. 
The second aim is to provide higher level functions which use these lower level tools 
to create useful interactive operations, with a particular emphasis on teaching and 
learning. An illustration of this is given in Sect.  2 , focussing on a simple example 
involving data exploration and plotting. Sections  3  and  4  extend this into interaction 
with concepts and models. Some fi nal discussion is provided in Sect.  5 .  

2       Interacting with Data 

 Time series data offer a simple, easily understood structure which has many appli-
cations and creates interest in the setting of teaching by raising many interesting 
questions. In the context of climate change, the Central England Temperature data 
provide a remarkably long documentation of monthly temperature ( ∘ C), from 1659 
to the present day. The data are available from the Hadley Centre (  www.metoffi ce.
gov.uk/hadobs/hadcet/    ) but are also available in the  multitaper  package (Rahim 
and Burr  2012 ) in  R . 
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 The top panel of Fig.  1  plots the entire time series but, with such a substantial 
amount of data, it is very diffi cult to assess anything other than the broadest 
features. It is a simple matter to plot a subset of the data which corresponds to any 
particular time window. However, repetition of this is rather cumbersome. A very 
attractive alternative is to use two sliders, one for the centre of the time window 
and the other for its span, as shown in the bottom left panel of Fig.  1 . The three 
graphs in the middle row show spans of 20 years of data centred on different 
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  Fig. 1    The  top plot  shows the Central England Temperature from 1659 to 2011. The three plots in 
the  second row  show the effects of setting the centre of this window to 1659, 1835 and 2011, 
respectively, with the span set to 20 years in all three cases. The  bottom row  shows the two slider 
controls in a separate panel and then integrated with the plot into a single display       

 

Interacting with Data, Concepts and Models…



6

locations. It is hard to communicate the effect of this in static, printed plots but the 
advantage of animation and direct interaction is considerable, allowing easy inspec-
tion across the entire range of the time series, with simple graphical identifi cation of 
the seasonal effect and cases of unusually high or low summer and winter tempera-
tures. The physical process of using the slider substantially enhances the psycho-
logical effect of fl exible interaction with the data. The bottom right panel shows the 
further convenient step of integrating the sliders and the plot into a single window, 
using the  tkrplot  package (Tierney  2005 ).

   As  R  is in such widespread use, it is worthwhile indicating the mechanism by 
which this type of plot can be constructed, to encourage those with some knowledge 
of  R  coding that the addition of interactive controls is a very straightforward step. 
The starting point is code to plot the data  y  (a time series object) in a time window 
defi ned by its  centre  and  span . 

   w  <- centre + c(-0.5, 0.5) * span 
   w  <- w + max(0, tsp(y)[1] - w[1])

- max(0, w[2] - tsp(y)[2]) 
   yw <- window(y, w[1], w[2]) 
   plot(yw, ylim = range(y)) 

 The second line of this code simply adjusts the window near the ends of the 
range of the time series to ensure that the window is always of length  span . 
The code segment as a whole can easily be made into an  action  function, as the code 
below shows. The list object  panel  is the mechanism used by  rpanel  for com-
munication and each action function should return the panel object. The lines of 
code at the end of the section below simply create a control panel window and add 
the two sliders with nominated start and end values. As each slider is moved, the 
action function is called with the new setting and the repeated redrawing which this 
invokes creates the animation. 

    subset.draw <- function(panel) { 
     with(panel, { 
          w  <- centre + c(-0.5, 0.5) * span 
          w  <- w + max(0, tsp(y)[1] - w[1]) 

- max(0, w[2] - tsp(y)[2]) 
       yw <- window(y, w[1], w[2]) 
       plot(yw, ylim = range(y)) 
       abline(h = mark, col = "red", lty = 2) 
    }) 
       panel 
    } 
       panel <- rp.control(y = y) 
    rp.slider(panel, centre, tsp(y)[1], tsp(y)[2], 

subset.draw) 
    rp.slider(panel, span, 2 / tsp(y)[3], 
 diff(tsp(y)[1:2]), 

                    subset.draw, initval = 20) 

A.W. Bowman
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 This simple mechanism allows a wide variety of controls to be added easily to 
code which may have been created for a limitless variety of graphical and other 
tasks. A further small step is to encapsulate this kind of code in new functions which 
offer further fl exibility, such as specifying axis labels or adding horizontal lines for 
reference values. Bowman et al. ( 2006 ,  2007 ) describe the  rpanel  tools in detail 
and give a wide variety of examples, while Bowman et al. ( 2010 ) discuss spatial 
examples in particular.  

3      Interacting with Concepts 

 The concept of random variation is fundamental to an understanding of probability 
and statistics, but this can be a diffi cult concept to grasp when it is met for the fi rst 
time. A classic mistake is to over-interpret the detailed shape of histograms, scat-
terplots and other data displays, attributing meaningful structure to features which 
are simply manifestations of random variation. A simple device to counteract this is 
to use repeated simulations of data. A simple example is to simulate several groups 
of data from the same population and observe the apparent differences which can 
arise when the data are plotted. The upper panels of Fig.  2  use an  rpanel  control 
to do this, with radiobuttons to select the sample size, a button to create a new 

1 2 3

−
3

−
2

−
1

0
1

2
3

Group

y

1 2 3

−
3

−
2

−
1

0
1

2
3

Group

y

1 2 3

−
3

−
2

−
1

0
1

2
3

Group

y

−10 −5 0 5 10

−
10

−
5

0
5

10

x

y

n=30  mean=(0,0)  sd=(3,3)  rho=0.00

−10 −5 0 5 10

−
10

−
5

0
5

10

x

y

n=30  mean=(0,0)  sd=(3,3)  rho=0.50

−10 −5 0 5 10

−
10

−
5

0
5

10

x

y

n=30  mean=(0,0)  sd=(3,3)  rho=0.90

  Fig. 2    In the  top row , the  left hand panel  shows radiobutton controls for sample size, a button to 
simulate new data and a checkbox to control whether the common mean of the groups is displayed. 
The following three panels show the results of different simulations. In the  bottom row , the  left 
hand panel  shows radiobutton controls for sample size, a button to simulate new data, a slider to 
control the value of the correlation coeffi cient and a checkbox to control whether the contours of 
the true bivariate distribution are displayed. The following three panels show the results of differ-
ent simulations, with the correlation coeffi cient set to 0, 0. 5 and 0. 9, respectively       
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simulation and a checkbox to control whether or not the underlying true mean is 
superimposed. The resulting boxplots can sometimes show marked differences, 
especially for small sample sizes, despite the fact that the underlying means of the 
groups are identical. Of course, plots like this can be created by repeated execution 
of a small segment of code, but the GUI controls are extremely convenient and 
allow rapid and easy investigation of the effects of sample size. This is particularly 
convenient in a lecture or classroom setting but it also has advantages for student 
use as it focusses attention on the concept of interest and avoids the distraction of 
repeated direct execution of code.

   The concept of correlation is another case where intuition and experience are 
very valuable in interpreting the strength of association in observed data. The lower 
panels of Fig.  2  show a control panel which allows easy repetition of sampling with 
specifi ed values of sample size and true underlying correlation coeffi cient. The con-
tours of the true bivariate normal distribution from which the data are samples can 
also be superimposed. These are elementary operations in  R  and, as indicated in 
Sect.  2 , the addition of GUI controls is very straightforward. The advantage of 
this relatively small amount of additional effort is that an effective and easily used 
 display tool can be created.  

4      Interacting with Models 

 The idea of a model is central to statistical analysis and it is very helpful to be able 
to plot and compare models and their suitability for observed data. Again, there are 
potential advantages in encapsulating this in tools which use GUI controls, for 
example allowing interactive specifi cation of the particular terms involved in the 
model. Analysis of covariance provides a good example of this. It is straightforward 
to write code to display the fi tted models graphically on a scatterplot of the data. 
The addition of an interactive control to specify these terms enhances the meaning 
of each model by giving immediate graphical feedback on the associated changes. 

 Figure  3  illustrates this on data, available in the  rpanel  package, from a study 
of the weight changes in herring gulls throughout the year. Some birds were caught 
in June (coded as month 1) and others in December (month 2). Since weight is 
dependent on the size of the bird, this information is recorded in the form of the head 
and bill length,  hab  (in mm), the distance from the back of the head to the tip of the 
bill. The fi rst graph displays the weight data, plotted against  hab  and colour coded 
by month. The following two graphs show two fi tted models of particular interest, 
one corresponding to additive effects of weight and month and therefore producing 
parallel regression lines, while in the other the interaction model relaxes this con-
straint. The GUI control panel allows terms to be specifi ed simply by checking the 
appropriate boxes, with immediate graphical feedback in terms of the fi tted model. 
This helpfully reinforces the meaning of the models. There is also an opportunity to 
give feedback on inappropriate models, such as the presence of an interaction term 
without both main effects. In a small way, the software then plays the role of a tutor, 
giving appropriate prompts which encourage suitable modes of thinking in the 
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  Fig. 3    The  left hand panel  
shows checkbox controls to 
specify the terms to be fi tted 
in an analysis of covariance 
model. The following three 
panels show the data, a model 
with  parallel lines  and a 
model with  different lines , 
respectively       
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 student. These facilities are available in the  rp.ancova  function in the  rpanel  
package, where a comparison model can also be specifi ed and an F-test used to 
assess its suitability.

   A second illustration is of logistic regression, another model which is a very 
standard tool in statistical analysis and yet which, in the experience of many  students, 
requires some time and effort to understand when it is fi rst met. Figure  4  shows a 
well-known set of data on budworms, discussed in Collett ( 1991 ) and used as an 
illustration in Venables and Ripley ( 1994 ), where  R  code is also provided. Data on 
the numbers killed (from groups of 20) which were exposed to different doses of a 
chemical are plotted here, for males budworms only. The grouped nature of the data 
helps in motivating the shape of the logistic link function. The ability to superim-
pose a logistic regression, with the values of the intercept and slope parameters in 
the linear predictor controlled by “double-buttons”, allows the effects of changing 
these parameters to be investigated. This promotes intuition on the meaning of the 
parameters and the process of selecting suitable values to describe the observed data 
leads naturally to a discussion of scientifi c principles which can be used for model 
fi tting. Where appropriate within the syllabus, likelihood can be introduced, with 
further opportunities for graphical display and GUI interaction. Bowman ( 2007 ) 
discusses the uses of  rpanel  in a likelihood setting. The right-hand panel of Fig.  4  
shows the fi tted model which is produced by maximising the likelihood. These facil-
ities are available in the  rp.logistic  function in the  rpanel  package.

5         Discussion 

 Opportunities to support the understanding of statistical data, concepts and models have 
been explored and the use of interactive GUI controls has been advocated. This has 
been discussed in the context of the  R  statistical computing environment, which is now 
very widely used and which provides an enormous variety of data and modelling tools. 

 The ability to add interactive controls in this rich computational environment 
allows very useful teaching tools to be constructed. These can be used in a lecture 
or classroom setting by teachers, to illustrate topics in a convenient but dynamic 
manner. This mode of use allows discussion to move beyond the scope of static 
diagrams and communicates the fact that analysing data is a dynamic and explor-
atory process. The use of animation in particular supports more formal presenta-
tions of concepts by illustrating the meaning of parameters or models in a more 
intuitive manner. The liveliness of this form of presentation also often has a benefi -
cial effect on the attention levels of the audience. 

 This type of material can also be used by students in laboratory or self-study 
mode. Again, the aim is to promote more intuitive and conceptual understanding but 
now with the additional use of reinforcement and interaction. We all know from our 
own experience of the use of software that users are most comfortable when they 
have a sense of active control of activity and speed, rather than being placed in the 
passive role of an observer. Learning is promoted when some degree of self- direction 
is present, as the learner takes on a degree of responsibility for the process. 
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  Fig. 4    The  top panel  shows 
checkbox and button controls 
for fi tting in a logistic 
regression model. The 
following two panels show 
a model for specifi ed 
parameters and a model 
fi tted by likelihood       
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 The particular illustrations discussed in the paper have been at the elementary end 
of the statistical syllabus, but the tools and techniques described can be applied to more 
sophisticated data, concepts and models with similar ease and to similar good effect.  

6     Software 

 The  rpanel  package for  R  is available at  cran.r-project.org/web/
packages/rpanel . Further information on  rpanel  is available at   www.stats.
gla.ac.uk/~adrian/rpanel    .  

7    Note 

 Developed from a keynote presentation at the Sixth Australian Conference on 
Teaching Statistics, July 2008, Melbourne, Australia. 

 This chapter is refereed.     
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Abstract Analogies are useful and potent tools for introducing new topics in 
 statistics to students. Martin (J Stat Educ 11(2); Proceedings of the 6th Australian 
Conference on Teaching Statistics) considered the case for teaching with analogies 
in introductory statistics courses, and also gave many examples of particular analo-
gies that had been successfully used to make difficult statistical concepts more 
accessible to students. In this chapter, we explore more deeply analogies for statistical 
concepts from more advanced topics such as regression modeling and high- 
dimensional data.

Keywords Analysis of variance decomposition • Influence • Leverage • Model
selection • Multicollinearity • Regression • Sequential sums of squares • Testing
multiple hypotheses

1  Introduction

Many students approach their statistics classes with trepidation, perhaps because 
many of the concepts they encounter seem so foreign. Yet, despite a lexicon steeped 
in jargon and technical expressions, much statistical thinking has its basis in ideas 
with which most students will be already familiar—the trick for statistics educators, 
it seems, is to bridge that gap between existing, familiar ideas and new, forbidding 
ones. Analogy is an effective tool for bridging this gap, with some particularly evoc-
ative uses including the alignment between statistical hypothesis testing and the 
process of a criminal trial (Feinberg 1971; Bangdiwala 1989; Brewer 1989; among 
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many others), and the idea of a sample mean as a “balance point” for the data 
(Moore 1997, p. 262 as well as on the cover of the text). These famous examples 
leverage the key features of analogical thinking:

• Access—the relevant source idea must be retrieved from memory.
• Mapping—alignment between elements (both objects and relationships) in the 

source and the target must be identified.
• Evaluation and adaptation—the appropriateness of the mappings needs to be 

assessed and adapted where necessary to account for critical features of the 
target.

• Learning—the target is understood, and new knowledge and relevant items and 
relationships are added to memory. The “transfer” from old to new domains is 
completed and the new situation can be accessed without reference to the source 
domain.

These elements are described in detail in the monograph by Holyoak and Thagard 
(1995), in which is presented a comprehensive, modern overview of analogical 
thinking. Martin (2003) explored the use of analogies in teaching statistics and 
offered many examples of analogies that had been effectively used in his statistics 
classes, including the legal analogy for hypothesis testing and the balance point 
analogy for the average. Martin later presented this work at the OZCOTS 2008 con-
ference (Martin 2008). In the original 2003 paper and in the OZCOTS presentation, 
Martin focused on analogies and examples useful in a first course in statistics—the 
critical time when students first encounter our “mysterious” discipline. In this chap-
ter, we consider examples and analogies specific to statistical concepts from more 
advanced topics from regression modeling and high-dimensional data analysis. We 
explore in more detail the mappings—for both items and relationships—that exist 
between the source and target ideas, critique the strengths and weaknesses of the
analogies, and offer some new ideas that have been found useful in describing these 
more advanced topics.

In describing and critiquing the examples below, we utilize the “teaching- 
with- analogies” framework developed by Glynn (1991) (see also Glynn and Law
1993; Glynn 1994, 1995, 1996; Glynn et al. (1995), for further discussion and 
refinements). This framework identified six steps: introduce target concept; access 
source analog; identify relevant features of both source and target; map elements 
and relationships between source and target; assess breakdowns of the analogy; 
adaption and conclusion. These six steps essentially give form to the four features 
(access, mapping, evaluation, learning) listed above, and allow the construction of 
powerful analogs for thinking and learning.

This chapter is designed to be read in combination with the earlier article by 
Martin (2003), in which a formal argument is made supporting the use of analogies 
in teaching statistics, so the focus of this chapter is principally descriptive. The 
focus of that paper was largely on analogies for teaching a first course in statistics, 
while this chapter gives more consideration to and provides more detail for topics 
covered in a later course on statistical modeling.

M.A. Martin
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2  Analogies for Describing Regression Modeling

Martin (2003) introduced several analogies useful in the context of describing 
regression models. We explore some of these examples in greater detail here, includ-
ing a couple of analogies not included in the 2003 article or the OZCOTS Martin 
(2008) presentation.

2.1  Analogy 1: Signal-to-Noise and F-Ratios

Most students become familiar with hypothesis testing by considering tests for 
means and proportions, and so come to associate testing with the location-scale 
structure of Z and t tests. Similarly, in regression contexts, tests for β coefficients 
also work in this familiar way. So, when F tests are introduced, the immediate reac-
tion is that this test is somehow different, as it is now based on a ratio rather than a 
scaled difference. Worse still, that ratio is “tampered with” through degrees of free-
dom adjustments! To motivate the use of a ratio-based test statistic, the analogous 
concept of a “signal-to-noise” ratio is a useful one. Almost without exception these 
days, students use Wi-Fi technology every day, so the idea that signals emanate 
from some central server and then are degraded by noise as the wireless device 
moves further from the source is a very familiar one. Most devices measure “signal 
strength” using bars—a rudimentary graphical display. The idea of a signal-to-noise 
ratio is thus a natural one, and the further idea that as the signal-to-noise ratio drops, 
the ability of the receiver to satisfactorily recover the true signal drops with it. In this 
analogy, the correspondence between objects is strong (signal/model; noise/error), 
and a key relationship (the use of a multiplicative measure of distance) also holds. 
As a result, the analogy has strong appeal and good memorability. On the other 
hand, there are some unmapped elements: in the Wi-Fi example, the notion of dis-
tance from the server is not represented in the target domain, and the role played by 
degrees of freedom in the F test has no direct map back to the source domain. As a 
result, the map is incomplete, but good enough to serve to motivate further 
discussion.

The way that degrees of freedom impact the definition of the F test statistic is 
often a difficult one for students to understand. To elucidate this idea, one approach 
that has been successful is the notion of “a fair fight”. In comparing the signal with 
the noise, we wish to make this comparison as “fair” as possible, but the numerator 
in the F statistic is based on only one piece of information (the location of the line), 
while the denominator is based, essentially, on n−2 pieces of information (this hav-
ing been established when degrees of freedom were discussed), and so in order to 
make the comparison “fair” we must scale each of the numerator and denominator 
by the number of pieces of information on which each is based. This argument 
seems to resonate with some students, though the idea attempts to use knowledge 
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about degrees of freedom that may be too “new” for students to readily access ini-
tially. This problem leads to inevitable questions: why is the line based on only one
piece of information? Why n−2? Why isn’t the regular ratio (unadjusted by degrees 
of freedom) good enough? These are tough questions—and the analogy is not
strong enough to provide accessible answers. Of course, the questions have reason-
able answers, but the answers lie outside the map implied by the analogy. The 
double-edged sword of analogies remains that while they can produce in students 
that “eureka” moment, when the map is incomplete they can instead produce 
frustration.

2.2  Analogy 2: The Undiscovered Island and Partitioning 
Variability with Sequential Sums of Squares

Martin (2003) introduced the analogy of the “undiscovered island” to explain how 
the order in which variables are fit in a model changes their sequential sums of
squares. Here, the analogy is explored more deeply, with a view to more clearly
incorporating the notion of multicollinearity and its effect on the sequential break-
down of explained variation in the analysis of variance. The analogy describes an 
uninhabited, unexplored island in the days of the great exploration of the oceans by 
colonial powers. The source idea is that the exploration and the claiming of territory 
depended critically on which explorer arrived first. So, as explorers arrive at the 
island one after another, they are only able to explore and claim territory that has not 
already been claimed. Further, some parts of the island are impenetrable jungles, so 
some territories cannot be explored (remembering that the colonial powers did not 
have access to Google Earth!). Mapped objects (source/target) exist in both domains 
(explorers/covariates; explored territory/explained variation; impenetrable jungle/
unexplained variation; sequence of arrival of explorers/sequence of fit in model).
The map is fairly strong, and the story sufficiently engaging that students can readily 
transfer the idea from the source domain to the target domain. Further, other notions 
such as multicollinearity and marginal explanatory power can also be integrated 
into the analogy with strongly mapped elements. Figures 1 and 2 show  
how two great explorers coming from the same direction can each look “marginal” 
if they happen to arrive after the other one. This situation is an analog of two “good” 
variables that are roughly collinear—i.e., they are both carrying much the same 
information—so, the order in which they are fit determines which of them seems 
most important in terms of explaining variation in the response. Figure 3 shows the 
situation when variables (explorers) are roughly independent (coming from com-
pletely different directions)—in this case, the order of fit (arrival) doesn’t matter as 
the way the variation is explained (island is partitioned) does not change. In either 
case, the total amount of explored island (variation explained) is the same irrespec-
tive of the order of arrival (order of fit), so the fitted model itself does not change, 
only the way that the territory has been divided up (explained variation has been 
partitioned).

M.A. Martin
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2.3  Analogy 3: Symptoms Versus Disease and Leverage  
Versus Influence

Perhaps the most frustrating experience when teaching regression is that of having 
students who confuse high leverage with influence. Over many years, this one con-
cept seems to have been the hardest of all to reliably communicate in my regression 
courses. Why this should be is hard to pinpoint, as the distinctions could hardly  
have been made clearer, with many facts and examples used as evidence of the dif-
ference between the two concepts. For instance, leverage is a function only of the 

Fig. 1 X1 and X2 come  
from roughly the same 
direction (collinear), X1 
arrives first (gains largest 
sequential sum of squares),
leaving little for X2

Fig. 2 X1 and X2 come  
from roughly the same 
direction (collinear), X2 
arrives first (gains largest 
sequential sum of squares),
leaving little for X1

Fig. 3 X1 and X2 come  
from opposite sides  
(roughly independent),  
order of arrival does not 
materially affect territory 
claimed (sums of squares)
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covariates, not the response, so it simply cannot be the same as influence which
must, necessarily, involve some consideration of the response variable. Yet in almost 
every assessment item, students routinely (and cheerfully) declared points with high 
leverage to be influential. For many years, despite my intense efforts to clarify this
issue, the confusion between these two concepts continued—until I began using a 
simple but powerful analogy that has radically addressed this confusion. In the anal-
ogy, high influence is aligned with a disease, while high leverage is aligned with a
symptom of that disease. The analogy is strong because along with the strong map 
between objects in the analogy, there is also a strong map of structural relationships 
in the source domain to the target domain. In general, in human health, symptoms 
are fairly readily detected, just as leverage is easily calculated. Disease, on the other 
hand, may be hard to directly detect, and so it is often the case with high influence.
Diseases are often signaled by symptoms, just as high influence is often signaled by
high leverage, but as everybody knows, a sneeze may be a sign of a cold, but to actu-
ally detect the virus causing a cold would require a visit to a laboratory, and, in any
event, not every sneeze is associated with a cold. In this way, the tendency I noticed
for students to declare a point as influential in many ways resembled the tendency
for people to declare that they had a cold when, in fact, they were simply sneezing!
Even more complex concepts such as masking are well accommodated within the 
analogy—the presence of a disease may well be masked by the presence of addi-
tional symptoms beyond those classically associated with the disease. Since I began 
using this analogy, the tendency for points to be routinely assessed as having high 
influence simply because they have high leverage has dropped markedly. Just as the
realization that symptoms and diseases are associated but not synonymous is part of
what people commonly understand, now this realization has been transplanted to
the context of leverage and influence. Even more powerfully, the context of both the
source domain and the target domain is diagnostic, the former medical and the latter 
statistical, making this a very appealing analogy.

2.4  Analogy 4: Competition Between Sporting Teams  
and Combining p-Values

A very common sight within journals in just about any field is a large table with 
columns labeled “variable”, “estimate”, “SE”, “t-value”, and “p-value” under which 
sits row after row of figures, typically festooned down the right-hand edge with an 
array of daggers and stars representing significance at 10 %, 5 %, and 1 % for each 
of the listed variables. This table is typically the result of a model fitting exercise, the 
ultimate intention being to make a judgment—and choice—of which explanatory 
variables are important in describing the response variable, and in many instances, 
this choice is made by simply retaining those variables “starred” in the table and 
removing the others as extraneous. What this exercise does not explicitly take into 
account, of course, is that the multiple tests on which this aggregate judgment is 
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made cannot be simply combined to produce this outcome because each individual 
test is marginal—that is, each test is based on an assumption that is incompatible 
with every other test. At first blush, most students find this situation utterly confus-
ing: if the first line in the table suggests that β1 is plausibly zero, and the second line
in the table suggests that β2 is plausibly zero, why can’t I just take both of the cor-
responding variables out of the model? The answer lies, of course, in considering the 
actual models being compared in each of the tests being conducted (this discussion 
leaving aside for the moment the vexed problem of multiple testing). For simplicity, 
suppose there are only two covariates, X1 and X2. The test summarized by the first
line (corresponding to X1 and β1) in the table reflects a comparison between the
two models
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while the test summarized by the second line in the table (corresponding to X2  
and β2) reflects a completely different comparison, between
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Meanwhile, the proposed action suggested by combining the two tests is that of 
removing both variables from the model, which amounts to making a comparison 
between yet another pair of models, between
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that is, between the full model and a model featuring only an intercept. You cannot 
combine the tests summarized by the first two lines, the separate tests for β1 and β2 — 
as the underlying comparisons are inherently incompatible. Further, you certainly 
cannot infer the result of the final comparison you wish to make by considering the 
first two tests. By now, most students’ heads are spinning. Compare what model 
with what model? How can you say β1 is plausibly zero and β2 is plausibly zero, but
they are not both plausibly zero? Huh?? One of the difficulties rests with the way 
in which null hypotheses are expressed, typically only explicitly referencing one 
parameter under an implicit assumption that all other parameters are present. But 
students often interpret these statements as absolute statements and ignore the 
implicit assumptions and underlying models, leading to the misunderstanding 
related above.
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Here, a simple analogy can help. Think of each of the competing models in  
the above description as sporting teams engaged in a round-robin contest. Call the 
teams Sydney (E(Yi) = β0 + β1X1i + β2X2i), Melbourne (E(Yi) = β0 + β2X2i), Brisbane 
(E(Yi) = β0 + β1X1i), and Canberra (E(Yi) = β0). Then run the student through the 
following sequence of games for Sydney:

Game 1: Melbourne plays Sydney, and Melbourne wins
Game 2: Brisbane plays Sydney, and Brisbane wins
Game 3: Sydney plays Canberra, and Sydney wins

Then ask, is there anything about this set of results that is inherently contradictory? 
The answer is invariably no, sets of results like this are commonplace in sports. 
Even if stronger teams always beat weaker teams, this set of results is completely 
unsurprising, indeed expected, if Melbourne and Brisbane are strong teams, Sydney 
is a medium-ranking team, and Canberra is weak. But this system of games is analo-
gous to the sequence of tests described above, a series of hypothesis tests for which
students typically assume that the results of the first two tests imply the result for the 
third. The strong identification between teams and models is a useful mapping, and 
the key to understanding in the target domain rests in the realization that the set of
results in the source domain is also unsurprising because the three contests (tests) 
are not as related as the null hypothesis statements make them seem.

2.5  Analogy 5: Choosing the “Right” Meal from the Menu 
and Model Selection

Model selection is a process many students find difficult to understand, particularly 
when there is a large number of covariates. Having been warned of selecting com-
binations of variables based on large tables of marginal p-values, they know they 
cannot proceed that way, and in the presence of many covariates, the sheer number 
of available models is formidable. Automatic procedures such as stepwise proce-
dures are a seductive alternative, but remembering the algorithm has proven difficult 
for many students (particularly when the process is completely automatic—“black 
box”—in software). To motivate the algorithm, the following analogy has proven 
useful. Imagine a restaurant with a large, diverse menu. Obviously you want the 
“optimal” meal. So, begin by selecting from the menu the food you most like. 
Having eaten that morsel, you gaze again at the menu, at the next step choosing the
food you like next best provided, of course, it goes well with what you have already 
eaten. The process continues until either there is nothing on the menu that comple-
ments what you have already eaten or you are full. This process is like the forward 
selection method of model selection—each step is conditional on the previous step, 
and the process cannot step backwards (since you eat the courses as you progress).

In the model selection process, the same sequence is followed, with variables
chosen at each step depending on their contribution to the model given what  
has already been added. The meal (model) is built one item at a time until the 
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contributions from additional menu items (variables) have diminished below some 
acceptable threshold. Refinements such as moving to a forward stepwise procedure
that incorporates successive add–delete variable phases can be accommodated by 
the analogy by simply removing the requirement that courses are eaten as they
arrive at the table—instead, the order is built sequentially with menu items added—
and potentially deleted—as their suitability is assessed in the context of what else 
has already been ordered at the preceding step. The analogy is very simple but in my 
experience students find it very motivating. The experience of ordering food and 
thinking of pleasant combinations of food is both a common experience and, gener-
ally, a positive and pleasant one. These factors, plus the strength of the maps between 
objects and relationships between the source and target, create a positive environ-
ment for understanding the new algorithm, and my experience has been that this 
analogy is a particularly effective way to describe stepwise regression procedures.

2.6  Analogy 6: The Blind Men and the Elephant 
and Understanding High-Dimensional Data

Visualization is an incredibly useful tool in statistical modeling. Every student 
of statistical modeling has to have seen Anscombe’s quartet (Anscombe 1973), the 
collection of four datasets that all yield identical numerical regression output but 
which could scarcely be more different when plotted. This powerful example imme-
diately convinces all students of the wisdom of visualizing data, but visualization is
a seriously difficult problem when data is high dimensional. Explaining why visual-
ization in high dimensions is so problematic can be difficult—many graphical
 displays, for instance scatterplot matrices and trellis displays, offer a glimpse at 
high-dimensional data, but the truth behind the data can remain well hidden.

One approach to demonstrating this truism is to carefully construct a multivariate 
dataset that effectively defeats all attempts to discover its real structure by looking 
in the obvious directions. This approach can work well, but it has a considerable 
downside—it casts the teacher as an illusionist, a trickster, even a huckster.

Yet here an analogy—the brilliant fable of the blind men and the elephant— 
illustrates the situation wonderfully. The history of this story is long, and it has been 
used to teach a wide range of lessons, from the need for effective communication to 
the idea of tolerance for those who have different perspectives. Perhaps the best- 
known rendering of the tale is the poem by John Godfrey Saxe (1816–1887), a work 
now in the public domain as Saxe has been deceased for over a century:

It was six men of Indostan,
To learning much inclined,
Who went to see the Elephant
(Though all of them were blind),
That each by observation
Might satisfy his mind.
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The First approach’d the Elephant,
And happening to fall
Against his broad and sturdy side,
At once began to bawl:
“God bless me! but the Elephant
Is very like a wall!”

The Second, feeling of the tusk,
Cried, “Ho! what have we here?
So very round and smooth and sharp?
To me ’tis mighty clear,
This wonder of an Elephant
Is very like a spear!”

The Third approach’d the animal,
And happening to take
The squirming trunk within his hands,
Thus boldly up and spake:
“I see,” quoth he “the Elephant
Is very like a snake!”

The Fourth reached out an eager hand,
And felt about the knee:
“What most this wondrous beast is like
Is mighty plain,” quoth he,
‘Tis clear enough the Elephant
Is very like a tree!”

The Fifth, who chanced to touch the ear,
Said “E’en the blindest man
Can tell what this resembles most;
Deny the fact who can,
This marvel of an Elephant
Is very like a fan!”

The Sixth no sooner had begun
About the beast to grope,
Then, seizing on the swinging tail
That fell within his scope,
“I see,” quoth he, “the Elephant
Is very like a rope!”

And so these men of Indostan
Disputed loud and long,
Each in his own opinion
Exceeding stiff and strong,
Though each was partly in the right,
And all were in the wrong!

MORAL
So, oft in theologic wars
The disputants, I ween,
Rail on in utter ignorance
Of what each other mean;
And prate about an Elephant
Not one of them has seen!
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Apart from the teacher having the delightful experience of reciting a poem in a 
statistics class (so you already have everyone’s attention), the reward is that the final 
line of the poem states exactly the critical problem with high-dimensional data—it 
simply cannot be seen, at least not in the low-dimensional space in which humans 
live. The time to consider the scatterplot matrix for that trick dataset is right after 
the poem has been read. Even despite the enormous advantages conferred by the use 
of small multiples allowing so many directions in the data to be assessed at once, the 
students realize very quickly that they are no better off than the committee of blind
men standing before the elephant. It is then that, as a class, the journey to under-
stand high-dimensional data begins, acknowledging that we all begin with the same 
basic problem—we are all essentially blind.

It is interesting to note also that visualization of data and relationships within
data—a basic tool for statisticians—is itself a classic example of analogical think-
ing, one that is so embedded that it is now a completely automatic process. Statistical 
graphics all embed a very simple metaphor—the size of a visual element (e.g.,
length, area, angle) must be proportional to the number it represents. As long as this 
metaphor is satisfied—and, remarkably, this rule is broken very frequently—then
the simple analogy allows our visual comparisons of size to transfer seamlessly and
quickly to an understanding of the difference between the underlying numbers. The
metaphor is extraordinarily powerful, and the effects when the metaphor fails can be 
catastrophic. Edward Tufte even has a name for the effect when the metaphor 
breaks—he calls it the “lie factor” (Tufte 2001, p.57). The effect on decision- making 
when graphics misrepresent the numbers they are supposed to communicate further 
demonstrates the power of analogical thinking—when the relationship map behind 
the analogy fails, the whole house of cards can come tumbling down.

Analogies are a potent bridge between what is familiar and comfortable and what 
is new, uncharted territory. Analogical structure—mappings from the old to the new, 
along with the preservation of critical relationship maps—can be used to acquire new
knowledge, and thus explore new vistas. Once the new knowledge is transferred from 
the source to the target domain, it becomes itself accessible. Analogies are also evoca-
tive, so their use promotes students remembering concepts far better than rote memo-
rizing of formulas ever could—as the folklore says of elephants, they never forget.1

As a postscript, it is also prudent to remind students of that other lesson from the 
fable of the blind men and the elephants: the value of considering differing perspec-
tives. In that vein, I close with the following tale …

Six blind elephants gathered together and the discussion turned to what humans 
were like. After a gentle discussion (elephants dislike heated argument), it was 
decided that they should each feel a human and then they could meet again to dis-
cuss their findings. After a careful examination of a human, the first blind elephant 
returned to the group. One by one the elephants went and made their own assess-
ments, and when the group assembled again, the first blind elephant announced that 
she had determined what humans were like. A brief discussion ensued, with each 
elephant describing its findings. The verdict was unanimous. Humans are flat.

1 http://www.scientificamerican.com/article.cfm?id=elephants-never-forget
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3 Note

Developed from a keynote presentation at the Sixth Australian Conference on 
Teaching Statistics, July 2008, Melbourne, Australia.

This chapter is refereed.
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    Abstract     The motivational value for students of problem-based immersion in the 
process of data collection, data analysis, and interpretation is accepted by many. 
However, the culture of instruction through technique-based courses is still used at 
the tertiary level in many universities. The coverage of topics seems to trump 
guidance through the process of data analysis. In this chapter, I suggest how to 
complement a problem-based experiential presentation of statistical methods with a 
presentation of the abstract structures necessary for future applications. A series of 
problem-based courses might fail to highlight the general and transferable concepts 
and principles that help to bring coherence to the toolbox of statistical techniques. 
To overcome this shortcoming one can present the logical structure—that is defi ni-
tions, strategies, theoretical frameworks, and justifi cations—to unify the collection 
of problem-specifi c methods, but only after extensive immersion in practical prob-
lems. Once students have experienced the effectiveness of the practical statistical 
approach, they may be better prepared to absorb the abstract generalizations.  

  Keywords     Experiential learning   •   Statistics education   •   Mathematical statistics   • 
  Graphical methods in statistics   •   Data analysis   •   Reform of statistics education  

1         Introduction 

 Statistics educators have been trying to improve undergraduate statistics instruction for 
decades. Some progress has been made but the forces of the status quo are formidable. 
One of the most frustrating constraints relates to the economics of textbook publication: 
few publishers will accept a script that is much different from the current market. 
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Another constraint is the human effort required by both instructors and students to 
blaze a new path. Moreover, the disincentives to teaching effort, especially at infl u-
ential universities, are well known. In spite of these impediments to reform, a small 
group of reformers is motivated to keep trying. 

 If students as a group had a keen interest in statistics, both teaching and learning 
would be more successful. In this chapter, I want to encourage course designers and 
instructors to focus on the student motivation for the subject, even at the expense of 
short-changing the student with the usual list of inferential tools. I will argue that 
guided immersion in real data-based problems, in contexts of interest to students, is 
a more effective way to produce useful learning of statistics basics than to present a 
logical sequence of techniques, even if the techniques are illustrated with applica-
tions as they are introduced. 

 The organization of the chapter is as follows: The fi rst section considers an over-
view of the progress of statistics education over the last quarter century. Next, the 
style and content of textbooks is used as a proxy for the teaching style and course 
content of many undergraduate courses in statistics—that the advances in textbooks 
have not solved the pedagogical problems. The important role of context-based 
motivation, “experience-based instruction,” is then discussed. Next, some sugges-
tions are presented concerning the year-levels at which context-based instruction is 
appropriate, and the related issue of class size is considered. Three examples of 
context-based teaching of statistics theory are then outlined. The fi nal sections of 
the chapter discuss the implications of context-based instruction for both under-
graduate and graduate statistics courses.  

2     Reform in Statistics Education 

 The ICOTS conferences that began in 1982 initiated a continuing international 
focus on the issues of teaching statistics. OZCOTS, USCOTS, ICME, and the ISI/
IASE Satellite Conferences have also been a part of this activity. An unoffi cial 
theme of all the early conferences seems to be that instruction in the subject had not 
adapted appropriately to the expansion of statistics audiences from math majors to 
all majors. An additional theme of the more recent conferences seems to be that the 
changes associated with statistical software availability have not been adequately 
absorbed into undergraduate curriculum and pedagogy. In fact, an overarching 
theme is the lack of adaptation to changes in statistics instruction to refl ect the 
changing practice in the discipline. As a participant in ICOTS 2, I joined the rising 
voices asking for change, and there were many good ideas being proposed in 1986. 
Consider the following quotes from ICOTS 2 in Victoria, BC, 1986:

  The development of statistical skills needs what is no longer feasible, and that is a great deal 
of one-to-one student-faculty interaction … (Zidek  1986 ) 

 The interplay between questions, answers and statistics seems to me to be something 
which should interest teachers of statistics, for if students have a good appreciation of this 
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interplay, they will have learned some statistical thinking, not just some statistical methods. 
(Speed  1986 ) 

 Using the practical model [of teaching statistics] means aiming to teach statistics by 
addressing such problems in contexts in which they arise. At present this model is not 
widely used. (Taffe  1986 ) 

 To take advantage of these developments, one must recognize that, while most statistics 
professors like statistics for its own sake, most students become interested in statistics 
mainly if the subject promises to do useful things for them. I believe that even the seem-
ingly limited goal of developing “intelligent consumers of statistics” is best attained if stu-
dents try to produce statistics on a modest scale. Only then do most students seem to 
become suffi ciently intrigued with statistics to want to learn about statistical theory. 
(Roberts  1986 ) 

   These ideas span different parts of the problem: the need for interaction of 
students with experts in statistics, the need for students to learn the whole process 
of statistics from verbal questions to verbal answers, the need to incorporate context 
into students’ experiences in statistical analysis, and the need to excite students 
about applications before presenting the theory. As an index of the extent to which 
these suggestions have been adopted, consider their impact on current textbooks. 
I suggest that the impact has been very slight, partly because the suggestions all 
relate to the process of teaching rather than the techniques to be learned. In fact, it 
is hard to imagine how a textbook would be written that would help the instructor 
with the above recommendations. One might conclude that a good start to imple-
menting the recommendations is to contemplate abandoning the dependence on a 
textbook, at least for the sequencing of course topics. For undergraduate courses, 
the current textbooks could be used as a reference resource for students, rather than 
as a course outline. The text assigned to the course could remain as in a traditional 
course, but the instructor could change completely the role of the text. 

 I cannot summarize all the recommendations of the series of ICOTS, ISI, and 
ICME conferences any better than to quote from Brian Phillips report of David 
Moore’s Invited address to the ICME 1996 conference (Phillips( 1996 )): 

 In discussing what helps students learn, [David Moore] listed the following:

 Hands-on activities  Explaining reasoning 
 Working in small groups  Computer simulations 
 Frequent and rapid feedback  Open questions in real settings 
 Communicating results  Learning to work co-operatively 

   Even though many of these ideas were discussed in earlier statistics education 
conferences, they were still “new” in 1996 as they are today. The question I wish to 
ask readers to consider is how well modern textbooks incorporate these strategies, 
and also whether it is possible for a textbook to provide for all these strategies. I 
suggest experiential learning of the kind proposed in this chapter is one way to 
incorporate all these strategies, and that textbooks should pursue an important but 
limited role as reference agents for students, and not as lecture guides for instructors 
and students.  
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3     More than Textbook Reform 

 Lovett and Greenhouse ( 2000 ) review and update the psychological research on 
course design in statistics to make recommendations for curriculum reform. The 
reforms they highlight are listed in their paper as “Collaborative Learning, Active 
Learning, Target Misconceptions, and Use of Technology.” “Collaborative learn-
ing” refers to learning in teams and peer discussion. “Active learning” includes 
exploratory investigation and data collection, the “target misconceptions” item is 
described more fully as “confront students with their misconceptions”, and “use of 
technology” means allowing students to use statistical software for both calcula-
tions and exploration. Few instructors would fi nd these suggestions startling. 
However, it should be noted that textbooks do not help much with any of these 
reforms. What do textbooks say about teamwork, learning based on exploration, or 
confronting students with their misunderstandings? More and more textbooks do 
encourage “use of technology” although even in this reform area, exploratory use of 
software is less often proposed than are demonstrations or prescribed calculations 
with software. The implementation of the recommended reforms requires much 
more than reforming the textbook. 

 Moving away from the textbook, or a sequenced curriculum based on a list of 
techniques, raises many questions for the course designer. Some of the things we 
want students to experience are unobservable, and the fi nal examination that tests 
the outcome may not be, by itself, the perfect instrument for guiding the learning. 
One suggestion to improve the situation has been proposed by Wessa ( 2008 ): pro-
viding an archive that captures students’ calculations as well as their calculation 
outcomes. In fact, the facility provided by Wessa facilitates communication between 
instructor and student, and among students as well, about the actual calculations 
under discussion. This removes the concern about arithmetic, and replaces it with a 
focus on method and interpretation. A pedagogical benefi t is that the instructor does 
not have to force the student into one particular mode of calculation, and this recog-
nizes that there are often a variety of ways to extract information from data. Wessa’s 
facility is based on R but the user does not need to know R to use it. There is no 
charge to use the facility. To fully understand the potential of the Wessa facility, it is 
necessary to explore the website   www.wessa.net    . However, Wessa (2008, Personal 
Communication) has reported informally some quantitative evidence that involving 
students in discussion of quantitative strategies does actually improve their score on 
objective examinations, in which the examinations aim to assess conceptual 
understanding. 

 Another way to assist the instructor in moving away from the textbook as a lec-
ture outline is to provide a reference-friendly electronic textbook for student access. 
Students depend increasingly on clickable sources. One excellent example of this is 
the freely downloadable text called CAST (Sterling  2002 ). With searchable key 
words and a detailed table of contents and index, this provides easy access to text 
material. Because it is electronic, optional links for further information are avail-
able. Another benefi t of the electronic source is the multitude of java-based 
 animations and parameter sliders. It is just more fun to use than a paper text! 
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 An interesting development making an experience-based course feasible is the 
Excel-based Roadmap Tools (Carr  2008 ). This software allows the instructor to 
prepare notes outlining the “experiences” and at the same time capturing the tech-
niques and concepts illustrated as they are met in the explorations of the experi-
ences. Figure  1  gives a hint of the display: embedded slides are brought forward by 
clicking, and communication with the instructor or other links are also enabled 
through this medium. In reviewing a technique, it is possible to return with a click 
to the case study in which the technique was introduced, or more than one case 
study if appropriate. Similarly for the concepts arising in the case studies. Or, if the 
student wants to know what techniques and concepts were supposed to have been 
learned from a case study, the linkage is there to provide the information. Students 
can use the display initially to access the case studies, and subsequently to ensure 
that they have mastered the intended techniques and concepts. This is one way tech-
nology can help students stay organized within a case-study or experiential approach.

   An example of an electronic textbook designed for reference rather than as a 
lecture guide is the handbook provided jointly by NIST and SEMATECH at   http://
www.itl.nist.gov/div898/handbook/     

 With such a helpful electronic resource, students should be less dependent on a 
traditional textbook. 

  Fig. 1    Display from Roadmap Tools version of STAT 100. Each icon provides links to a more 
detailed display, and cross links are facilitated       
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 The benefi ts of experiential learning have been recommended for many years, 
notably as a common theme of ICOTS 4 (1994) sessions in Marrakesh. Don Bentley’s 
“Hands-On and Project-Based Teaching” (Bentley  1994 ) was so popular that it had 
to be broken into three sessions. However, the adaptation of this strategy into the 
current curriculum context seems to be problematic, since it is still not a common 
strategy at the tertiary level. An example of the creative atmosphere surrounding 
these sessions is the following quote from an abstract of Allan Rossman ( 1994 ): 
“In this presentation, I describe a project which takes this approach to the extreme of 
abandoning lectures completely.” His abstract of the paper titled “Learning statistics 
through self-discovery” concludes with “The goals of these activities are to create a 
more enjoyable and productive learning environment as well as to deepen student’s 
understanding of fundamental statistical ideas.” However, university traditions seem 
to require lecture schedules and student–faculty interaction, and so a practical prob-
lem is how to incorporate the widely-recommended project device into a traditional 
lecture course. The proposals of this chapter suggest a way of incorporating experi-
ential learning into the undergraduate statistics curriculum.  

4     Experience-Based Instruction 

 To a mathophile, logic is beautiful, but most practitioners of statistics are not matho-
philes. We need to keep that in mind when we are directing our pedagogical efforts 
toward students of statistics. We want to attract future practitioners of statistics to 
our statistics courses. What device can we use to show the charm of statistics with-
out losing the underlying logical structure? I will argue that the logic of statistics 
can be instilled subversively by seducing students through immersion in the process 
of context-specifi c, data-based “discovery”, and only later providing the logical 
framework that is more generally applicable. 

 Of course, this approach is not new. Not only the ICOTS 4 concentration on the 
idea in 1994, but an intriguing compilation of student-conceived projects is recorded 
in the locally published volume in 1997 by MacGillivray and Hayes “Practical 
Development of Statistical Understanding.” The report records the results of student- 
selected projects which satisfi ed the criteria for a problem-based statistics course. 
Although each student would have primary responsibility for only one project, and 
not a sequence of projects, the resource does suggest the richness of student- selected 
problems for motivating learning of the entire process of statistical analysis. 

 Even earlier, Tukey ( 1977 ) emphasized the importance of involving students in 
data analysis unencumbered by assumptions of parametric models. His emphasis 
on visualization and an exploratory approach was revolutionary at the time. He felt 
that students needed experience with data more than knowledge of formal methods 
of parametric inference. But the project-based approach that would provide this 
experience tends not to be used—most undergraduate courses still follow closely 
textbooks organized by parametric technique. When the project-based approach is 
used in a text-dependent course, it is thought to be an add-on rather than the main 
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driver of exposure to statistics. The suggestion here, as it was in Rossman( 1994 ), is 
that with adaptation, it can be the main driver, and that there are compelling reasons 
to consider doing it this way. 

 The mathematical culture of statistics instruction is pervasive. In this culture we 
think it is obvious that, to teach statistics, we need to start with basic defi nitions, 
follow up with basic tools, and build on these basics to construct the commonly 
used strategies of statistics practice. However, if we apply this seemingly obvious 
approach to other disciplines, it does not seem so obvious. For example, to teach 
conversational Spanish, we would start with vocabulary, grammar, and pronuncia-
tion, and after a long period of becoming familiar with these skills, encourage 
students to converse. But immersion programs show that the formal phase of 
instruction works best after a lengthy immersion in motivated oral practice. 
Likewise, English grammar is best taught to children after they can speak English! Or, 
as another example, consider the math approach to teaching social geography: start 
with defi nitions of urban, climate, transportation corridor, enumeration area, etc. 
and get to the human impacts much later. To engage students’ interest, it might work 
better to talk about human impacts fi rst, and get to the formal defi nitions later. 
This same approach might not work for mathematics instruction, but it may well 
work for statistics instruction. 

 Whether a statistics course is designed as a service course or a mainstream 
course, the content tends to be technique-based rather than problem-based. 
Textbooks encourage this approach, and both students and instructors fi nd textbooks 
a useful guide. Within the style of technique-based courses, many strategies have 
been devised to increase interest in the presentation of the techniques: data- collection 
projects, personal-data comparisons, in-class presentations, computer- based games, 
computer-quizzes with feedback, and simulation by applets or statistical software 
programs. These strategies certainly improve the likelihood that students will learn 
the techniques, and in some cases will increase interest in the techniques. But absent 
from these many strategies is the thrill of discovery: unexpected fi ndings or anoma-
lies that may have a bearing on the information gained from the data. What is often 
missing from traditional courses is the opportunity to use general intelligence, in 
combination with techniques learned from past experiences, to uncover information 
from data. How many students of statistics are aware of the fact that most applica-
tions do not use the “standard” techniques without adaptation? 

 An alternative to the technique-based course is the project-based course. The 
obvious argument against a project-based course is that the students will fi nd the col-
lection of techniques associated to be a jumble of unrelated tricks, rather than a 
logical sequence of strategies. But just as with geography or language, the formali-
ties are a lot more useful to students after the students have an in-depth exposure to 
some examples. If students have been motivated to wonder what it takes to decide if 
a differential group effect is consistently reproducible, or transient, then they will be 
interested in the concept of a hypothesis test to tidy up the confusion. But the under-
standing of the information dilemma really needs to be internalized before this tidy-
ing is appreciated. Most instructors would agree that both theory and application 
need to be covered in a statistics course for the course to be useful to students. 
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However, the mathematical approach of theory-fi rst, application-after may not work 
as well as application-fi rst, theory-after. The reason is that for the vast majority of 
students, it is easier to arouse interest in an application than in a theoretical concept. 

 Some instructors routinely use application examples to introduce statistical tech-
niques, which is a reasonable way to motivate theory. But if the guiding theme of 
such a course is a series of application-technique pairs, this has not really deviated 
from the technique-oriented course. For application immersion, one needs an appli-
cation that engages students for several days or weeks, with data to analyze, external 
background information to track down, feedback on analytical techniques suggested 
by students, opportunities to verbalize what the question is and what the fi ndings 
are, and time to read up on similar studies that have been done. Classes are an 
opportunity for the instructor to suggest multiple approaches, invite criticisms, pro-
vide feedback from past suggestions of students, and ask questions for students to 
work on outside class. Only after two or three such projects are completed (maybe 
over 15 h of instruction) would the instructor have enough technique material to 
outline the logical links among the techniques: types and numbers of variables, 
formal and informal analyses, estimation vs. testing, prediction vs. modeling, and 
experiments vs. experiences. The theory would be presented as a  simplifying  device 
rather than as an perplexing abstraction. 

 Students in “mainstream” courses of statistics (courses that would not be called 
service courses) generally have some tolerance for a mathematical approach to 
statistics. In particular, students of engineering, natural science, business, or 
psychology are required to have some math basics in their programs. But do these 
students actually like the mathematical, logical approach to their subjects? Is the 
chemistry student more interested in the periodic table or the relationship of sugar 
and alcohol? Is the business major more interested in the defi nitions of credits and 
debits or the earnings growth rate of Google? Mathematically-oriented students 
might actually be more interested in the periodic table and defi nitions of debits and 
credits, than the more applied topics, but such students are a small minority of the 
ones we want to introduce to statistics. As Cleveland ( 1993 ) says:

  A very limited view of statistics is that it is practiced by statisticians. … The wide view has 
far greater promise of a widespread infl uence of the intellectual content of the fi eld of data 
science. 

   If we accept that the target audience, even in mainstream courses, is users of 
statistics, rather than the statisticians that are a subset of this group, then we need to 
think about how to make statistics courses attractive to future users. While some 
advantages can be had from making the course process a pleasant social experience, 
with team assignments, and convenient venues, an important draw is to have very 
interesting content. To say that the logical, sequential approach to the introduction 
of statistical techniques is the only viable one is to deny the importance of motiva-
tion in learning. It is important to make the introduction of statistical ideas fall out 
of stimulating investigations into real data-based questions. The logical structure of 
statistical strategies can come later. 
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 Improved learning as a result of heightened motivation is just one reason to use 
in-depth exposure to applications. Another reason is that students need to learn 
the  process  of statistical investigation, and not only the strategies and tools. 
This process involves many attitudes that need to be learned: the presumption that 
more subject-matter knowledge may help; the realization that modeling and analy-
sis is to some extent a trial-and-error process, the appreciation of the dangers of 
overfi tting or overanalysis, the importance of graphical methods for identifying 
anomalies and summarizing results, the availability of resampling methods when 
standard methods fail, and the appreciation of power in summarizing fi ndings. 
These things are hard to reduce to single lessons—demonstration and repetition are 
required. Guiding students through immersion in real data analysis exercises, right 
from the problem formulation stage to the ultimate report of fi ndings, is one way to 
“indoctrinate” students in this process. 

 The effi cacy of experiential learning has support from the psychological litera-
ture. The “constructivist” approach to learning involves social collaboration and 
communication and individual responsibility and experimentation. Although the 
concept of constructivism is quite old, course designers are still working toward 
courses which incorporate all the aspects identifi ed by recent researchers (Moreno 
et al. ( 2007 )). Another recent example of support for this approach comes from 
Konold ( 2007 ). He argues for “bottom-up” instructional design rather than “top- 
down.” The idea is that for effective teaching, we need to start with the student’s 
current context, and use this as a starting point for introducing new ideas. Experiential 
learning, including exploratory data analysis, student-choice projects, and verbal 
reports, does seem suited to bottom-up instruction. 

 A recent and extensive bibliography of the contribution of educational psychol-
ogy to pedagogy in statistics is given by Garfi eld and Ben-Zvi ( 2007 ). In reviewing 
this bibliography, one is struck by the long list of diffi culties experienced by 
students in learning from traditional technique-based courses. It does seem that 
experience- based pedagogy deserves a greater emphasis than has been usually prac-
ticed so far. 

 An important contribution to the role of experiential learning in the computer age 
is explored extensively in the series of articles recently published in the International 
Statistical Review. A lead-in to this series is provided by Seneta and Wild ( 2007 ). 
Although the emphasis is on computer-based learning environments, the important 
role of experiential learning is highlighted.  

5     Integrating Experience-Based Courses into Undergraduate 
Education 

 Where does such an “experience” course fi t in the undergraduate curriculum? I think 
the approach can be used at all levels. In recent years I have initiated a few new 
courses into the offerings at my university. Although they were proposed for various 
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levels of student, they all have the feature that they are a series of examples rather 
than a logical sequence of techniques. I’ll give a brief overview of these courses, 
since their style is close to the style I am recommending. 

  STAT 100 : “Chance and Data Analysis.” At the fi rst year level, data relating to acci-
dents by young drivers, sports leagues, blue whales, and the stock market, and oth-
ers introduced ideas of causality, time series smoothing, simulation, sampling 
surveys, and survival analysis. Of course, the basic defi nitions of means and stan-
dard deviations, frequency distributions, sampling variation, and scatter diagrams 
are introduced and repeated many times, in the context of the examples discussed. 
By the end of the course, the student has had all the techniques normally included 
in a fi rst course although perhaps less drill than usual. 

  STAT 300 : “Statistics Communication.” After 2 years of basics, students can begin 
to comment verbally on what they have learned. More specifi cally, they should be 
learning how to explain why certain techniques are appropriate in a particular data 
analysis, and what the analysis really shows. This course asks students to critique or 
defend criteria like “unbiasedness” or “minimum variance,” to comment on the use 
of hypothesis tests when the sampling frame is uncertain, to discuss how to report 
anomalous data, and how to present orally or in writing what the real fi ndings are in 
an instance of data analysis. 

  STAT 400 : Data Analysis. The approach in this course is to ask students to suppose 
that the information in the data is more important than the techniques normally used 
to analyze the data. This helps the student understand that statistical practice is 
problem-based, and students are expected to use all their knowledge and intelli-
gence to get at the information in the data. Of course, it helps if the content of the 
examples is of intrinsic interest to students. I have used a badly designed interna-
tionally funded agricultural study to draw attention to the value of good design as 
well as to provide an opportunity for students to try to rescue some information 
from the study in spite of its bad design. Another example uses a profi t maximiza-
tion strategy for a wholesale distribution network, in a situation where demand data 
is censored by inventory. Other examples use the data sets from Cleveland’s 
 Visualizing Data  Book for which multivariate graphing provides a visual approach 
to information retrieval. Creativity in analysis is encouraged. These experiences 
lead to the use of resampling techniques, simulation to assess trial-and-error solu-
tions, graphical smoothing in one or more dimensions, context-guided strategies to 
avoid the pitfalls of stepwise regression, and more. 

 Students fi nd these courses both challenging and rewarding, judging from the 
feedback provided as part of the department’s routine evaluation procedures. They 
are challenging because they require the student to move away from mere textbook 
knowledge, and they are rewarding because they confi rm that a student can integrate 
their intelligence with the techniques they have learned to produce useful informa-
tion from data. 

 Of course, the big question concerning this type of course is: When do the stu-
dents fi nd out about the logical structure of the discipline? There are different 
approaches for students with different needs. For students who take only one course, 

K.L. Weldon



35

it may be futile to try to convey the logical structure. Perhaps for this group it is bet-
ter to convey an appreciation for the utility of statistical strategies, rather than the 
basic tools and concepts themselves. For students who take more than one course, 
the subsequent courses can supply the logical structure—if the students appreciate 
the utility of the subject from the problem-based course, they will be both motivated 
and receptive to the more formal approach. However, an alternative is to include this 
step within a problem-based course. For example, each module of say, 10 contact 
hours, can be followed by a “what tools have we learned” session with the logical 
structure emphasized. As mentioned earlier, this phase can be described as a simpli-
fi cation of the apparently chaotic collection of tools introduced for a particular 
problem. The website for STAT 100 at   www.stat.sfu.ca/~weldon     includes some 
examples of this approach. STAT 300 and STAT 400 are embedded in course 
sequences that include more formal courses, and so the logical structure is, to some 
extent, left to these other courses.  

6     The Class Size Constraint 

 The idea of 1–1 instruction is clearly impractical at the undergraduate level. But 
small classes that allow discussion can sometimes be afforded. Over the last few 
decades, with the ubiquitous spread of data-based research into most disciplines, 
undergraduate class sizes have grown to 100 and more, making discussion during a 
class meeting a rare event. How can students be exposed to the whole process of 
data analysis in a setting of large-class lectures? The effi ciency of large classes may 
be an illusion in the case of statistics. 

 Various strategies have been used to try to solve the lack of student–faculty inter-
action that occurs with large classes. Small group tutorials are one common approach. 
Tutor-assisted group projects such as the ones documented by MacGillivray and 
Hayes ( 1997 ) are another. Group assignments in which students help each other and 
thus reduce the need for faculty help is a third approach. But the guidance in the 
complete process of data analysis is most effective if an instructor experienced in 
both tools and applications has frequent interaction with students. Instructor-to-
student lectures, as are common with large classes, do not provide this interaction. 
Strategies involving group work outside of lectures (as just mentioned) do provide 
some benefi t. But the small class idea would be best at allowing the instructor to 
balance the motivation of student exploration with the provision of guidance in the 
most effective tools and strategies. 

 One recent report (Carnell  2008 ) which attempted to gauge the impact on learn-
ing of a single project in an introductory stats course, found that this project addition 
did not make an appreciable difference in learning outcomes. Perhaps several proj-
ects are necessary. If a project is seen as an extra, it may not be treated the same way 
as if projects are the main drivers of the course. 

 In a world of large classes in statistics, how does one move in the direction 
of experience immersion as a teaching device? One way is to have whole courses 
that are taught to smaller classes at the advanced stage (like STAT 400). Another 
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is to try to create the experience in the large class by abandoning the “technique-coverage” 
approach and instead describe for students the process of development from 
idea to report. In such an approach, the assumption is that enough tools and 
strategies will be covered incidentally to the case-studies described to satisfy 
the programs that require one course in statistics (like STAT 100). The justifi ca-
tion for this shotgun approach is that it is better to have an understanding of a 
few common tools, than little understanding of a complete toolkit. However, it 
may be necessary to convince university administrations that the best statistics 
education requires small classes. For this to happen, the public view of the dis-
cipline of statistics may have to change from a necessary evil to that of a cre-
ative and vital subject! If students become excited about the small-class statistics 
course they are taking, then perhaps the message will get through to administra-
tors that the subject is worth the higher price. So this is another reason to focus 
on drawing students into the subject matter with material that seems immedi-
ately interesting and useful.  

7     Exploratory Contexts 

 These days the internet provides a wealth of good examples for teaching material. 
In fact, there are some conventionally published sources as well: the text mentioned 
previously, MacGillivray and Hayes ( 1997 ), details the teaching experiences in 19 
different application scenarios: from fi shing to motorcycle accidents to Murphy’s 
Law. The availability of ideas for projects is useful, but the pedagogic effectiveness 
of an example really depends on how it is presented. Consequently, the instructor’s 
role is still key to the learner’s outcomes. 

 The suggestion in this chapter is that exploratory data analysis, suitably guided, 
will lead a student to understand basic statistical strategies, and the student will 
learn the basic statistical strategies more thoroughly in a given timeframe than if the 
same strategies are presented in the more conventional way. The reason is that the 
student will be motivated by the obvious relevance of the strategies since they will 
be introduced as the data exploration requires them. But will the student be able to 
apply the strategies to new contexts? This is where the instructor’s role is crucial. 
After several data exploration examples have been worked through, the instructor 
needs to make sure that the student has the big picture. This is where the logical 
relationships of the techniques need to be presented. 

 For students to be able to use their learning of statistical tools and concepts in 
new contexts, they do need the logical structure clearly in mind. For example, they 
need to be aware of the different scales of measurement, of the different ways com-
parisons can be made, and of the difference between parameter estimation and test-
ing parameter credibility. But, as we have argued, to try to teach these in a sequence 
of techniques has not worked well—better to have them as a framework for tech-
niques motivated by data-based projects, when there is a readiness for aggregating 
the pieces learned. 
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 To further illustrate the potential of teaching techniques through experience 
immersion, I will briefl y describe three examples. The fi rst one should appeal to 
students since they get to choose an activity from their own lives. The second one 
has the advantage of relating to local conditions. The third one relates to a personal 
characteristic that students hold subconsciously and would often be of interest to a 
student in comparison with others. All of the examples could be used in a fi rst 
course, or in an advanced course. Of course, statistics courses with a subject area 
focus (e.g. life sciences, business, engineering, or psychology) would likely include 
examples more closely related to the subject area, and would build on a more 
specialized student background. But these examples will suffi ce to illustrate the 
point of conveying useful statistical theory through comprehensible applied projects 
with real-world contexts. 

7.1     Example 1: Sports Leagues 

 Students often have at least one sport they are interested in, either as a participant or 
a spectator. Team sports have the feature that game results are accumulated through-
out the season and teams are repeatedly ranked using some points system. Suppose 
students are given the task of fi nding the accumulation table of a currently operating 
league, and commenting on the relative quality of the teams suggested by the table. 
Students should be advised to choose a sport that interests them, if possible. 
Questions for discussion might be:

    1.    If team A has more points than team B, does team A have a better than even 
chance of winning the next contest with team B?   

   2.    Is there any evidence of a home team advantage?   
   3.    If all the teams have the same chance to win each game, what would the league 

ranking look like?     

 Note that many students will have an opinion regardless of their statistics knowledge 
so far, so a discussion should be easy to stimulate. Where would the discussion lead? 

 Here are just a few of the possibilities:

   A better understanding of “better than and even chance”  
  A realization that current rankings are, at least in part, subject to “luck” or “random 

variation”  
  An opportunity to test a hypothesis by observing data  
  Consideration of conditional probability  
  An appreciation that randomness can deceive and often does  
  An opportunity for answering a question via simulation (by coin or computer)  
  A need to defi ne a measure of variability (in point status)    

 The point of this example is that a context of interest to students can be the plat-
form for introducing many important statistical tools and strategies, and because the 
answers to the questions are of interest to the students, the tools and strategies that 
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help to get at the answers will also be of interest to the students. The motivation for 
learning statistics is based on a genuine interest and not only on the need for a good 
mark in the course. The learning will include the entire process of data-based study 
and not only an artifi cially simplifi ed context. Moreover, the freshness of the discus-
sion should make the process stimulating for both student and instructor.  

7.2     Example 2: Auto Fuel Consumption 

 An example that I like to use is based on some personal data I accumulated on gas 
consumption for my car during a 5-year period. The graph shows the data: 

 Students are asked if they fi nd any interesting or useful information in this graph, 
and are asked to analyze the data to see if there are any “trends” or anomalies. The 
initial response is usually negative. It turns out that fi tting ordinary polynomial regres-
sion reveals nothing much, just as a visual scan would suggest. But any kind of non-
parametric smoothing, even a moving average, shows a nice sinusoidal pattern in sync 
with the annual seasons. This pattern raises the question of the likely cause, and the 
many potential explanations include usage, temperature, precipitation, traffi c, and tire 
pressure. Note also the likelihood of a negative serial correlation as a result of the way 
gas consumption is measured. What does the student learn from this experience?

   Not all regular patterns in time can be discerned by eye  
  A correlation can have many causes, and often further data collection is suggested  
  Nonparametric smoothing is a useful exploratory technique  
  Not all interesting data is a sample from a population (time series)  
  The measurement context must be examined as part of the analysis    
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7.3     Example 3: Crossing of Arms and Clasping of Hands 

 MacGillivray ( 2007 ) reports a project in which a large class of students were asked 
to report their normal way of crossing their arms and clasping their hands. Students 
are initially surprised that there is a “natural” way to do these things that is personal 
for each student. There is the question of whether gender, or handedness, explain 
the differences, and whether arm crossing is related to hand clasping. An advantage 
of this example over the other two is that, even if one is an unusual student with no 
interest in sports or driving, one is still likely to practice arm crossing and hand 
clasping. The referenced paper gives the full detail of this example, but some of the 
obvious lessons one learns from the experience are:

   The procedure of developing an idea into a data-based study is a non-trivial exercise  
  Careful defi nitions and protocols need to precede data collection  
  Two features can be related even when exceptions exist  
  Categorical data is summarized by frequencies  
  Descriptive techniques need to be used before inferential techniques  
  Descriptive techniques can often reveal unexpected fi ndings  
  “Obvious” relationships are sometimes not confi rmed by data  
  Apparent relationships can be deceiving and require testing for reproducibility    

 Looking over the 20 “lessons learned” from these three examples, even though 
they are a partial list, should suggest the richness of the learning experience with 
respect to statistical practice. Are these lessons as useful to students as the ability to 
fi t a line to  x – y  data, or test if two groups have the same mean? While students do 
need to learn about the calculation methods, they need these meta strategies as well 
to have a useful education in statistics. 

 These three examples suggest the broad spectrum of statistical tools and strate-
gies that can be conveyed through immersion of students in stimulating applica-
tions. One only has to consider how the lessons-learned from the examples would 
be taught one-at-a-time in a logical sequence to see that the logical approach would 
lack the charm of the experience immersion. If we want to attract and retain stu-
dents’ interest in statistics, we need to consider charm! And, if we want students to 
understand the whole process of data analysis, we need to give them experience 
with the whole process of data analysis.   

8     Target Audience for Statistics Strategies 

 The mathematics model of teaching statistics is a product of the twentieth century, 
math-based history of statistics. It seems to work for those few students who relish 
mathematical abstraction, and the current cadré of statistics instructors is mostly 
drawn from this group. But today modern statistics is practiced by a wide spectrum of 
engineers, scientists, and social scientists, and these users need more than a superfi cial 
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knowledge of statistical strategies. STAT 100 does not adequately prepare these users. 
These users must be able to identify opportunities for data-based studies, plan data 
collection, explore data, extract valid information from data, and defend what they 
have done in words. It is this large group of future practitioners of statistics that needs 
the most attention at the undergraduate level, not the stat major. The stat major can 
benefi t from math courses, even math courses with little statistical overlap. But the 
future statistics practitioners need to know how to use statistical software to explore 
data, and how to allow for study design shortcomings in coming to conclusions. 

 Practitioners educated in applied disciplines will not be able to handle all data- 
based problems they meet, and will fi nd it necessary to seek the help of expert 
statisticians. However, to take advantage of this expertise, they must recognize the 
opportunity. Do the technique-based courses give students the insight needed to 
know when an expert can help? A student who has met a situation in which the 
perfect test is unknown, such as would be likely to happen in an exploratory study, 
may be willing to admit the need for expert help in later practice. 

 To become expert statisticians, graduate work would usually be required. This is 
where the full confl uence of mathematics and statistics should be explored. Instead 
of designing a special undergraduate education for stat majors (future statisticians), 
it might be effi cient to give all the statistical practitioners the same undergraduate 
education in statistics, but require further mathematical statistics in graduate 
courses. With this approach, undergraduates learn to appreciate statistics as a vital 
subject relevant to many careers, and are not deceived into thinking of statistics as a 
specialized form of mathematics; and graduates will not arrive at the serious study 
of statistics with a naive view that statistics is a bundle of calculation tools, and will 
realize that the role of mathematics in statistics is to allow adaptation of available 
methods to suit particular application contexts. 

 Mathematics is a powerful technology for clarifying complex ideas, and is essen-
tial for expertise in many “applied” disciplines. Theory in engineering, management 
science, environmental science, and many other fi elds is assisted by mathematics, 
but these theories are not only mathematics. The same is true of statistics. It is now 
clear that statistics is a separate discipline from mathematics, even though this was 
not always recognized in the past. We need to judge statistics expertise by its rele-
vance to the extraction of useful information from data, and not by the mathematical 
expression of its tools. Our teaching of statistics should refl ect this criterion.  

9     Summary 

 The content of undergraduate courses in statistics has not changed very much in 
spite of the reform movement of statistics educators. Better textbooks, and the pro-
vision of computer software, have changed the tasks of the student, but objectives as 
revealed through tests and examinations have not kept up with the recommended 
reforms. What seems to be missing is the immersion of students in the entire process 
of data-based research along with frequent interactivity with the instructor. The 
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motivation provided by interesting projects (suggested by the instructor or the 
students themselves) is an important factor in shaping the image of the discipline, 
as well as being a powerful stimulus to learning. It may be necessary to depart from 
large classes to accomplish a useful exposure to statistics: higher education admin-
istrators need to see undergraduate statistics as concepts and strategies rather than 
procedures and formulas. Statistics courses need to include more experience and 
creativity and less coverage and dogma. 

 Of course, balance of the old with new is probably the optimal strategy, but 
change has been so slow that extreme measures need to be contemplated. The basic 
recommendation in this chapter is to provide students with exciting experiences in 
extracting information from data, and after the student is completely amazed by the 
many surprising and useful strategies of statistics, proceed to provide the formal 
structure of the techniques used, including the mathematics as required. We need to 
recognize that the main audience for statistics at the undergraduate level is future 
practitioners of statistics, and the principal secondary market is for statistics appre-
ciation courses. The training of future statisticians should not be considered an 
undergraduate mission. Future statisticians need the practical knowledge of the 
undergraduate education, as well as graduate work in mathematical statistics. Our 
focus in undergraduate education should be on experiential immersion in data-
based discovery. The conveyance of the logical structure of formal statistical infer-
ence will to some extent be achieved simultaneously, but in any case should be 
relegated to the status of a secondary goal.  

10    Note 

 Reprinted with permission from Weldon (2008) in MacGillivray, H. and Martin, M. 
Proceedings of Sixth Australian Conference on Teaching Statistics, available online 
at   http://iase-web.org/documents/anzcots/OZCOTS_2008_Proceedings.pdf    . 

 This chapter is refereed.     

   References 

   Bentley, D. (1994). Sessions 4 A,B,C. In  Proceedings of the Fourth International Conference on 
Teaching Statistics  (Vol. 1: pp. 17–31). The National Organizing Committee of the Fourth 
International Conference on Teaching Statistics, Rabat, Morocco.  

   Carnell, L. J. (2008). The effect of a student-designed data collection project on attitudes toward sta-
tistics,  Journal of Statistical Education 16 (1). Retrieved from   www.amstat.org/publications/jse/      

   Carr, R. (2008). Roadmap tools for excel. Retrieved from   www.deakin.edu.au/~rodneyc/roadmap-
tools.htm      

    Cleveland, W. S. (1993).  Visualizing data . Summit, NJ: Hobart Press.  
    Garfi eld, J., & Ben-Zvi, D. (2007). How students learn statistics revisited. A current review of 

research on teaching and learning statistics.  International Statistical Review, 75 (3), 372–396.  

Experience Early, Logic Later

http://iase-web.org/documents/anzcots/OZCOTS_2008_Proceedings.pdf
http://www.amstat.org/publications/jse/
http://www.deakin.edu.au/~rodneyc/roadmaptools.htm
http://www.deakin.edu.au/~rodneyc/roadmaptools.htm


42

    Konold, C. (2007). Designing a tool for learners. In M. Lovett & P. Shah (Eds.),  Thinking with data  
(pp. 267–291). New York: Taylor & Francis.  

    Lovett, M. C., & Greenhouse, J. B. (2000). Applying Cognitive Theory to Statistics Instruction. 
 The American Statistician, 54 (3), 196–206.  

    MacGillivray, H. (2007). Clasping hands and folding arms: A data investigation.  Teaching 
Statistics, 29 (2), 49–53.  

     MacGillivray, H., & Hayes, C. (1997).  Practical development of statistical understanding: 
A  project based approach . Brisbane, QLD, Australia: Queensland University of Technology.  

    Moreno, L., Gonzalez, C., et al. (2007). Applying a constructivist and collaborative methodologi-
cal approach in engineering education.  Computers & Education, 49 (2007), 891–915.  

   Phillips, B. (1996). Plenary lecture given by David S. Moore (USA) New pedagogy and new con-
tent: The case of statistics.  Proceedings of ICME 8 , Seville, Spain.  

   Roberts, H. V. (1986). Data analysis for managers . ICOTS 2  (pp. 410–414). Victoria, BC, Canada.  
    Rossman, A. (1994). Learning statistics through self-discovery. Abstract in  Proceedings of the 

Fourth International Conference on Teaching Statistics  (Vol. 1: p. 30).  
    Seneta, E., & Wild, C. (2007). Preface.  International Statistical Review, 75 (3), 279–280.  
   Speed, T. (1986). Questions, answers, and statistics.  ICOTS 2  (pp. 18–28). Victoria, BC, Canada.  
   Sterling, D. (2002).  Computer assisted statistics teaching (Version 2.1) . For an up-to-date version 

go to   http://cast.massey.ac.nz/      
   Taffe, J. (1986). Teaching statistics: Mathematical or practical model.  ICOTS 2  (pp. 332–336). 

Victoria, BC, Canada.  
    Tukey, J. W. (1977).  Exploratory data analysis . New York: Addison-Wesley.  
   Wessa, P. (2008). Free Statistics Software. Offi ce for Research Development and Education, ver-

sion 1.1.22-r5. Retrieved from   http://www.wessa.net/    . See also   www.freestatistics.org/index.
php?action=10     for more information.  

   Zidek, J. V. (1986) Statistication: The quest for a curriculum . ICOTS 2  (pp. 1–17). Victoria, BC, 
Canada.    

K.L. Weldon

http://cast.massey.ac.nz/
http://www.wessa.net/
http://www.freestatistics.org/index.php?action=10
http://www.freestatistics.org/index.php?action=10


43H. MacGillivray et al. (eds.), Topics from Australian Conferences on Teaching Statistics: 
OZCOTS 2008-2012, Springer Proceedings in Mathematics & Statistics 81,
DOI 10.1007/978-1-4939-0603-1_4, © Springer Science+Business Media New York 2014

    Abstract     Challenges faced by Statistics Education in developing countries are 
similar, though often of larger magnitude, and of a more critical nature, than in more 
developed countries. This chapter focuses on the status of Statistics Education at 
school and tertiary level in South Africa. The authors give a historical overview, 
followed by a discussion of the current status, mentioning challenges and successes 
to building statistics capacity in the country, and emphasizing the importance of 
facing realities. Finally, mention is made of a few key projects, aimed at statistics 
capacity building, which have the potential to change the face of Statistics Education 
in a country grappling with legacies of the past, whilst balancing risks and opportu-
nities of the future.  

  Keywords     Statistics education   •   Developing country   •   Statistics capacity building 
projects  

1         Introduction 

 As the world becomes more connected due to the economic, social, and political 
interdependence, it is vital that all citizens are able to orient themselves in the infor-
mation and data-driven age, where decision-making is likely to call for skills of data 
collection, organization, analysis, and interpretation. Accordingly, there is an ever 
increasing need to disseminate more data, more accurately, in shorter times and in 
forms desired by users for further analysis (Wallman  1993 ). The training of statisti-
cians and the raising of levels of statistical literacy is accordingly a challenge faced 
by countries all over the world. In developing countries however, these processes 
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have to be carefully planned, in order to make the most use of the limited resources 
available. In South Africa, there are  further  confounding factors, the legacy of 
Apartheid, severe shortage of mathematics and statistics educators, serious lack of 
adequate professional development of teachers, a mixture of cultures and multiple 
languages being spoken in one class room and many more issues that negatively 
affect statistics capacity building in the country. 

 This chapter takes the reader on a tour of statistics education in South Africa, 
from the historical beginnings to the current scenario, mentioning the challenges 
and successes at the various levels and then concluding with a brief discussion of 
two key projects aimed at statistics capacity building in the country.  

2     The Legacy of Apartheid 

 South Africa is the 25th largest country in the world, with around 51 million citi-
zens, of which roughly 79.2 % are Black, 8.7 % are White, 9 % are of Mixed Race, 
and 3 % are of Other races (mostly Indian). The country has a very diverse popula-
tion, with the Black African population alone having nine major ethnic groups. 
Accordingly, South Africa has 11 offi cial languages (Brand South Africa  2012 ), of 
which English as mother tongue ranks only fi fth according to the 2011 national 
census. Schooling is conducted in home-language at primary school level, but the 
language of instruction at university is either English or Afrikaans (the two offi cial 
languages during the Apartheid era). English is by far the dominant language of 
instruction at university level, with Afrikaans instruction-based universities gener-
ally switching over to English at senior post graduate level, for projects, theses, and 
seminar presentations. 

 During the Apartheid era (1948–1994), Education Policies in South Africa were 
designed to assert white domination and African race inferiority (Badat  2004 , for-
malizing the misguided notions of racial superiority and inferiority (Note that here-
after African shall mean Black/Bantu South African citizens, and does not include 
Colored or African citizens). The Report of the Inter-Departmental Committee on 
“Native Education,” 1935–1936, is a highly instructive document, summing up the 
Educational Policy of the then South African Government (Wilcox  2003 ). In this 
report we read that “The Education of the White child prepares him for life in a 
dominant society and the Education of the Black child for a subordinate society.” 
Furthermore, the National Party government, which was in offi ce from 1948 to 
1994, passed legislations which stripped Africans of political and economic rights, 
implementing an Education policy deliberately designed to keep them in subservi-
ence. The Bantu Education Act, Act No 47 of 1953, established a Black Education 
Department in the Department of Native Affairs, which was responsible for compil-
ing a curriculum that systematically ensured that the young African scholars of that 
era were prevented from obtaining an education in keeping with the advances of the 
twentieth century. The author of the legislation, Dr Hendrik Verwoerd (then Minister 
of Native Affairs, later Prime Minister (1958–1966)), stated that its aim was to 
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prevent Africans receiving an education that would lead them to aspire to positions 
they would not be allowed to hold in society. On 17 September 1953, he introduced 
the Bantu Education Bill in Parliament and stated that “When I have control over the 
native education I will reform it so that the Natives will be taught from childhood to 
realize that equality with Europeans is not for them … . People who believe in 
equality are not desirable teachers for natives … What is the use of teaching the 
Bantu child mathematics when it cannot use it in practice? The idea is quite absurd” 
(House of Assembly  1953 ). As a result, the apartheid ideology consciously destroyed 
a generation of Black African mathematics students, depriving them from access to 
mathematically based disciplines such as statistics, and in general of having access 
to an education in keeping with advances of the twentieth century.  

3     Statistics Education at School Level: History 
and Current Status 

 When Apartheid was abolished in 1991, education and training in South Africa was 
restructured to refl ect the values and principles of a democratic society, leading to 
the announcement of a new school curriculum with Outcome Based Education as 
the fundamental building block. A major difference was that the country now had 
one school curriculum for all learners, in direct contrast to the racially dividing 
school curricula that had been in place during Apartheid. This curriculum was 
further intended to overturn the legacy of Apartheid and catapult South Africa into 
the twenty-fi rst century (Chisholm et al.  2000 ). The curriculum, known as Curriculum 
2005 (DoE  1997 ), was planned to be fully implemented by 2005. It was later 
amended and renamed the National Curriculum Statement (NCS) (DoE  2003 ), to be 
fully implemented by 2008, then further amended and re-labeled, the Revised NCS, 
or commonly referred to as RNCS (Chisholm  2003 ). 

 In the new curriculum, emphasis was specifi cally placed on shifting from the 
traditional aims-and-objectives approach to outcomes-based education. This para-
digm shift was seen as a prerequisite for the achievement of the vision of an “inter-
nationally competitive country.” Outcomes-based curriculum development starts 
with the formulation of the purposes of learning which are then used as the criteria 
for further curriculum development and assessment. One of the specifi c outcomes 
identifi ed in this school mathematics curriculum was the “use of data from various 
contexts to make informed judgments” (Steffens and Fletcher  1999 ). Recognition of 
the cross-curricular need for statistics as an anticipated outcome, led to the collec-
tion of data (methods such as interviews and sampling), the application of statistical 
tools and communication and critical evaluation of fi ndings (North and Zewotir 
 2006 ) being included in the new school curriculum, under the label “Data Handling.” 
This was in total contrast to what had previously been the case as (1) statistics had 
generally (see following comment) not been taught at school level in South Africa 
and (2) mathematical-based learning areas, including Statistics, had previously not 
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been in the curriculum of Black school children. Statistics topics were part of the 
Additional Mathematics curriculum, which was only offered as an additional 
subject (over and above the standard load) to the very high-end achievers in 
Mathematics, and was only available at selected (White) schools. However this 
exposure to Statistics was only taken up by less than 0.1 % of the White school 
going children of that era! 

 The new education system further required that each learner either did mathe-
matics or mathematical literacy in each school year—this was a major shift from 
what had been the case prior to the adoption of the new curriculum, as it was previ-
ously possible for all students (of any race) to complete schooling without doing 
any form of mathematics in the last 3 years of the schooling system. In 2008, the 
fi rst school leavers that had been exposed to the new outcome-based education 
schooling system were ready to enter institutions of higher learning the following 
year, changing the landscape of higher education in South Africa totally. The fi rst 
signifi cant difference was the large increase in the number of school leavers with 
some form of mathematics under the new schooling system, as can be seen from 
Table  1  above. A huge “wave” of school leavers with at least some mathematics 
training emerged from schools in South Africa in 2008 (the fi rst year when NCS 
was fully implemented), when a total of 537,271 students registered for the fi nal 
school exam in mathematics/mathematical literacy as compared to a total of 347,000 
in 2007 (the last school graduates under the previous system), i.e., an increase of 
more than 50 % in school leavers with some level of mathematical profi ciency, in 
1 year!

   In 1998, the Human Sciences Research Council in South Africa conducted a 
study under the auspices of the International Association for the Evaluation of 
Educational Achievement (Howie  1999 ). A total of 225 secondary schools were 
randomly selected from the nine provinces, resulting in more than 8,000 learners, 
350 teachers, and 190 principals responding to questionnaires and interviews 
aimed at providing an indication of the status of mathematics training in the coun-
try at that time. The average score of all participants turned out to be 275 points out 
of a possible 800 points, well below the international average of 487 points. The 
South African pupils’ performance was relatively low in every mathematics topic 
(from 37 % for algebra to 45 % for data representation, analysis, and probability). 
It is interesting to note that the average score for data representation, analysis, and 
probability scored 356 points (out of 800 points), making this the scale with the 
smallest difference from the international average! The results were thus surpris-
ing as Data Handling (Statistics) had not yet been introduced as part of the 

  Table 1    Number of students 
registered for Grade 12 
mathematics exam  

 Year  Type of mathematics  Grade 12 learners 

 2007  Higher grade (main stream)   41,000 
 Standard grade (subsidiary)  306,000 

 2008  Mathematics (main stream)  287,487 
 Mathematical literacy (subsidiary)  249,784 
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Mathematics curriculum at school level at that time. One can thus only conclude 
that the questions must have been very basic (requiring intuition and logic only) 
and thus did not refl ect modern statistics education.  

4     Challenges 

 The Data Handling component of the NCS aims to ensure that each school leaver is 
statistically literate. Challenges to achieving this aim are to ensure that (1) the 
school syllabus has the desired content; (2) teachers have the skill and confi dence 
required to promote basic data handling and interpretation skills in the class room. 

 In-service teachers have generally had no training in Statistics, as this was previ-
ously not part of the school syllabus, but the real barrier to meeting the second chal-
lenge is the sheer magnitude of the problem. The legacy of Apartheid is that there 
are simply not enough mathematics teachers to meet the demand. 

 Not surprisingly, this shortage is most pronounced in rural areas, resulting in 
non-specialist training of mathematics in many schools (Mail and Guardian Online 
 2008 ). All school children now require a level of mathematics (including Statistics) 
training, but during Apartheid, over 80 % of the nation did not receive any mathe-
matics training, leading to the severe shortage of mathematics teachers today. 

 The Study conducted by the HSRC in 1998 interestingly showed that school 
children in South Africa achieved relatively better scores in statistics-related ques-
tions in this study, when it was not part of their school curriculum, than they did in 
the learning areas of Mathematics that they were actually instructed on! Where this 
came from is unknown, but it indicates either some natural interest or capacity, or 
that the questions refl ected learning in other disciplines and/or learning from every-
day living. It is thus a challenge for teachers to build on this, so that they develop 
profi ciency and interest in Statistics which leaves a lasting legacy when they enter 
further education and training. The challenge is thus ultimately to have developmen-
tal training programs for pre- and in-service teachers in line with this objective.  

5     Successes 

 Before the new school syllabus was introduced, school leavers generally had no 
formal statistics training at all, so the inclusion of statistics in all grades at school 
may be regarded as a success. 

 The Statistics component of the new Mathematics curriculum was initially devel-
oped by the Department of Education (DoE), taking a formula driven approach, 
much like the fi rst few chapters of a typical classic university Statistics text book. 
This prompted intervention from the South Africa Statistical Association (SASA), 
the mouthpiece of the majority of professional and practicing statisticians in South 
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Africa, and resulted in the successful rewriting of the school curriculum by the DoE 
(North and Ottaviani  2002 ). 

 The training of teachers to engage with the new curriculum was to be conducted 
by the subject advisors of the DoE, but they generally had not received any training 
in Statistics either! In recognition of this dilemma SASA stepped in and since then 
has been, and continues to be, very actively involved in the teaching of Statistics in 
schools via its Education Committee, a subcommittee with the specifi c brief of 
furthering statistics education at tertiary and preparatory (school) level. This 
committee has built up a collection of games, projects, newspaper articles, etc. 
which are used to encourage mathematics teachers to teach statistics in a more 
meaningful and stimulating way. 

 Accordingly, the SASA Education Committee initiated an awareness of the 
dilemma of statistics education of teachers by giving various talks at local confer-
ences, holding workshops and helping with teacher training. It was however only 
when Statistics South Africa (Stats SA  2012 ), the national statistics offi ce, launched 
the maths4stats campaign in 2006, that the human capacity and fi nances were avail-
able to address the dilemma on a national basis. The maths4stats project addresses 
the dilemma with a roll-out plan to provide statistics training to in-service mathe-
matics educators, from 28,000 schools. The objective of the maths4stats campaign 
is to create a specialized body of educators with a passion for mathematics, and to 
instil love and interest for mathematics and statistics in educators and learners. 
Details of the project can be found in North and Scheiber ( 2008 ). The long-term aim 
of this project is to strengthen the expertise in Statistics at all levels, so that ordinary 
people have trust in the information they receive from Stats SA (Lehohla  2002 ). 

 The author (North) has headed the statistics outreach programs of Stats SA since 
inception and has had particular success (North and Scheiber  2008 ) with training 
teachers who are not qualifi ed to teach mathematics, but are expected to upgrade 
their knowledge and teach mathematics due to the lack of suitably qualifi ed teachers 
in this discipline. These teachers in particular have a very positive reaction to 
Statistics workshops as they fi nd it more practical and easier to teach than the 
advanced mathematical concepts that they often have not mastered themselves. 

 Modules in Educational Statistics, including research-based pedagogical con-
tent, are now part and parcel of training of pre-service teachers (Wessels  2008 ) 
to promote the statistical literacy, thinking, and reasoning abilities called for in 
the NCS.  

6     Statistics Education at University Level: History 
and Current Status 

 Statistics was fi rst introduced at South African universities in the 1930s and had a 
very theoretical focus, deliberately shying away from applied statistics (De Wet 
 1998 ). Statistics historically started at second-year level (in a 3-year program 

D. North and T. Zewotir



49

leading to a Bachelor’s degree in Statistics) as one needed a high-level of mathemat-
ics to follow the calculus-based approach to teaching statistics that was in place at 
that time. Historically statistics training was thus geared towards furthering the 
discipline in a theoretical way. It must however be noted that a few individuals did 
manage to excel in the applications of statistics through their own self-interest rather 
than through skills acquired from their tertiary level statistics training. 

 In recent times, a more balanced view of theory and applications has become 
apparent in statistics training at South African Universities. Currently 14 universi-
ties in South Africa have statistics departments that typically offer a 3-year program 
leading to a Bachelor’s degree in Statistics, a 1-year honors degree, 1- or 2-year 
Masters’ program and four-year Ph.D. programs. Masters and Ph.D. programs are 
mainly by research dissertation only. 

 The current structure of the statistics courses in the various South African univer-
sities is very similar across academic institutions. Two courses (one per semester) at 
fi rst year level, two courses at second year level, and four courses at third year level 
are generally the required courses for the B.Sc. program (major in Statistics). The 
two courses (one per semester) in the fi rst year offer an introductory approach to the 
theory, principles, and applications of statistics. The two courses in the second year 
mainly deal with distribution theories, estimation procedures, and inference. The 
third year courses are a mix of methods and applications with a theoretical basis. 
Relatively intermediate level advanced statistical theories and methods with com-
puter practicals are offered at the honors level. A common feature of honors pro-
grams amongst the South African universities is the statistics project, where 
independent research under guidance of faculty is a key factor in spotting talent for 
subsequent post graduate studies. 

 Statistics service courses (non-specialists) generally are very big classes as at 
least one module in statistics is an essential part of almost all programs at South 
African universities. Classes can be as large as 500–700, making it very diffi cult to 
engage in active learning, which is pivotal to conceptual understanding. The result 
is that many students fi nd Statistics courses diffi cult with a resulting poor pass rate 
in such courses (North and Zewotir  2006b ). For instance, the average pass rate for 
Engineering students in a Statistics service course offered at the University of 
KwaZulu-Natal for the 1997–2005 period is 73.82 % (Zewotir and North  2007 ). 

 In 2006 a national survey was conducted by SASA, to determine graduation 
numbers at the various levels for statistics modules. Table  2  bears evidence of the 
heavy load that service courses put on statistics departments as well as the small 
number of graduates in Statistics at the higher post graduate levels.

   Table 2    Number of passes in statistics modules in the South Africa (2006)   

 B.Sc. program 

 Honours  M.Sc.  Ph.D.  Service courses  First year  Second year  Third year 

 4243  1185  945  190  90  22  16,246 
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7        Challenges 

 Statistics training at tertiary level in South Africa has challenges embedded in South 
Africa’s Apartheid history. The fi rst challenge is the fact that the majority of incoming 
students still have poor or insuffi cient mathematical foundation for the theoretically 
orientated fi rst year statistics courses (North and Zewotir  2006b ). This is the direct 
result of inferior mathematics teaching at school level, generally the result of not 
having enough adequately trained mathematics school teachers. Instruction at the 
lower levels is further characterized by large classes with the majority of students 
typically not having had previous exposure to computers; instruction is in a 
language other than their home language and fi nancial constraints are experienced by 
many, so that the buying of text books is also a challenge. It is thus not uncommon 
to have high failure rates in statistics modules, particularly at level 1 (De Wet  1998 ). 

 The second challenge is a shortage of post graduate students and statistics lectur-
ers. Statistics education at the higher levels is characterized by very small numbers, 
which is a great concern as B.Sc. and Honors graduates in statistics get lucrative 
offers from industry, business, and government, luring them away from academia. 
Accordingly, very few South African statistics graduates opt to pursue postgraduate 
studies. South African universities on average have at least 15 % of their Statistics 
posts vacant, whilst 20 % of posts at Statistics South Africa, the national statistics 
offi ce, are vacant. The International Review Panel Report on the Review of 
Mathematical Sciences Research at South African Higher Education Institutions 
(Department of Science and Technology  2008 ) concluded that “the shortage of aca-
demic statisticians is so critical that the fi eld is in danger of disappearing through 
lack of academic capacity,” further noting that “the closure of academic depart-
ments is a real possibility.” The shortage of Statistics lecturers at universities and 
increasing numbers of fi rst year students, results in ever increasing teaching loads, 
which has a negative effect on research output—clearly a concern.  

8     Successes 

 A number of universities have introduced access or foundation programs (extended 
length programs with “catch-up” modules to assist students who have had inferior 
schooling), supplementary instruction, mentorship programs, and hot seats (private 
lessons by post graduate students) in fi rst year Statistics and Mathematics modules 
to deal with the problems discussed earlier. The use of local textbooks, or more 
effectively, the writing of course packs to replace foreign textbooks do, to a certain 
extent, overcome the problem of presenting examples that the students can relate to. 
Each of the 23 universities has programs in place to deal with re-dress and overcome 
the problems discussed above. For example, at the University of KwaZulu- Natal, 
special tutor sessions are planned weekly, where instruction is in English, but expla-
nations are given in the home language (Zulu) of local African students. The leaders 
of these special groups are local African students, who have registered for post 
graduate degrees and are thus also role models for the junior students on campus.  
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9     Special Impact Initiatives 

 The international panel reviewing the status of mathematical sciences research in 
South Africa (Department of Science and Technology  2008 ) noted that it was criti-
cally urgent that statistics capacity had to be built at all levels, further noting that the 
country accordingly needed to produce more post graduate students in statistics, so 
that they could feed the economy and stock statistics departments. But, is this hap-
pening? Sadly not! Statistics departments remain under-stocked, with the cream of 
the statistics graduates not pursuing higher level studies in statistics, due to the 
lucrative job opportunities in the business sector (banking in particular). 

 Statistics Education in South Africa faces many challenges—though there have been 
some successes, there is no doubt that the country urgently needs to take urgent stock of 
the status of academic Statistics departments, to increase the number of post graduate 
students and ultimately to grow statistics as a research discipline in South Africa. 

 There is such acute awareness of this problem that a number of special competi-
tions are held each year to raise the level of awareness of Statistics amongst the 
youth of the country.  

10     South African Statistical Association: Statistics 
Competitions 

 In an attempt to create excitement and grow interest in statistics amongst students at 
institutions of higher education in the country, the South African Statistical 
Association (SASA) increased the number of national competitions run by the 
Education sub-committee, over the last 3 years. Prize monies for the various com-
petitions were secured as 5-year sponsorship deals, by means of memorandums of 
understanding (MOU’s), signed between SASA and Statistics South Africa, and 
also between SASA and SAS, which in broad terms provides student fees, expenses 
for winners to attend the annual SASA statistics conference, etc. The various com-
petitions, at the different levels of tertiary education, for students of statistics, run by 
SASA Education committee are as follows:

•    Bursary and scholarships competition for second year students, based on merit 
and need (special category for previously disadvantaged students), prize money 
goes towards registration fee for third year of study towards a degree, majoring 
in statistics.  

•   Bursary competition for third year students, based on merit and need (special 
category for previously disadvantaged students), prize money goes towards reg-
istration fee for an honors degree in statistics.  

•   Project competition for honors students, winners receive prize money and spon-
sored attendance of the annual SASA conference.  

•   Masters and Ph.D. paper competition, winners receive prize money and spon-
sored attendance of the annual SASA conference.  
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•   Young Statistician’s competition (less than 35 years old), based on research 
papers entered, winners are fully sponsored to attend the WSC. This competition 
is held every alternate year, in accordance with the hosting of the WSC.    

 The last competition, introduced in 2013, is an exciting competition for young 
(South) African statisticians, as winners were fully sponsored to attend the World 
Statistics Congress in Hong Kong in August 2013. This was initially intended for 
South African entrants only, but when additional funding became available, the 
competition was opened up to include young African Statisticians from beyond the 
borders of South Africa. The excitement this competition created is evidenced by 
the fact that a total of 149 entries were received from 19 countries in Africa! 
Unfortunately only 12 of these entries were from South African students … and 
only one single entry was from a Black African post graduate student, so much 
work remains to be done! This competition bears further evidence of a national 
problem—we not only does the country not have enough post graduate students in 
statistics, but 9 years post democracy, there is still no evidence that local African 
students are coming through the system at the rate that we would hope to see! 

 So the question remains, what more can be done to put a structured and politi-
cally supported approach to Statistics capacity building in place, which would ulti-
mately have a realistic chance of overcoming the challenges that are deep-rooted in 
the history of the country, and the more recent challenges of the fl ow of statistical 
graduates and academics to business and industry. If this can be achieved, then there 
would be a realistic chance of preventing the doom and gloom predicted by the 
International panel that “the closure of Statistics departments is a real possibility,” 
due to sheer lack of capacity! 

 The international panel made various recommendations, many of which would 
entail extra budget for statistics departments from government or universities cof-
fers, which has not happened to date, due to other competing urgencies. Academic 
statistics departments have however, attempted to address the problem of building 
statistics capacity in various ways that are particular to the drive of individuals that 
are based in those departments, with approaches very much depending on the pro-
fi le of students that are on that particular campus.  

11     UKZN: Leading the Way to Grow Statistics Capacity 

 The University of KwaZulu-Natal (UKZN) was formed in 2004, following the 
merger of the former UND, UNP, UDW (a previously disadvantaged university) 
and Edgewood Teacher training college, during the government “merger plan” for 
institutions of higher education in South Africa (Nkoane  2006 ). UKZN is one of 
the “big fi ve” research institutions of higher education in South Africa (Boshoff 
 2009 ). This university has transformed the racial profi le of students attending the 
institution totally, with the proportion of fi rst year students who are White, declining 
from 14 % in 2005 to 5 % in 2009, whilst the corresponding fi gures for Black African 
students increased from 46 % of fi rst year students in 2004 to 60 % correspondingly 
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in 2009 (Zewotir et al.  2011 ), and now stands at over 80 % in 2013. The racial 
profi le of students across UKZN campuses is thus in line with the racial profi le of 
the country, making it the ideal institution to address the problem of capacity build-
ing in statistics, and in particular, for putting steps in place to increase the number 
of local African students progressing to the more senior post graduate levels at the 
institution. 

 To date the Statistics staff at UKZN have attempted to address the issue of statis-
tics capacity building at ALL levels, embarking on a number of initiatives some 
examples of which are discussed below. 

 A series of eye catching posters were designed, which together with the playing 
of fun games are sparking school children’s interest in statistics when they attend 
UKZN Open Days (Fig.  1 ).

   This university has been instrumental in defi ning and setting up (together with 
StatsSA) series of statistics workshops and after-hours classes for in-service teach-
ers as part of the Stats SA maths4stats program (North and Scheiber  2008 ). Over the 
last 3 years, just over 1,300 in-service teachers have completed a 5-week statistics 
module for teachers, run over weekends on UKZN campus, sponsored by Stats SA 
and presented by UKZN lecturing staff. Note that these classes give preference to 
teachers from schools identifi ed by the DoE as being schools where the most need 
is experienced, thus truly attempting to upgrade basic Statistics training of teachers, 
as well as bringing about awareness of Statistics to pupils from rural areas (Fig.  2 ).

  Fig. 1    School children come to University Open Day and are excited to play games and learn 
more about probability!       
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   Extra lessons are presented for students registered for fi rst year statistics modules 
as students often experience problems adjusting from school to university (Zewotir 
et al.  2011 ). The “Hot Seat” system was conceptualized by UKZN Statistics 
Department and defi nes a program whereby post graduate Statistics students give 
one-on-one lessons to fi rst year statistics students, the UKZN tutoring budget spon-
sors this system (Fig.  3 ).

   Statistics students who are struggling to adapt to university, have a “small class” 
experience once a week, by dividing the large fi rst year class into smaller weekly 
tutorial groups. Preference is further given to Black African post grad students to act 
as role models, in the capacity of Hot Seat tutor leaders, so that they can converse in 
the home language of the students who are struggling to adjust to university life in 
a language that is not their home language. 

 Personal invitations are given to successful students (by one-on-one meetings as 
well as invitations in writing), at all levels, to encourage them to register for higher 
level studies in statistics (Fig.  4 ).

12        Conclusion 

 The building of statistics capacity to meet the ever increasing demand from busi-
ness, industry, government, schools, and universities has been a hot topic at confer-
ences all over the world throughout the past decade. 

  Fig. 2    In-service teachers eagerly waiting for their Saturday morning statistics lessons given by 
UKZN staff, sponsored by Stats SA       
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  Fig. 3    Some of the UKZN staff and post grad students (2013) who run tutorial groups and “Hot 
Seat” for fi rst year statistics students       

  Fig. 4    Successful post grad statistics students at UKZN graduation!       
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 South Africa has a critical shortage of statistics skills, resulting in an urgent need 
to produce more statistics graduates. The abolishment of Apartheid and recent 
introduction of Statistics into the school syllabus in South Africa has given the 
country the opportunity of exposing all school children to basic statistical princi-
ples, in direct contrast to what had been the case historically. The extent to which 
this exposure will result in school leavers with an increased appreciation for, and 
interest in Statistics, will only be known in the years to come. There is, however, no 
doubt that the recent joint efforts between Stats SA and SAS, to work collabora-
tively with SASA, as well as the initiatives of individual universities, such as UKZN, 
to promote statistics education at all levels, will give the best possible chance for the 
introduction of statistics at school level to fi lter through to tertiary level and ulti-
mately to play a meaningful role in statistics capacity building in the country.  

13    Note 

 Developed from a keynote presentation at Seventh Australian Conference on 
Teaching Statistics, July 2010, Perth, Australia. 

 This chapter is refereed.     
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    Abstract     Having attended the First International Conference on Teaching Statistics 
(ICOTS) in Sheffi eld in 1982 (and a few since then), I found it informative to look 
back and see what has happened in statistical education during the past three 
decades. In this chapter, I comment on some consistent themes and my perception 
of how the focus has changed over time, particularly from the viewpoint of training 
beyond the introductory course for students in other disciplines. Some comment is 
also made on particularly infl uential publications and other relevant meetings over-
seen by the International Association of Statistical Education (IASE). My vantage 
point is from involvement in, and then responsibility for, teaching biometry in an 
agriculture department for two decades, followed by another decade in university 
and statistical society management where I was not directly involved in the delivery 
of such coursework training.  

  Keywords     Statistical education perspectives   •   Resources   •   Technology   •   Advanced 
courses for other disciplines  

1         Introduction 

 When asked to give a keynote address at the Australian Conference on Teaching 
Statistics (OZCOTS) in July 2012, I decided to review what had been happening in 
statistical education during the past three decades; since I had attended the First 
International Conference on Teaching Statistics (ICOTS) in Sheffi eld in 1982, I 
concentrated on some consistent themes and my perception of how the focus 
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changed over time, particularly with regard to training beyond the introductory 
course for students in other disciplines. It is not an exhaustive review, but rather a 
personal perspective. Some comments are made on a few other particularly infl uen-
tial publications and their relevance to advanced courses for such students. Finally, 
some issues with and impacts of advances in technology and potential issues for the 
future are presented. 

 To understand my vantage point, it is helpful to know my background. I was 
trained as a statistician and worked as a consulting biometrician for more than a 
decade. After a Fulbright Postdoctoral Fellowship in the Department of Plant 
Breeding and Biometry at Cornell University, I moved to a teaching and research 
position in the Agriculture Department at the University of Queensland. For the next 
decade I was responsible for courses and research training in biometry, followed by 
university and professional society management (for a further decade). During the 
latter period, I was not directly involved in the delivery of coursework training. 

 A brief historical perspective on statistical education in the International Statistical 
Institute (ISI), which was founded in London in 1885, is also useful. As detailed in 
Vere-Jones ( 1995 ), the ISI set up an Education Committee in 1948 “aimed, among 
other things, at increasing the ISI’s mandate to undertake educational activities in 
statistics and to collaborate for this purpose with UNESCO and other UN agencies.” 
Responsibilities soon separated, with Vere-Jones stating that “the operating func-
tion, that is responsibility for developing and running training facilities, would be 
taken over by the UN Agencies, while the ISI retained responsibility for the broader, 
more nebulous task of promoting statistical education.” Zarkovich’s ( 1976 ) reap-
praisal of the ISI statistical education program argued that it was “the only interna-
tional body with the competency to guide the future growth of statistical education, 
and strongly urged that it should take a more active role, at all levels” (Vere-Jones 
 1995 ). This was enacted upon by Joe Gani (who became Chair of the Education 
Committee in 1979), when he set up the Task Force on Teaching Statistics at School 
Level, led initially by Vic Barnett, and the Task Force on International Conferences 
in Statistical Education, led initially by Lennart Råde (Vere-Jones  1995 ). The 
Education Committee established its successor, the International Association for 
Statistical Education (IASE) in 1991, as a new section of the ISI and the fi rst inter-
national body specifi cally devoted to statistical education.  

2     Conferences 

 The particular series of conferences concerned with statistical education considered 
here are as follows:

•    IASE Round Tables (from 1968)  
•   International Conferences on Teaching Statistics (ICOTS) (from 1982)  
•   IASE Scientifi c and Satellite Meetings (from 1993)  
•   Australian Conferences on Teaching Statistics (OZCOTS) (from 1998)    
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 Each of these is now considered in more detail. 
 IASE Round Tables had the following themes, with location and year in 

parentheses:

•    University teaching of statistics in developing countries (The Hague, 1968)  
•   New technologies in teaching of statistics (Oisterwijjk, 1970)  
•   Statistics at the school level (Vienna, 1973)  
•   Teaching of statistics in schools (Warsaw, 1975)  
•   Teaching of statistics (Calcutta, 1977)  
•   Teaching of statistics in the computer age (Canberra, 1984)  
•   Introducing data analysis in schools: who should teach it and how? (Quebec, 1992)  
•   Research on the role of technology in teaching and learning (Granada, 1996)  
•   Training researchers in the use of statistics (Tokyo, 2000)  
•   Curriculum development in statistics education (Lund, 2004)  
•   Teaching statistics in school mathematics-challenges for teaching and teacher 

education (Monterrey, 2008)  
•   Technology in statistics education: virtualities and realities (Cebu City, 2012)    

 ICOTS had the following themes (where found), with location and year in 
parentheses:

•    ICOTS 1 (Sheffi eld, 1982)  
•   ICOTS 2 (Victoria, 1986)  
•   ICOTS 3 (Dunedin, 1990)  
•   ICOTS 4 (Marrakech, 1994)  
•   ICOTS 5 (Singapore, 1998)  
•   ICOTS 6 – Developing a statistically literate society (Cape Town, 2002)  
•   ICOTS 7 – Working cooperatively in statistics education (Salvador, 2006)  
•   ICOTS 8 – Data and context in statistics education: towards an evidence-based 

society (Ljubljana, 2010)  
•   ICOTS 9 – Sustainability in statistics education (Flagstaff, 2014)    

 IASE Scientifi c and Satellite Meetings had the following themes (where found), 
with location and year in parentheses:

•    First Scientifi c meeting (Perugia, 1993)  
•   First Satellite meeting – Statistical literacy (Seoul, 2001)  
•   Second Satellite meeting – Statistics and the internet (Berlin, 2003)  
•   Third Satellite meeting – Statistics education and the communication of statistics 

(Sydney, 2005)  
•   Fourth Satellite meeting – Assessing student learning in statistics (Guimarães, 

2007)  
•   Fifth Satellite meeting – Next steps in statistics education (Durban, 2009)  
•   Sixth Satellite meeting – Statistics education and outreach (Dublin, 2011)  
•   Seventh Satellite meeting – Statistics education for progress (Macao, 2013)    
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 OZCOTS had the following themes (where found), with location and year in 
parentheses:

•    OZCOTS 1 (Melbourne, 1998)  
•   OZCOTS 2 (Melbourne, 1999)  
•   OZCOTS 3 (Melbourne, 2000)  
•   OZCOTS 4 (Melbourne, 2002)  
•   OZCOTS 5 (Melbourne, 2003)  
•   OZCOTS 6 – Teaching and assessment of statistical thinking within and across 

disciplines (Melbourne, 2008)  
•   OZCOTS 7 – Building capacity in statistical education (Perth, 2010)  
•   OZCOTS 8 – Statistics education for greater statistics (Adelaide, 2012)    

 OZCOTS 1–5 were all coordinated by Brian Phillips and held at Swinburne 
University of Technology. As detailed on the SSAI website for the Australian 
Statistical Conference in 2012 (for which ICOTS 8 was a satellite) (  http://www.sap-
mea.asn.au/conventions/asc2012/ozcots_info.html     accessed July 2012), the back-
ground to the conferences is as follows:

  The fi rst OZCOTS was run in 1998 by Brian Phillips with papers by the Australian speakers 
from the 5th ICOTS which had been held in Singapore earlier in 1998. Its success in bring-
ing together Australians involved in teaching statistics resulted in Brian and his Melbourne 
colleagues organising annual OZCOTS gatherings from 1999 to 2002. In 2006, Helen 
MacGillivray was awarded one of the fi rst Australian Learning and Teaching Council’s 
Senior Fellowships, with her fellowship programme to run throughout 2008. As part of her 
fellowship programme, Helen revived OZCOTS with Brian’s help, and ran it as a two-day 
satellite to the 2008 Australian Statistical Conference (ASC), with one-day overlap open to 
all ASC delegates who could also choose to register for the second day. The OZCOTS 2008 
invited speakers were all funded as part of Helen’s fellowship. OZCOTS 2008 was modeled 
on the successful IASE’s satellite conferences to ISI Conferences, with papers in proceed-
ings and an optional referreeing process offered to authors. The success of OZCOTS 2008 
led to an equally successful OZCOTS 2010 and then to OZCOTS 2012. 

   Brian and Helen coordinated OZCOTS 6–8 which were held in association with 
the Australasian Statistical Conferences.  

3     Musings on Particular Publications 

 As ICOTS 1 was the fi rst conference on statistical education which I attended, I 
shall initially comment on this series. Maria Gabriella Ottaviani (ICOTS6  2002 ) 
considered how the scientifi c content of ICOTS conferences evolved from 1982 to 
2002 via textual data analysis (a form of correspondence analysis) of the titles of 
each ICOTS paper presented at each conference. Her interpretation of the emphases 
over time was as follows:

   1982 – Mainly a matter of teachers and teaching  
  1986 – Students in evidence as well as teaching/learning problems  
  1990 – Students right in the center  
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  1994 – Focus on teaching of statistics per se  
  1998 – About statistics students and statistics teachers (of introductory courses)  
  2002 – Focus on research (in learning and teaching statistics and through research 

methods and experience in research)    

 Ottaviani’s conclusion was that during this time period, ICOTS moved from 
dealing with teaching/learning problems to teaching by real data with suitable 
computer packages. There was a focus on introductory courses for statistics students 
and those from applied disciplines, with research methods emphasizing basic statis-
tical concepts. There was also a move to educational research in statistics to better 
disseminate and teach the discipline. She felt that there was a need for statisticians 
and statistics education researchers to work together and learn from each other. 

 I also asked Helen MacGillivray (past President of the IASE and current Vice-
President of the ISI) what her impressions were from the various ICOTS she 
attended. Her informal view of the general feelings of delegates was as follows:

   1990 – Very confi dent on what should be done  
  1998 – Culture of this is harder than we thought  
  2002 – We are all in this together and it is hard work  
  2006 – Let’s keep looking at where we are at  
  2010 – We have done a lot, so where do we go now?    

 My view of the papers presented from the full ICOTS series is as follows:

•    There are abundant general resources available on teaching statistics from these 
conferences (  http://www.stat.auckland.ac.nz/~iase/publications.php    , accessed 
July 2012)  

•   There is outstanding local expertise available (and these people are willing to 
share their experiences)    

 This puts teachers of statistics in Australia in a very good position, particularly 
for introductory courses. Not only can they access many varied resources but they 
also can get personal assistance from some of the leaders in the fi eld.  

4     Advanced Courses for Other Disciplines 

 Given my background, I was particularly interested in advanced courses for students 
from other disciplines. While I am not a fan of the term “service teaching,” teaching 
students from other disciplines is often referred to in this way in the literature. 
Allen et al. (IASE/ISI Satellite  2009 ) stated that while great progress had been made 
in the fi eld of statistics education, a remaining challenge was “to maximize the effi -
ciency and effectiveness of service teaching in order to create successful end-users 
of statistics and to raise the profi le of statistics within the wider community.” They 
demonstrated that “the most effi cient and effective approach to service teaching 
involved close collaboration between all departments involved in order to benefi t 
both those teaching and those learning.” 
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 My paraphrasing and reordering of their recommendations are as follows:

•    Maintain staff continuity, enthusiasm, and ability  
•   Use real data to generate interest  
•   Don’t stream students based on ability  
•   Clarify early why a good understanding and knowledge of statistics is important  
•   Make innovative changes to teaching practice that students fi nd useful  
•   Advertise resources and support for non-statisticians  
•   Integrate quantitative data analysis into subject specifi c modules  
•   Spread statistics tuition throughout the postgraduate program    

 Helen MacGillivray (IASE/ISI Satellite  2011 ) focussed on teaching statistical 
thinking foundations for postgraduates across disciplines. In the process, she advo-
cated the use of real data sets in contexts that do not require discipline-specifi c 
knowledge, but which are suffi ciently complex to allow demonstration of choice, 
use, interpretation, and synthesis of statistical tools and thinking. 

 Helen’s requirements for undergraduate courses were that they:

•    Should be more than introductory  
•   Include realistic investigations/projects  
•   Include “focus on essential concepts of statistical inference and data modeling 

(variables, estimation vs prediction, scientifi c vs statistical)”    

 Previously in MacGillivray (IASE/ISI Satellite  2009 ), Helen had stated that 
 statistical courses in general were to:

•    “Align objectives and curricula to maximize learning  
•   Structure curricula for smooth fl ow, with incremental steps and connectedness 

within fl ow”.  

   I had the good fortune to work with John Tukey and I agree with his views on the 
application of statistics. Tukey ( 1977 ) stated that “A major point, on which I cannot 
yet hope for universal agreement, is that our focus must be on questions, not models 
… Models can – and will – get us in deep troubles if we expect them to tell us what 
the unique proper questions are.” He stressed to me that he preferred an approximate 
answer to the right question rather than the exact answer to the wrong question. 

 Terry Speed (ICOTS 2  1986 ) was thinking along similar lines when he made the 
 following statements:

•    “The value of statistics … helping us to give answers of a special type to more or 
less well defi ned questions”  

•   “Discern the main question of interest associated with any given set of data, 
expressing this question in the terminology of the subject area – the “scientifi c 
question””  

•   “Fundamental importance of the interplay of questions, answers and statistics”.  

   David Cox and Christl Donnelly ( 2011 ) also have similar ideas, as illustrated by 
their statements that “It is a truism that asking the ‘right’ question or questions is a 
crucial step in success in virtually all fi elds of research work … The formulation of 
very focussed research questions at the start of a study may indeed be possible and 
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desirable … In other cases however, the research questions of primary concern may 
emerge only as the study develops.” 

 In the more general situation of working with students and scientists from other 
disciplines, my view is as follows:

•    There is no substitute for a statistician being immersed in the applied discipline – 
it enables that person to determine and understand the research questions more 
easily  

•   It is worthwhile providing undergraduates in applied disciplines with an intro-
ductory statistics course plus an appropriate advanced course (or two)  

•   It is essential to provide statistical guidance (via short courses or workshops) to 
postgraduates in applied disciplines throughout their program (particularly when 
undergraduate statistical education has been lacking).     

5     Issues with and Impacts of Technology 

 Ann Hawkins (IASE Round Table  1996 ) presented and challenged “myth- 
conceptions” concerning technology in statistics education. She said that 
“Innovations in this area tend to be accompanied by a number of myths that have 
crept into our folklore and belief systems. Myths are not necessarily totally incor-
rect: they often have some valid foundation. However, if allowed to go unchal-
lenged, a myth may infl uence our strategies in inappropriate ways.” 

 In her paper, Ann took the opportunity “to recognize and examine the myths that 
govern innovations and implementations of technology in the classroom, and to 
establish the extent to which our approaches are justifi ed”. Her myth-conceptions 
were as follows:

•    “Technology enhances the teaching and learning of statistics  
•   Computers have changed the way we do statistics  
•   Computers have changed the way we teach statistics  
•   Introducing technology into the statistical teaching process is innovative  
•   Students learn statistics more easily with computers  
•   Research is guiding our progress  
•   People intuitively understand statistics and probability concepts  
•   Technology will solve students’ statistics and probability misconceptions”.  

   Ann felt that her “myth-conceptions about the role of technology in teaching and 
learning statistics will cease to be misconceptions as current trends toward the 
amassing of more imperial evidence continue, and our understanding of the pro-
cesses involved increases.” Perhaps she was somewhat optimistic! Nevertheless, 
I think that most of us will agree with her views that “Our research should be aimed 
at identifying a broad range of ways in which technology can assist the teaching and 
learning process. Just as there is ‘no one right answer’ to a statistical investigation 
nor is there ‘one right way’ to teach statistics, there may be many ‘wrong’ ways! 
A variety of methods and materials will always be a source of strength and benefi t 
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to both teachers and students, provided we have insights into how to use the avail-
able resources.” 

 Brian Phillips (IASE/ISI Satellite  2003 ) gave an excellent overview of online 
teaching and internet resources for statistics education at the time, noting that develop-
ments were “mainly occurring in the teaching of introductory statistics, a subject taken 
by many students at the post secondary level.” He commented on the following:

•    Web-based learning was already available and such resources provide a form of 
distance learning  

•   Online classrooms provide a variety of experiences  
•   The web is a place to store and disseminate information  
•   A variety of sites are especially designed by and for statistics educators  
•   Online assessment is still in its infancy    

 Thus even a decade ago, entire courses were offered online and there were extensive 
resources available for “teachers of statistics at all levels to give their students a 
greater opportunity than ever to learn and understand statistical concepts.” Brian’s 
fi ndings support my earlier viewpoint that there are abundant general resources 
available on teaching statistics (see   http://iase-web.org/Conference_Proceedings.
php    , accessed February 2013), some provided locally. Note that the website   http://
iase-web.org     is the update to the previously quoted website   http://www.stat.auck-
land.ac.nz/~iase/publications.php    .  

6     Potential Issues for the Future 

 There have been many innovators in visualization, with some well-known ones in 
statistics including the following:

•    Adrian Bowman  
•   Aaron Kobin  
•   Hans Rosling (videoed at ICOTS8)  
•   Markus Gesmann    

 What about learning innovations? I asked Phil Long, Director of the UQ Centre 
for Educational Innovation and Technology at The University of Queensland, and 
he felt that the top two would be the following:

•    Inverted or fl ipped classrooms  
•   MOOCs    

 By “inverting” the classroom we mean going from “transmission in class” and 
“assimilation outside of class” to “assimilation in class” and “transmission outside 
of class” (Brown  2012 ; Stannard  2012 ). As shown in Fig.  1  (used with permission 
from Robert Talbert, Grand Valley State University), Bloom’s taxonomy aligns cog-
nitive complexity, learning and access to help, in that assimilating increases cogni-
tive load while transmission increases accessibility of help. In summarizing evidence 
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from randomized trials of interactive learning online at public universities, Bowen 
et al. ( 2012 ) state that “Our results indicate that hybrid-format students took about 
one-quarter less time to achieve essentially the same learning outcomes as 
traditional- format students.”

   Phil also provided me with an embedded 2010 YouTube clip on Massive Open 
Online Courses (MOOCs) by David Cormier (  http://www.youtube.com/watch?v=
eW3gMGqcZQc    , accessed January 2013) who states that “a MOOC is one way of 
learning in a networked world.” Elements of a collaborative or cMOOC go from 
text, to blogs, to videos, to Twitter (microblogs), to web pages, and more. They are 
fundamentally about networking people of common interests around a topic – 
 typically without nearly the formality of assessment and often without certifi cation 
(though sometimes you can opt in for that and get assessments when doing so). This 
is sometimes referred to as “students teaching students” (  http://epic2020.org/    , 
accessed January 2013). MOOCs have proliferated during the past couple of years 
and been legitimized in Udacity, edX, and Coursera (to name a few), in that they are 
supported by consortia of reputable institutions including Princeton University, 
Stanford University, Penn State University, MIT, and Harvard, to name a few. So far, 
the courses are free to users, with up to 160,000 enrolling in a single one. They are 
more course focussed, or xMOOCs. How they will be used commercially for more 
than the reputational benefi t of the provider is yet to be determined. 

 Interestingly, a free online introductory statistics course is now available 
through edX (see   https://www.edx.org/courses/BerkeleyX/Stat2.1x/2013_Spring/
about    , accessed in February 2013). 

 In the last 50 years, we have gone from mainframes, minicomputers, and personal 
computers, to desktop Internet and mobile Internet. Everybody expects to be con-
nected to anyone else in the world and to any resources at any convenient time. Units 

  Fig. 1    Bloom’s taxonomy (from Talbert  2011 )       
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keep getting smaller, more powerful, easier to use, more connected, and cheaper to 
buy. No wonder education is being delivered, and is expected to be delivered, this way. 

 As another guide to the future of educational technology, Phil suggested looking 
at the Horizon Project (  http://www.nmc.org/horizon-project    , accessed January 
2013). The New Media Consortium (NMC) is an international community of 
experts in educational technology and their Horizon Project is designed to identify 
and describe emerging technologies likely to have an impact on teaching, learning, 
and creative inquiry. 

 Key trends from the Horizon Report (Johnson et al.  2012 ) are as follows:

•    People expect to be able to work, learn, and study whenever and wherever they 
want  

•   The technologies we use are increasingly cloud-based, and our notions of IT 
support are decentralized  

•   The world of work is increasingly collaborative, driving changes in the way 
student projects are structured  

•   The abundance of resources and relationships made easily accessible via the 
Internet is increasingly challenging us to revisit our roles as educators  

•   Education paradigms are shifting to include online learning, hybrid learning, and 
collaborative models  

•   There is a new emphasis in the classroom on more challenge-based and active 
learning    

 The NMC Technology Outlook > Australian Tertiary Education 2012–2017 
(found under the publications tab of the above Horizons Project web address, 
accessed January 2013) suggested that the technologies likely to infl uence teaching, 
learning, and the creative arts in the given time frames are as follows:

•    Time-to-adoption horizon: 1 year or less

 –    Cloud computing  
 –   Learning analytics  
 –   Mobile apps  
 –   Tablet computing     

•   Time-to-adoption horizon: 2–3 years

 –    Digital identity  
 –   Game-based learning  
 –   Open content  
 –   Personal learning environments     

•   Time-to-adoption horizon: 4–5 years

 –    Digital preservation  
 –   Massively open online courses  
 –   Natural user interfaces  
 –   Telepresence       
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 The listing of four technologies per time horizon in the new Technology Outlook 
format is a departure from past Country Editions where only two items per time 
horizon were listed. 

 Perhaps the time-to-adoption horizon for MOOCs in Australia has been 
overestimated, given that several Australian universities have already joined 
some of the consortia mentioned above.  

7     Conclusion 

 I found researching the recent history of statistical education over the past three 
decades and gaining some informed insight into the near future very rewarding. 
I hope you enjoyed it too. 

 My fi nal comments are as follows:

•    More students are likely to learn fundamentals from fewer outstanding teachers 
via online courses  

•   More emphasis will be placed on advanced courses in particular application 
areas  

•   There will be continued emphasis on statistical thinking to answer scientifi c 
questions  

•   Personal interaction and campus experience will still add value    

 It is an exciting time to be a statistician, particularly one involved in statistical 
education in Australia!  

8    Note 

 Developed from a keynote presentation at Eighth Australian Conference on 
Teaching Statistics, July 2012, Adelaide, Australia.     
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    Abstract     We describe the development of a statistical literacy subject suitable for 
undergraduate students from any discipline. Dispositions and fundamental ideas in 
thinking statistically as a cognizant consumer of media and research reports are 
identifi ed from the literature. Using this framework, we describe how learning is 
embedded in a rich context of a diverse range of real-world problems. We illustrate 
the importance of visual representations in teaching fundamental ideas, including 
those about variability and statistical modelling, without assuming a strong mathe-
matical background. The development of statistical dispositions is supported by 
modelling a statistician’s enquiring approach to a question informed by data, struc-
tured practice at this approach, and checklists and tips to prompt scepticism.  

  Keywords     Statistical literacy   •   Critical thinking   •   Statistical graphics  

1         On the Need and Opportunity for Statistical Literacy 

   The great body of physical science, a great deal of the essential fact of fi nancial science, and 
endless social and political problems are only accessible and only thinkable to those who 
have had a sound training in mathematical analysis, and the time may not be very remote 
when it will be understood that for complete initiation as an effi cient citizen of one of the 
new great complex worldwide States that are now developing, it is as necessary to be able 
to compute, to think in averages and maxima and minima, as it is now to be able to read and 
write. (H.G. Wells  1903 , p 126) 
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   One hundred and ten years on, the need for increased statistical literacy in our 
complex world remains. Introductory statistics subjects in the mathematical sciences 
and allied disciplines have become more applied in the last two decades, with 
increasing emphasis on design, interpretation of analyses in context, and statistical 
thinking. Moore and McCabe’s ( 1999 )  Introduction to the Practice of Statistics  was 
one of the fi rst of a new era of introductory texts with an applied emphasis. Outside 
the traditionally allied disciplines, liberal arts style courses teach the fundamentals 
of statistical thinking with less emphasis on mathematics. Such subjects are exem-
plifi ed by the subject ‘Lies, damned lies and statistics’, at the University of Auckland. 
Utts ( 2005 ) book ‘Seeing through statistics’ skilfully guides learners and teachers 
through the fi rst important topics in statistical literacy. 

 What should H. G. Wells’ effi cient citizen know? In 2003, Utts suggested that the 
teaching of introductory statistics subject had not kept pace with increasing every-
day exposure to the fi ndings of empirical studies, availability of statistical tools, and 
expectations that graduates will be statistically literate. She articulated seven impor-
tant topics for the statistically educated citizen of today. We considered this broad 
agenda in the development of a statistical literacy subject for university 
undergraduates. 

1.1     The Institutional Context 

 The traditional structure of undergraduate degrees in universities, including 
Australia, limits the opportunity to teach statistical literacy to a broad audience. 
Macquarie University (Australia) offers a general education unit ‘Gambling, Sport 
and Medicine’ and Auckland University offers ‘Lies, Damned Lies and Statistics’. 
These introduce important statistical ideas in context and have no prerequisites. 
Other courses, such as Taplin’s ( 2003 ) consulting subject at a second-year under-
graduate level to students of mathematical statistics, included statistical literacy 
skills. 

 In 2008, a restructure of the undergraduate degree programme at The University 
of Melbourne introduced a requirement for students to take one-quarter of their 
degree as ‘breadth’, defi ned as subjects that are not part of a core degree. This was 
an unusual step for an Australian university although the structure is seen in degrees 
offered in other countries. 

 Students could take existing, traditional subjects as ‘breadth’ if they were outside 
their core degree. In addition, the new structure offered students freshly designed 
subjects in a special category of ‘breadth’ with a strongly interdisciplinary focus 
and no prerequisites. This new type of subject is broad in the sense of taking per-
spectives from many disciplines on a topic, involving teaching from different facul-
ties and teaching students generic skills as well as subject-specifi c content. ‘Critical 
thinking with data’ (CTWD) is in this category of breadth subject; it aims to teach 
undergraduate students from across the University (predominantly, fi rst-year students) 
some fundamentals of statistical science. 

S. Finch and I. Gordon



75

 A requirement of being in this category of ‘breadth’ is that the statistical literacy 
subject must be able to be taken with any other subject. Clearly the content had to 
be suffi ciently different from any other statistics-related subject, and to complement 
any introductory statistics course and enrich and challenge students taking such a 
course. These requirements also meant that students could not be assumed to have 
a mathematical background. This type of ‘breadth’ subject also teaches students 
more generic skills including those relating to presentation, written communication, 
and teamwork. 

 The semester-long CTWD course was fi rst taught at the University of Melbourne 
in 2008, and will run for the seventh time in 2013. Up to 150 students have taken the 
course in different years. This has included students from the Arts, Science, 
Engineering, Commerce, Environments, and Biomedicine. CTWD has been taught 
by different lecturers in different years; many of the examples we present in this 
chapter come from the course in 2011 when it was taught by the authors.   

2     Dispositions and Statistical Thinking 

 What does it mean to be statistically literate? Gal ( 2002 ) described two related 
aspects of statistical literacy: ‘(a) people’s ability to interpret and critically evaluate 
statistical information, data-related arguments, or stochastic phenomena, … and 
when relevant (b) their ability to discuss or communicate their reactions to such 
statistical information, such as their understanding of the meaning of the informa-
tion, or their concerns regarding the acceptability of given conclusions.’ (pp 2–3). 

 Many authors have described what it means to ‘think statistically’; here we adopt 
one framework for characterising what CTWD aims to teach. Pfannkuch and Wild’s 
foundational work articulates the nature of applied statistical thinking (Pfannkuch 
and Wild  2000 ; Wild and Pfannkuch  1999 ). Their four-dimensional framework for 
describing statistical thinking in empirical enquiry was based on the literature and 
interviews with students and practising statisticians. This framework characterises 
the  dispositions  needed for applied statistical thinking. The dispositions refl ect cre-
ative and critical thinking: scepticism, imagination, curiosity and awareness, open-
ness to challenging ideas, and persistence in seeking explanations. 

 The fundamental types of statistical thinking were also identifi ed (Pfannkuch 
and Wild  2000 ). These related to recognising the need for data, the understanding 
that statistical information can take different forms and is manipulated in different 
ways, which they term ‘transnumeration’, considering variation, reasoning with 
statistical models, and an understanding of the integration of statistical information 
into the real-world context. 

 Our goal was for students to develop these ways of statistical thinking to become 
statistically literate in Gal’s ( 2002 ) sense. 

 We describe our approach to the statistical literacy course through Pfannkuch 
and Wild’s framework by discussing the role of context, our approach to teaching 
the fundamentals and to encouraging statistical dispositions.  
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3     The Statistical Content of a Statistical Literacy Course 

 Statistical thinking requires statistical knowledge, context knowledge, and 
understanding of the information in data (Wild and Pfannkuch  1999 ). What should 
the statistical content of a statistical literacy course include? As a general education 
in statistics is not traditionally part of an Australian undergraduate curriculum, there 
are few examples to follow. 

 The content and structure of the statistical literacy course were informed by a 
number of perspectives including the literature, liberal arts approaches to statistics, 
interdisciplinary experience in teaching statistics, and statistical consulting. 
Fundamental topics identifi ed in the literature include Utts ( 2003 ) seven topics for 
the statistically literate citizen. 

 Wild and Pfannkuch ( 1999 ) described a cycle of statistical enquiry that charac-
terises ‘the way one acts and what one thinks about during the course of a statistical 
investigation’ (p 225) (see also MacKay and Oldfi eld  1994 ; Marriott et al.  2009 ). 
The cycle refl ects stages in statistical consulting described, for example, by Kenett 
and Thyregod ( 2006 ). The cycle of Problem, Plan, Data, Analysis, and Conclusion 
(PPDAC) also proved useful in thinking about the content of a statistical literacy 
course. It emphasises the importance of focusing on the ‘big picture’ questions, such 
as ‘where do the data come from?’ Our aim was to cover all stages of the cycle, giv-
ing students some experience with aspects of the data analysis phase. This was 
limited, but included descriptive statistics and graphing, and the calculation of an 
approximate margin of error and confi dence interval for a proportion. Emphasis was 
given to interpreting inferential statistics— P -values and confi dence intervals for 
measures of risk, mean differences, and so on. 

 In course development, we also drew on our broad experience in statistical 
consulting across all stages of the PPDAC cycle to identify a range of topics from 
applications of statistics appearing in both research and everyday contexts. The 
statistical content covered four themes with 15 topics, as shown below: 

 Finding data as evidence

    1.    Data quality: Anecdotes, intuition, or evidence?   
   2.    Context: Data—a number with social value   
   3.    Variation: Embracing the way we vary   
   4.    Sampling: Sampling matters   
   5.    Designed experiments: Evidence—by design     

 Examining evidence in data

    6.    Graphics: Good pictures paint a thousand words   
   7.    Summaries: Understanding relationships   
   8.    Observational data: Relationships can be deceptive   
   9.    Statistical models: Bell curves and other interesting models     

 Understanding uncertainty in data

    10.    Probability: Objective and subjective   
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   11.    Risk: Understanding risk   
   12.    Psychological infl uences on probability     

 Drawing conclusions from evidence in data

    13.    Confi dence intervals: How certain can we be?   
   14.     P -values: How ‘signifi cant’ is our evidence?   
   15.    Meta-analysis: Resolving inconsistencies and accumulating knowledge     

 Topics proposed by Utts ( 2005 ) in  Seeing through statistics  include many of the 
topics in CTWD, and the themes are similarly organised. This represents a conver-
gence of approaches and thinking, rather than an explicit decision to base the 
subject content on Utts’ design. 

 The detail of each topic was developed by considering the specifi c learning out-
comes that we wanted to achieve for that topic. This ensured that lecture material, 
tutorial activities, and assessment tasks were well tailored to the types of knowl-
edge, skills, and dispositions we wished students to develop. 

 Consider the topic ‘graphics’. The lecture content provides illustrations of good 
and bad graphical practices and discusses important features of good graphs and 
research on interpretation of graphs. Lectures give examples of media reports 
including graphical displays and model how to critique and improve graphical 
displays. Five principles for good graphics are presented, and a number of standard 
forms were recommended. The principles were developed from the work of Tufte 
( 1983 ) and Cleveland ( 1994 ). 

 The learning outcomes required students to develop skills in producing graphs 
for small data sets, and importantly to understand:

   Good graphical presentation of data rarely happens automatically.  
  Good graphs are simple in design.  
  Graphs should, above all else, show the data clearly.  
  Good graphs have transparent visual encoding.  
  Good graphs have accurate titles and well-labelled axes with measurement units 

defi ned.  
  Axes should generally maintain constant measurement scales.  
  Good graphs identify the source of data.  
  Pie charts and pictograms are poor choices for representing data.  
  Aligning data along a common horizontal axis facilitates accurate comparisons.  
  Standard forms have been developed for particular purposes.  
  Unusual values should be investigated carefully for information they may provide; 

they are not necessarily mistakes.    

 For the fi rst few years of the course students were not expected to use software 
to produce graphs, although those wishing to do so were encouraged. In 2011, the 
use of  Gapminder  software was introduced, and students were expected to be able 
to produce graphs using  Gapminder . 

 The content of CTWD differs from an introductory course in statistics or an 
allied discipline in a number of important ways. A number of the topics included 
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refl ected the breadth of the application of statistics and divergence from what might 
be considered standard content; these topics were context, designed experiments 
and observational studies, risk, psychological infl uences on probability, and meta- 
analysis. These topics might be touched on in introductory courses, but the treat-
ment is more extensive in CTWD. 

 The content is presented in a strongly applied setting which allows an emphasis 
on practical interpretation and potential misconceptions. The topic  P -values is a 
useful example, covered in two to three lectures as the second last topic in the 
course. This allows introduction of  P -values in the context of many case studies that 
are already familiar to students. The formal concepts covered are the null hypothesis 
and the  P -value, with the meaning illustrated graphically in the context of examples. 
Many examples of the parameters of interest are provided: differences of means, 
differences of proportions, risk ratios, correlations, and so on. The logic of testing a 
null hypothesis is discussed in the context of research expectations. Teaching 
stresses the  P -value as a probability, not a binary decision criterion, as in some 
disciplines, although it is often used to indicate ‘statistical signifi cance’. 

 Formal calculation of a  P -value is not included. Material about the use and inter-
pretation of  P -values discusses the errors of equating statistical signifi cance and 
importance or practical signifi cance, using the  P -value as a measure of certainty, 
and making inferences that ‘no effect’ had been found based solely on a large 
 P -value. 

 The content also includes the controversy about the use of  P -values in many 
disciplines, and the historical precedence of  P -values over confi dence intervals, par-
ticularly in some disciplines. The takeaway messages for students are that  P -values 
should be reported and interpreted with estimates and confi dence intervals and that 
they should be suspicious of studies relying on  P -values alone for interpretation. 
This depth of discussion, without recourse to detail about how  P -values are calcu-
lated, is important in a statistical literacy course to enable critical reading of statistical 
reports in other disciplines. By the end, it is intended that students understand the 
rhetorical title of the topic: ‘How “signifi cant” is our evidence?’. 

3.1     Content Delivery 

 CTWD is delivered as a 36 lecture series. Six of the lectures are presented by emi-
nent guest lecturers—experts in an applied discipline. These lecturers each contrib-
ute two ‘bookend’ lectures, around a content section of CTWD. The fi rst lecture is 
scene setting, raising substantive questions that can be answered in a statistical 
framework; the second lecture provides answers to those questions, drawing on the 
statistical content covered in the course. The guest lecturers provide a statistical 
orientation from different disciplines as well as engaging and realistic examples; 
anecdotal feedback from students about this aspect of the course is very positive. 
The disciplines involved over the past 6 years include epidemiology, actuarial 
science, and environmental science. 
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 The lectures generally follow the sequence of topics described above and make 
extensive use of ‘rich media’. Examples of video include George Bush dismissing 
the fi ndings of the fi rst Iraq survey, elephants reacting to bee sounds in Lucy King’s 
study of the possible deterrent effect of bee sounds on elephants (King et al.  2007 ), 
Rosling ( 2013 ) demonstrating the Gapminder software showing several dimensions 
simultaneously, and several stakeholders commenting on the Toowong breast can-
cer cluster (Stewart  2007 ). 

 Our goal in lectures is to deliver rich statistical content while relying very little 
on mathematical notation. As we elaborate below, rich context and interesting case 
studies are used to motivate and illustrate the important lessons. There are many 
examples, rather than a few. Visual representations are used wherever possible—
pictures, diagrams, graphics, and graphs. Simulations are presented using StatPlay 
(Cumming and Thomason  1998 ). In developing the lecture material, we tried to 
consider the many different ways an idea, concept, or principle might be represented. 
We attempted to model good statistical thinking and practice in the lectures—to 
exemplify the disposition of a statistical consultant. 

 Students attend weekly tutorials that are designed to supplement lectures without 
presenting new content. Tutorial activities give students the opportunity to look at 
data-based investigations in detail and to practise applying their developing statisti-
cal dispositions. We discuss the tutorial content in more detail below. 

 CTWD makes extensive use of the University of Melbourne’s Learning Manage-
ment System (LMS). Lectures are recorded with Lectopia, and access is provided 
via the LMS; course content is always available to students. CTWD does not have a 
set text. Students are asked to read accessible background material, such as Bland 
and Altman’s British Medical Journal Statistics Notes, tailored to each topic. For 
example, on the topic of  P -values, readings include Gardner and Altman’s ( 1986 ) 
‘Confi dence intervals rather than  P  values: estimation rather than hypothesis test-
ing’ and Cohen’s ( 1994 ) ‘The earth is round ( p  < 0.05)’. 

 The University of Melbourne’s Digital Repository allows students to access 
reading materials and multimedia. The Digital Repository for CTWD currently 
contains about 150 items—newspaper articles, video clips, links to websites, and 
academic papers. There is material directly relevant to the statistical content as well as 
material related to the case studies. Only a small proportion of the material available 
on the Digital Repository is required reading. Background material on case studies 
and supplementary material on statistical content are available so that students can 
follow up on content that particularly interests or challenges them.   

4     Statistical Literacy and Context 

 In the development of statistical education, it is now recognised that students’ 
learning should be grounded in real-world applications to encourage the develop-
ment of statistical thinking along with an understanding of the importance of data 
collection methods and study design (e.g. Cobb  2007 ; Wild and Pfannkuch  1999 ). 
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A common complaint about statistics majors is that they have not learned to solve 
real problems, for example: ‘Statistics departments and industry report that gradu-
ates of statistical programs are not well oriented toward real problems’ (Minton 
 1983 ); for a similar recent discussion, see Brown and Kass ( 2009 ). This is also a 
diffi culty for students learning statistics in service courses (Singer and Willett 
 1990 ). The need to engage these students with genuine relevant data has been iden-
tifi ed in many applied disciplines (e.g. Love and Hildebrand  2002 ; Paxton  2006 ; 
Singer and Willett  1990 ). 

 The statistical literacy course is replete with case studies and examples. The case 
studies are data-based investigations that had richness and some complexity and are 
often relevant to more than one topic. We describe three broad types of case studies. 

 There are excellent historical case studies, familiar to many in statistical educa-
tion. These include stories such as John Snow and the Broad Street pump, the 
Challenger disaster, the very early randomised trials in England (streptomycin for 
TB, pertussis vaccine for whooping cough), the mice experiments for penicillin, the 
failure of the Literary Digest to predict the 1936 US Presidential election, and the 
Salk vaccine trials. 

 Contemporary examples are case studies with global signifi cance if they are 
international or with a local media presence if they are Australian. A rich case 
example is the problem of estimating the civilian death toll due to the war in Iraq 
(Brownstein and Brownstein  2008 ; Zeger and Johnson  2007 ). In the context of this 
case study, the need for data rather than opinion is discussed, along with survey 
methodologies, measurement procedures, and methods of sampling; it also included 
an example of a poor graph. 

 The third type of case study challenged the stereotype of statistics as a dull science. 
These were chosen to communicate the wide effectiveness of statistical science and 
to engage students. These are novel examples, often with ‘good news value’ and they 
were identifi ed through news sources—newspaper or radio. One example used 
Coren’s ( 2006 ) study of dogs and earthquakes to illustrate outliers and issues in 
observational studies. For these case studies and the contemporary ones, materials 
both from the media and academia were sought, given the educational potential in 
the use of the media as a motivating source of material (Watson  1997 ). 

 The content includes many smaller examples chosen to illustrate particular con-
cepts or points. All topics and concepts are introduced in the context of a real-world 
application. We illustrate the embedding of context in content for the topic of risk. 

 Risk is a popular term for media reports and the topic begins with a range of 
media examples, including a study of the risks of using the drug ‘ice’ (Bunting et al. 
 2007 ). The statistical content covers the defi nition of ‘risk’ as the probability of an 
adverse outcome, comparisons of ways of reporting risks (risk ratio, risk difference, 
and odds ratio), discussion of the choice of baseline risk, and concepts of test effec-
tiveness: true positive, true negative, false positive, false negative. 

 The case study of the breast cancer cluster at the ABC studios in Toowong, 
Queensland (Stewart  2007 ) is an important part of the topic risk, as are some other 
medical examples including the trial for Torcetrapib for high cholesterol halted in 
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2006 (Barter et al.  2007 ) and Australia’s largest outbreak of Legionnaires’ disease 
in Melbourne’s aquarium in 2000 (Greig et al.  2004 ). Other applications included 
the Minneapolis domestic violence experiment (Sherman and Berk  1984 ) and the 
effectiveness of roadside drug tests. 

 Common errors in the interpretation of risk measures are illustrated using media 
articles, and this is revisited in the topic on psychological infl uences on probability 
where research on judgments of risk and uncertainty is presented. 

 Wild and Pfannkuch ( 1999 ) describe a continual shuttling between the context 
sphere and the statistical sphere in all stages in the PPDAC cycle; statistical knowl-
edge informs the understanding of the context and vice versa. The embedding of 
statistical learning in rich case studies and examples exemplifi ed this synergy. 
Students are expected to have good knowledge of the content of a specifi ed number 
of the case studies. The case studies are used in assessment tasks in various ways; 
weekly quizzes and exam questions make reference to the case studies and in the 
examination students are expected to be able to discuss the nature of the statistical 
content or to choose examples of statistical applications from these case studies.  

5     Learning About Fundamentals 

 Here we describe how CTWD addresses Pfannkuch and Wild’s ( 2000 ) fundamental 
types of statistical thinking. The statistical literacy course was shaped by the funda-
mental idea of data in context, as described above. In a broad sense, the need for 
data is illustrated in the richness of this context. The fi rst topic, ‘Data quality: 
Anecdotes, intuition or evidence?’, deals with the need for data more directly. There 
are two important motivating examples. The fi rst is the prosecution and fi ning of 
GlaxoSmithKline for false claims about the vitamin C content of Ribena following 
a school experiment by two 14-year-old girls in New Zealand (Eames  2007 ). The 
second example is the civilian cost of the Iraq war where world leaders dismissed 
empirical estimates in preference to anecdotal information. The need for data is 
revisited in the discussion of psychological infl uences on probability where the reli-
ability of personal estimates of probabilities is contrasted with empirical data. 

 ‘Variation: Embracing the way we vary’, the third topic, covered the pervasive-
ness of variation in most quantitative research, the need to interpret patterns in data 
against an understanding of the variation in a given context, the idea of ‘background’ 
or ‘unexplained’ variation, and how different types of distributions refl ect variation 
in different ways. The presentation of these quite abstract and deep ideas is essen-
tially non-mathematical and relies heavily on graphical presentation in the context 
of case studies. Time series data are ideal for illustrating the need to make compari-
sons in the context of all relevant variation. The topic begins with the Antarctic ice-
core data (Barnola et al.  2003 ; Etheridge et al.  1998 ) illustrated in a sequence of 
graphs that expand the time interval considered. This is shown in Fig.  1 .

   Variation in samples from the same source and in groups from different sources 
is presented with graphs. Students are asked to make intuitive graphical comparisons 
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of groups and to suggest when the distributions might be suffi ciently different to 
consider the differences to be ‘real’. Assessment tasks include evaluation of evidence 
for a systematic difference between two groups represented as pairs of histograms; 
students were asked to choose between four pairs of histograms. 

 This approach does not entail mathematical formulae or formal testing. It is how-
ever like the processes of data exploration and hypothesis generation used by an expe-
rienced statistician (Pfannkuch and Wild  2000 ), and is a different type of ‘analysis’. 

 Students are, for example, asked to engage in data exploration and hypothesis 
generation in a tutorial on that used the death rates from the sinking of the Titanic 
(Dawson  1995 ). The rates are provided broken down by four explanatory variables: 
age, gender and class, and eye colour (a fi ctitious addition). The event is not identi-
fi ed. Working collaboratively, students produce dotplots of the rates in terms of 
various combinations of explanatory variables to evaluate differences against back-
ground variation. They consider how the explanatory variables alone and in combi-
nation infl uenced the rates. The simple substantive question, ‘From what event did 
these data come?’, genuinely engages students. With the graphics displayed around 
the room, a range of possible explanations can be generated. Typically a number of 
incorrect events are proposed along with the right answer. 

 Pfannkuch and Wild ( 2004 ) suggest that ‘even much simpler tools such as statis-
tical graphs can be thought of as statistical models since they are statistical ways of 
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representing and thinking about reality’ (p 20). The introduction of the idea of rea-
soning with statistical models is challenging in the context of a statistical literacy 
course, but the Titanic example illustrates one way this can be done using graphs. 

 Statistical modelling is discussed in the topic on variation with reference to the 
Coren’s ( 2006 ) study of dogs and earthquakes, but at a high level of abstraction. 
The model of an outcome,  y , is a function of explanatory variables plus random 
error, expressed in a qualitative rather than mathematical form. Random error is 
characterised as arising from explanatory factors that are yet to be identifi ed or 
understood, and as unavoidable variation. The idea of assessing the effects of 
explanatory variables by comparing their observed effects to the random back-
ground variation is introduced. 

 Graphical representation is a strong component of the lectures on statistical mod-
els. High-profi le sporting examples introduce the problem of deciding when an 
observation is extreme or unusual in the context of a statistical model. Content 
includes Wild’s ( 2006 ) idea of a distribution as a model and lens through which we 
can view data. The use of Normal, binomial, and Poisson distributions in addressing 
inferential questions goes as far as illustrating the calculation of probabilities. 

 The idea of ‘transnumeration’ is considered the most fundamental for students of 
statistics (Wild and Pfannkuch  1999 ). Transnumeration involves ways of obtaining, 
manipulating, and modelling data that support good understanding of the problem 
at hand. It encompasses the measurement process of quantifying observable charac-
teristics, summarising, graphing, and fi nding models for data. 

 Tutorial activities give students some experience of transnumeration in designing 
survey questions and making responses, and in graphing, summarising and consid-
ering ‘models’ for data as illustrated by the puzzle of the Titanic. There are limita-
tions to the amount of data manipulation that can be done in this statistical literacy 
course. One approach we use is to limit the size of the data set students use and to 
distribute tasks in class groups. Another approach that is adopted to facilitate the 
understanding of representation and manipulation of data is through activities and 
assessment tasks based around critical analysis of data presentations and reports. 
Were the graphs and summary numbers coherent? Did the summary numbers seem 
plausible, given the contextual information? By developing an enquiring disposition 
and a sense of number, the consistency between different mappings of data can be 
assessed and understood. Whenever possible the many different ways an idea, con-
cept, or principle might be represented are presented. The use of both media and 
academic or background reports on the case studies and examples provide different 
kinds of representation of the same data-based investigation.  

6     Developing Dispositions 

 A core skill of an applied statistician is asking good questions (Derr  2000 ; Kenett 
and Thyregod  2006 ). The statistical literacy course focused on developing disposi-
tions of curiosity and scepticism, and a questioning approach in being persistent in 
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fi nding explanations—dispositions that require attention to detail. Such dispositions 
can be taught although they may depend on how engaging a problem is to an 
 individual (Wild and Pfannkuch  1998 ). 

 The rich embedding of statistical learning in context is one strategy used to try 
and engage students. The lectures made extensive use of newspaper reports, pic-
tures, diagrams, graphics, graphs, and sound and video clips from news programmes, 
documentaries, and the Internet. Many case studies and examples, of the three types 
described earlier, are used, rather than a few. Case studies and examples are inte-
grated into as many topics as possible and are taken from a very broad range of 
disciplines. 

 In lectures, case studies and examples are presented through the perspective of 
an enquiring statistician. Messy details are not sanitised or glossed over. Background 
material to media reports and examples proved to be an excellent source of enrich-
ment. Importantly, the need to ‘dig deep’ and follow through to resolve uncertain-
ties and understand how the story in representations of data fi tted together is 
modelled in lectures. This kind of story telling is exemplifi ed in Tufte ( 1997 ). 
Tutorial activities are structured to practice questioning and fi nd coherence. 
Assessment tasks require follow through to explain representation, reports, and 
commentary of a statistical nature. 

 An example of modelling the interrogative approach is from a case study of a 
graphic showing greenhouse gas emissions by source in Australia, published in 
Royal Auto in March 2008 (Negus and Mikedis  2008 ); see below.

      

    This is an extraordinary example of poor graphics; the proportions represented do 
not preserve the order of the data in a table provided with the article, let alone repre-
sent the quantities accurately. Transnumeration from a table to a graph is incoherent. 

   Source : Royal Auto, March  2008 , p 12  
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The example is very useful even if only the Royal Auto article was considered. 
However, to better understand the categories represented, the original data source 
was obtained (Department of Climate Change and Australian Government  2008 ). 
This provides lessons about the importance of context given that the icons did not 
always appear to be appropriate representations of the categories intended, clarity in 
communication of the results of data-based investigations, and the need for attention 
to detail in reporting. Alternative representations of the data are presented and 
discussed. In this, and many other examples, an appropriate and coherent graphical 
representation was created if the original was inadequate. 

 As well as modelling an enquiring approach, explicit summaries of the main 
messages for each topic, lists of questions to ask about a study, and tips for making 
better judgements are provided. Topic summaries included tips on when to be suspi-
cious about the meaning of a data-based claim or report. The ‘questions to ask’ 
provide a structure for scepticism, and are like the ‘worry questions’ of Wild and 
Pfannkuch ( 1998 ), featured in the University of Auckland subject ‘Lies, Damned 
Lies and Statistics’, and the seven critical components described by Utts ( 2005 ). 

 Tips for improving personal judgements provide a summary of the material on 
psychological infl uences on probability, as shown below.

 Tips for improving your judgements 

 When given a probability estimate, make sure the reference class is clear. 
 When making personal estimates of probability, remember you might be being optimistic. 
 When your doctor gives you an estimate of risk, ask if this is his or her personal estimate or one 

based on long-term relative frequency. Doctors are not always well calibrated. 
 Think about reasons why your judgement might be wrong; this can reduce overconfi dence. 
 When evaluating risks, try re-describing the problem in terms of frequencies; you might fi nd the 

risk easier to calculate. 
 When judging sequences, check your assumptions. Do you think the events are independent or 

not? What role do you think chance has in the outcome? 
 When making estimates, does the framing of the information infl uence your answer? 
 When making estimates, was an anchor provided that might have infl uenced your answer? 

   Experienced statisticians can ask the right kind of ‘trigger questions’ to obtain 
important information about context (Wild and Pfannkuch  1999 ). A budding 
statistically literate citizen needs a structure of questions to ask throughout the 
PPDAC cycle (Wild and Pfannkuch  1999 ). This structure is provided, modelled, 
and practised.  

7     Learning Activities 

 We have described the role of tutorial activities and assessment in the learning of the 
fundamentals of statistical thinking and the development of a statistical disposition. 
We now describe some of the learning activities designed for CTWD in more detail. 

The Development of a First Course in Statistical Literacy for Undergraduates



86

7.1     Tutorials 

 One-hour weekly tutorials provide opportunities to apply statistical thinking in 
practice. The table below illustrates the tutorial activities used in 2012, for example.

 Activities 

 1  Designing a class survey 
 Interpreting a reading from Dicken’s  Hard Times  

 2  Further question design for a class survey 
 3  Solving the Titanic puzzle 
 4  Identifying issues in four real-world sampling problems: adolescent drug use, museum art 

works, counting unregistered vehicles, and lizard abundance 
 5  Reviewing early trials of streptomycin for tuberculosis 
 6  Reviewing a study of selective imitation in dogs 
 7  Applying principles of good graphics to examples 

 Reviewing published graphs 
 8  Poster presentation preparation 
 9  Assessing claims in newspaper reports of empirical research 
 10  Poster presentations 
 11  Review of National Statistics Omnibus Survey (UK) of understanding of breast cancer risk 
 12  Review of a National In-Service Vehicle Emissions Study 

   The materials for the tutorials are chosen with a focus on the content covered in 
recent lectures. However the tutorial activities require students to apply what they 
have learnt from the course to date. The early activities involve designing a survey 
and participating in the data collection; results from the survey are presented as 
examples in lectures and are also used in assessment tasks. Although the students do 
not carry out analysis of the survey data, they are actively involved in the design, 
data collection, and interpretation of the results. 

 In the sixth tutorial in 2012, for example, students worked on ‘Selective imitation 
in domestic dogs’ (Range et al.  2007 ). This study was reported in a newspaper 
article ‘Dogs prove that they really are right on the ball’. Students fi rst consider the 
newspaper article and the information it provides about design, experimental con-
trol, and measurement; they check some of the reported proportions. Then the detail 
of the scientifi c report is considered and questions are revisited. Students construct 
a summary table from data in supplemental material provided with the scientifi c 
report. The overall quality of the study and the validity of the conclusions drawn are 
evaluated. This diversity of tasks, based on different parts of the PPDAC cycle, is 
used in tutorials wherever possible. 

 There are no laboratory classes in CTWD, and no formal training in statistical 
software (other than  Gapminder ) is provided. However, as the example above illus-
trates, students are expected to make common-sense checks of summary statistics, 
manipulate data, compute some summary measures, and construct simple displays 
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and tables. As mentioned earlier, they calculate an approximate margin of error and 
confi dence interval for a proportion. This is often practised as group work. 

 As the table above indicates, students work on a large assignment during tutorial 
time; one part of this large assignment is completed in a tutorial devoted to a poster 
display and presentation session. This is discussed in more detail below.  

7.2     Assessment 

 The lecture content and tutorial activities have remained relatively constant in 
CTWD. A big challenge was developing appropriate assessment methods and 
choosing suitable materials for assessment. This has developed over time. 

 The case studies presented in lectures and tutorials are one source of material for 
assessment tasks. We needed to fi nd additional studies, novel to the students, with 
a mix of good and bad features, and with the right degree of complexity to allow 
students to apply their critical enquiry skills. Simple fl awed examples of data-based 
investigations can assess an important principle but have limited scope for assess-
ing varying depths of students’ understanding; examples that are too complex can 
include features that are not relevant to the assessment task but may mislead 
students to focus on them. Media reports proved to be a rich trove for this kind of 
material. 

 We describe the most recent assessment structure which includes quick quizzes, 
fortnightly tests, short assignments, a large assignment, and a fi nal examination. 
There are ten weekly online quick quizzes of up to ten questions that can be 
attempted three times. These quizzes, worth 5 % of the total marks, are for revision 
of lecture content and concepts. Five fortnightly single-attempt online tests are time 
limited; these are worth 15 % in total. The fortnightly tests require students to read 
some preparatory material, such as a newspaper article and scientifi c paper, before 
starting the online test. 

 There are three short assignments worth 5 % each with a strict work limit of 200 
words. A major assignment is worth 25 % and has two components—group work 
and an individual write-up. The fi nal exam is worth 40 % and is modelled on the 
other assessment components. We discuss the various forms of assessment in more 
detail below. 

 CTWD includes topics such as variation and statistical modelling, but without 
formal mathematical treatment. Setting appropriate assessment tasks was challeng-
ing, requiring a tailored approach that would evaluate the application of generic 
skills and data-related thinking skills. Importantly, the marking of the assessment 
tasks has to reward good statistical thinking; this might sound self-evident, but 
this proved to be an important element in the design of suitable assessment tasks. 
We provide examples of our assessment tasks of various types below. 
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7.2.1     Weekly Quizzes 

 Students complete the weekly quick quizzes via the University’s LMS. This allows 
a variety of different types of questions to be asked including multiple choice, 
multiple answers, exact numerical, matching, ordering, fi ll-in-the-blank, and ‘hot spot’; 
all of these types of questions are used in CTWD. A ‘hot spot’ question gives a 
visual representation, and students need to click on the area of the representation 
that gives the answer to the question. 

 The use of visual representations is one approach used to present and assess 
concepts and principles traditionally given a formal mathematical treatment. For 
example, this hot spot question examined the idea of sampling variation: 

 Each histogram below shows a sample of 75 net weights dumped by a garbage 
company. Three of the histograms are from samples taken from the same popula-
tion. Click on the histogram that is most likely to have come from a different 
population.

     

    In the quick quizzes, the emphasis is on interpretation of representations of data 
and the application of knowledge appropriately to real-world problems. In a tradi-
tional course, students might be asked to produce suitable graphs to describe distri-
butions of data. In CTWD we ask, for example: 

 Consider the graphs below. Match the histograms and boxplots.
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    This question requires an understanding of the construction of histograms and 
boxplots and their relationship; skills in estimating the median and quartiles help 
with fi nding the correct answer. Quick quiz questions also test students’ ability to 
produce simple summary numbers, such as proportions, risks, risk ratios, odds, and 
odds ratios.  

7.2.2     Short Assignments and Fortnightly Tests 

 Broadly, the short assignments ask for a 200-word critical evaluation of a data- 
based argument, report, or representation. The short assignments assess critical 
thinking skills in an applied context and also require good reading comprehension 
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and writing skills. The assignments give very clear guidance about the nature of the 
task, the content to consider, and the points to be addressed in the word limit. 

 For example: 

 This assignment is based on an article that was published in The Australian on 
November 22, 2010 entitled ‘Cars to blame in most accidents involving cycles, says 
research calling for new road rules’. 

 There is a research report of the study alluded to in the article: ‘Naturalistic 
cycling study: identifying risk factors for on-road commuter cyclists’. This report 
was written by researchers from the Monash University Accident Research Centre 
(MUARC) and is referred to here as the ‘MUARC Report’. 

 You should start by critically reading the article in The Australian (referred to 
here as ‘the article’) and in particular thinking about the quantitative informa-
tion, reasoning, and conclusions it contains. You should then read the MUARC 
Report. 

 Imagine that you are one of the researchers who conducted the study and wrote 
the MUARC Report. 

 You are approached by the ABC Four Corners programme, who are planning a 
comprehensive piece on the increase in commuter cycling in many cities in Australia 
and associated policy issues. They know about your study and have emailed you to 
set up a meeting. Before the meeting, a Four Corners researcher, Jennifer, writes to 
you and asks if you were happy with the article in The Australian. She writes: ‘Did 
it do a good job of summarising the key features of the study? Did you have any 
problems with it?’ 

 For Short Assignment 1, you need to prepare an email response to this enquiry. 
You should start the email message with the following, which does not count 
towards the 200 words. 

  Dear Jennifer,  
  Thank you for your interest in our study. I am happy to provide feedback about the 
article in The Australian.  

 In your 200 word limit, you should pay attention to the following.

•    The words used in the article for the main message: are they appropriate? Is the 
main message of the article consistent with the MUARC Report?  

•   Any defi ciencies in the reporting of the quantitative information in the article.  
•   Any problems with the descriptions of other relevant information about the study 

in the article.  
•   Matters identifi ed as important in the MUARC Report that are not mentioned in 

the article.    

 Important: These issues are provided as a guide only. Your assignment should 
read naturally as an email to Jennifer, answering her enquiry. 

 An important issue for students to identify in the media report is the mislabelling 
of ‘incidents’ (neither collisions nor near collisions) as ‘accidents’. Additional issues 
to be raised include the small number of cyclists involved, the ad hoc sampling 

S. Finch and I. Gordon



91

method, the potential subjectivity of judgements about driver behaviour, and the gen-
erality of the claims being made. Marking of this assignment rewarded attention to 
these types of issues explained in context, rather than descriptive summaries of the 
MUARC report. 

 Another short assignment asked students to use the Gapminder software to 
produce a graphic to include in a short report describing the relationship between 
rates of HIV/AIDS infection and some other variables in the six worst-affected 
African countries: Botswana, Lesotho, Namibia, Swaziland, Zambia, and Zimbabwe. 
Students were asked to provide one graph and a report to address the changing rela-
tionship between life expectancy and HIV infection rates in the six countries of 
interest, between 1995 and 2006. The assignment specifi ed a number of questions 
to be addressed, and marking rewarded a graphical representation that suitably 
supported commentary on those questions. 

 In the fi rst years of CTWD, there were more short assignments and no fortnightly 
tests. Fortnightly tests were introduced as structured assessment tasks that modelled 
the type of analytic reasoning needed for the short assignments without the writing 
requirement. 

 An example of a fortnightly test used early in the semester was based on Bicycle 
Victoria’s ‘Super Tuesday’ bicycle count. Students were instructed to prepare for 
the test by examining some particular pages on the relevant website. As this test was 
early in the course, the test focused on issues of measurement, data collection, and 
sampling.  

7.2.3     Major Assignment 

 The major assignment involves a detailed review of a single research study. Students 
work on one of fi ve case studies; each case study had a newspaper report and a pub-
lished article. 

 The major project has two parts. Students work in groups on the fi rst part on a 
(tutorial) poster display and presentation session. This session is modelled on a 
conference poster session, with a brief presentation followed by discussion with 
assessors and fellow students. The verbal presentation and the poster are assessed. 
One aim of this task is to help students understand the research study they are 
reviewing quickly and effi ciently. We chose studies that are relatively straightfor-
ward in their design. As the complexity of the statistical analysis is quite varied, 
students are given help to understand the relevant details of the analysis where 
needed. 

 The second and individual part of the major project is a 1,200-word critical 
assessment of the reporting of the study in the news item and in the published article 
and of other aspects of the design, implementation, and analysis of the study. This 
critique requires description and explanation of both the strengths and weaknesses 
of the study. Students can comment on the analysis of some of the studies, for 
example, by critiquing the graphical presentation of the results. 
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 Examples of the topics of the major assignment include ‘circle sentencing’ of 
Aboriginal offenders, heart failure and the 2004 World Cup, symptoms and medical 
conditions in Australian veterans of the 1991 Gulf War, directional tail wagging of 
dogs, and the mortality of rock stars. Again, the marking schemes for the piece of 
assessment are designed to reward appropriate context-based evaluation of the 
statistical content.  

7.2.4     Examination 

 The examination includes quick quiz type questions, short answer questions, and 
longer questions. Here is an example of a short answer question: 

 Oscar the cat lives in an end-stage dementia unit in the USA. Staff in the demen-
tia unit believe that Oscar is able to predict patients’ deaths. Oscar is not friendly to 
people in general, but he has been observed to sleep on the beds of patients in the 
last hours of their lives. As of January 2010, it was claimed that Oscar had, in this 
way, accurately predicted approximately 50 patients’ deaths.

    (a)    Consider assessing the claim that Oscar can predict patients’ deaths by collect-
ing data each time a patient dies. List three variables that you think would be 
important to measure.   

   (b)    What is the primary design fl aw in the study implied in (a)?   
   (c)    Suggest a design that would overcome this fl aw.     

 Here is an example of a longer question: 

 In April 2008, The Herald Sun published a series of articles over several days 
about a poll of Victorian police offi cers. The headline on the fi rst day was ‘POLL: 
POLICE FACE CRISIS’. There had been heightened tensions between the Police 
Commissioner, Christine Nixon, and the secretary of the Police Association, Senior 
Sergeant Paul Mullett. 

 The Herald Sun published the following information about the survey: 
 ‘The Herald Sun wrote to more than 11,000 Victoria Police offi cers and invited 

them to complete the Herald Sun survey—3,459 responded. That means 30 % of the 
force’s sworn offi cers took part in the unprecedented poll. 

 The survey sample of 3,459 is much larger than those commonly used by poll-
sters. Galaxy Research vetted the questions to ensure they conformed to accepted 
standards of conducting research in Australia. 

 The Herald Sun provided each police offi cer with a unique password, which 
expired after it was used once. That ensured they could not submit multiple 
entries. 

 The completed surveys were analysed by an independent market research com-
pany, which provided the results to the Herald Sun for publication’. 
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     Unless otherwise specifi ed, use the extracted information from the Herald Sun article 
to answer the following questions.  

   (a) What was the sample frame for this survey?  
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   (b) The day the survey was released, Chief Commissioner Christine Nixon was criti-
cal of it: ‘I don’t intend to go anywhere’, Ms Nixon said this morning after a 
landmark survey raised a raft of serious issues about the state of the force. 
Speaking on radio 3AW this morning, Ms Nixon attacked the results because just 
30 % of sworn offi cers—3,459—had responded to the survey. ‘That is despite the 
sample being much larger than that commonly used by pollsters.’ (Herald Sun)  
  What was the basis of Christine Nixon’s criticism?  

   (c) What argument is the Herald Sun using in its comment: ‘That is despite the 
sample being much larger than that commonly used by pollsters.’?  
  Provide an analysis of the argument.  

   (d) What strengths and weaknesses of the survey are apparent from the Herald 
Sun’s description of the survey? Comment on any features you have not dis-
cussed in (b) and (c) above.  
  Parts (e) to (h) refer to the extract from the Herald Sun.  

   (e) What type of information is in the two quotes supplied at the bottom? What 
weight should be attached to these comments as evidence?  

   (f) Examine the bar chart at the top of the extract. What type of data is 
represented?  

   (g) Comment on the descriptions of the categories of response (‘Excellent’, ‘Above 
average’ … ‘Bad’) and the effect they could have had on the responses.  

   (h) How were the two simpler categories—‘Total positive’ and ‘Total negative’ 
constructed? Comment on this construction.    

 This relatively simple example allowed questions to be asked about many aspects 
of the processes involved in a data-based investigation as well as to assess examples 
of statistical reasoning. In the examination, questions about this type of material 
were quite structured given the time constraints within which students had to work.    

8     Student Feedback 

 Given the diversity of the student cohort in CTWD, there is a diversity of feedback; 
for some students the subject is mathematically challenging, and for others, it is too 
light on mathematics. The end-of-course  Student experience survey  was completed 
by 73 of the 155 enrolled students in 2011. Eighty-four percent agreed or strongly 
agreed that they had learnt new ideas, approaches, and/or skills in CTWD, and 81 % 
agreed or strongly agreed that they had learnt to apply knowledge in practice. In the 
open-ended commentary, there were many positive comments about the content 
presented by the guest lecturers. More common negative comments referred to the 
amount and variety of assessment in the course, and to the uncertainty about ‘what 
I need to know’. We have attempted to address this problem of ‘what to know’ by 
making aspects of the course structure more explicit and by providing end of topic 
summaries that can be linked back to the case studies as examples of the important 
messages. Continuous assessment and practice of critical thinking skills are an 
essential element in the design of CTWD; without this kind of practice, students 
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may simply rote learn lists of critiquing principles and fail to appropriately identify 
real problems in context. 

 A follow-up survey of students in the fi rst year of CTWD (2008) was carried out 
in 2010, as the students completed 3 years of undergraduate study, and in many 
cases, their degree. Around three-quarters of the 55 students responding to the sur-
vey agreed or strongly agreed that they could critically evaluate research reports, 
which include quantitative data, and media reports that include quantitative data. 
Students were asked an open-ended question: ‘What advice would you give a student 
contemplating studying Critical thinking with data?’ 

 Here are some responses: 
 ‘Critical thinking with data will change the way you think and analyse in general 

and not only in relation to data’. 
 ‘Make the most of Critical thinking with data, because the lessons you learn can 

be used throughout your degree, and potentially the rest of your life. Be willing to 
discuss/think about the information presented and really understand it. It’s an inter-
active subject—lecture attendance is highly recommended’. 

 ‘I would say, Critical thinking with data is defi nitely one of the most useful sub-
jects I’ve done in my 3 years at university. No matter what degree you are doing or 
what area you want to work in the future, we are constantly surrounded with infor-
mation in the form of data, and having the skills to be able to critically analyse this 
information is very important in any successful career’. 

 In general terms, the feedback shows encouraging signs that the aims of the sub-
ject are being largely fulfi lled, and in some individuals, deep insights have been 
established.  

9     Some Lessons 

 Applied statisticians need to be able to think creatively and fl exibly to fi nd suitable 
solutions to sometimes novel real-world problems that can be understood by users. 
Developing a statistical literacy course suitable for all-comers amplifi es the chal-
lenge to think creatively and fl exibly about how to explain and represent the funda-
mental ideas, and how to engender the important dispositions. What lessons did we 
learn in addressing this challenge? 

 While the need for teaching statistics in context is widely recognised in statis-
tics education, our experience in developing CTWD highlighted the deep embed-
ding of statistical knowledge in a context. Content was chosen to refl ect this deep 
embedding; case studies are presented as unfolding stories with rich detail to be 
probed and queried. CTWD provided the opportunity to work with material in this 
way given students are not burdened with learning software or details of analytic 
techniques. Storytelling from an applied statistician’s perspective provides a way 
of modelling dispositions of curiosity, scepticism, and persistent enquiry. From the 
students’ point of view, it might seem like there is a lot to learn in a short time. 
This learning is guided by the structured tutorial and assessment tasks that requires 
detailed and persistent enquiry and tips and questions for the sceptic. 
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 Statisticians are encouraged to pursue excellence in their graphics (Gelman 
 2011 ; Gelman et al.  2002 ; Tufte  1983 ) as a means of communicating data. The need 
to teach the fundamentals in a non-formulaic way extended how we thought about 
the use of graphs, and they became a primary mechanism for presenting many con-
cepts and fundamental ideas. The words of one statistician are apt here: ‘I think 
graphical techniques are a much more fundamental part of statistics than the statisti-
cal tests and the mathematical statistical theory which we have that underlies all 
these things. I think that to a large extent what we are trying to do is put a sound 
basis to what are usually reasonably sound judgements, personal judgements about 
what’s going on here. So I think a lot of statistical thinking really relies on good 
understanding of how to use graphics.’ (Pfannkuch and Wild  2000 , p 147) 

 The claim that context and graphics play an important role in an undergraduate 
statistical literacy may seem axiomatic to many statistical educators. The lessons we 
learnt in the development of CTWD were in how much we could exploit data stories 
and how often we could illustrate a concept or assess understanding with graphics. 
In CTWD, context is not just a cover story to give meaning to numbers to be anal-
ysed. It is the whole story of the data through all stages of the PPDAC cycle, with 
an important emphasis on enquiry. Context is the story uncovered by questioning. 
There is a great deal of work in fi nding and developing good case studies. However, 
the more the material is integrated across topics and in assessment tasks, the less 
likely it is that the case study is simply seen as an ‘interesting story’. We hope that 
the examples we provide of the integration of stories and graphics into teaching and 
assessment will encourage other statistical educators to perceive the exciting poten-
tial in this approach for students to engage in deep statistical learning that is not 
within a formal mathematical paradigm and which is a crucial element of becoming 
a mature statistical thinker.  

10    Note 

 Developed from papers presented at the Sixth Australian Conference on Teaching 
Statistics, July 2008, Melbourne, Australia. 

 This chapter is refereed.     
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Abstract Fundamental statistical concepts remain elusive for many students in 
their introductory course on Statistics. The authors focus on the teaching of Statistics 
within a spreadsheet environment, wherein the students are required to master the 
basics of Microsoft Excel (Excel) to perform statistical calculations. This approach 
has the advantages of developing the students’ ability to work with data whilst also 
building an understanding of the algebraic relationships between elements embed-
ded in the formulae which they use. The use of a classroom experiment aimed at 
exploring the distributions of a number of randomly generated pieces of information 
is demonstrated. Teaching sessions are built around a suite of Excel-based simula-
tions based on this experiment that attempt to demonstrate the concept of random 
variation and show how statistical tools can be used to understand the different 
underlying distributions. The methodology is then extended to a further, more 
advanced, bivariate teaching example which investigates how this spreadsheet 
methodology can be used to demonstrate the effect of expected value and variability 
on the statistical measurement of covariance and correlation. The authors reflect on 
their experience with the spreadsheet-based simulation approach to teaching statis-
tical concepts and how best to evaluate the approach and assess levels of student 
understanding.
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1  Introduction

Teaching mathematical and statistical principles through a spreadsheet platform 
offers significant advantages. Problem structuring through the medium of a spread-
sheet develops in the student a general algebraic way of thinking as the process 
requires skills in expressing numerical relationships using algebraic notation. In the 
field of Statistics, the advantages of spreadsheets for teaching purposes are particu-
larly marked as spreadsheets can simultaneously present an easily navigable yet 
extensive vista of numeric information stored in multiple rows and columns, along 
with the formulaic links between them. In addition, spreadsheets are able to simul-
taneously give a rich graphical depiction of the same data. However, over and above 
the tractability of spreadsheets for straightforward data analysis, the richest feature 
that a spreadsheet offers to the teacher of Statistics is its ability to show how one can 
mimic the process of repeated statistical experiments. It is this through this feature 
of spreadsheets that we demonstrate those concepts of statistics which are particu-
larly hard to convey at an introductory level. This “repeated sampling” feature of 
Excel can be captured and exploited through simulation, an analytical tool which 
we believe is extremely useful to expose students to, even at an introductory level. 
By simulating statistical sampling, one can reveal a range of subtle and often mis-
understood ideas which are central to basic statistical knowledge, such as those of 
randomness and statistical distributions. Moreover, Excel, the most often used 
spreadsheet in academia and commerce, has a powerful built-in programming 
language, Visual Basic for Applications (VBA). This allows teachers and students 
to enhance and leverage basic Excel power and functionality to a new level of flexi-
bility and sophistication with click button automation and slickness.

In South Africa, education is increasingly seen as a key to overcoming multiple 
socio-economic problems. At the tertiary level, an overwhelming number of 
students come from disadvantaged backgrounds with associated deficits in founda-
tional education and supportive resources (including a lack of access to computers 
and the benefits of technology-rich environments). Microsoft (MS) Partners in 
Learning program have made MS software easily accessible to educators and learn-
ers at schools and universities, so Excel is a particularly attractive and low-cost 
medium for education in the field of Statistics. In addition, Excel currently domi-
nates the spreadsheet market making it the package that students are mostly likely 
to encounter in the workplace, and thus an obvious vehicle for teaching.

However, the spreadsheet model, either with programming enhancements or not, 
is not the only potential vehicle for teaching Statistics through a simulation approach; 
other statistical resources have been developed which have parallel simulation fea-
tures. The most common of these are web-based tools written as Java applets; a 
good example being that of the Rice Virtual Lab in Statistics (RVLS) developed by
David Lane in the early 2000s. This site has over 20 Java applets that simulate vari-
ous statistical concepts (http://onlinestatbook.com/rvls.html). We believe the most 
important reason for using Excel as against web-based resources at the university 
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level remains the fact that spreadsheets give students far greater control over the 
material being presented. The row/column formula-based format of Excel with 
associated graphical support moreover provides a good, accessible base for alge-
braic learning as against the prescriptive, and often inflexible, web-based material.

In this chapter we will relate how our experience with teaching first year Statistics 
courses at the University of Cape Town (UCT) has shown that the key concepts of 
randomness and distribution can be most effectively taught through simulation in an 
Excel-based spreadsheet environment using a 2-stage approach, first using a 
formula- based spreadsheet, and subsequently with the enhancement of VBA programs. 
The first teaching case study in this chapter uses a carefully crafted example which 
demonstrates to students how the random sampling of a set of distinct attributes 
associated with a set of individuals may reveal completely different distributions 
of each attribute. A key component of this teaching example is a set of associated 
customized Excel spreadsheets, firstly without and then with VBA enhancements, 
which elucidate these ideas and have been shown to be very didactically effective. 
We then go on to showcase a more advanced example which demonstrates the extent 
to which the measured covariance and correlation between two random variables 
are related to the first two moments of the two distributions.

2  Spreadsheet Learning in the Mathematical  
and Statistical Sciences

As early as 1985, 2 years after the launch of Lotus 1-2-3, the spreadsheet had been
recognized as a force in Statistics education (Soper and Lee 1985). It is now univer-
sally recognized that the two-dimensional structure of spreadsheets, along with 
their associated graphical components, can facilitate the comprehension of a wide 
range of mathematical and statistical concepts by providing a supportive platform 
for conceptual reasoning. Baker and Sugden (2003), for example, give a compre-
hensive review of the application of spreadsheets in teaching across the mathemati-
cal, physical, and economic sciences. Black (1999) was one of the first authors to 
recognize the usefulness of spreadsheets in a simulation context for teaching com-
plex statistical concepts.

The idea of using simulation, especially within VBA, was found by Barr and 
Scott (2008) to be particularly useful and effective for the teaching of first year 
Statistics to large classes and they confirm the sentiments of Jones (2005) that 
statistical concepts and procedures taught within the context of a spreadsheet tend 
to be transparent to pupils, allowing them to look inside the “black box” of statistical 
techniques. A comprehensive survey of the use of simulation methods for teaching 
statistical ideas has been done by Mills (2002). We argue that the literature supports 
the notion that spreadsheets are an effective teaching tool, with Excel as the de facto 
spreadsheet standard.
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3  Teaching the Notion of Random Variation with Excel

The core part of this chapter is to showcase the teaching of the two foundational 
statistical concepts of randomness and underlying distribution through simulation, 
using both simple spreadsheet functions and more sophisticated VBA programs. 
Our experience has led us to believe that VBA-structured spreadsheets by them-
selves provide a difficulty for a large cohort of students; a leap into the dark to some 
extent. However, when properly scaffolded by first teaching the students how to 
construct a standard spreadsheet with appropriate formulae, it becomes a more 
effective learning tool. By themselves, VBA simulation programs or simulation 
programs written in Java on the web are neat and impressive but constitute too much 
of a “black box” for students. Leading students through the process of first developing
their own spreadsheets to explore statistical problems effectively provides appropri-
ate building blocks to support subsequent exposure to VBA simulation programs.

3.1  How Well Is the Notion of Random Variation Understood?

One of the fundamental concepts of Statistics is that of random variation. It is a 
notion that we as Statistics educators frequently assume people have an intuitive 
understanding. It is, however, a subtle notion that apparently random and unpredict-
able events have underlying patterns that can be uncovered through (inter alia) 
long-term observation.

An open-ended invitation to describe their understanding of “randomness” and 
how it affects our day-to-day lives was extended to a group of 20 adult learners, all 
of whom were tertiary educators in non-quantitative disciplines themselves. A brief 
discussion on the perceived need for an understanding of Statistics preceded this, 
touching on the fact that very little of what happens in life can be predicted with 
certainty, and indicating that Statistics provides a mechanism to manage uncertainty 
associated with random variation. A variety of notions of randomness were articu-
lated, from which some unexpected themes emerged, in particular a pervasive view 
of randomness as being a “victimizing” force or a tool of malevolent authorities, 
associated with poor planning and discipline. In many cases, randomness was asso-
ciated with chaos. All of the descriptions volunteered by the students were devoid 
of any notion of underlying pattern or distribution. Subsequent discussions con-
firmed that they believed the existence of an underlying pattern was, in fact, contra-
dictory to the very idea of random variation. From an educational point of view, it 
could be suggested that the consequence of (these) students’ views of the nature of 
random variation is that there is an inflated view of the power of Statistics to impose 
order on randomness or a jaded view of the discipline as a tool to disguise chaos and 
unfairness.

It is suggested that beginning the Statistics journey with a description of the 
world as containing innate patterns and order which are hidden from us through the 
random and unpredictable way in which individual outcomes are free to vary, may 
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open up the power and interest of the discipline in a way that the traditional 
approach of teaching “theory followed by its application” fails to do. We will show 
below, using an appropriate experiment, that the spreadsheet environment is an 
ideal canvas on which to sketch and unveil the ideas around random variation and 
underlying patterns.

3.2  So How Does One Convey the Concept of Random 
Variation? The Class Experiment: Random Selection; 
Different Patterns!

We begin the class experiment with a discussion with the students about different 
types of numbers, reflected both by the different measurement scales we choose to 
assign to them, and by the process that generates them. We ask them to consider the 
following experiment in which each student in the class will contribute four pieces 
of information, viz: (1) their first name; (2) their height (in cm); (3) an integer ran-
domly selected within the range 1–50; and, finally, (4) their personal results of a 
(to be explained) experiment involving mice! Once we have generated this data we 
will be collecting it from everyone and constructing four separate graphs of each of 
the four information types. As part of this experiment we will be constructing ways 
to generate data for (3) by using, and exploring, the Excel random number genera-
tor. Data for (4) involves a mouse training experiment which tests the ability of 5 
(simulated) randomly selected mice to navigate a simple maze, recording the num-
ber of successful mice. Students will be able to run the Excel models to record their 
own data for the class experiment. The focus of this class exercise is for students to 
answer the key question: What shapes do we anticipate for these graphs? We pro-
ceed by considering the randomly generated number.

3.3  The Random Numbers

The students are led through the first exercise by a process that typically has the 
following format:

Suppose we are interested in mimicking the National Lottery and (repeatedly) 
generating a random number which lies between 1 and 50. Each draw can be lik-
ened to drawing a number from a hat with the numbers 1–50 in it. If we want to keep 
drawing a number from this hat in such a way that all numbers are equally likely, 
we would have to also suppose that we have a very large hat that can hold such a 
large (and equal) quantity of each of the numbers that it doesn’t limit our thinking 
about the situation;: What would a histogram of these numbers look like? Some 
discussion would probably lead us to conclude that we would expect all of the bars 
in the histogram to be of equal height. What sort of patterns do we get when we 
randomly take numbers out of the hat? If we just pick one number it could pop up at 
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any point in the specified interval (1:50). The fact that the number is randomly 
selected means there is no way of telling (from the preceding numbers or, in fact, 
any other source of information) exactly which number is going to pop up next.

In order to see a pattern of numbers we need to observe more than one randomly 
drawn number. Let’s see what happens when we generate 10 random numbers. 
Perhaps the pattern looks a little obscure… sometimes it looks very different from 
what we might have expected. What happens when we draw 100 numbers; or 1,000? 
(see Fig. 1). It seems that as the pool of numbers that we are drawing grows, so the 
pattern of the numbers in the hat gets revealed. A small pool can give quite a mis-
leading picture of the histogram of the numbers in the hat! However, a big pool is 
less likely to do so.

So how big a pool of numbers do we need to have access to in order to get a 
reliable picture of the numbers in the hat? Imagine that we hadn’t known the shape 
of the histogram of the numbers in the hat. The numbers might, for example, have 
had a different (other than flat/rectangular) pattern of distribution. Let’s use some 

Press the F9 key to reSample!!!!!
Sampling Random Numbers from the interval (1, 50)

10 Random Numbers Bin Range Freq.(10) 100 Random Numbers Bin Range Freq.(100) 10 000 Random Numbers Bin Range Freq.(10 000)

1 6 5 0 1 29 5 6 1 21 5 987
2 35 10 2 2 42 10 12 2 34 10 969
3 8 15 3 3 5 15 12 3 19 15 1025
4 15 20 0 4 21 20 6 4 18 20 1037
5 47 25 1 5 28 25 11 5 40 25 988
6 40 30 0 6 26 30 17 6 48 30 1013
7 50 35 1 7 45 35 9 7 36 35 1003
8 25 40 1 8 1 40 8 8 46 40 1033
9 15 45 0 9 13 45 11 9 9 45 972
10 13 50 2 10 34 50 8 10 16 50 973
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Fig. 1 Simulating the uniform distribution. Samples of size 10, 100, and 10,000 demonstrate the 
empirical distribution
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spreadsheet commands to model our thinking of the above. We can easily simulate 
the drawing from our hat of a number (where all the numbers in the hat are integers 
that lie between 1 and 50 inclusive) by typing the formula: =(RANDBETWEEN(1,50)) 
into our spreadsheet. This computes (and rounds to the nearest integer) a single 
random number in the interval (1, 50). We can then resample this number by press-
ing the F9 key. We can also display this visually by plotting the number in a simple 
histogram. We should first set up some bin intervals, the simplest is the set of 10 
intervals between 1 and 50 with interval width 5. We then use an array formula to 
compute the frequencies: ={FREQUENCY(data_range, bin_range)} which can 
then be plotted in a histogram.

We replicate this procedure for a sequence of sample sizes from 1 (single random 
number), through to 10 (10 random numbers), then 100 and finally 10,000. By 
repeatedly pressing F9 (which simply recalculates the formulae and effectively 
re- samples) we get to replay the (random) selection of different sized pools of 
numbers from the hat. Each time, we get a different selection of numbers. One feature 
becomes apparent. The pattern (of the numbers in the hat) becomes increasingly 
clearly revealed as we observe larger and larger pools of numbers from the hat. 
Although we cannot at any stage predict what the next number will be, by observing 
randomly selected pieces of information from the hat we can begin to piece together 
what the pattern of numbers in the hat must look like. In real life this is likely to 
mean we have to observe the pattern (of randomly revealed pieces of information) 
over time, before we can begin to understand something about the nature (or distri-
bution!) of the numbers in the hat.

3.4  The Mouse Experiment: Generating Data  
from a Binomial Distribution

The Uniform case above constitutes a starting point and necessary platform to con-
sider more complex distributions. In particular, as it allows us to transparently allo-
cate a binary outcome probabilistically, it leads naturally onto the Binomial 
Distribution. We consider a fixed number of trials, where at each trial we have 
assigned a fixed probability of success or failure (i.e. a Uniformly generated random 
variable on (0, 1) indicates a success if U is between 0 and p and failure otherwise). 
In order to generate the fourth piece of information for our class experiment we ask 
the students to consider the following scenario:

We, as statisticians, have been approached to mediate on a claim that an animal 
trainer has managed to train a group of ten mice to turn left at the end of a tunnel. 
As evidence of this feat he has cited the fact that in an observed demonstration, out 
of 10 trained mice, 9 of them turned left! In an attempt to pronounce on these results 
we try and build a model that mimics the behavior of the mice.

We start with the sceptical view of the situation and assume that the mice have 
NOT, in fact, been trained. Thus each mouse makes an arbitrary choice of left or right 
at the end of the tunnel which means that the probability of them turning left is 0.5. 
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We are interested now in what different bunches of 10 hypothetical mice might do in 
terms of “left turning” behavior. Let’s assume we have a large number of mice at our 
disposal, which are very similar and which we put through the identical training 
regime. To run the experiment we select 10 mice, put them through the tunnel and 
record the number of successful mice, i.e. the number out of the 10 who turned left. 
We could then select another 10 randomly and perform the experiment again; in fact, 
we could repeat this as many times as we like. Our selection assumes the mice are 
always “fresh”, referred to as sampling “without replacement” (i.e. our mice don’t get 
tired or complacent or difficult!).

We use the spreadsheet to help us produce some simulated results for batches of 
10 mice. The mechanics of this are as follows: We select a random number between 
0 and 1. If the number is less than or equal to 0.5 we assume the mouse went left, if 
not we assume it went right. Then we do this for 10 mice, labelling the results Trial 
1, through to Trial 10. This comprises one experiment. We can see how easy this is 
on the spreadsheet. In cell C3 we put the value of p, in this case 0.5. The following 
formula: =IF(RAND() < $C$3,1,0) results in a 1 if the random number calculated is 
less than 1 and a 0 if it is not (that means it is greater than 1). We then copy this 
formula down a further nine cells to get the model results for one experiment. In this 
case, Trials 2, 7, and 10 were a “success” (mouse turned left). Trials 1, 3 to 6 and 8 
and 9 were failures (turned right) (Table 1).

We could repeat this experiment under the same theoretical conditions (i.e. the 
same ineffective training program which yields p = 0.5 and with the mice being 
selected randomly). Excel allows us to repeat the experiment just by pressing the F9 
(recalculate) key. Next time we might get 6 successes for the same value of p. If we 
keep pressing F9 we see we can generate a series of results, sometimes the same, 
sometimes different.

These simulated results seem to form some type of pattern for a particular p. For 
example out of 10 mice we often get 4, 5, or 6 who are successful. This makes us 
curious to examine the pattern further. Let’s repeat this experiment 50 times and 
keep the results. We could write down the results but it’s a lot easier to copy the set 
of formulae across a number of different columns so that we can store the results of 
many random experiments. The results are shown below. We can use the spreadsheet 
to calculate and display the pattern of results over the 50 experiments, each of 
which comprised 10 trials. That is, we have repeated the 10-trial experiment 50 
times. Note the interesting pattern (Table 2) which we have plotted in a histogram 
(Fig. 2). There are relatively high frequencies for 4, 5, and 6 successes, a number 
for 2, 3, 7, and 8 successes, BUT none for 0, 9, and 10 successes. The histogram 
gives an interesting picture. In fact the histogram is beginning to make us think that 
it was pretty unusual that nine out of the animal trainer’s ten mice successfully 
turned left IF they hadn’t been trained! Is it even possible that nine out of ten turned 

Table 1 The outcomes of 10 experiments, where p = 0.5

Trial 1 2 3 4 5 6 7 8 9 10
Fail = 0, success = 1 0 1 0 0 0 0 1 0 0  1
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left purely by chance on this occasion? We could keep repeating the experiment and 
see if we ever get an occasion when we get 9 out of 10 successes. However, perhaps 
we should consider that the training was effective!

How would we model effectively trained mice? Well, it’s unlikely to have been 
100 % effective (after all most educational programs have less than 100 % pass 
rates) so perhaps it is effective to the tune of say 80 %. This would equate to a p 
parameter of 0.8. We don’t know what the true p value is but it does seem that the 
observed data are not consistent with a p of 0.5.

3.5  Putting all This Together: Making Sense  
of the Co-existence of Pattern and Randomness

The teaching script for the final consolidation exercise typically runs as follows:
The interesting feature of the results of our “mouse training” model is the pattern 

of results it revealed. Each time we repeated the 50 experiments, each consisting of 
10 trials, we observed a different set of numbers but they appeared to keep a number 
of common features. This pattern became clearer the more times we repeated the 
experiment. The pattern was different from that of the numbers we drew out of the 
hat. What does this tell us about randomness? What causes the patterns? Remember 
we said the hat was our mechanism to ensure random selection, in other words to 
mimic the way data might present itself to us in an unpredictable way. All the num-
bers were mixed up in the hat and we drew them out in a way that meant no particu-
lar numbers were favored or prejudiced. What if we put different pieces of information 
(as distinct from random numbers) into the hat, shuffled them and drew samples of 
them out of the hat? Will the patterns related to different pieces of information all be 

Table 2 The number of successes over 50 experiments for 10 mice with p = 0.5

# Successes 0 1 2 3  4  5 6 7 8 9 10
Frequency (50 experiments) 0 1 3 4 11 12 9 7 3 0  0
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the same? We are now in a position to conduct our class experiment and find out; we 
collect from each member in the class the piece of paper bearing the four pieces of 
information we specified earlier.

We construct histograms of the samples of paper as we draw them from our hat. 
We might not be surprised to observe that the random numbers have a flat, rectan-
gular distribution. We also see that the “successful mice observed” have the same 
shaped distribution as the one we saw repeatedly with our electronic mice running 
model. The heights of students may show one bell shaped histogram, or may have a 
hint of two humps of data, with the males being taller than the females. The “names” 
may well show a few modes, depending on popular names and prevalence of lan-
guage groups.

Our “randomizing” hat has had the effect of giving us the data in random and 
unpredictable order, but the distinct patterns associated with each different piece of 
information have been preserved, and are revealed as we have access to more and 
more data. In fact, our reconstruction of the data into histograms reinforces two 
facets of random variation. On the one hand, it is reflected in the unpredictable way 
we frequently encounter (information in) life (stocks vary on the stock exchange, 
increments of growth of children, number of cars on highway at a particular time, 
etc.). But, perhaps paradoxically, randomisation also provides the best mechanism 
to uncover the true pattern of an unknown measurable (e.g. household income). 
Selecting data (sampling) randomly ensures we have the best chance to see as broad 
a spectrum of the unknown pattern of data as quickly (efficiently) as possible!

The classroom tutorials and accompanying Excel spreadsheets referred to in the 
section above are freely available on the UCT OpenContent website at http://open-
content.uct.ac.za/Science/Teaching-Fundamental-Concepts-in-Statistical-Science.

4  Challenging the Students with a More Advanced 
(Bivariate) Example

The overall variability of two variables working in tandem represents a useful exten-
sion of these ideas and lends itself well to spreadsheet exposition. In this example 
we use the simulation approach to demonstrate the association between the estimate 
of correlation and the underlying variability of the component random variables. 
Through simulation, students can track the variation in the estimates of covariance 
and correlation stemming from simulated pairs of the random variables with the 
same fixed underlying parameters (true standard deviations and true correlation). In 
our second year course, we take these concepts further and demonstrate the degree 
of variance reduction when two random variables are combined; this principle of 
variability reduction has many applications, most notably in constructing a portfolio 
of shares to demonstrate risk (proxied as standard deviation) reduction. This exam-
ple and the associated active learning exercise were written for the second/third year 
commerce students who do courses in Statistics as part of their curriculum and 
complete allied courses in Finance.

G. Barr and L. Scott

http://opencontent.uct.ac.za/Science/Teaching-Fundamental-Concepts-in-Statistical-Science
http://opencontent.uct.ac.za/Science/Teaching-Fundamental-Concepts-in-Statistical-Science


109

4.1  Demonstrating the Effect of Correlation Between Random 
Variables on Variability

Our first didactic step is to demonstrate the nature of correlation between variables 
on a spreadsheet and how changing the correlation coefficient changes the nature of 
the relationship between X and Y in a way that is graphically demonstrable and sta-
tistically measurable.

We can demonstrate these ideas neatly on a spreadsheet by simulating a variable 
X (with given E(X) and Var(X)) n times along with a variable Y (also with given E(Y) 
and Var(Y)) such that Y has some given prespecified correlation ρ with X.

In order to sample from this bivariate distribution (X, Y) we use the Cholesky 
decomposition method (see, for example, Horn and Johnson 1999).

For the simple 2-variable case where the correlation matrix S
r

r
=

æ

è
ç

ö

ø
÷

1

1
 we 

will have L =
-

æ

è
çç

ö

ø
÷÷

1 0

1 2r r(
.

Then 
X

Y

X

X

X

X X

æ

è
ç

ö

ø
÷ =

-

æ

è
çç

ö

ø
÷÷
æ

è
ç

ö

ø
÷ =

+ -

æ

è
çç

ö

ø
÷÷

1 0

1 12 2r r r r* *
 where, say, X is 

drawn from some distribution and X* is independently drawn from the same distri-
bution. Then the generated Y will be from the same distribution and have an expected 
correlation of ρ with X. This Cholesky decomposition allows us to generate a bivariate 
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scaled and mean shifted so as to have individually any mean and variability (vari-
ance or standard deviation) required, allowing us to generate a bivariate distribution 
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In a spreadsheet exposition, we could let cell C2 = μX, cell C3 = σX; E2 = μY, cell 
E3 = σY and cell G2 = ρ

Then the scaled and mean shifted Cholesky decomposition for a normally dis-
tributed bivariate distribution translates on the spreadsheet to:

X [cell C7]=$C$2+NORMINV(RAND(),0,1)*$C$3, and
Y[cell D7] = $E$2 + $E$3*($G$2*(C7-$C$2)/$C$3 + SQRT((1-$G$2^2))* 

(NORMINV(RAND(),0,1)))
where NORMINV(RAND(), 0, 1) is the Excel formula which generates indepen-

dent drawings from a N(0, 1) distribution.
The first step for teaching this module through the medium of a spreadsheet is to 

demonstrate how the scatter plot between X and Y varies in shape as the mean and 
variance of X and Y varies and critically as the correlation between X and Y varies. 
The scatter plot we use on the spreadsheet is for 50 points and also shows the regres-
sion line of the ordinary least squares (OLS) regression between X and Y. The slope 
of this line has a link to the estimated correlation since it will equal the correlation 
coefficient if the data is pre-standardized (have a mean of zero and variance of 1). 
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We may demonstrate repeated sampling of these 50 points through pressing the F9 
key and hence capture the variability in the estimated correlation as well as the vari-
ability in the estimated regression line parameters. We have also used the Excel 
function LINEST to estimate the regression line.

In the example above, using the parameters in Table 3 and depicted in Fig. 3, the 
estimates are drawn from a bivariate sample of 50 (X, Y) points with a correlation of 
−0.5 (in this case the estimated correlation for the sample is −0.455) and a (theoreti-
cal) standard deviation in Y of 1.5.

In the second example above, using the parameters in Table 4 and depicted in 
Fig. 4, the estimates are also drawn from a bivariate sample of 50 (X, Y) points, but 
with a correlation of 0.5 (in this case the estimated correlation for the sample is 
0.390) and a (theoretical) standard deviation in Y of 0.5. Note that in this second 
example, apart from the positive correlation and positively sloped regression line, 
the Y variability is much less than in the example above.

Table 3 Table of parameters 
and estimates for case with 
ρ = −0.5 and Std.Dev(Y) = 1.5

True parameters Estimates (3 dec. places)

E(X) 1.0 0.941
Std. Dev.(X) 1.0 0.897
E(Y) 1.5 1.531
Std. Dev.(Y) 1.5 1.667
Cov.(X, Y) −0.75 −0.681
Corr. (X, Y) −0.5 −0.455
α 2.25 2.327
β −0.75 −0.846

Scatter Plot X and Y (50 points) and Regression line
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Fig. 3 Scatter plot of simulated data to demonstrate variability and correlation (ρ = −0.5) with 
regression line imposed
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There are two interesting ideas which we can demonstrate at this stage to the 
class as an aside from the main exercise:

 1. We can use the opportunity to discuss with the class the “dimensionless” nature 
of correlation (and we may discuss the relationship between covariance and cor-
relation). We note that the sample correlations in the two examples are quite 
close to the true values as we would expect them to be, and stress the difference 
between the true and estimated value for correlation. In both cases we may show 
how the sample estimate varies as we take repeated samples (F9 key). Similarly 
we can track the estimated values â  and b̂  for the regression line and the way 
these compare to the true alpha and beta values.

 2. We can explore whether the variability of the estimated correlation is dependent 
on the difference between the means of X and Y; on the variability of the underly-
ing X and Y populations and/or on the size of the sample we use to estimate the 
correlation. We find (by trial and error) that for some particular ρ, it is only 
dependent on the size of the sample! We could ask the class how we could 

Table 4 Table of parameters 
and estimates for case with 
ρ = 0.5 and Std.Dev(Y) = 0.5

True parameters Estimates (3 dec. places)

E(X) 1.0 1.070
Std. Dev.(X) 1.0 0.893
E(Y) 1.5 1.452
Std. Dev.(Y) 0.5 0.385
Cov.(X, Y) 0.25 0.134
Corr. (X, Y) 0.5 0.390
Alpha 1.25 1.272
Beta 0.25 0.168

Scatter Plot X and Y (50 points) and Regression line
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Fig. 4 Scatter plot of simulated data to demonstrate variability and correlation (ρ = 0.5) with 
regression line imposed
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 demonstrate this finding more rigorously (by, for example, plotting the observed 
variance of our estimate of correlation as a function of (1) sample size, (2) differ-
ence in population means and (3) σ(X) or σ(Y))

4.2  Student Responses to the Bivariate Example

When interrogated, the students found the visual demonstration of variability par-
ticularly enlightening. An important didactic feature of this example is the effect of 
random variation on estimation. This begins, in this example, with the fact that cor-
related variables with some fixed prior correlation may present, assuming some 
given sampled distributions, with different looking scatter plots. This observation 
shifts the idea of correlation (in a regression context) from that of a fixed determin-
istic entity to that of the notion of correlation as a random variable with a distribu-
tion. Some students comfortably made the connection that the “observed correlation 
measure” from a particular dataset was a random variable, likely to change from 
sample to sample; however, for many, this remained a difficult concept to grasp.

5  Evaluating Students’ Understanding of the New Teaching 
Approach

5.1  Questionnaire to Evaluate Efficacy of This Approach

It is clearly difficult to assess the value of a new teaching approach in the absence 
of an unambiguous baseline (or control). The approach outlined was developed in 
the context of a teaching environment that is both multi-lingual and in which stu-
dents generally had poor groundings in mathematics. The questionnaire we used to 
probe the students’ experiences and the efficacy of this teaching approach focused 
on the students’ ability to discriminate between empirical and theoretical distribu-
tions as our preliminary investigations indicated that these are likely to be new con-
cepts for all students. In a given experimental setting (e.g. a Poisson process), 
students were asked to distinguish between distributions which are either (1) empir-
ical or which (2) reflect the underlying theoretical model. Between 70 and 95 % 
(taken across a number of questions) of around 1,000 first year Statistics students 
who participated in the survey answered these questions adequately. Anecdotal evi-
dence has suggested that a lower proportion of advanced Statistics students (i.e. of 
those exposed to traditional teaching approaches) make this distinction correctly, 
despite these students having passed much higher levels of statistical theory.

The table below (Table 5) shows the assessed level of understanding (by a first 
year Statistics lecturer using a subjective scale from 0 to 5) based on students’ 
descriptive responses to the indicated questions. Students were directed to use their 
own words (“parrot” definitions from text books were excluded from the analysis).
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Understanding of the concept of probability distributions was generally poor, as 
was expected to be the case at this introductory level. However, the notion of empirical 
data was found to be relatively well appreciated. The authors assert that this discrep-
ancy can (tentatively) be attributed to the explicit way in which the notion of a theoreti-
cal model is linked to empirical data in the spreadsheet approach. In terms of qualitative 
assessment, both teachers and tutors who worked through these Excel- based lectures 
and tutorials with the students, reported excitement at various levels of breakthrough. 
One tutor’s experience was particularly noteworthy; this tutor’s group “discovered and 
articulated” the Central Limit Theorem themselves in a way which the tutor had scep-
tically thought was beyond students’ scope at this stage of the subject.

5.2  Evaluation in an Excel Environment

This new approach has also been formally tested through an “online” test based on 
a spreadsheet environment. The test is set up to probe the understanding of statisti-
cal concepts (such as statistical significance and the distributions of sums and mul-
tiples of random variables) and also to test the basic Excel competence. The test, 
which has been run by the authors over a period of four semester-long courses, has 
the following format:

Students are given a dataset comprising a number (m) of samples of data (each 
with n observations) generated from some (known) distribution with known mean (μ). 
The students are tasked with testing that the true mean of the sample data is μ, for each 
of the m samples of data. The observed proportion of false rejections is then compared 
to the stated level of significance. The online test also requires students to compare 
theoretical and empirical standard deviations and standard errors. In general, the test 
probes students’ understanding of the notion of empirical as opposed to theoretical 
results as well as some fundamentals of statistical inference.

The authors have found the process of preparing students for the test to be a very 
valuable learning exercise. Through having to generate statistical tests and other 
results which demonstrate the principles of statistical inference, and comment on 
these, the students have been found to express new levels of insight into these topics. 

Table 5 Assessed level of Student Understanding

Graded response
What is a 
pdf? (%)

What is an 
empirical 
pdf? (%)

When will the empirical dbn. of 
data look like the (underlying) 
theoretical dbn? (%)

0 (no understanding)  6 10 12
1 47 50 18
2 17 19  8
3 15 14 13
4 11  5 22
5 (perfect understanding)  4  2 27
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Also, teachers have expressed renewed interest in their teaching through finding a 
new medium through which to teach “old” concepts. The Excel test comes in the last 
week of the course and the authors found that it provided an opportunity to synthe-
size the theory and practical aspects of the work covered throughout the course. 
Many students indicated achieving breakthroughs in their understanding of statistical 
concepts during the process of preparing for this evaluation.

5.3  Formal Written Evaluations

Some questions, such as those in Fig. 5 above, which test the understanding of the 
concepts taught using this approach, are also included in the more traditional assess-
ments (written exams and tests)

Question 1: A total of 1,134 students wrote class test 1 this year. The frequency 
distribution of the results for this test is given below in Table 6.

 (a) Calculate the empirical probability of passing the class test.
 (b) The average mark for the class test was 61.4 % with a standard deviation of 

17.2 %. Assume the test marks follow a Normal distribution with this mean and 
standard deviation and compute the theoretical probability of passing the class 
test.

 (c) Comment on the difference/similarity between the empirical and theoretical 
probabilities computed in parts (a) and (b)

 (d) Why might the Normal distribution be appropriate for modelling test results?
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Fig. 5 Bar chart of empirical and theoretical distribution of numbers of successful mice
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Question 2: An experiment is conducted to determine whether mice can read. 
A simple maze is constructed with only two passages: one leads to a piece of cheese 
and the other to a mouse trap. A written sign is placed at the beginning of the maze 
directing the mice to the cheese. Five mice are placed in the maze, one at a time, and 
allowed to run through the maze until they reach either the cheese or the trap. The 
number of mice who successfully reach the cheese is recorded. You may assume 
that the mice cannot smell the cheese and that successive mice cannot follow the 
scent of preceding mice. The above experiment was repeated 200 times. The empir-
ical results are summarized in the bar chart below in Fig. 5, together with the theo-
retical results that may be expected if mice cannot read.

 (a) Write down the sample space, the sample size, and the number of trials in this 
experiment.

 (b) If mice cannot read, what is the probability that at least two mice correctly navi-
gate the maze and find the cheese?

 (c) The theoretical frequency of three successes is displayed on the bar chart as 
62.50. Show how this frequency is derived.

 (d) Using the theoretical and empirical frequencies, perform a goodness-of-fit test 
to determine whether mice can read. State your hypotheses, test statistic, critical 
value (from tables), and an appropriate conclusion at the 5 % significance level.

Hint: The empirical frequencies are what have been “observed” in the experiment, 
whilst the theoretical frequencies are what you would “expect” if mice cannot read.

 (e) In light of your conclusion in part (d), why do the theoretical and empirical 
frequencies differ? Will they ever be the same? Discuss.

5.4  Authors’ Experiences with Implementing  
the New Teaching Approach

The spreadsheet-based approach to teaching introductory Statistics was phased in 
over a period of about 5 years. Formerly, this course had been taught using traditional 
“chalk and talk” methods, supplemented by the use of menu-driven applications in 

Table 6 Frequency 
distribution of marks  
for test 1

Mark (%) Frequency

0–9  18
10–19   6
20–29  18
30–39  59
40–49 122
50–59 253
60–69 281
70–79 211
80–89 131
90–100  35
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software packages which perform statistical calculations. The enrolment for this 
course is well in excess of 1,000 students, many of whom will not be learning in their 
mother tongue. The complication of language difficulties, along with increasingly 
poor mathematical preparedness of the students, was a further impetus for adopting 
spreadsheet-based simulation tools for teaching. These tools have the strength of 
being visual in nature and of encouraging and reinforcing the basic rules and struc-
ture of algebra.

This large course with its multiple challenges provided a fertile terrain for teach-
ing innovation. However, the sheer size of the course, involving a teaching team of 
five lecturers and some twenty tutors, made the transition from one teaching orien-
tation to another particularly difficult; and the process of change management ulti-
mately became the biggest challenge of the undertaking. Change processes involving 
large groups are slow and require methodical “bedding down” of new practices. The 
process has been faced with the contradictory imperatives of promoting innovation 
versus encouraging consistency and clarity. However the authors believe that a 
coherent educational package is emerging!

6  Conclusion

Our experience has led us to believe that the spreadsheet has many powerful didac-
tic facets. It provides a flowing, dynamic model which links cells in a transparent 
way. At a basic level it provides a two-dimensional, visible, matrix-like calculating 
machine where at the press of a button the whole matrix may be recalculated. This 
feature can be used to simulate samples with different underlying distributions. 
Randomly sampled bits of information have statistical distributions which reflect
how these bits of information are generated and what attributes of life they reflect. 
While randomly selected numbers will reflect a Uniform distribution, heights of 
people will reflect a Normal distribution, the results of a simple binary experiment, 
a Binomial distribution and names across different cultural communities often a 
multi-modal distribution. A key insight for learners is that although each attribute is 
selected from the hat of our experiment randomly the patterns or distributions of the 
attributes can be quite different. This experiment thus constitutes a very powerful 
mechanism for learners to differentiate between the concepts of randomness and the 
underlying pattern of the attribute itself.

Our experience with the extensive use of Excel for first year Statistics courses 
has led us to conclude that a pure VBA approach may be somewhat intimidating for 
learners and teachers alike so we have often adopted a 2-stage approach, first show-
ing students how to build simple spreadsheets for themselves to demonstrate basic 
statistical principles and thereafter introducing the automated VBA-based point-
and-click programs. These latter VBA-based spreadsheets allow more flexibility 
and sophistication and in particular allow automated comparisons showing students 
how empirical distributions converge on theoretical distributions.
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In addition, this approach has been shown to be effective beyond the introductory 
level where the exercise on the distribution of the estimated correlation coefficient 
has been successful at second year level. Overall, we believe this approach is a step 
forward in the teaching of foundational statistical concepts, such as randomness and 
distribution, which are often poorly understood, even by Statistics graduates.

7 Note

Developed from a paper presented at Seventh Australian Conference on Teaching 
Statistics, July 2010, Perth, Australia.

This chapter is refereed.
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    Abstract     During the last few decades, a great deal of effort has been put into 
improving statistical education, focusing on how students learn statistics and how 
we as teachers can fi nd effective ways to help them. At the same time the use of 
computers, the Internet, and learning management systems has grown rapidly, and 
offers new educational possibilities. In this chapter, we will discuss how these 
changes in the pedagogical landscape have affected our introductory course in 
applied statistics. The course and teaching context are presented in relation to guide-
lines for assessment and instruction in statistics and to seven principles for effective 
teaching. Teaching strategies, course content, and examples of course material are 
included. Furthermore, results from evaluations are discussed, especially focusing 
on diversity in student characteristics. These results indicate a variation in learning 
styles both between and within groups. Finally, we present some of our ideas for 
future development including strategies for individualization and the use of educa-
tional mining.  

  Keywords     Teaching strategies   •   Learning style   •   Evaluation   •   Monitoring and 
adaption  

1         Introduction 

 During the last few decades, teachers of statistics have faced a variety of thrilling 
challenges. Firstly, there has been a statistical education movement focusing on how 
students learn statistics and how we as teachers can fi nd effective ways of helping 
them. An important step in this development was the introduction of exploratory 
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data analyses (EDA), introduced by Tukey in the late 1960s—early 1970s. Tukey’s 
ideas really showed that statistics is the art of transforming data into knowledge, and 
his box-plot illustrates well that “a picture paints a thousand words,” a saying that 
could have a statistical version, namely “a graph could say more than 1,000 num-
bers.” Another milestone was roughly 20 years ago when a report (Cobb  1992 ) 
called for a change in statistical education addressing a greater focus on statistical 
thinking in terms of: understanding the need for data and importance of data pro-
duction, the omnipresence of variability, and its possible quantifi cation and expla-
nation. The Cobb report had a great impact and generated several changes in 
statistical education regarding  content  (more focus on data analyses, less on proba-
bility theory),  pedagogy  (more active learning, less passive instruction), and  tech-
nology  (for example, using statistical software), (Moore  1997 ). In order to summarize 
the experiences obtained during the reformation of statistical education, the 
American Statistical Association (ASA), funded by a member initiative grant, 
developed the following guidelines for assessment and instruction in statistics: 
GAISE in the K–12 curriculum and for the introductory college statistics course 
(ASA  2005 ). The guideline for a college course put forth the following six essential 
recommendations:

    1.    Emphasize statistical literacy and develop statistical thinking   
   2.    Use real data   
   3.    Stress conceptual understanding, rather than mere knowledge of procedures   
   4.    Foster active learning in the classroom   
   5.    Use technology for developing conceptual understanding and analyzing data   
   6.    Use assessments to improve and evaluate student learning    

  In parallel to the movement of reforming statistical education, there has been a 
general reformation of education due to the technical developments that offer new 
possibilities for designing, producing, distributing, and evaluating education. The 
use of computers, the Internet, and learning management systems (LMS) has 
expanded from an attractive fad for enthusiastic pioneers to now being a natural 
ingredient in more or less all of higher education. The fact that new educational 
technologies call for the rethinking of educational strategies and adaptation of prin-
ciples for effective teaching has long been known (Chickering and Gamson  1987 ). 
Nevertheless, in the age of online and blended education, it remains a central 
challenge in this new pedagogical landscape to develop principles, which increase 
learning (for example, Graham et al.  2001 ; Trentin  2002 ; Garrison and Vaughan 
 2007 ; Barczyk et al.  2010 ). Research studies evaluating online teaching point to 
numerous success stories (for example, Volery and Lord  2000 ; Moore and Kearsley 
 2011 ), but there is also research that points to a gap between promises and reality 
(for example, Wilner and Lee  2002 ; Hartnett  2012 ). 

 The literature on educational technologies highlights some of the concerns that 
are potentially problematic with the use of educational technologies for example, the 
diffi culties of mediating social presence (Gunawardena  1995 ), sense of community 
(Svensson  2002a ,  b ), student frustration with technical problems, ambiguous instruc-
tions, and a lack of prompt feedback (Hara and Kling  1999 ). A problem of signifi cant 
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importance for educators is student dropout rates, which may be partly explained by 
factors such as lacking a sense of community and student interaction (Rovai  2002 , 
 2003 ). At present, online education and the use of digital technology seem to be 
moving from pilot testing and small-scale initiatives into a more mature phase where 
large-scale programs are rigorously evaluated (Svensson and Gellerstedt  2009 ), and 
there are a number of suggested guidelines and principles, which summarize lessons 
learned that are possible to use in the design and evaluation of an online course 
(for example, Graham et al.  2001 ; Buzzetto-Moren and Pinhey  2006 ; Herrington 
et al.  2001 ; Wood and George  2003 ). The work by Graham et al. includes the follow-
ing seven principles, which could be regarded as a practical lens useful for developing 
and evaluating online courses: “Good practice”…

    i.    Encourages student–faculty contact   
   ii.    Encourages cooperation among students   
   iii.    Encourages active learning   
   iv.    Gives prompt feedback   
   v.    Emphasizes time on task   
   vi.    Communicates high expectations   
   vii.    Respects diverse talents and ways of learning    

  We have also seen that new educational technologies used in distance education 
for example, the use of LMS, pre-recorded lectures, and discussion boards have also 
become an ingredient in standard campus-based education (Svensson and Nilsson 
 2010 ), and we believe that insights from campus and online teaching should be used 
in synergy for optimizing this blended learning. 

 Along with the technical development described above and changes in teaching 
strategies, the availability of online courses may attract students who normally 
would not attend a traditional campus course (Betts et al.  2009 ). Naturally, it is 
interesting to study the characteristics of this new student population. Are there any 
demographical differences or differences in learning style or study process? Do 
these students differ in psychological variables related to student achievement for 
example, self-effi cacy (Zimmerman  2000 )? Are there other important variables 
beyond course context, for academic achievement online, for instance locus of con-
trol, that is, the extent to which individuals believe that they can control events that 
affect them, which may be relevant for completion of a course (Dille and Mezack 
 1991 ; Pugliese  1994 ; Parker  2003 )? 

 Hence the last decades have certainly been challenging for a teacher of statistics, 
with statistical education reform, the digital era, and pedagogical issues both online 
and on campus, and possibly also enrollment of new types of student cohorts. Since 
the late 80s, we have worked to tackle these challenges in introductory courses in 
statistics. We have made changes, evaluated them, and accordingly refi ned aims, 
pedagogical strategies, assessments, etc. many times in this period. In 2008 we 
decided to use a holistic approach to consolidate our experiences in designing mod-
ern courses in applied statistics. 

 When working with development and evaluations, we have found that the 
3p-model: presage, process, and product is also valuable and supports a process 
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view (Biggs  1989 ). This model describes the interaction between the following 
three components: student and teaching context (presage), student study strategies/
orientation (process), and outcome—results (product). 

 In this chapter we describe what we have learned over the years and principles 
that we have developed through thought, experience, and from literature. We dis-
cuss our efforts with reference to GAISE and the seven principles of Graham et al 
( 2001 ), which correspond well to our consolidated experiences, and have helped us 
to put our work in a wider context and facilitate further development. We also dis-
cuss the course and teaching context and present some results from evaluations 
structured by the 3p-model. Finally, we discuss a number of ideas on how courses 
like this could be modernized even further.  

2     Applied Statistics at University West, Sweden 

 The University West, Sweden, was a pioneer institution, designing the fi rst online 
B.Sc. program in Scandinavia, and has now been offering online courses in a wide 
range of educational disciplines for 15 years. Enthusiastic colleagues have taken 
part in practical work and research over the years. Also an LMS (DisCo) was devel-
oped in-house and is now standard at the University for both campus and distance 
courses (Svensson and Nilsson  2010 ). The university has work-integrated learning 
as a profi le, which should permeate all our courses. 

 The courses in Statistics have changed and adopted new technologies and the 
online era has demanded new teaching strategies and course context. Furthermore, 
the pedagogical strategy has gradually changed towards a profi le similar to the 
GAISE recommendations. We have increased focus on statistical literacy, statistical 
thinking, interpretation of results, and using computers for analyses rather than 
spending time on “mathematical masochism.” We believe that this approach 
enhances skills useful for working life and that it increases the conceptual under-
standing of statistics. We also believe that the attitudes towards statistics, using this 
approach, are changing for the better (see Wore and Chastain  1989  for a similar 
conclusion). 

2.1     The Program 

 In 2008 we decided to consolidate our experiences from the previous two decades 
to design modern attractive courses available on campus and online as well. The 
educational program in applied statistics, corresponding to a “minor in applied sta-
tistics” henceforth referred to as “the program,” includes the following four courses 
(main content within brackets)

•    “Applied statistics—to collect and summarize data” (survey methodology, 
descriptive stats, and regression)  
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•   “Applied statistics—to draw conclusions from data” (probability, inference, 
classical parametric and nonparametric analyses)  

•   “Applied statistics—predictive modeling” (one/two-way ANOVA, multiple lin-
ear and logistic regression)  

•   “Applied statistics—independent analytical project” (factor analyses, reliability 
analyses, and producing a quantitative project)    

 All courses cover material corresponding to 5 weeks full-time studies. The fi rst 
three courses are given full time on campus, but half-time pace online, i.e., 10 weeks 
duration. The project course is given at a slower pace—for a duration of 20 weeks 
both on campus and online. This chapter will focus on the fi rst course: “Applied 
statistics—to collect and summarize data.”  

2.2      The Introductory Course 

 The course: “applied statistics—to collect and summarize data” is an introductory 
course covering: survey methodology, descriptive statistics, regression, introduction 
to hypothesis testing, and the chi-square-test. As a standard, it is offered on campus 
every autumn as a compulsory course for business administration students at the 
undergraduate level. It is delivered at a full-time pace during 5 weeks, including 
approximately 6–9 h of lectures per week, 4–8 h of scheduled supervision time in 
computer rooms, and roughly 4 “open-door-hours” for addressing various ques-
tions. The number of students typically varies from 60 to 80. Occasionally the 
course is offered on campus an additional time during a year for undergraduate 
students from various fi elds. Beyond the on-campus delivery of the course, the 
course is also offered online, starting at the same time as the on-campus course but 
at a half-time pace, i.e., 10 weeks duration. The online version is also offered at the 
beginning of each year at the same pace. The online courses are usually offered to a 
maximum of 60 or 80 students (dependent on available teaching capacity), which 
allows for an expected drop-out-rate of 10–20 students. The online course is deliv-
ered completely via the Internet—no physical meetings on campus at all. The online 
course recruits students from all over Sweden and usually a handful of the students 
are located outside of Sweden. The online course is an elective course and attracts 
participants from various backgrounds, business, sociology, psychology, engineer-
ing, and occasionally also statisticians who want to improve their ways of commu-
nicating statistics. 

 The course is divided into three modules with the following main topics: 
descriptive statistics, regression, and fi nally survey methodology and hypothesis 
testing. Each module is completed with an assessment. The two fi rst modules are 
assessed by computer labs (using IBM-SPSS) including around 50 “true-or-false-
statements” to be answered in a template document including a standardized table 
for responding to the statements (see also Sect.  3.1 ). The last module includes a 
fairly comprehensive survey project. In the campus version of the course, all three 
assessments may be undertaken in a group of no more than three students, and an 
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individual oral examination is given to complement these three assessment pieces. 
The online version excludes the oral examination, but we demand that all assign-
ments are undertaken individually, even though students can, and are encouraged 
to, discuss the assignments via the course homepage. The computer labs and oral 
examination are all graded as fail or pass. The survey project also uses the grade, 
pass with honor. The students have to pass all assessments in order to pass the 
course. For receiving the grade pass with honor, the students must pass the survey 
project with honor. The online version is designed and adapted for participants who 
work full time. The online course has a fl exible design, with no physical meetings 
at all and no fi xed time for lectures, but there are three deadlines for submission of 
assessments. The course is supported by pre-recorded lectures (see, for example, 
  http://bit.ly/gellerstedt_video_mreg     )    

3      Course and Teaching Context 

 In this section we discuss our course context with reference to both guidelines for 
statistical education (GAISE 1–6 presented above) and the seven principles for 
effective teaching on campus and online (i–vii presented above). We limit our dis-
cussion to our most central ideas and keep the discourse relatively brief. To comple-
ment the discussion, some examples of teaching material are available for 
downloading at:   http://bit.ly/gellerstedt_statistics     . 

3.1       Emphasize Statistical Literacy and Statistical Thinking 

 Literacy can be defi ned as: the ability to read, to write coherently, and to think criti-
cally about the written word. Statistical literacy could be defi ned as an extension of 
this defi nition by simply adding “and statistics” to the end of the defi nition. This 
demands knowledge of vocabulary, the ability to read summarized statistical mea-
sures, tables, and graphs and a basic understanding of statistical ideas. We have tried 
to implement statistical literacy through students learning to: 

  Produce and consume statistics — read and write stats . Using computer labs with 
real data examples, where students produce data and have to choose adequate statis-
tical measures that focus on the interpretation of statistical results (for an example 
of a lab, see document: lab1 in   http://bit.ly/gellerstedt_statistics    ). 

  Speak statistics . Students on campus are required in the oral examination to be able 
to explain statistical terms and concepts with their own words. We simply want to 
know that students are capable of generalizing a concept and putting it in a context 
other than the textbook. 

  Make yourself understandable . This also emphasizes the “ability to write statis-
tics.” In the fi nal survey report a criterion for pass is that the chosen statistics are 
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adequate and that they are presented in a pedagogical and understandable way even 
for non-statisticians. That is, we emphasize the importance of well-conceived 
tables and graphs with variables placed in a reader-friendly position, adequate sta-
tistical measures, no overkill in decimal places, etc. We also demand that statistical 
conclusions such as “reject null-hypothesis” are phrased in a conclusion in terms of 
the actual application. 

  Avoiding naked data , i.e., numbers without a context. It makes it much more 
interesting to learn to “write and read” statistics if there is a story behind it. 

 Statistical thinking is described in GAISE as “the type of thinking that statisti-
cians use when approaching or solving statistical problems.” In GAISE there is also 
an analogue to carpentry, meaning that a course should not only teach how to use 
tools like: planes, saws, and hammers (corresponding to topics such as descriptive 
stats, graphs, and confi dence intervals) without also discussing how to build a table 
(corresponding to teach students to use statistics in order to answer a question). If 
we scrutinize statistical education, we see that there are still many statistical text 
books focusing very much on tools but very little on the “statistical handicraft.” In 
implementing statistical thinking in a number of ways, some of the most important 
ideas we have employed are: 

  Teach and discuss the handicraft . We have developed our own descriptions of “sta-
tistical handicraft” partly based on process models found in data mining literature. 
For instance, the model CRISP-DM includes the following steps: business under-
standing (question to be addressed), data understanding, data preparation, model-
ing, evaluation, and deployment. These are illustrated with a wheel symbolizing the 
fact that going through the process sometimes has to be done several times and that 
the process also often generates new questions. Another similar workfl ow descrip-
tion is SEMMA developed by the SAS institute, (Azevedo and Santos  2008 ). 

  Go for the whole journey . Give the students the opportunity to carry out the whole 
process from addressing questions to analyses and writing a report. This is imple-
mented in the survey project, which is the most comprehensive assessment item in 
the course. An example of how such a project is described to students is available at 
  http://bit.ly/gellerstedt_statistics     in the fi le: survey_project_happiness. The project 
starts with asking students to suggest interesting themes to be addressed in the sur-
vey. The theme should preferably be based on currently discussed questions in the 
news and current affairs. Examples from recent courses include: sleep disorder and 
fi nancial crises, personal fi nances, and happiness. In the second step, teachers con-
struct a poor questionnaire and students are required to suggest at least three 
improvements (rephrasing questions/alternative answers, adding crucial questions, 
etc.). Based on these suggestions, a somewhat better questionnaire is constructed 
(see questionnaire_happiness in   http://bit.ly/gellerstedt_statistics    ) and each student 
is asked to collect 10 completed surveys and enter the data in a ready-made coded 
template in IBM-SPSS, which is pooled into one single database by the teachers 
(takes roughly 1 h). During the fi rst survey project, we noticed that several students 
lost the “statistical focus” since they were unaccustomed to writing a quantitative report. 
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We received a lot of questions regarding structural issues, number of pages, head-
ings, font size, etc. In order to get students back into statistical focus, we decided to 
support students with a suggested report skeleton in the survey project, (see struc-
ture_report_happiness in   http://bit.ly/gellerstedt_statistics    ). Usually we try to 
include an established constructed index in the questionnaire, which gives us the 
possibility to discuss index-construction, reliability, and validity. 

  Don ’ t take data for granted . We try to discuss “operationalization” both before and 
as variables are identifi ed. For instance, during lectures students may receive a very 
open and rather vague question such as, “Is it a good idea to play music for a herd of 
cows?” Students must clarify the question (for example, to increase production, 
improve quality of milk, or support harmonic healthy cows), discuss potential vari-
ables (students are asked to fi nd both quantitative and qualitative variables), and dis-
cuss potential designs (observational study, cross-over study, randomized trial, etc.). 
Another example of a task for students is: “Assume that you gain access to Facebook 
log fi les—what kind of variables would you fi nd and what kind of questions could be 
addressed?” In this specifi c case, we could address ethical issues as well. 

  Have fun . It is easier to learn something if it is interesting and fun. Students are 
encouraged to occasionally focus on interesting and fun data sets, even if the appli-
cation in itself may fall outside the usual range of specifi c discipline contexts. We 
mix our business cases with statistical applications and data from various contexts 
such as wine, music, love, and happiness. If at least a part of our passion for statis-
tics can be spread across as many contexts as possible, it would help improve the 
prospects for effective learning. Using jokes can also strengthen the relationship 
between students and teachers, decrease stress, and sometimes statistical jokes actu-
ally include pedagogical aspects (Friedman et al.  2002 ).  

3.2     Use Real Data 

 In consolidating our teaching experiences, we agreed that the reason we fi nd statis-
tics interesting is because it helps us to understand reality. The magic happens when 
the statistical patterns are translated into the studied phenomena and answer 
addressed questions that may generate new interesting ideas. It may be hard to con-
vince students that for example, a telling graph describing a complex real-life phe-
nomenon could be equally esthetically appealing as a telling painting, photograph, 
or a piece of music which captures a part of our reality. However, in order to show 
at least a part of such beauty, we urge that, in contrary to the Swedish impressionist 
Zorn’s objects, statistical objects (data) should not be naked—data must be dressed 
properly, that is, with an interesting context. Some examples of our efforts to work 
with real data are:

•    Each year students help us collect answers to a number of questions using a sur-
vey project, usually with around 500–1,000 respondents per project. These data 
sets typically include interesting topics discussed in the latest news and include 
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various types of variables which allow descriptive statistics, inferential statistics, 
and sometimes also regression modeling. Students suggest the theme of the 
survey project, which increases the likelihood that students fi nd the data interest-
ing and engaging.  

•   We use the Internet for obtaining data. For instance, we used a site with cars for 
sale and downloaded information about cars such as price, age, and mileage for 
a specifi c brand. This is also a data set that we are using in several courses.  

•   We are using our own research data in courses.  
•   We also use data that we have gathered during statistical consulting.  
•   We have used the Internet resources for accessing secondary data sets.  
•   We have bought a data set. For example, a small fee is required for a data set 

including all real estate sold during 1 year in a municipality close to the univer-
sity. The small fee (around 200 euro) was well worth the data set, which we are 
using in our fi rst three courses for descriptive stats, inference, and multiple 
regression analyses. Even when the data start to get old, our experience is that it 
still leads to interesting questions to discuss with students, i.e., possibilities to 
extrapolate results, if patterns still hold, but on another price level.  

•   Sometimes, we need data for illustrating a specifi c point, and in such a situation 
we usually choose to simulate data, but it is still based on a real-life situations, 
i.e., realistic data, rather than real data.    

 It is also important to consider what we actually mean by real data? We must 
realize that the “real data” students fi rst and more frequently face is data outside the 
academic world (Gould  2010 ). For instance, we guess that the most commonly used 
data these days are “thumb up or thumb down,” “like”/“dislike” choices familiar 
from social media sites. To discuss the potential use of analyzing a person’s 
“thumbs-up/down-profi le” and what that could reveal about that person’s personal-
ity and interests is a good example of modern real data—a real context example. 

 Beyond using real data, we also believe that it is important to use real data in a 
genuine way, for instance, to discuss the potential use of the statistical analyses, 
deployment in an organization, the use of statistics for making decisions, or ethical 
considerations. As pointed out in the previous section, it is important that students 
are trained in converting statistical results and conclusions into a discussion and 
conclusion in terms of the actual application. We want teachers of our courses also 
to be active outside the academic world, working with statistical consultations and 
applied research. We believe that such experiences make it easier to illustrate that 
statistics are interesting and fun. In short, real data becomes more interesting if it is 
used in a real-life context.  

3.3     Focus on Conceptual Understanding and use Technology 

 Over the past two decades, we have gradually limited the use of mathematical formu-
lae to a minimum and instead focused on using statistical software. As a standard we 
use IBM-SPSS, which is commonly used software for applied statistics in Sweden. 
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However, we still have some formulae included in our lectures, since we believe that 
the mathematical formulae sometimes illustrate the statistical idea in a very compre-
hensible way. For instance, the standard form of calculating the standard deviation 
illustrates that variability can be measured by comparing each single observation to 
the mean. In fact, we also encourage the students to make this calculation manually, 
at least once, to get a hands-on feeling, but thereafter we recommend the use of soft-
ware and focus on understanding the result and how it could be used. 

 Regarding descriptive statistics, we always start with a lecture aiming at discussing 
descriptive statistics in general terms, i.e., statistics aiming at describing location, 
spread, and shape. We emphasize the meaning and use of the different statistical char-
acteristics of a data set, and the importance of not only focusing on location. At the 
next lecture, we continue by discussing commonly used corresponding measures. 

 When introducing hypothesis tests, we have chosen to start with the chi-square- 
test. In the fi rst course, when introducing a hypothesis test, the chi-square-test is 
actually the only test that we use, allowing us to focus on the philosophy of hypoth-
esis testing in general (we also discuss standard error for an average and a propor-
tion, but not formalized as tests). We do not demand that students should be able to 
calculate the test function manually, but we discuss the formula and emphasize the 
idea of comparing what we have observed in relation to what we expected, given the 
null-hypothesis. The formula actually captures this key idea, just as the formula for 
standard deviation illustrates that the distance between each observation and the 
mean could be used for measuring spread. 

 For the on-campus version of the course, we use oral examination as one manda-
tory assessment. In the beginning of the course, students receive roughly 30 ques-
tions, which cover essential parts of the course. We declare that on the oral 
examination students are expected to be able to answer any of these 30 questions. 
We demand that students fi nd their own examples for illustrating different concepts, 
such as “give your own example which describes the difference between a random-
ized trial and an observational study,” “explain with your own example how stan-
dard deviation could be interpreted and what it could be used for.” We do not accept 
examples from the textbook or examples found after some “googling”—we recommend 
students fi nd examples based on their own interests.  

3.4       Active Learning 

 When discussing learning styles,  active  learning is often related to “learning by 
doing” and includes working in a group. An alternative learning style is  refl ective  
characterized by learning by thinking things through, preferably working alone or 
with a colleague or friend. Since the teachers in the course have a background in 
mathematical statistics and have preferences towards refl ective learning (and, 
frankly, disliked group work as students), the ideas of active learning have been 
discussed intensively. However, there may be a natural difference in teaching a class 
for future mathematical statisticians compared to a class of business administration 
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students who must be able to apply statistics. We agreed that active learning, as 
suggested by both GAISE (recommendation 4) and “the seven principles” (iv) was 
a good choice for our course. We also believe that the principles i–ii, communication 
student–student and students–faculty, are important for active learning. 

 We also agree that learning is not a spectator sport. Active learning means essen-
tially that students, in some sense, must let learning be a part of them and their daily 
life. We want our students to write about statistics, to talk about statistics, and we 
actually want students to “live with statistics,” i.e., relate statistics to their experi-
ences, interests, and daily life. The question is how? We struggled, and are still 
struggling, with the question of whether we should let the students work in a group 
or not, to solve assignments, and deliver assessments in a group or not (see the sec-
tion about our evaluations for further discussion). We do not believe that working in 
a group is a necessity for active learning. We also believe that it is a question of 
when group work is initiated. For some students, it would be appropriate to start 
group discussions directly from the beginning and together discuss and learn during 
the course, while for some students, those with preferences to refl ective learning, a 
group discussion is perhaps valuable after a period of individual studies where a 
student can think things through. As described in the previous section, students on 
our campus course work together and deliver assessments together, while our online 
students are not placed in groups; they could still help each other, for example via 
the discussion board, but they must deliver assessment items individually. 

 The most important strategies we use for encouraging active learning are: 

  Write ,  read, and speak statistics ,  make yourself understandable ,  practice as a hand-
icraft, and go for the whole journey . The strategies used for statistical literacy and 
statistical thinking described above actually go hand in hand with the ideas of active 
learning. Our assessments: IBM-SPSS-labs, an oral examination and a survey proj-
ect are essential components for active learning and we have tried to design the 
assignments in a way that supports the idea of “read, write, and speak statistics.” 

  Continuity . In order to support the idea that students should “live with statistics,” we 
believe in continuity. In order to avoid intensive studies at the end of the course, 
we divided all our courses into modules. Each module is described in study guide-
lines and is accompanied by a corresponding assessment. Regarding the fi rst two 
labs, the students have to answer roughly 50 “true/false statements.” Since they 
deliver their answers in a standardized format, correcting the assessments takes lit-
tle time, and the results together with a presentation of the correct answers with 
accompanying explanations is usually presented the day after the submission dead-
line of the assessment. In that way students receive prompt feedback and can com-
pare and discuss their answers. 

  Communication . We try to make the discussion board on our course homepage as 
active as possible and we fervently encourage its use. Normally, we ask students 
who email us questions to address the question on the course home page instead: 
“Hi, that was a really good question, which I believe is of common interest, could 
you please ask that question on the discussion board.” We have the policy to visit the 
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discussion board on a daily basis. On campus we offer specifi c hours as “open- door” 
when we are available at the offi ce for discussions. We also have booked computer 
labs, roughly 4–8 h a week, for our classes to use. It is not mandatory, and many of 
our students work with IBM-SPSS at home (it is free to download for our students), 
but approximately one third of our students use these lab hours. Two of these hours 
are supervised by teachers in the room, but we also usually take a stroll in the com-
puter rooms during the other hours—“surprise supervision.” 

  WRIB . Beyond the discussion board, we have introduced something we call a work-
related issue board (WRIB). On our course homepage, this discussion board is 
available for addressing questions, which may be out of the scope of the course. On 
this board students are welcome to start discussions and ask questions regarding 
statistical problems in their profession or related to statistical results presented in 
real life, newspapers, and TV. We welcome all kinds of problems, even if the ques-
tions are beyond the scope of the course. As an example, in the latest course we had 
questions regarding: construction of items in a survey, how to make quality accep-
tance control, and how to handle dropouts in a clinical trial. Our experiences so far 
are that it is really exciting for the teachers to discuss real-life problems, that it is 
positive that other students actually see that statistics are used in practice and in 
various fi elds, and that other participants actually face these problems. The WRIB 
and discussion board have proven to be important tools to create a sense of com-
munity among teachers and participants.  

3.5     The Use of Assessments 

 We regard our assessments mostly as learning objects. We also use our assessments 
for maintaining a good study pace and for engaging students to work continuously 
throughout the course. Our two IBM-SPSS labs focus on interpretation of results 
and the ability to choose appropriate statistical measures. The labs include self- 
guided instructions on how to use IBM-SPSS procedures, and students have to dis-
cuss the results and consider a total of 50 true-false statements, which are divided in 
10 groups with 5 statements per group. If a group of 5 statements is answered cor-
rectly, a student receives 1 point; if one of the fi ve statements is answered incor-
rectly a student receives 0.5 points, otherwise 0 points. Thus, the assessment can 
have a maximum of 10 points and at least 5 points are needed to pass. The correct 
answers with detailed explanations are presented on the course homepage the day 
after the deadline for delivering the answers. The students are encouraged to com-
pare the suggested solution to their own answers, and we stress that this is an impor-
tant learning activity. In this way students get immediate feedback. Even if a student 
fails the assessment, studying the solution may help a student increase understand-
ing and continue with the course. A lab reassessment is offered at the end of the 
course, after all deadlines for other assessments. There is also usually a discussion 
about the labs during the labs and also after the deadline on the discussion board of 
the course homepage. 
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 The course ends with the survey project, as described in Sect.  3.1 . In this project 
there are no available IBM-SPSS instructions, so students are left on their own. 
However, if they have technical questions regarding how to produce specifi c output 
such as graphs or tables, we offer guidance because we want the students to focus 
on statistical content and not spend too much time on technical issues.  

3.6     Explicit Instructions and Standardized Material 

 One important experience from one and a half decades of distance education is the 
importance of explicit guidelines and structure. The highly standardized concept we 
have used in online settings is also used on campus. Some examples of our struc-
tural ideas: 

  Modules : For supporting a continuous, uniform study pace, we have divided all our 
courses into three to fi ve modules. In each module a study guide describes: theoreti-
cal content, keywords, mandatory assignments, study advices, links to pre- recorded 
lectures, and deadlines. 

  Standardization and time limits . All our produced documents have the same layout 
in all of our courses. We also provide templates for students to use when answering 
assignments. We have explicit deadlines, which are not negotiable, and if an assign-
ment is delivered late, it will not be corrected. At the beginning of the course, a 
general document including explicit course instructions that explain all details and 
“game rules” is made available. This kind of standardization has helped us optimize 
the budget of the course and ensures that we use as much time as possible for teach-
ing and as little time as possible for administration. 

  Standardized pre - recorded lectures : We try to implement standardization in all 
types of productions. The standard of our pre-recorded lectures has increased over 
the years. However, when designing the new courses in applied statistics, we decided 
to adopt a more standardized concept. Each pre-recorded lecture starts with a 1-min 
introduction—presenting an overview of the lecture. In all the videos the teacher 
also welcomes the students and toasts them with a cup of coffee saying “cup a cup” 
as a gimmick for supporting our informal teaching style that is recognized in each 
video. The idea is to create the feeling of a personal meeting by “taking a cup of 
coffee with the teacher and learning some stats.” At the end of the video, the content 
is wrapped up and once again the cup of coffee is used. If you want to be welcomed 
by “cup a cup,” please see   http://bit.ly/gellerstedt_video_mreg    . 

  Time aspects . In the course information, we explicitly declare our time policy and 
what students should expect, for example, “respect deadlines, late assignments will 
not be considered,” “our aim is to respond to e-mails within 24-h.” 

  Expectations : We try to communicate in the study guidelines exactly what we 
expect from students. As previously stated, we also use templates as a report skel-
eton, as the recommended way of reporting the survey. Furthermore, we usually 
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publish a report produced from previous courses, a report graded as pass with honor, 
as one good exemplar, corresponding to principle vi. 

  Dynamic communication : To get students to interact with each other is often pointed 
out as a crucial success factor in distance education (Conrad and Donaldson  2011 ). 
For supporting communication and active learning, we want to have communication 
that is as dynamic as possible. We attempt to visit the discussion board on a daily 
basis, even on weekends, such as Sunday afternoon, since we know that most of our 
online students are working and do much of their studies during the weekend. 
According to our experiences frequent visits and quick responses are essential for a 
lively and dynamic discussion. This also goes hand in hand with four (i–iv) of the 
seven principles for effective teaching. We have even noticed that it is important to 
start the discussion. Usually, some really active students guarantee this, but if not, 
we try to get the discussion rolling by starting discussion threads ourselves. We also 
frequently ask questions to address existing questions on the discussion board, 
instead of students sending us an email. Regarding the “WRIB” presented in 
Sect.  3.4 , we are planning to use some of the really interesting questions as a “start” 
in all our courses.  

3.7     Respect Diverse Talents and Ways of Learning 

 It is rather common in pedagogical research to recommend key success factors, 
which are important for supporting “students.” For instance, as mentioned in the 
previous section, in distance education, student interaction is pointed out as crucial, 
and both GAISE and the seven principles urge the use of active learning. Working 
in a group may be one way of supporting both student interaction and active learn-
ing. Nonetheless, we do not believe that this approach improves learning for all 
students. For instance, there may be a subpopulation of students who prefer to think 
things through on their own. In our online courses we know that a majority of the 
participants are working, some even full time, and maybe a collegial discussion at 
work would be more fruitful than working in a group with other students? Among 
the seven principles, the third recommendation is to “encourage active learning,” 
which we support as described above. However, we believe that we must also 
respect that some students may want to study in a more refl ective manner, and on 
their own, at least to start with before interacting with others. Ignoring such differ-
ences would indirectly imply contradictions between principle iii (encourage active 
learning) and principle vii (respect diversity). As it is now, we have chosen to 
encourage solving assessments in a group (maximum three students) in our campus 
version of the course, but on the online course we demand individual submissions, 
even if the students are allowed to cooperate. This choice was originally done for 
practical reasons, but according to our evaluations this may actually also have a 
pedagogical rationale as discussed in the next section. 

 Beyond the discussion about active vs. refl ective learning, students may also dif-
fer in learning style from many other perspectives. Some students like sequential 
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presentations, taking one step at a time and in the end understanding the whole 
picture, while other students prefer to get the whole picture fi rst and thereafter work 
with the details. Some students may like and learn best by doing practical explana-
tions, while some like conceptual models and abstract thinking better and others 
like visual presentations more than verbal and vice versa. In our production of pre- 
recorded lectures, we have tried to mix general lectures providing an overview with 
lectures that go into details. An idea that we have discussed to a great extent is the 
possibility to produce various study guides, meaning that a student could, for 
instance, choose between a sequential presentation or a presentation that starts with 
an overview and then continues with the details. 

 Another aspect of respecting diversity is related to different interests. As dis-
cussed previously, it is essential to use interesting cases and preferably real data for 
supporting learning. However, naturally all students do not share the exact same 
interests. In a course with business administration students, we guess that a large 
proportion of the students is, or should be, interested in business cases. Yet, there is 
certainly a mixture of other interests as well. Likewise, in an online course with 
elective students from various fi elds, the mixture of interests will be even greater. 
We try to satisfy different interest by:

•    Using real data from various fi elds.  
•   Using the “WRIB,” i.e., the discussion board, which is open to all kinds of statis-

tical questions—regardless of application.  
•   Students are asked to suggest themes for the survey project. It is rather common 

that students reach an agreement on an interesting theme via the discussion 
board. In order to support various interests, we sometimes add some questions 
that may seem to be very far from the theme. In the survey project we usually 
address three “research-questions” that should be analyzed. However, for sup-
porting various interests we allow students to change two of the three questions 
and address other ones based on their interests, and these questions may include 
the questions distant from the theme.      

4     Student and Learning Context: Evaluations 

 We have continuously evaluated the program developments by using various sources 
of information, and some of the experiences found in these evaluations are pre-
sented previously (Gellerstedt and Svensson  2010 ). In this section we will discuss 
some preliminary results from a survey delivered to students in our introductory 
course in applied statistics the autumn 2012, both on campus and online. The study 
included two questionnaires, the fi rst  pre - course - questionnaire  was delivered at the 
beginning of the course, during the fi rst week, and the second  post -course - 
questionnaire     was delivered after the course. The results are structured by using the 
3p-model that focuses on baseline characteristics (student presage), studying 
approaches and learning styles (process), and outcome (product). 
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 The on-campus group consists of students in a Bachelor program in business 
administration, referred to as “campus students” henceforth. For campus students, 
the course is mandatory and given at a full-time pace (duration of 5 weeks). The 
questionnaire was answered by 54 among 66 registered campus students (82 %). 
The second group, referred to as “online students” studied the course as an elective 
course given online, at part-time speed (10 weeks). In this group the response rate 
was 44 of 61 students (72 %). More details about the course are described in Sect.  2.2 . 

 The questionnaire was quite comprehensive and was designed to measure: demo-
graphical background, study intention, work experience, working situation, computer 
literacy, and attitude to the subject. The questionnaire also included psychological 
variables (self-effi cacy, procrastination, and locus of control), learning style, and 
study process. These variables are explained more in detail in the appendix. 

 The  post - course - questionnaire  was much shorter and focused on: attitudes to the 
subject, how the practical work was organized, interaction between theory and prac-
tical assignments, and pros and cons of working in a group. Finally, this question-
naire asked students if they found the course: diffi cult, interesting, useful, and 
enjoyable and if they “learned something” (each attribute was judged using the 
3-point scale: less/worse than expected, as expected, better/more than expected). 
36 of the 66 registered campus students and 26 of the 61 registered online students 
(43 %) responded to the post-course-questionnaire (54 % response rate). 

4.1     Different Populations of Students: Baseline 

 Teaching context should not just refl ect a teacher’s style; it should preferably be 
designed for all kinds of students. Yet, individual differences in background, learn-
ing goals, and learning styles are often ignored (Ford and Chen  2001 ). There may 
also be essential differences between different populations of students. We found 
some important differences when we compared the on-campus and online groups of 
students, see Table  1 .

   We found no difference in either gender or academic parents (academic mother 
and/or father), but online students were on average 11 years older, and as expected, 
they had longer working experience. A majority of online students were employed 
(20 % working part-time and 57 % working full time) which is consistent with a 
previous smaller study (20 % part-time 62 % full time, see Gellerstedt and Svensson 
 2010 ). Among campus students no one worked full time, but 65 % reported part- 
time work. 

 Among campus students 98 % thought that earning the credits for the course was 
important. Among online students only 77 % thought it was important to receive the 
credits for the course, even though there was no signifi cant difference in intention to 
do the examination. Among online students 82 % reported that they wanted to work 
with statistics and analyses in a future occupation, while the majority of the campus 
students responded “do not know” to this question. Among the online students work-
ing full time, 84 % reported that the course was useful for their present occupation. 
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We have, over the years, noticed that the written quantitative report (a fi nal examination 
task) is frequently of higher standard among online students, which may be explained 
by experience. 95 % of the online students reported experience with writing a report 
while the corresponding fi gure among campus students was 75 %. 

 We also asked some questions regarding attitudes to statistics, for example, if 
students believe that statistics is exciting (mean of 4.1 and 4.3 for campus and 
online, respectively, on a scale from 1 to 5,  t -test:  p  > 0.2) and useful (campus mean 
4.3 and online mean 4.7 on a scale from 1 to 5,  t -test:  p  = 0.024), which to our enjoy-
ment, showed high averages in both groups, but highest among online students. 

 In short, our online students were older, more experienced, not equally interested 
in the credits, and had to a high degree realized that statistics is exciting, useful, and 
a desirable ingredient in a future occupation. There were no signifi cant differences 
between student populations regarding the psychological variables: self-effi cacy, 
locus of control, and procrastination.  

4.2     Different Ways of Studying and Learning 

 One of our main interests in conducting this study was the learning style. As 
pointed out above, learning context should not only refl ect a teacher’s style. The 
way that courses and teaching context have changed over the years, and the way the 
program was designed, as described above, is different to the learning preferences 
of the teachers. The program is mainly developed by statisticians with a back-
ground in mathematical statistics, which is a discipline in which abstraction, think-
ing through, and individual refl ection tend to be more common than learning by 
working in groups. 

 We cannot say that the pedagogical strategies commonly used in undergraduate 
studies in mathematical statistics are erroneous, but we strongly believe that there 
is a major difference in teaching students whose main subject is in another area, 

   Table 1    Baseline characteristics by group,  p -values    from student’s  t -test or chi-square test   

 Variable  Statistic  Campus ( n  = 54)  Online ( n  = 44)   p -value 

 Gender  % Men/women  43/57  46/54  >0.20 
 Age  Mean (years)  23  34  <0.001 
 Work experience  Mean (years)  3.3  9.8  <0.001 
 Working now?  % No/part/full  35/65/0  23/20/57  <0.001 
 Academic parent(s)  % Yes/no  38/62  55/45   0.098 
 Credits important?  % Yes/no  98/2  77/23   0.001 
 Examination intention?  % Yes/no  98/2  98/2  >0.20 
 Working with stats 

in future? 
 % Yes/no/don’t know  21/21/58  82/9/9  <0.001 

 Experience writing report  % Yes/no  75/25  95/5   0.007 
 Index for “math easy, fun”  Mean (sd)  4.1 (0.7)  3.8 (0.9)  >0.20 
 Stat is exciting and useful  Mean (sd)  4.2 (0.6)  4.6 (0.7)   0.004 

Navigating in a New Pedagogical Landscape with an Introductory Course in Applied…



136

such as business administration, and who are supposed to be able to interpret and 
apply statistics in a future occupation, such as in a business situation, compared to 
students who intend to actually become statisticians. As mentioned previously, our 
courses have shifted from a high degree of mathematical abstraction and individual 
refl ection to a more learning by doing in-context. Based on course evaluations and 
discussions with students, we have seen that our design concept is appreciated, but 
we had not formally investigated learning styles before this survey. As seen in 
Table  2 , there are no signifi cant differences between campus and online students 
except for the fi rst dimension.

   It is interesting to note that campus students prefer an active learning style, while 
online students prefer refl ective. Even if a majority of online students are refl ective, 
there is around one third of these students who have a preference towards an active 
learning style, just as around one third of the on-campus students are refl ective 
while the majority have preferences towards an active learning style. On-campus 
students are encouraged to work in a group, but are allowed to work on their own as 
well. Among the on-campus students with a preference towards active learning only 
8 % choose to work on their own, compared to on-campus students with a prefer-
ence towards refl ective learning of which 29 % choose to work on their own 
( p  < 0.004, chi-square test). 

 Beyond the questionnaire delivered among students, four teachers (who are cur-
rently teaching or have been teaching in the course) were also asked to fi ll in the 
learning style questionnaire. All four teachers preferred refl ective, intuitive, verbal, 
and global learning styles. Interestingly enough, this is completely contrary to stu-
dent preferences, with the only exception that both teachers and online students are 
refl ective rather than active (fi rst dimension). 

 We are trying to support a deep and holistic approach for learning. We focus 
assignments on interpretation, concepts and the ability to put the statistical results 
in an applied context. Deep learning is partly driven by examination tasks (Svensson 
and Magnusson  2003 ; Ramsden  1992 ). However, we wanted to measure the 
approaches at the beginning of the course, before examination tasks had any major 
impact. And, interestingly, there was a difference between campus students and 
online students as seen in Table  3 . This is not surprising, since campus students 

   Table 2    Learning styles by group,  p -values based on chi-square test   

 Learning style dimension  Statistic  Campus ( n  = 54)  Online ( n  = 44)   p -value 

 Active vs. refl ective  % Act/Ref  68/32  34/66   0.001 
 Sensitive vs. intuitive  % Sen/Int  87/13  80/20  >0.20 
 Visual vs. verbal  % Vis/Verb  74/26  61/39   0.178 
 Sequential vs. global  % Seq/Glob  67/33  55/45  >0.20 

    Table 3    Study approach by group,  p -values corresponding to student’s  t -test   

 Study approach  Statistic  Campus ( n  = 54)  Online ( n  = 44)   p -value 

 Deep approach—index  Mean (sd)  34.0 (7.0)  40.5 (5.5)  <0.001 
 Surface approach—index  Mean (sd)  32.6 (6.4)  28.2 (6.8)   0.001 
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study statistics as a mandatory course included in their Bachelor’s program, while 
online students have applied for the course voluntarily.

   In summary, a majority of online students (two out of three) generally prefer a 
refl ective learning style while the situation is the other way around on-campus, 
where roughly two out of three students prefer more active learning. The dimension 
“sensitive vs. intuitive” is the dimension with the lowest degree of diversity, but still 
more than 14 % favor the least preferred style (intuitive). There is clearly diversity 
in a preferred learning style. The differences in study approach were expected since 
the campus course is delivered as a mandatory course while the online course is for 
volunteer students. We did some preliminary explorative analysis, which indicates 
that attitude towards statistics is related to study approach: students who fi nd the 
topic interesting and useful use a deeper approach than students with a less enthusi-
astic view of the topic.  

4.3     Attitudes and Outcomes 

 An evaluation of a course must be based on the learning objectives of the course. 
The learning objectives in our course are to achieve statistical literacy within the 
statistical content, to obtain basic skills in the statistical handicraft, and to learn to 
use statistical software (IBM-IBM-SPSS). Since our way of assessment as described 
in the previous sections are constructed to correspond to these learning objectives, 
we take the fi nal grade (not passing the course, passing, and passing with honor) as 
a reasonable measure of fulfi lling the learning objects. 

 This is consistent with several interesting studies on how a student’s success can 
be predicted, for instance by psychological factors or by using log fi les and data 
mining (for example, DeTure  2004 ; Minaei-Bidgoli et al.  2003 ). In such studies, 
successes are frequently measured by using the student’s fi nal grade of the course. 

 However, it may be important to also consider other possible manifestations of 
success than just the fi nal grade. In general, desirable outcomes of a course may 
include deep learning, independent learning, critical thinking, and lifelong learning 
attributes (Biggs  1989 ). It may be important to consider such attributes and how 
they correspond to learning objectives outlined in the course syllabus. 

 We have also discussed our underlying objectives with the design of our course 
(teaching and course context, described in Sect.  3 ). These underlying objectives 
include that students will fi nd studying statistics interesting, useful, and fun! We 
also hope that our course design encourages active learning and deep learning strat-
egies, which are not explicitly mentioned in the course syllabus, but which may be 
crucial for fulfi lling the learning objectives. 

 Furthermore, we want our students to use statistics in real life and we want them 
to continue to learn more statistics over time. We believe that positive attitudes 
towards statistics at least increase the chances to succeed with life-long attributes. 
In that perspective, it may be even more important than grades to measure attitudes 
towards the subject (and as described in the previous section learning style and 
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study approach). In our post-course questionnaire, we asked students if they found 
the course: interesting, useful, diffi cult, and enjoyable and if they “learned some-
thing” (each attribute was judged using the 3-point scale: less/worse than expected, 
as expected, better/more than expected) (Table  4 )   .

   Generally, it is pleasing to see that the proportions of “less/worse than expected” 
are small. 

 However, the subject is regarded as more diffi cult than expected by nearly 30 % 
of the on-campus students and roughly one fi fth of the online students. The fi ndings 
from the post-course-questionnaire must be interpreted carefully due to a low 
response rate, but the positive attitudes are supported by verbal (we have a verbal 
discussion with all on-campus students) and written (we ask all students, on- campus 
and online, to beyond standard course evaluations, send us feedback and sugges-
tions for improvements), where we can fi nd comments like: “Not as diffi cult as 
expected and it was even fun!”, “Surprisingly interesting and important”, “A true 
relief for me who is afraid of formulas”. Regarding our intentions with statistical 
literacy, active learning, and that we want our students to “live with statistics,” it is 
truly satisfying to frequently see comments similar to: “I cannot read a single news-
paper or watch the news without starting to raise statistical questions and hesitations 
regarding numerical statements and studies.” 

 We have done some preliminary exploratory analyses regarding the relationship 
between baseline conceptions and attitudes in the post-course-questionnaire. These 
analyses indicate a positive correlation, for example, students who at the start of the 
course had positive attitudes to statistics as being interesting, useful and fun to a 
high degree responded “more/better than expected” in the after course question-
naire. Eleven students responded that it was unimportant for them to earn the credits 
for the course. These were students with generally positive attitudes towards the 
subject and who studied simply because statistics was interesting. 

 The on-campus course had a high completion rate with only 8 % not passing the 
course; see Table  5  for details. In the online group we can see that 44 % of the stu-
dents did not complete the course. Around half of these students did not event start 
the course at all. The third column in Table  3 , illustrates the distribution of outcome 
if those who never started are excluded, and in this group we can see that the propor-
tion who did not pass was 29 %.

   Table 4    Attitudes after course, post-course-questionnaire   

 Proportions (%): less, worse than expected/as expected/more, better than expected 

 Question  Campus  Online   p -value (chi-square test) 
 Interesting?  3/47/50  4/15/81  0.033 
 Useful?  0/36/64  4/27/69  >0.20 
 Diffi cult?  6/64/31  27/54/19  0.056 
 Fun?  0/47/53  4/27/69  0.159 
 Learned something?  0/39/61  0/23/77  0.189 
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   Based on Table  5 , and the relatively high proportion of non-completers among 
online students, it is interesting to discuss if online teaching is a less effective way of 
delivering a course? To investigate this, requires reasons for non-completion. We did 
a follow-up study and via telephone interviews we interviewed 10 of the nonstarters. 
Out of these ten nonstarters, one of them did not understand the written instructions 
sent by ordinary mail, that is, did not understand how to register on the course 
homepage and download software, and one student had taken a similar course at 
another university. Among the remaining eight students all had an explanation based 
on external factors: moved to a new house, health problems, a new job, etc. We also 
interviewed 10 of the starters who did not complete the course. The explanations 
were similar, frequently referring to a lack of time due to unexpected external fac-
tors. In this latter group there may be an interview bias, but most of them wanted to 
register for the course again and complete it, indicating that external factors are 
reasonable explanations as opposed to reasons related to the course context. 

 Furthermore, we know from the questionnaire that the 14 online students who 
did not complete the course actually declared from the very beginning that earning 
the credits for the course was unimportant. Also, based on our questionnaire data we 
can see that among students who did not care about the credits, 64 % did not com-
plete the course. As pointed out above, these participants are to a high degree study-
ing for pleasure. They just want to follow the course without spending time on 
formal assessments. Naturally, it is nice to have such interested students enrolled, 
but since the fi nancial budget we receive from the government is partly dependent 
on the completion rate, this is fi nancially troublesome. However, if these 7 students 
are subtracted from the 14 non-completers, the fi gures start to be similar to the on- 
campus group. Furthermore, if we also observe that the proportion of “pass with 
honor” is greater among online students, we cannot say that there is any evidence 
regarding differences in teaching effectiveness according to our data. We have 
observed the same pattern over several years (see Gellerstedt and Svensson  2010 ), 
and learned how to include a drop-out rate in our budget. Finally, another important 
factor for explaining completion is employment. Among the students who work full 
time 40 % did not complete the course. The corresponding fi gure among the remain-
ing students is 4 %.  

    Table 5    Outcome and fi nal grade by study group   

 On-campus 
 N  (%)  Online  N  (%) 

 Online starters 
 N  (%) 

 Registered students  66 (100)  61 (100)  48 (100) 
 Never started the course at all  0 (0)  13 (21) 
 Started the course but didn’t complete  5 (8)  14 (23)  14 (29) 
 Passed the course after some reassessments  11 (17)  11 (18)  11 (23) 
 Passed the course without any reassessments  48 (73)  18 (30)  18 (38) 
 Passed the course with honor  2 (3)  5 (8)  5 (10) 
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4.4     Evaluations Raise Questions 

 To summarize some of the lessons, we have learned from the questionnaire study, we 
have considered the following questions as important in our future development:

•    “Students” should not be regarded as one homogenous population, but the ques-
tion is how to cope with diversity, including different learning styles?  

•   How can we increase deep leaning strategies, especially on mandatory courses?  
•   Success in terms of completion rate is high, but the proportion of pass with honor 

is low. How can we increase this proportion? We can also focus on improving the 
attitudes towards statistics.  

•   There are still rather high proportions of students who fi nd statistics more diffi -
cult than expected—who are these students and how can we support them?  

•   We have tried to design a course, which participants who work full time should 
also be able to follow. Nevertheless, around 40 % of the participants who work 
full time do not complete. What can be done?    

 Some of these issues are related to our ideas concerning future development, 
discussed in the next section.   

5     Future Development 

 In this section, we will discuss some ideas and issues in our planning for further 
progress. 

5.1     Using Log Data 

 A conventional teaching environment allows face-to-face interaction with students 
and provides the possibility to receive feedback and to study student progress. 
In online education, this informal face-to-face interaction must be replaced with 
digital interaction, which may not be equally rewarding socially, but has the advan-
tage that it automatically generates data in log fi les. Every e-mail, every click on the 
course home page, all downloads, submitted assignments, starting or responding to 
a thread on a discussion board, and so on, leave a digital footprint. This data explo-
sion provides many opportunities for analyses of all kinds. During the last decades, 
data mining techniques have become popular for examining log fi le data (Romero 
and Ventura  2007 ). Within the education fi eld, new frameworks called learning ana-
lytics and academic analytics have developed (Long and Siemens  2011 ). Learning 
analytics include methods for analyzing social networks, context analyses, adaptive 
systems, predicting success/failure, etc.: analyses of interest for learners and faculty 
and hence useful for Biggs classical 3-p model (Biggs  1989 ). This means that learning 
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analytics could be used for measuring and visualizing student (and teachers) activity. 
Examples include automatically sending a push mail for nonactive students, generating 
instructions and suggested activities based on previous activities, predicting results, 
and perhaps modeling learning style and learning progress. As an example, among 
our distance students, 42 % took part in the discussion board at least once. Among 
these students 21 % did not complete the course as compared to 32 % among stu-
dents who never took part in the discussion (but possibly read it). Among students 
who were active on the discussion board 74 % preferred a sequential learning style, 
while the corresponding fi gure was 40 % among the other students. 

 The fi eld of educational mining and learning analytics has shown many promis-
ing results. However, a drawback is that data mining tools are rather complex and 
demand more effort than a teacher might want to give, and future tools need to be 
more user-friendly with automatic analyses and visualizations (Romera et al.  2008 ). 

 This is consistent with our experiences that handling log fi les needs data manage-
ment and they are not easily analyzed. We have saved log fi les, but not yet related 
these fi les to the results from our questionnaire studies. Perhaps the next challenge 
for researchers is to develop systems that are easier to use, and can fi nd the most vital 
analyses among all possible analyses with a mountain of data. We also suggest 
developing indexes, such as a validated index for student activity and teachers’ activ-
ity on the LMS, which includes more informative variables than just the time spent 
on the LMS or number of visits, which are rather common measures used today. 

 Even if analysts and data mining researchers are optimistic regarding the poten-
tial with learning analytics, there is still a need for proofs of its pedagogical value. 
It might be questioned if abstract phenomena such as learning can be adequately 
measured by a small set of simple variables. Such apprehension may be justifi ed, 
but we believe that log fi les could be used jointly together with questionnaires, 
 self- assessments, and interviews.  

5.2     Triggering the Student and Teacher by Monitoring 

 Most of the learning analytics and data mining projects so far consider analyses made 
for and presented for educators, but it is suggested that analyses should be available 
also for the users (students) (Zorrilla et al.  2005 ). We plan to design some kind of 
barometers to be seen on the LMS. We know from evaluations that some students 
fi nd it diffi cult to grasp how active they are supposed to be, if they are doing enough 
and whether they are doing the right thing. One way would be to monitor all students’ 
activity with a student-activity index, and comment on each student’s index, for 
example “you are one of the 25 % most active students.” 

 Such an index must include relevant variables related to performance. The idea is 
that such an index should be displayed in real time and could act as a trigger for the 
students. A different example of a “monitoring trigger” situation is the monitoring of 
physical training activities such as on   http://www.funbeat.net/     . On this site a person 
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can add all of their workouts and compare themselves with friends (and even strang-
ers if desired), and hopefully be motivated to at least avoid being the laziest one. 
Maybe monitoring learning in real time could have the same energizing effect. 
Indeed, monitoring student activity is considered as one of the major predictors for 
effective teaching (Cotton  1998 ). 

 A student activity index is of course also valuable information for teachers, espe-
cially concerning online courses where dropouts are common. There are also other 
potential ways of measuring online achievement beyond log fi les. For instance, 
Bernard et al. ( 2007 ) suggested a 38-item questionnaire for predicting online learning 
achievement, which showed some predicting capacity, even if previous overall 
achievements according to the university records were a better predictor. There are 
also self-assessment tests available on the web for potential online students, aiming 
at measuring if online studies fi t the student’s circumstances, life-style, and educa-
tional needs:   http://www.ion.uillinois.edu/resources/tutorials/pedagogy/selfEval.asp    . 

 It would be an advantage if a monitoring system could be generic, that is, possi-
ble to implement regardless of which LMS is being used. A very interesting and 
promising study built a “watch dog” called Moodog implemented in the Moodle 
LMS (Zhang and Almeroth  2010 ). Moodog keeps track of students’ online activi-
ties and shows results with simple graphs. Furthermore, Moodog is able to auto-
matically send feedback and reminders to students based on their activities. This 
kind of “humble barking” from Moodog may infl uence both teachers and students 
to more effective learning, but that is a hypothesis which needs to be investigated. 
Also, the importance of teachers’ activity could be addressed. Our experience has 
demonstrated that the results in a course correlate to the amount of teacher activity. 
Certainly, increased student activity leads to increased teacher activity, and student 
activity is related to results.  

5.3     Adaptation and a “WRIB” 

 In this study we have confi rmed some differences between campus and online stu-
dents, for example that online students are more experienced and have more refl ec-
tive learning styles. However, this is only a generalization based on averages. Even 
if campus students on average are active, we noticed that roughly one third of the 
students had preferences towards refl ective learning. Similarly, regarding online 
students who are on average refl ective according to this study, around one out of 
three is active and perhaps would benefi t by working in a group. Several researchers 
in the fi eld of online education claim that interaction between students is the key to 
an effective online course (Conrad and Donaldson  2011 ). We do believe in high 
interactivity and it is stimulating when there are lively discussions on the course 
home page. However, we have some doubts regarding the frequently common 
advice that students should work in groups. Among our online students, around 
three out of four are working and may have logistical problems with working in a 
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group, especially if experience and workload varies among the members of the 
group. Consequently, the cooperation overload may not counterbalance the poten-
tial pedagogical benefi t. In the post-course-questionnaire, we asked the participants 
about their opinion regarding working in a group. The response alternatives were: 
“The increased learning outweighs the cooperative logistics”, “Increases learning, 
but does not outweigh the cooperative logistics”, “Would decrease learning”, and 
roughly one-third of the students chose each alternative. 

 As discussed here, traditional classroom teaching strategies have been refi ned 
and adjusted for online students according to the seven principles, but we believe 
that these principles may be adjusted somewhat for students who are also working. 
Presumably, working in a group would be benefi cial if the assignment could be 
applied at participants’ workplaces. We are planning to develop strategies for such 
work-integrated learning. Two years ago, we started to use a specifi c online discus-
sion forum called “WRIB”—work-related issues board as presented in Sect.  3.4 . 
Using the WRIB and discussion board are important tools to create a sense of 
community among teachers and participants. This might also be an opening for 
work- integrated learning in groups. In short, we believe that whether there is a peda-
gogical gain with working in a group or not depends on learning style, experience, 
and working situation. 

 We hope to fi nd ways of making it possible to make individual adaptations, and 
we are planning to offer an optional self-assessment test at the beginning of the 
course. If a campus student has an active learning style, the recommendation will be 
to work in a group. If an online student has an active learning style, we will as an 
option, offer contact with one or two other active students in order to start a discus-
sion group together, and if preferable, deliver assignments as a group. Nearly 80 % 
of our online students are working and 84 % of them reported that they have explicit 
use of statistics in their current profession. It would be benefi cial for learning to 
explore the possibility to fi nd effi cient ways of taking advantage of this situation and 
fi nd effi cient ways of work-integrated learning. For instance, we are discussing the 
possibility of implementing collegial recruitment where a person who applies for 
the course also recruits one or several colleagues, thereby creating the possibility to 
study in a group and possibly also to use work-related projects as examination tasks. 

 Beyond adaptation based on active vs. refl ective learning style, we have plans of 
offering different study guides based on learning style preferences. For instance, if 
a person is more sequential than global, a study guide would recommend a linear 
stepwise study plan in order to watch detailed pre-recorded lectures before the gen-
eral global content videos. For a student with a more global learning style, the study 
guide would recommend the opposite. We believe that a future challenge is to fi nd 
ways of individualizing teaching context, including study guidelines, pre-recorded 
lectures, examples, and Internet resources. Such individualization could be based on 
student characteristics such as demographical background, self-test assessment 
regarding learning style, theoretical background, and interest. 

 At present much research focuses on using electronic media for adaptation, per-
sonalizing course context (Franzoni and Assar  2009 ). In addition, it would be 
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interesting to design a study, which makes it possible to evidence base the potential 
gain of individualization and adaptation as discussed above. A potential criticism to 
the idea of adaptation based on student preferences is that it could hamper the devel-
opment of student characteristics. For instance, it is an advantage if you can handle 
all learning styles, when it is needed. So, if active students always receive study 
context adapted for active students, this learning style may be strengthened, but 
there will be no practice in being refl ective. Thus, there is a need for evidence-based 
research.   

6     Some Final Remarks 

 As pointed out in this chapter, the pedagogical landscape for statistical education 
has changed dramatically during the last few decades. Currently available guide-
lines and principles for effective teaching are useful and appreciated. Nevertheless, 
we call for more evaluations. To some extent, empirical evidence may confi rm ideas 
already known due to experience. However, we believe that confi rmation is also 
important and could be clarifying, and experience shows that even intuitively 
appealing ideas may turn out to be wrong. For example, as discussed in this chapter, 
a general recommendation such as encouraging active learning may be a valid rec-
ommendation for a large proportion of the students, but possibly not for all. It 
depends how the active learning is supported. Thus, to observe student diversity is 
important in future research. There are many studies performed, but not many ran-
domized trials, and there appears to be a lack of meta-analyses confi rming guide-
lines and principles. Just as “evidence-based medicine” is applied in health care or 
“business intelligence” in business, we believe that it is time for evidence-based 
education. As discussed, there may also be great potential with learning analytics 
and using online data and evaluations in real time. We are certainly in an era when 
educators have access to an ocean of data, and we believe that surfi ng the waves to 
navigate this vast information can be stimulating, gainful, and important for improv-
ing education. Working with pedagogical improvements is stimulating, and evalua-
tions are a valuable tool, not only for confi rming ideas, but for generating new 
insights and raising new questions as well. To summarize our experiences with 
pedagogical development and evaluations, we would like to use the old expression 
and state that we are “still confused but on a higher level.”  

7    Note 

 Developed from a paper presented at Seventh Australian Conference on Teaching 
Statistics, July 2010, Perth, Australia. 

 This chapter is refereed.      
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    Appendix 

 Description of variables used in questionnaire. 
 Psychological variables

•     Self - effi cacy : A 10-item (each item: 4-point scale) psychometric scale designed 
to assess optimistic self-beliefs (   Schwarzer and Jerusalem  1995 ) and gives a 
score from 10 (low self-effi cacy) to maximum 40.  

•    Academic Locus of control  ( LOC ): A 28-true/false-item scale, resulting score 
from 0 to 28. Low scores indicating external orientation, high scores internal 
orientation. This scale is designed to assess beliefs in personal control regarding 
academic outcomes. An illustrative example of a question is: “I sometimes feel 
that there is nothing I could do to improve my situation”—a yes answer would 
indicate external control whereas a no would indicate internal control. The scale 
has been shown to be valid and reliable (Trice  1985 ).  

•    Procrastination : A 20-item (5 pointed scale for each item), resulting in a score 
from 20 (low procrastination) to 100 (maximum procrastination). The scale is 
shown to have high reliability alpha of 0.87 (Lay  1986 )    

 Learning style

•     Learning styles : 48 dichotomous questions. The Felder–Silverman model (Felder 
and Silverman  1988 ; Felder and Soloman  2012 ; Felder and Spurlin  2005 ) classi-
fi es students as having preference to either of two categories in each of the fol-
lowing four dimensions):

 –     Active  (learn by doing, like working in groups) or  refl ective  (learn by thinking 
things through, prefer working alone or with acquainted partner)  

 –    Sensing  (concrete, practical, like facts/procedures) or  intuitive  (conceptual, 
innovative, like theories/models)  

 –    Visual  (like visualization pictures/graphs) or  verbal  (like written/spoken 
explanations)  

 –    Sequential  (learning in small steps, linear thinking process) or  global  (holistic, 
learning in large leaps)       

 Study process

•     Study process : 22 items (5-point scale). The questionnaire results in: deep 
approach index and surface approach index (score from 11 to 55, higher score 
indicates high degree of approach). Both index could be divided into sub-indexes 
measuring motive and strategy for deep and surface approach, respectively 
(Biggs et al  2001 ).      
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    Abstract     The realities of large fi rst year service courses add substantially to the 
challenges of creating an environment conducive to learning. Given the increased 
understanding of the importance of context in Statistics education, discipline rele-
vance is a key consideration in designing effective and engaging curriculum. 
However, students enter university with increasingly diverse levels of competency 
in quantitative subjects, and a survey conducted in the fi rst week of teaching typi-
cally reveals negative perceptions of Mathematics, and by extension of Statistics, 
tempered with anxiety about quantitative subjects in general. We present strategies 
to overcome some of these challenges in relation to a quantitative methods course 
for fi rst year Business students. Analysis of a follow-up survey at the end of the 
course reveals a positive shift in students’ attitudes and improvement in student suc-
cess in the course.  

  Keywords     Maths anxiety   •   Large fi rst year classes   •   Service teaching  

1         Introduction 

 Life Sciences and Business programs typically include some form of Statistics 
among fi rst year courses to equip students with the quantitative skills they need. 
These courses are often part of a service teaching arrangement with content delivered 
by an academic from a discipline outside that of the students. Such an arrangement 
can introduce tensions between teaching Statistics as a discipline in its own right, or 
as ‘methodology serving some other fi eld’ Moore ( 2005 ). From our own experience, 

      The  Golden Arches : An Approach to Teaching 
Statistics in a First-Year University Service 
Course 

                Małgorzata     Wiktoria     Korolkiewicz      and     Belinda     Ann     Chiera    

        M.  W.   Korolkiewicz      (*) •    B.  A.   Chiera      
  School of Information Technology and Mathematical Sciences ,  University of South Australia , 
  City West Campus ,  Adelaide ,  SA   5001 ,  Australia   
 e-mail: malgorzata.korolkiewicz@unisa.edu.au; Belinda.Chiera@unisa.edu.au  

mailto:malgorzata.korolkiewicz@unisa.edu.au
mailto:Belinda.Chiera@unisa.edu.au


150

there is also a tendency to fi ll service courses with everything students ‘should know’ 
whether they are ready for it or not. Larger than average classes tend to be taught in 
traditional lecture theatres and include diverse groups of students, many of whom 
perceive the subject matter as ‘boring’ and ‘not used outside of the classroom’. The 
majority of students undertake these courses only because they are compulsory and 
will at best be ‘occasional users’ of Statistics Nicholls ( 2001 ). 

 Another important aspect is the diversity in students’ backgrounds and life expe-
riences, coupled with varied levels of competency and ability in quantitative sub-
jects. Students at our institution are likely to study part-time and have work and 
family commitments, which provide a signifi cant challenge to succeeding at univer-
sity Scutter et al. ( 2011 ). Among the school leavers, there are students with advanced 
Mathematics subjects in Year 12 (fi nal year of High School), but also many with no 
Year 12, or even Year 11 Mathematics. Even if students enter university with Year 
12 Mathematics, they often report not having enjoyed the experience or having 
achieved particularly good results. On the other hand, mature-age students, who 
may have been away from study for many years, worry they will not be able to keep 
up. Consequently, fi rst year service courses in Mathematics and Statistics carry the 
stigma of high fail rates, poor student engagement and poor student evaluations of 
teaching. Under these circumstances, creating a learning environment for students, 
in which they can engage with and reinterpret Statistics as personally meaningful 
knowledge, and a tool for use in professional and individual life, is one of the key 
challenges Gordon ( 2004 ). 

 Discipline relevance and diversity of students’ backgrounds are indeed an issue, 
but they often mask a deeper problem of students’ maths anxiety Preis and Biggs 
( 2001 ). A recent study by Lyons and Beilock ( 2012 ) suggests that when anticipating 
a mathematical task, for example receiving a maths textbook or realising a certain 
number of maths classes will have to be taken to meet the requirements for gradua-
tion, people with higher levels of maths anxiety experience brain activity in regions 
associated with threats and pain. The study relied on modern magnetic resonance 
imaging and the subjects had previously been identifi ed as either ‘high maths anxiety’ 
or ‘low maths anxiety’. However, the authors noted that this effect was absent when 
their study subjects were actually performing a maths task. Whether or not the fi nd-
ings have cross-cultural validity, given that the experiment was conducted at a North 
American university, the study nonetheless suggests another explanation for the 
attitudes towards Mathematics and Statistics observed in our students. Confronted 
with having to take a maths subject, many students appear to want to postpone it for 
as long as their degree structure will allow, or otherwise enter the classroom with at 
least some level of apprehension. This effect is particularly noticeable in service 
courses. What can we then, as university teachers, do to get our students over the 
invisible barrier between anticipating an unpleasant ‘maths’ experience and actually 
doing the tasks? 

 In this chapter we present an approach we call  The Golden Arches of Teaching 
and Learning  which aims to overcome some of the challenges of service teaching in 
the context of a fi rst-year quantitative methods course that includes a selection of 
introductory Statistics topics. We follow with a prior perception analysis based on 
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an anonymous survey conducted in the fi rst week of teaching. The survey is used to 
explore students’ perceptions of Mathematics, and by extension, Statistics. 

 A recurring theme arising from successive administration of the survey centres 
on negative perceptions of Mathematics and Statistics, tempered with feelings of 
inadequacy and a lack of confi dence in quantitative subjects in general. We close by 
presenting results of an end-of-semester analysis where comments from student 
evaluations are used to gauge the merits of our approach. The effi cacy of  The Golden 
Arches of Teaching and Learning  is supported with results showing a greater satis-
faction and a positive shift in attitudes towards Mathematics and Statistics and its 
role in both everyday and professional life.  

2     The  Golden Arches : Teaching Strategies for Learning 

 Students expect service courses, particularly those of a quantitative nature, to offer 
concepts and number-crunching tasks ‘foreign’ to them and ‘irrelevant’ to their 
degree and future career. Revising these assumptions is often diffi cult. Thus how the 
subject is taught is an important component and often requires teaching staff to 
adjust their own perceptions of service teaching as well. Beyond relevance, student 
evaluation surveys identify the main reasons underlying student dissatisfaction and 
anxiety about quantitative service courses to be course organisation, clarity and 
consistency of guidelines and feedback, and availability of support resources for 
students as learners (Nankervis  2008 ). Addressing these issues is particularly chal-
lenging in larger courses, which in our case translates into enrolment sizes between 
400 and 600 students per semester. 

  The Golden Arches of Teaching and Learning  (Fig.  1 ) have been developed to 
embody our perspectives on delivering a fi rst-year quantitative service course and 
achieving ‘success’. When viewed from a teaching perspective, we defi ne success 
as student satisfaction and higher pass rates. From the student perspective however, 
success could simply represent passing the course with an added although possibly 
unexpected bonus of an enjoyable and relevant learning experience. The use of the 
phrase  Golden Arches  is in honour of a real-life example of the McDonald’s 

Teaching Learning

overcome perceptions 
of (service)  teaching

overcome negative
perceptions/lack of

confidence

Successful 
Outcome

  Fig. 1     The Golden Arches of Teaching and Learning        
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corporation used in lecture material, in one of many attempts to address student 
requests for topical relevance.

   More specifi cally,  The Golden Arches of Teaching and Learning  are used to 
express the gap in perceptions of both teacher and learner, when aimed at a common 
focus. That is, the teacher often forgets the perspective of the student, usually for the 
reason they are now well-practised in the subject, whereas the student is often grap-
pling with issues of comprehension, anxiety towards quantitative subjects and a lack 
of confi dence in their own capabilities. By the same token, the student sees the 
subject as uninteresting yet challenging, delivered by a potentially unapproachable 
teacher who is perhaps incorrectly seen as a fount of effortless wisdom. In addition, 
when the student is not supported in their learning, such distorted comparisons are 
reinforced and may result in the student preventing themselves from achieving their 
own successful outcome. 

 An aid to bridging the gap between the two arches is a deeper understanding of 
the nature of maths anxiety and, by extension, reasons for student disinterest in the 
subject. There appear to be two clear barriers to retaining student engagement 
Thompson et al. ( 2012 ): procedural understanding, that is the fundamental analysis 
skills required to navigate through quantitative content; and contextual understand-
ing, when a student needs to communicate the results of a quantitative analysis in 
non-specialist terms. 

 From the teaching perspective, the realisation and, most importantly, acceptance 
that a fi rst-year service course is distinct from a fi rst-year course within the teacher’s 
own discipline, is a fi rst step towards achieving a successful outcome as embodied 
in Fig.  1 . In practical terms, we advocate:

•    Creating and/or building upon a foundation of good course design that refl ect the 
challenges of service teaching.  

•   Providing a solid structure of all aspects of the course.  
•   Reviewing the ‘big picture’ weekly to anchor the current topic within the overall 

course structure.  
•   Introducing real-life/realistic case studies to provide topic context.  
•   Recognising lack of confi dence and general anxiety as likely reasons for negative 

perceptions students have of quantitative subjects.  
•   Removing the sense of remoteness between teacher and student by showing a 

genuine interest in the students’ progress.    

 From the learning perspective, the emphasis is on gaining student trust, facilitat-
ing engagement, consolidation of knowledge and providing ongoing support. More 
specifi cally, we focus on:

•    Creating, through energy and enthusiasm, a relaxed atmosphere conducive to 
learning.  

•   Having a ‘conversation’ with students in a lecture as opposed to lecturing at 
them.  

•   Being an easily accessible source of trust and confi dence both in-person and 
online.  
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•   Relating subject material to students’ current life-stage (e.g. Smarties as data, 
analysing review distributions on iTunes and Amazon.com).  

•   Using discussion-provoking relevant real-life examples in audio–visual format.  
•   In-class exercises requiring student input and participation.  
•   Regular friendly reminders of opportunities for online and in-person help.    

 The discussion that follows is informed by an analysis of student questionnaire 
data collected after the above principles were implemented in a fi rst-year quantita-
tive methods course for Business students. In many respects,  The Golden Arches of 
Teaching and Learning  represents generally accepted tenets of good teaching. 
However, compared to a ‘traditional’ approach for designing an introductory course 
with Statistics content, our implementation of the  Golden Arches  is based on a sub-
tle shift in emphasis which ultimately impacts positively on course delivery. 
Specifi cally, there is a deliberate shift away from Statistics and Mathematics content 
as perceived by discipline experts. Instead, more emphasis is placed on Business as 
well as other real-life situations in which Statistics and Mathematics can provide 
means of analysis or help identify effective solutions. In other words, the course 
becomes explicitly focused on the use of quantitative tools to answer questions of 
interest to students both as people and as future business professionals. We con-
sciously move away from presenting material that appears to be about ‘mathemati-
cal’ tasks with no direct connection to ‘real life’, which we fi nd to be a source of 
anxiety for many students. As will be shown next, this change in emphasis, coupled 
with varied and easily accessible learning support provided by dedicated teaching 
staff, has led to outcomes for students that were more positive than they would have 
otherwise expected.  

3     Prior Perception Analysis 

 To gauge student attitudes, expectations and perceived abilities prior to the com-
mencement of study, an anonymous and voluntary survey— The Maths Anxiety 
Survey —is administered in the fi rst week of the course. We call it a ‘Maths’ survey, 
as we believe that students generally enter university without much awareness or 
understanding of distinction between Mathematics and modern Statistics. The sur-
vey, administered to three different student cohorts over three semesters, originally 
consisted of nine 5-point Likert-scaled items for quantitative analysis ranging from 
 Strongly Disagree  to  Strongly Agree , interspersed with open-ended questions for 
qualitative analysis which will be discussed fi rst. 

 A summative-based content analysis of responses to the fi rst open-ended question 
was performed which involved the two authors independently identifying, coding 
and categorising themes from student responses. Interpretations were compared to 
reach a consensus on the set of codes to use. When responses included several dif-
ferent aspects, the responses were subdivided into distinct ‘explanatory units’, which 
were coded according to themes derived from author agreed-upon interpretations. 
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 The fi rst of the open-ended questions within the survey,  If you tend to zone out in 
maths classes why is it? What could be done to help you stay motivated?  was asked 
to understand in the students’ own words, the issues concerning lack of student 
engagement in maths. The responses fell broadly into two distinct categories: stu-
dents who felt positive or ambivalent towards taking a maths subject versus those 
who voiced concerns. For those students who expressed a generally positive attitude 
towards maths, the following categories were identifi ed, as shown in Fig.  2 .

   These results indicate that although it may be generally assumed Mathematics is 
not of interest to students as it is outside of their own discipline; there are still a 
number of students who look forward to taking a maths subject. Even so, it is not 
necessarily clear to the students that Mathematics will be of use to their chosen 
program of study. 

 In contrast, when examining the so-called negative responses (Fig.  3 ) lack of 
understanding and the perceived dryness of Mathematics are principal reasons 
behind ‘zoning out’ in class. It is interesting that in this case there is a marked dif-
ference between cohort responses—Cohorts 1 and 3 are predominantly similar in 
their responses however Cohort 2 stands apart in their perception of why they zone 
out (Fig.  3 ). Further investigation of the individual cohorts revealed that students 
who were enrolled in programs which obviously aligned to Mathematics (e.g. 
Commerce, Applied Finance) formed the bulk of Cohorts 1 and 3, whereas students 
in programs with tenuous connections to Mathematics (e.g. Tourism and Event 
Management, Human Resource Management) as well as respondents repeating the 
subject, tend to form the core of Cohort 2.

   When asked what might help them stay motivated (Fig.  4 ), there was again a 
distinction between cohorts. Given the background of the students enrolled in 
Cohort 2, it is understandable why they believe it would be benefi cial to have topics 
clearly explained in a step-by-step format (20 out 114 coded units), more examples 
and non-typical stimuli such as Audio and/or Visual teaching aids (11 out of 114 
coded units). Interestingly, all cohorts noted the need to make the subject relevant to 
‘real life’ (22 out of 114 coded units) and opportunities to interact with teachers and 
fellow students in class (20 out of 114 coded units) as best and most commonly 

Open to Learning

Loves Maths Challenge

Confident in Own Ability

Not Boring
 but Not Useful/Difficult

Interested in Maths

Frequency

0 2 4 6 8 10 12 14

  Fig. 2    Categories of prior perceptions (positive). The total sample size for all coded units is 23       
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Miscellaneous

Too Fast

Over Lengthy Explanations

Confused/Stuck

Don't Understand

Boring/Dry Subject

0% 25% 50% 75% 100%

Cohort Cohort 1 Cohort 2 Cohort 3

  Fig. 3    Categories of prior perceptions (negative) regarding the behaviour of ‘zoning out’. The 
total sample size for all coded units is 140       
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  Fig. 4    Student suggestions to avoid ‘zoning out’. The total sample size for all coded units is 114       
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cited solutions. Therefore, it seems that based on students’ past experiences with 
maths, content and how it is taught is what matters most.

   Since  I just fi nd it boring  is a recurring sentiment, we asked a second open-ended 
question in the survey:  If you fi nd maths boring why do you think that is? What 
could be done to help you stay motivated?  A lack of understanding seems to be the 
main reason behind student disengagement (28 % of total number of coded units) 
although an absence of relevance or general disinterest is also commonly cited 
(17 and 13 % of total number of coded units, respectively). As one student put it, 
maths is  just numbers and formulas and rules to follow , which, according to another 
student, are  getting repeated over and over . From the responses per cohort (Fig.  5 ), 
some differences between the groups are revealed.

   In particular, Cohort 3 feels the most strongly about the irrelevance of 
Mathematics, tempered with a lack of understanding of the topic which is seen as 
abstract and/or complicated. Cohorts 1 and 2 provide largely similar responses, 
with the exception of Cohort 1 who more often cite repetitiveness whilst Cohort 2 
is the least concerned with understanding the subject matter. Both of these groups 
are not overly concerned with the relevance of the course to their program of study. 
Finally, all cohorts agree equally that the subject is  Not Boring but Diffi cult . 

Not Boring but Difficult

Abstract/Complicated

Repetitive

Just Numbers/Equations

Simply Not Interested

Irrelevant/Not Useful

Don't Understand

0% 25% 50% 75% 100%

Cohort Cohort 1 Cohort 2 Cohort 3

  Fig. 5    Categories of prior perceptions for fi nding maths boring. The total sample size for all coded 
units is 116       
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Overall, the results seem to indicate many students come to university with a largely 
procedural knowledge of Mathematics without much conceptual understanding. 

 Interestingly, while some students may cite repetitiveness as the reason they 
‘zone out’ or fi nd maths boring, for others clear step-by-step instructions and prac-
tice exercises are means of becoming motivated (Fig.  6 ). This suggests a lack of 
understanding as the main reason behind maths anxiety, with repetitiveness as a way 
to cope or master the content that is perceived purely as a collection of number rules 
and formulae without much use outside of the classroom. Nonetheless, relevance to 
‘real life’ and making the subject matter interesting are most commonly quoted as 
ways to promote interest (24 out of 78 coded units in both cases).

   To complement the results of the content analysis, we analysed the quantitative 
responses to the 5-point Likert-scaled questions. Originally, the quantitative com-
ponent of the survey consisted of nine questions (items); however, one of these 
questions was modifi ed during the latter end of the study. For this reason, in what 
follows we will analyse only the eight questions that were consistently asked 
throughout the study. 

 The Maths Anxiety Survey results, broken down by survey question and cohort, 
are summarised in Fig.  7 . The percentages of respondents who agree with each 
statement are shown to the right of the zero line; the percentages of respondents who 

Teaching Style

Variety

Good Teaching

Make it Interesting/Fun

Make it Relevant to Real Life

0% 25% 50% 75% 100%

Cohort Cohort 1 Cohort 2 Cohort 3

  Fig. 6    Student suggestions to help overcome boredom associated with maths. The total sample 
size for all coded units is 78       
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disagree are shown to the left. The percentages for respondents who neither agreed 
nor disagreed have been suppressed.

   For all three cohorts, the proportion of respondents who agreed with the state-
ments is, with one exception, much lower than the proportion of respondents who 
disagreed. This indicates relatively low levels of anxiety with regard to maths over-
all, at least in relation to the dimensions explored by the current survey. The highest 
level of disagreement corresponds to the statement  I just don’t understand maths , 
suggesting reasonably high levels of confi dence with maths, at least as it has been 
experienced by students thus far. 

 In contrast, the strongest agreement in Fig.  7  corresponds to the statement 
 I understand it now, but worry it will become diffi cult later , indicating a degree of 
apprehension about the upcoming tasks and perhaps also some feelings of inade-
quacy when it comes to maths. For the two statements  I am stressed about taking a 
maths subject  and  I am afraid I will not be able to keep up with this subject , there is 
an approximately equal degree of agreement and disagreement. Comparing 
responses by cohort reveals that Cohort 3 students were most likely to admit to 
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  Fig. 7    Student responses to the eight survey questions represented as a divergent bar graph. The 
responses to the ‘Neutral’ category have been suppressed       
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zoning out and to have chosen ‘Neutral’ in response to  I understand maths now, but 
worry it will become diffi cult later . Overall, however, there appears to be little dif-
ference in responses given by the three student cohorts. 

 Chi-square tests were performed in Minitab for each question to formally estab-
lish whether there was a signifi cant association between student responses and stu-
dent cohort. For all but one survey question, the hypothesis of independence could 
not be rejected at 1, 5 or 10 % confi dence levels. The only statistically signifi cant 
result was obtained for the statement  I understand maths now, but worry it will 
become diffi cult later  (chi-square statistic  χ   2   = 17.046, df = 8,  P -value = 0.03). The 
largest contribution to the chi-square statistic came from the greater than expected 
number of ‘Neutral’ responses by Cohort 3, thus confi rming the observation made 
earlier based on Fig.  7 . 

 We have also investigated each student cohort using Exploratory Factor Analysis 
to obtain further insights into students’ attitudes towards studying maths. An advan-
tage of analysing the data per cohort is that we are in one sense validating the 
robustness of not only the factor solution, but also the applicability of the  Golden 
Arches  methodology to each group of students. Note that no transformations were 
applied to the data as the Skewness and Kurtosis statistics fell comfortably within 
the recommended range of +2 to −2 in each case, indicating no severe departures 
from Normality Hair et al. ( 1998 ). 

 Rudimentary statistics of the responses broken down by cohort are given in 
Table  1 , including the values obtained for the Cronbach alpha test and the correla-
tion matrix determinant test. Note that list-wise deletion was used in the case of 
missing values and that the sample sizes (n) reported in Table  1  refl ect the number 
of complete cases per cohort.

   We can see from Table  1  that all sample sizes are suffi ciently large for factor 
analysis, in that each passes the dimension test requiring at least 20 observations per 
item Field ( 2009 ). The Cronbach alpha statistics range from 0.73 to 0.86, suggest-
ing good internal consistency in the student responses in each round of the survey. 
It should also be noted that all inter-item correlations fell between 0.3 and 0.8 (not 
shown here, for space considerations) indicating that all items measured the same 
underlying characteristic Nunnally and Bernstein ( 1994 ). 

 Since Exploratory Factor Analysis generally relies on estimating factors from a 
correlation matrix of the data, we checked the correlation matrices for each cohort 
fi rstly for multicollinearity (Correlation Matrix Determinant in Table  1 ). All corre-
lation matrix determinants were well above the minimum threshold of 1e-05 Field 
( 2009 ), with the lowest at 0.040. We also examined the relevant statistics for 

      Table 1    Summary of rudimentary factor analysis statistics   

 Cohort   n   Cronbach alpha  Correlation matrix determinant  Bartlett’s test of sphericity 

 Cohort 1  312  0.73  0.257   χ  2  = 418.1,  P -value = 0 
 Cohort 2  231  0.83  0.089   χ  2  = 548.1,  P -value = 0 
 Cohort 3  219  0.86  0.040   χ  2  = 692.4,  P -value = 0 
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Bartlett’s test of sphericity which yielded a signifi cant P-value for each data set, 
indicating each correlation matrix was signifi cantly different to the Identity matrix 
(in which correlations between items would be strictly 0). The results of Bartlett’s 
test of sphericity indicate the existence of relationships between survey items in all 
cohorts Field ( 2009 ). The only preliminary concern were the Kaiser-Meyer-Olkin 
measure of sampling adequacy statistics for all cohorts, all of which were ‘misera-
ble’ at 0.5, which we note is exactly the minimum accepted value Kaiser ( 1974 ). 
As will be later demonstrated, although the KMO statistics for each cohort are 
minimally acceptable, there will be suffi cient communality in the fi nal factor 
solutions to warrant the factor analysis of the data. 

 Exploratory factor analyses were conducted in R with Principal Component esti-
mation and Varimax rotation for all cohorts. Scree plots for each cohort (not shown 
here for space considerations) were used as a guide for the number of factors to 
extract. Generally the scree plots indicated extracting between two and four factors. 
We ultimately selected three factors in each case. When arriving at this decision, we 
took into account the suggestion of the scree plots in conjunction with statistics as 
advised in Hair et al. ( 1998 ), including: (1) a minimum of 60 % cumulative percent-
age of variance explained by the proposed factor solution; (2) the interpretability of 
the factors (including cross-loadings); (3) an absolute upper limit on the number of 
factors extracted as one-third of the total number of items; and (4) the results of post 
hoc tests regarding the suitability of the proposed rotation method, as well as the 
size of the contribution of each factor item to the solution (communality). The 
results of the post hoc tests will be noted in due course in what follows. 

 The three factor solutions for the individual cohorts are presented in Tables  2 ,  3  
and  4 . In each case, the solutions explain 60 %, 67 % and 70 % of the variance in 
the data, respectively. Factor loadings less than 0.4 were considered non-signifi cant 
due to the sample sizes involved and labels for each factor were assigned to refl ect 
the items with the highest loading Hair et al. ( 1998 ).

     In each case there is a general consistency across the factor solutions with slight 
variation due to items moving between factors. The three themes arising from the 
factor solutions suggest  Apprehension, Feelings of Inadequacy  and  Zoning Out . 
The emergence of the  Apprehension  factor ties in with the results reported in Fig.  7  

   Table 2    Factors for Cohort 1   

 Survey question  Apprehension  Feelings of inadequacy  Zoning out 

 Stressed to take maths subject  0.41   0.60  
 Afraid to ask questions in maths class   0.50  
 Just don’t understand maths   0.82  
 Worry it will become diffi cult   0.65  
 Zone out in maths class   0.80  
 Don’t know how to study for maths tests   0.54   0.41 
 Clear in class, not when I go home   0.70  
 Afraid can’t keep up with the subject   0.76  

  Signifi cant loadings are in bold  
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as well as the results of Lyons and Beilock ( 2012 ) with regard to the anticipation of 
a mathematical task. On the other hand, the factor corresponding to  Feelings of 
Inadequacy  seems to encapsulate despondence and might explain why we see stu-
dents effectively resigning themselves to struggling through the course content. 
Comments such as  I don’t even know where to start in this subject  indicates just 
how helpless some students can feel. The third distinct factor,  Zoning Out , encapsu-
lates the commonly heard perception that quantitative subjects are ‘boring’. Overall, 
these factors suggest an underlying complexity to the notion of ‘maths anxiety’ as 
experienced by fi rst year university students in quantitative courses. 

 The average communalities of the eight items for the three factor solutions were 
0.60, 0.67 and 0.70, identical to the respective cumulative proportion of variance 
explained by each model. Field ( 2009 ) indicates that for large sample sizes exceed-
ing an average communality of 0.6 is desirable, while Costello and Osborne ( 2005 ) 
suggest that a communality range between 0.4 and 0.7 is common for the social 
sciences. Finally, to justify the use of Varimax (orthogonal) rotation, for each cohort 
we determined the component score covariance matrices of the three factors, with 
each yielding a 3 × 3 Identity matrix, supporting the use of an orthogonal rotation 
method Field ( 2009 ).  

   Table 3    Factors for Cohort 2   

 Survey question  Apprehension  Feelings of inadequacy  Zoning out 

 Stressed to take maths subject   0.64   0.41 
 Afraid to ask questions in maths class   0.90  
 Just don’t understand maths   0.60   0.48 
 Worry it will become diffi cult   0.76  
 Zone out in maths class   0.94  
 Don’t know how to study for maths tests   0.64  
 Clear in class, not when I go home   0.66  
 Afraid can’t keep up with the subject   0.73  

  Signifi cant loadings are in bold  

   Table 4    Factors for Cohort 3   

 Survey question  Apprehension  Feelings of inadequacy  Zoning out 

 Stressed to take maths subject   0.62   0.56 
 Afraid to ask questions in maths class   0.63  
 Just don’t understand maths  0.41   0.63  
 Worry it will become diffi cult   0.84  
 Zone out in maths class   0.94  
 Don’t know how to study for maths tests   0.88  
 Clear in class, not when I go home   0.58  
 Afraid can’t keep up with the subject   0.73   0.42 

  Signifi cant loadings are in bold  
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4     End-of-Semester Analysis 

 At the end of semester, students are also asked to respond to an anonymous and 
voluntary  Course Experience Questionnaire . This questionnaire includes a set of 
5-point Likert-scaled items together with a question about best aspects of the course, 
as well as an opportunity to provide further comments. Results for questions most 
directly relating to the objectives of the study presented here, broken down by ques-
tion and student cohort, are shown in Fig.  8 . In all three cohorts, the overwhelming 
majority of respondents either strongly agreed or agreed with the given statements. 
Therefore, in terms of gaining an understanding of the subject matter and being 
provided with a supportive learning environment, their experience in the course 
appears to have been very positive. Generally, the distributions of responses to each 
question were similar across all cohorts, with the highest proportion of students 
choosing ‘Strongly Agree’ in relation to staff showing genuine interest in teaching.

   As a way to validate the effectiveness of  The Golden Arches of Teaching and 
Learning , responses to open-ended questions included in the  Course Experience 
Questionnaire  were analysed in the same way as the responses to the  Maths Anxiety  
survey presented earlier. The results of this analysis are summarised in Fig.  9 .
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  Fig. 8    Student responses to selected questions from the end-of-semester course evaluation 
questionnaire       
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   The responses per cohort reveal a number of notable differences. Cohort 2 stu-
dents appear to represent approximately one third of each category, with the excep-
tion of  Interesting/Enjoyable , which has been slightly less valued. In contrast, 
Cohorts 1 and 3 have placed varying degrees of importance on the nominated 
aspects of their course experience. Cohort 3 seems to have valued teacher quality, 
support resources and interesting content over good explanations or relevance to 
real life. Further, compared to results summarised in Fig.  4 , Cohort 3 students main-
tain that having a good and supportive teacher is important. However, contrary to 
their initial expectations in the prior perception analysis, they appear to have valued 
an enjoyable experience in the course more than explanations and examples. Cohort 
1 on the other hand appears to have appreciated good explanations, relevance to real 
life and good course structure more than the other two groups. All three cohorts 
appear to have placed equal importance on good teaching quality and availability of 
support resources. 

 It is worth noting that the quality of teaching and the level of support provided 
accounted for 53 % of all coded units. In contrast, relevance to real life, which upon 
entry into the course appeared to be the key to motivating students and as such was 
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  Fig. 9    Best aspects of the course from student comments. The total sample size for all coded units 
is 232       
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one of the considerations in course material redesign, was much less frequently 
cited (8 % of all coded units). Nevertheless, we believe that exposing students to 
real-life applications indirectly contributed to making the course more interesting 
and enjoyable. The course being interesting and/or enjoyable was in fact frequently 
mentioned in response to ‘Any other comments?’ and accounted for 14 % of all 
coded units. Therefore, an approachable, friendly and supportive teaching team 
wins the day, and fun, enjoyment and better understanding of the applications of 
quantitative methods to personal and professional life are simply an added bonus:

  Thank you for providing a terrifi c learning environment. I have never been a lover of math 
but I genuinely had fun in this course and felt like my opinions and questions were being 
heard and answered! (Student comment) 

   Finally, to investigate whether there was any change in the overall pass rate fol-
lowing the introduction of the  Golden Arches  approach, we conducted a hypothesis 
test on pass rates pre- and post-implementation, which were 71 % ( n  = 1059) and 
77 % ( n  = 1070), respectively. The difference between these two proportions was 
statistically signifi cant ( P -value = 0.00), intimating a marked improvement in stu-
dent results and thus, in terms of  The Golden Arches of Teaching and Learning , both 
teacher and student success.  

5     Conclusion 

 Service courses provide many challenges for both students and their teachers. To 
help students succeed, a lecturer must fi rst acknowledge and then address the maths 
anxiety.  The Golden Arches of Teaching and Learning  embodies a teaching approach 
that can lead to delivery of an enjoyable and successful learning experience. Key to 
these strategies is a solid course design coupled with a genuine interest in the stu-
dents’ progress.  

6    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     Technological skills are increasingly necessary for modern statistical literacy. 
The ability to operate a statistical package is perhaps the best example. Surprisingly, 
very little is known about the development of technological skills in statistics educa-
tion and its impact on statistics courses through the acquisition of these skills. This 
chapter reports the qualitative fi ndings of a mixed methods study comparing error-
management training to guided training for learning to operate a statistical package 
in an introductory statistics course. Qualitative data was obtained from 15 semi-
structured interviews exploring a range of topics, which included students’ atti-
tudes, confi dence, emotions, diffi culties, need for assistance, problem- solving and 
suggested improvements. Audio-recordings of interviews conducted face-to-face 
and over the telephone were transcribed verbatim and analysed using thematic anal-
ysis. The primary aim of the thematic analysis was to explore the overall student 
experience and, secondly, to compare the experience of students under the different 
training approaches, including the interaction with their statistical learning. The 
outcomes of the thematic analysis are discussed in terms of future research 
directions.  
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1         Introduction 

 The use of technology in statistics education has rapidly evolved over the last couple 
of decades, spurred on by the increased availability of cheap and powerful comput-
ing technology. In the 1980s and 1990s, statistics instructors were beginning to 
realise the possibilities that computing technology might offer for improving the 
teaching of statistics (e.g. Barr  1986 ; Holmes  1986 ; McKenzie et al.  1986 ). 
Simulation (Stirling  1990 ), spreadsheets (Soper and Lee  1985 ) and statistical packages 
(Lee and Seber  1990 ) were beginning to be extensively explored by the statistics 
education community. Refl ecting the positive outcomes of this work, statistics edu-
cation reform in the USA during the early 1990s highlighted the use of technology 
as a key recommendation for the improvement of statistics education (Cobb  1992 ). 
Around the same time in the UK, many projects were funded to facilitate the use of 
computers for the teaching of statistics in university courses (Bowman  1990 ). For 
example, the Statistics Education through Problem Solving (STEPS) Consortium 
developed computer-based learning material through a major grant awarded by the 
Teaching and Learning Technology Programme (Bibby and Davies  1995 ; Bowman 
and Gilmour  1998 ). 

 The use of technology in statistics education continued to fl ourish throughout the 
late 1990s and into the twenty-fi rst century in developed countries. Surveys from 
the USA regarding reform efforts showed that technology was being implemented 
in the majority of statistics courses surveyed (Garfi eld et al.  2002 ). Later surveys 
showed that this trend would continue (Hassad  2012 ). Examples of the wide range 
of technologies used today include statistical packages (e.g.  SPSS ,  STATA ,  Minitab , 
 SAS  and  R ), educational software, spreadsheets, applets, graphics calculators, mul-
timedia material, Internet data repositories (Chance et al.  2007 ) and online virtual 
environments (Bulmer and Haladyn  2011 ). Today, statistics instructors continue to 
advance the use of technology in statistics education, even to the point where tech-
nology may very well shape the nature of statistical inference that is taught to future 
students (e.g. Wild et al.  2011 ). 

 The core of technology’s use in statistics education has been based on the belief 
that it can be used to support student learning outcomes (Ben-Zvi  2000 ). When 
used appropriately, this outcome can be achieved. However, there is more to tech-
nology use in statistics education. Technology skills may very well interact with 
students’ learning outcomes. Consider the widespread use of statistical packages. 
Statistical packages include any software used for the specifi c purpose of carrying 
out statistical analysis (Chance et al.  2007 ). Statistical packages are an excellent 
tool for automating statistical calculations and producing graphical displays. In 
addition, they are useful to instructors for demonstrating statistical concepts and 
building practical research-based skills in students. The growing importance of 
statistical package skills, or technology skills in general, relates to the changing 
nature of statistical practice. Currently, technology is arguably inseparable from 
modern statistical practice (Gould  2010 ), and as such, modern statistics courses 
should be equipping students with the necessary skills to use this technology 
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(Nolan and Temple Lang  2010 ). As Gould explains, this will inevitably lead to 
some degree of “teaching the technology”. This view contrasts with the conven-
tional belief of some statistics educators to teach “the content, and not the tool” 
(Chance et al.  2007 , p. 4). Regardless of an instructor’s view on this issue, there is 
no denying the role of technology in statistics education and the fact that students 
of modern statistics courses will need to develop some level of technological skill 
alongside statistical knowledge. As such, a better understanding of how this skill 
development interacts with statistics courses becomes important. 

 Most studies in statistics education that discuss the use of technology focus on 
how technology can be used to enhance students’ conceptual understanding. Studies 
that focus on understanding the development of statistics technological skill, e.g. 
statistical packages, are few. The studies that do exist focus on the impact of differ-
ent training approaches on training transfer. Training transfer is evidenced by a 
student’s ability to execute learnt skills outside of training situations (Hesketh 
 1997 ). There are two major types. Transferring the same skills covered in training is 
termed  analogical transfer  and adapting training skills to negotiate novel situations 
not covered during training is termed  adaptive transfer  (Keith et al.  2010 ). Adaptive 
transfer is considered the more important type of transfer as it promotes sustainable 
learning and the ability to approach new tasks that were not covered due to the brev-
ity afforded by most training programs. 

 A meta-analysis of 24 studies by Keith and Frese ( 2008 ) evaluating the effect of 
different training approaches for the development of general software skills 
(e.g. word processors, spreadsheets and presentation software) compared guided 
training (GT) to error-management training (EMT) approaches. Guided training 
assumes that students are passive participants who progress through training by 
practising step-by-step, comprehensive instructions. The goal is to avoid opera-
tional errors which waste time. GT is based on the behavioural programme learning 
method developed by Skinner ( 1968 ). On the other hand, EMT is a type of active- 
exploratory training that uses a combination of minimal instruction to encourage 
exploratory behaviour and promote the positive functions of errors as valuable 
learning opportunities (Frese et al.  1991 ). EMT uses emotional control strategies for 
dealing with the negative emotions associated with errors and the use of minimal 
instruction. EMT achieves this by framing errors in a positive light through positive 
reinforcement by trainers and heuristics presented throughout training material, e.g. 
 Errors are a natural part of learning. They point out what you can still learn!  
(Dormann and Frese  1994 , p. 368). EMT assumes that students are active partici-
pants during training (Bell and Kozlowski  2008 ) and, therefore broadly reside 
within the constructivist theory of learning. 

 The results of the meta-analysis by Keith and Frese ( 2008 ) found that EMT was 
marginally better than GT for analogical transfer and moderately better for adap-
tive transfer. EMT has been posited to work through the development of self-reg-
ulatory skills, i.e. emotional control and metacognition. Self-regulatory skills have 
been defi ned as the ability to direct one’s engagement in a task by controlling 
cognition, mood, behaviour and focus (Karoly  1993 , p. 25). EMT’s use of minimal 
instruction and emotional control strategies develops students’ self-regulation 
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throughout training more so than the passive environment of GT (Keith et al. 
 2010 ). When students are required to adaptively transfer their skills to novel situ-
ations, self- regulatory skills become important in predicting performance. EMT 
students are better off because they have been practising these skills throughout 
training. 

 A study by Dormann and Frese ( 1994 ) compared GT to EMT on training transfer 
performance for operating the statistical package  SPSS . They argued that by mini-
mising operational instructions, operational errors would be increased, which would 
lead to exploratory behaviour and to a deeper learning experience when compared 
to GT that used comprehensive instructions. Thirty psychology students were ran-
domly allocated to a 2 h EMT or GT session covering data entry and correlation in 
 SPSS . Immediately following this session, the students were given a task to evaluate 
training transfer performance. The results of the study found that the EMT condi-
tion signifi cantly outperformed the GT condition on moderate and diffi cult (adap-
tive) transfer tasks. However, the study was limited by the use of a small sample, a 
single one-off training session outside of a real introductory statistics course, and 
the use of an immediate follow-up that ignored temporal stability of transfer. The 
positive outcome for EMT suggested by this study was not followed up with a sub-
sequent study until nearly two decades later. This chapter reports on the qualitative 
component of a study investigating EMT compared with GT in learning a statistical 
package throughout a real introductory statistics course.  

2     Background for the Qualitative Study 

 The qualitative data reported in this chapter formed part of a larger mixed methods 
study that evaluated EMT and GT for learning to operate a statistical package in an 
introductory statistics course. The quantitative results of the fi rst phase are reported 
in Baglin and Da Costa ( 2012a ). The outcomes of this phase are summarised to 
provide a context to the qualitative data and establish the exploratory nature of this 
follow-up analysis. In the quantitative phase, Baglin and Da Costa randomly allo-
cated 100 psychology students enrolled in an introductory statistics course to either 
GT or EMT 1-h fortnightly  SPSS  computer laboratory training sessions. Topics 
covered included the basics of  SPSS , frequencies, bar charts, cross-tabulations, Chi- 
square tests, correlation and regression. Computer laboratory sessions were super-
vised by tutors trained to implement either of the training approaches. Training 
material and exercises were delivered through a web-based assessment system simi-
lar to Blackboard. Each session would require students to work through exercises 
that introduced, practised and assessed their ability to use  SPSS . This web-based 
material was manipulated to be delivered from either an EMT or GT perspective. 
The EMT approach encompassed minimal instruction, the promotion of errors, 
and the use of error-management heuristics. Tutors were trained to steer students 
back on track if they ventured too far off. They were also asked to avoid giving 
them direct instructions. The GT approach received comprehensive step-by-step 
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instructions and screen shots that explicitly guided students through learning  SPSS . 
Tutors in GT were instructed to assist students as much as necessary. 

 Self-assessment exercises in the fi nal weeks of the fi rst semester were used to 
measure training transfer. These exercises required students to answer randomly 
selected questions about the statistical analysis of a dataset using  SPSS . It was 
assumed that training transfer would be evident in a student’s ability to successfully 
analyse data in  SPSS  and answer the self-assessment exercises correctly. The tasks 
were set as self-assessment because no summative grade was given. Students gained 
a participation grade for attempting the exercises during their scheduled session. 

 In the fi nal week of the fi rst semester, students were also given a post-training 
questionnaire to measure the validity of training approaches’ manipulations and 
other training outcomes including students’ perceived training diffi culty, satisfac-
tion, self-effi cacy and anxiety. Manipulation checks incorporated questions requir-
ing students to self-rate the degree to which they engaged in behaviours consistent 
with their allocated training approach. Self-ratings were given on a Likert-scale 
ranging from (1) “strongly disagree” to (7) “strongly agree”. For example, if train-
ing manipulations were valid, GT students would be expected to rate the use of 
step-by-step instructions and the use of assistance from tutors higher than EMT, 
whereas EMT would be expected to rate their level of exploratory behaviour and 
learning from errors higher than GT. The fi nal question in this questionnaire invited 
students to participate in the in-depth qualitative interviews during the exam period 
before the second semester. In the fi rst 2 weeks of second semester, 79 of the origi-
nal participants were followed up to complete the same self-assessment exercises. 

 The quantitative results of the study found no statistically signifi cant difference 
between the EMT and GT approaches on measures of analogical and adaptive train-
ing transfer both at post-training in the fi rst semester and follow-up in the second 
semester. The quantitative results also found a lack of evidence from student self- 
reports supporting the validity of training approach manipulation. Only one manip-
ulation check, the use of step-by-step instructions, was rated signifi cantly higher on 
average in the GT approach when compared to EMT. No difference in self-reported 
ratings of exploratory behaviour and reliance on assistance from instructors was 
found. The quantitative study also found no signifi cant difference between training 
approaches on other self-rated outcomes, which included perceived training diffi -
culty, overall training satisfaction,  SPSS  self-effi cacy, and  SPSS  anxiety. However, 
Baglin and Da Costa ( 2012a ) identifi ed a number of limitations that prevented 
drawing defi nite conclusions. 

 As Baglin and Da Costa report, issues with internal validity included unblinded 
participants, IT issues, limited computer laboratory resources, student non- 
compliance, and poor student engagement with the “self”-assessment exercises. 
These issues highlighted the challenges of embedding randomised experiments in 
real education settings. Baglin and Da Costa also reported possible problems with 
the manipulation of training approaches suggested by the lack of signifi cant dif-
ferences between average self-ratings of manipulation checks. The authors 
believed that time pressure (1 h sessions) may have negatively impacted the validity 
of the EMT approach as rushed students had little time to explore and experiment. 
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The validity of the self-assessment tasks as measures of training transfer were also 
called into question. As the tasks required students to make statistical decisions 
about the types of analysis to conduct in  SPSS  and because the self-assessment 
task scores were highly correlated with students’ test and exam performance, the 
exercises may not have been measuring a student’s  SPSS  training transfer. 

 The quantitative fi ndings were inconclusive and suggested that different training 
approaches did not impact students’ statistical package skills development. This 
raised the question as to what factor did. Inclusion of the qualitative phase to this 
study allowed further exploration of the quantitative results as well as the opportu-
nity to explore the student experience of technology training from a more general 
perspective. This would help raise questions for future research. This chapter reports 
the results of the qualitative phase of the Baglin and Da Costa ( 2012a ) trial. The 
primary aims were as follows:

•    To document an in-depth exploration of the overall student experience of statisti-
cal package training  

•   To explore the students’ perceptions of different training approaches used in 
computer laboratory sessions    

 An earlier version of this qualitative analysis was presented at the Eighth 
Australian Conference on Teaching Statistics in Adelaide, Australia (Baglin and Da 
Costa  2012b ).  

3     Method 

 The full study employed an explanatory sequential mixed methods approach 
(Creswell and Plano Clark  2011    ) which involved initially gathering quantitative 
data and then following up with qualitative data to explain the quantitative results. 
This method section will summarise the training sessions, training conditions and 
qualitative data collection process. 

  Computer laboratory training : Training was delivered in an introductory statistics 
course for psychology students that ran concurrently across two campuses. Course con-
tent covered exploratory data analysis, hypothesis testing, tests of association, 
correlation and regression. Contact hours included 2 h of lectures and 6 fort-
nightly 1-h  SPSS  training laboratories. Students were allocated to odd and even 
weekly computer laboratory sessions due to limited laboratory space. This fort-
nightly rotation was used to manipulate the GT and EMT approaches, i.e. GT was 
for odd weeks and EMT for even weeks. This alternating order was reversed for 
each campus to control for possible time effects. For example, computer labora-
tory attendance drops off during weeks when tests are scheduled. A time effect 
may have been created by having EMT or GT in only odd or even weeks across 
both campuses. Therefore, it was better to counter balance this effect across cam-
puses. The  SPSS  training topics covered the basics, frequencies, cross tabulation, 
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Chi-square tests, correlation, regression and an  SPSS  self-assessment. Completion 
of each session contributed to a participation grade. The students had to satisfac-
torily pass (75 %) each session to attain their mark, but were permitted multiple 
attempts (formative assessment). 

 During computer laboratories, training material was delivered online in place of 
handouts using a proprietary online assessment tool known as  WebLearn . Each 
training session introduced a research scenario and a set of  SPSS  exercises that 
would be used to analyse the scenario’s data. Each exercise included  SPSS  opera-
tional instructions and an online auto-marking question whose purpose was to con-
fi rm that the exercise had been completed correctly (e.g. enter the mean for the 
treatment group). Each exercise was done several times as practice and reviewed in 
later laboratory sessions. A self-assessment lab was provided towards the end of the 
semester to challenge students to operate  SPSS  without instruction by answering 
statistical questions based on a research scenario and an accompanying data fi le. 

 The training delivered by  WebLearn  aligned with the training approach that each 
student was randomly allocated to at the beginning of the semester. The GT condi-
tion received comprehensive step-by-step instructions and screenshots that guided 
students through each training topic. Students were instructed to follow the steps as 
closely as possible and to avoid making errors. If students got into diffi culty, they 
were instructed to seek assistance from the tutors that supervised each computer 
laboratory training session. Prior to the commencement of the semester, all tutors 
were trained for 1 h by the lead researcher to enable them to deliver either training 
approach. The EMT training condition received only minimal instruction, typically 
being the location of the  SPSS  procedure or command that would enable them to 
complete the task. For more diffi cult exercises, hints were also provided to help 
students work through diffi cult procedures. Students in the EMT condition were 
required to play around and explore each  SPSS  procedure to fi gure out how it oper-
ated. Therefore, there were no step-by-step instructions or screenshots. Error- 
management heuristics were embedded in the training material to help students 
frame errors in a positive light and learn from their mistakes, e.g.  Don’t discount 
your errors. Acknowledge and learn from them . Tutors were instructed not to guide 
students, but to help steer them back on track if they got into diffi culty. Tutors were 
there to motivate, not to direct. 

  Interviews and data analysis : 15 interviewees out of 100 participants from the fi rst 
semester (GT  N  = 9 [Campus A = 5, Campus B = 4] and EMT  N  = 6 [Campus A = 4, 
Campus B = 1]) volunteered to participate in semi-structured interviews. Interviews 
were conducted face-to-face and over the telephone during the fi rst semester exam 
period. Interview questions covered a range of topics including attitudes towards 
training, confi dence in operating  SPSS , emotions experienced during training, train-
ing diffi culties, assistance required, problem-solving and suggested improvements. 
All interviews were audio-recorded and transcribed verbatim. Qualitative data was 
analysed using a six-step inductive thematic analysis method described by Braun 
and Clarke ( 2006 ). The six steps included: (1) data familiarisation, (2) initial code 
generation, (3) theme searching, (4) theme revision, (5) theme defi nition and 
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naming, and (6) reporting. Once the overall analysis had been completed, coded 
extracts for each main theme were compared across the different training approaches 
to consider possible moderating effects. Any differences in the theme trends between 
the approaches were noted.  

4     Results and Discussion 

 Eight major themes emerged from summarising the qualitative data via the thematic 
analysis. A thematic map of these themes is provided in Fig.  1 . Each theme will now 
be defi ned and discussed in the following sections. It’s important to note that these 
themes were gleaned from a small sample of volunteers. While they cannot be con-
sidered representative of all students who went through the training, they do provide 
a starting point for the exploration of technological skills in statistics education and 
the establishment of future research questions. Participant quotes are labelled using 
identifi cation codes (e.g. EMT—14 refers to interviewee 14 from the EMT approach).

     1.     It has utility : This theme referred to the students’ perceptions of the utility of 
training. Almost all volunteer interviewees, regardless of approach, agreed that 
learning to use  SPSS  was important for their future academic careers and it would 
make doing statistical analysis easier:

  Because it [ SPSS ] makes it easier in the future if we have lab reports and stuff like that 
without having to manually input the data and make up our own graphs; the system will do 
it more accurately than I guess we would. [GT—2] 

   This was good news as instructors typically spend a lot of time justifying statisti-
cal package utility, not to mention the need to learn statistical concepts itself. 
The participants appeared to have recognised the importance of learning  SPSS . 
However, a closer inspection of this theme revealed an interesting trend. 

  Fig. 1    Map of thematic analysis       
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 Students continually referred to the “future” applicability of this skill. They 
did not appear to see its current relevance. One student questioned whether these 
skills could wait until later in their degree.

  [E]ventually we’ll start to need to know how to use all this researchy [sic] stuff. And when 
we do […] experiments we need this, so I think it’ll be good for the future, but I think it 
would better if we had this later on instead of now, I think. [EMT—15] 

   This was an important insight into the motivation of students and the likely level 
of engagement that they will exhibit during training. Perhaps more effort is needed 
to enhance the immediate perceived relevance of statistical package skills. For 
example, if these skills were necessary to complete data analysis projects early in 
the course. There is no denying that utility is an important determinant of attitude 
and motivation (e.g. Venkatesh et al.  2003 ). Future research is needed to under-
stand how students’ appraisal of the utility of statistics technology impacts skill 
development in statistics education and identify methods that can be used to 
improve perceived utility should utility prove to be an important factor.    

    2.     I need more  … : Almost all participants expressed the need for further exposure, 
training and practice using  SPSS :

  I think if we had more labs, that would be very helpful, because that would give us more 
exposure to the actual product. Because, outside of the labs, we don’t really use  SPSS  or we 
can’t really see it at home, but if we had more exposure to it, I think we would learn it a lot 
better [GT—5]. 

   This theme was also consistent across training approaches, with neither approach 
being more or less likely to express this need. Students suggested that more train-
ing sessions would have been benefi cial, and some participants proposed embed-
ding  SPSS  demonstrations into lectures, laboratory sessions or tutorials to 
increase exposure and familiarity of the package.

  I suppose maybe with the tutor showing us how to do it fi rst, rather than just using the 
instructions and getting their help if needed.[GT—9] 

   Doing so might also help students to see a stronger link between statistical con-
cepts covered in lectures and the exercises covered during training. 

 When discussing the need for further practice, a few participants raised the 
inaccessibility of  SPSS  from home as being a major limitation, or as one student 
explained:

  I don’t have access to it [SPSS] anywhere else so that’s kind of the only practice I got with 
it and I don’t think that’s enough. [EMT—10] 

   The price of a personal licence for many industry-based packages is a barrier to 
students. Students in this study only had access to  SPSS  on campus computers 
through a site-based licence. Lack of external access may have decreased the 
effectiveness of training as students had little opportunity to consolidate their 
skills between laboratory sessions. Personal access would provide valuable prac-
tice opportunities outside of regular training. 

 The eventual goal of statistical package training or any technology training in 
statistics education should be to provide students with the necessary skills and 
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dispositions required to master the technology and make it a part of the students’ 
regular repertoire of technology skills. A statistically literate person should be as 
conversant with the ability to operate a statistical package as a computer literate 
person is with using a word processor. Access can present a major barrier to this 
eventual goal. Perhaps instructors have grossly underestimated the importance of 
access and its impact on students’ skill development. It’s interesting to consider 
if free packages, such as R, promote skill development outside regular course 
activities. However, while R is considered accessible in terms of its free licence, 
the accessibility of its user interface is not on par with a package like  SPSS . 
Understanding the impact of all types of accessibility, including personal access 
and ease of use, on the development of technological skills in statistics education 
should be another objective for future research.    

    3.     You need to know your stats : This theme consistently appeared when discussing 
students’ experiences during training. Participants from both EMT and GT 
acknowledged a strong dependency between understanding statistical concepts 
and understanding the  SPSS  training:

  I think maybe because my confi dence for maths and statistics anyway is pretty low, I was just 
like ‘I don’t understand this, so how am I going to understand the program? [EMT—10] 

   Another participant explained how a strong understanding of the content made 
training easier:

  I think I have a [sic] better confi dence than my friends, but I think that’s mainly because I 
have a grasp on the actual theory behind it, rather than just the steps. [GT—3] 

   Participants also talked about their diffi culty linking the training with their lec-
ture content. They sometimes failed to understand not only what they were 
doing, but more importantly putting it all together to understand why:

  I especially realised when I completed the quizzes, the self-review quizzes, how much I 
didn’t actually understand it. I sort of just basically learned how to follow the steps but I 
didn’t have a good foundation of understanding as to why I was doing it. So when I was 
given the task of doing it without the steps I realised how much I didn’t get it. [EMT—12] 

   This fi nding was not surprising having been observed by Baglin and Da Costa 
( 2012a ), but it does have a very important implication. It implies a strong depen-
dency between knowledge of statistics and the ability to operate a statistical 
package. As Chance et al. ( 2007 ) explains, introducing technology too early can 
overwhelm students who are still developing their understanding of statistical 
concepts. Students can become lost in the technology and lose sight of the bigger 
statistical picture:

  I sort of really didn’t get the lectures and then I’d go to the lab and I felt like it was com-
pletely different and I didn’t really get that. [EMT—12] 

   The views expressed by the interviewees evidently suggest that statistical under-
standing must precede the development of statistical package skills. However, 
delaying the introduction of technology is probably not a feasible option given 
the importance of fostering these skills. Statistics is increasingly been taught with 
the aid of technology to reduce computational burden and to enhance a focus on 
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a student’s conceptual understanding (American Statistical Association  2005 ). 
When does a student have a suitable level of statistical knowledge to not feel 
overwhelmed by statistical technology? Can instructors wait that long given the 
time constraints of most courses? Are feelings of being overwhelmed normal and 
something that just needs to be worked through? How long does it take to do so? 
Will we degrade students’ attitudes towards statistics before this happens? 

 This dependency between statistical knowledge and the skills required to use 
statistics technology requires further investigation. The fi rst question that needs 
to be addressed is whether statistical knowledge and statistics technology skills 
can be meaningfully separated at all? Where do students’ statistical knowledge 
stop and their technological knowledge begin? How do knowledge and skill 
interact? Can both be used to complement each other or is their development 
linear, i.e. knowledge fi rst, skills later? Does this interaction change over time as 
students’ gain more experience? Moore’s ( 1997 ) conjecture that effective learn-
ing emerges from the right balance and alignment of content, pedagogy and tech-
nology reiterates the importance of fi nding answers to these questions.    

    4.     I need help : The majority of participants reported seeking assistance during the 
lab training sessions mostly from the supervisor and sometimes from their peers. 
The degree of reliance on assistance varied between students:

  I asked for help straight away, which is probably not a good thing because I could have 
worked it out for myself but I’d just sort of look at it and think “ok that doesn’t marry up” 
and then I’d look again quickly and freak out a little bit and then put up my hand and the 
teacher would come over [GT—2]. 

 I just asked, I didn’t even bother trying to fi gure it out myself because the one experi-
ence I did have of trying to fi x it myself I made it worse. So I learnt and put my hand up and 
[the tutor] would be like “I’ll be with you in a minute” [GT—1]. 

 I asked the tutor sometimes, when I was really stuck. If I was just kind of stuck I’d still 
try to do it myself. But only if it was a really diffi cult situation, I’d ask the tutor 
[EMT—15]. 

   The fi rst and second quote refl ects a disposition in trainees that should not be 
reinforced. These students were clearly not engaged with training and perhaps 
the easy access to assistance from the supervisor enabled or exacerbated this 
poor engagement. The third quote is more aligned with a desirable work-ready 
disposition. This student persisted in the face of diffi culties, but knew when it 
was time to seek help. The most common reason stated for seeking assistance 
was to help identify where participants had gone wrong and when participants 
didn’t understand the exercise or didn’t understand the output:

  And a lot of the time, when you have to look at tables and stuff, I wouldn’t know which 
number I was meant to be looking at. So I guess it was more to do with the theory. 
[GT—3] 

   An apparent difference between the volunteer EMT and GT interviewees 
emerged in this theme. The GT respondents were more likely to seek immediate 
assistance for the problems they faced. Respondents from the EMT condition 
were more inclined to identify themselves as “problem solvers” who would only 
seek help after fi rst giving it a try.
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  I asked a couple of questions, of tutors just when I had no idea what I was doing and had 
tried about a million times [EMT—10]. 

 No, look I’m a problem solver, so I really wanted to try and do it myself, so I only asked 
for help from the tutor as a last resort [EMT—11]. 

 Not really. The fi rst few I sat by myself and did it all by myself. I asked the tutor one or 
two questions but mainly just worked it out myself [EMT 13]. 

   This difference between approaches in reports of seeking assistance suggested 
the interviewees may have been adopting behaviours largely consistent with their 
allocated training approaches. However, this difference suggests a bias in respon-
dents as it was not consistent with manipulation checks reported in the quantita-
tive phase (Baglin and Da Costa  2012a ). No statistically signifi cant difference 
was found between mean self-reported ratings of agreement to a questionnaire 
item that asked students whether they sought immediate assistance when faced 
with a problem. 

 Understanding the diffi culties and assistance required by students when learn-
ing to use statistics technology provides insight into how these skills are devel-
oped. Some students feel the need for close supervision, while others are happy 
to carry on in a largely self-directed manner. Eventually, all students must 
develop the ability to transfer skills outside of the training environment without 
external assistance. Further research is needed to identify the most effective 
methods for developing this ability in students.    

    5.     I relied too much on instructions : When asked about how they managed the self- 
assessment tasks at the end of the semester, many interviewees from GT talked 
about how diffi cult some of the tasks were after their instructions were 
taken away:

  Yes. When we didn’t have the exact instructions I was a bit lost, so that just said to me I 
relied too much on the instructions before. [GT—2] 

 I’ve been going by the instructions, and when there was no instruction I found it really 
diffi cult, like I realised I hadn’t really remembered how to do it on my own, and sometimes 
I could fi gure it out and obviously, that was fi ne, but then there were times when I just had 
no idea what I was doing. [GT—8] 

 I don’t think I actually learned how to use it. I think I learned how to follow steps but if 
I were to sit down in front of the package now I could probably do one thing that we did in 
the fi rst lab and then continued it throughout, comparing the means or something, but I 
could not do anything else because basically, what I found, all you were doing was looking 
at the steps and then just following it one step at a time, not as a whole. [GT—3] 

   A few students explained that they had developed an overreliance on the instruc-
tions which resulted in them just going through the motions during training:

  I was just learning how to follow the steps and just try to get a suffi cient amount of right 
answers to pass each time. [EMT—12] 

 With the training there was a little bit of step by step and, personally, I didn’t THINK a 
lot about it. [GT—6] 

   As a result, one participant from the GT condition suggested using less instruc-
tions as a way for improving training [GT—2]. Another GT student proposed to 
use instructions initially and then stop them later in the semester.
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  I think the best way was what we did this semester—give instructions, follow certain 
instructions to do certain things and, after a while, just stop the instructions and see how the 
students go [GT—4]. 

   However, it’s not hard to imagine how unpopular this would be. Building on the 
student’s suggestion, a better approach might be slowly easing the instructions 
off as the semester progresses. 

 Statistical package training, given time, should allow students to transfer their 
skills outside of training without the need for comprehensive instructions used in 
training. Too much instruction may prove to be a bad thing. Finding the right 
balance of instruction might be the goal, or as one interviewee explained when 
asked about the diffi culty of training:

  Not really, they sort of, I think they [the computer laboratories] were actually quite good. 
They were a good level, they weren’t sort of like giving you exactly step by step, there was 
enough room to actually have a play around yourself I think. Yeah, I think they were actu-
ally at quite a good level, sort of that middle point where it wasn’t too hard but it wasn’t just 
take the steps [EMT—10]. 

   Regardless, the balance will never be right for all students. One interviewee from 
EMT felt that even the removal of minimal instruction made the self-assessment 
tasks more challenging.

  [Training] was positive when the instructions were there, like they were telling me what to 
do but, without it I don’t think I can cope unless I have more training and get used to it more 
[EMT—14]. 

   While it was clear that the students needed more practice in this study, too much 
instruction may be inducing dependency and disengagement during technology 
training. These qualitative results suggest that interviewees varied in their sense 
of reliance on instructions. Finding the right balance of instruction and guidance 
that maximises student engagement and training transfer remains a challenge. 
Perhaps methods that allow the student to self-adjust the level of instruction 
throughout training might prove more effective than a traditional “one size fi ts 
all” approach.    

    6.     Training gave me a foundation : Participants discussing their level of preparation 
for the self-assessment task and use of  SPSS  outside of training had mixed per-
ceptions about their ability to transfer their skills. However, a general perception 
that training had provided them with a basic foundation emerged. When asked if 
they felt they were ready to use  SPSS  beyond training, one student commented:

  A little bit, at least I’m a little bit more familiar, but I wouldn’t say that I would be confi dent 
in going into an assignment where I would be expected to use  SPSS  for a lab report. I think 
I’d struggle a little bit. [EMT—12] 

   This perception was mostly explained by the relative shortness of the training 
delivered in this course. At the very least, the training did manage to familiarise 
the students with the basic operations of the package and provided a foundation 
for future development. 
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 When comparing the responses between approaches, interviewees from the 
GT approach were more likely to initially present as confi dent users, but then be 
quick to point out that they were confi dent only in the basics.

  After the training I feel that I’m very confi dent in it, in the subjects we actually did I think 
I’m pretty good, but if I was asked to do something off that, maybe I would have a little bit 
of trouble—I’d have to fi nd my way around but the basics I think I’ve got down pat 
[GT—5]. 

   Respondents from the EMT condition were not as certain:

  Well, I’m more confi dent than I was at the beginning, but I’m not very confi dent. 
[EMT—16] 

   Once again, this difference observed in this theme confl icted with self-reported 
post-training questionnaire items measuring statistical package self-effi cacy in 
the quantitative phase. No statistically signifi cant difference in mean ratings was 
found between approaches (Baglin and Da Costa  2012a ). It is possible that inter-
viewees from EMT were underestimating their ability, perhaps because active- 
exploration had allowed them to see a much bigger picture of  SPSS  when 
compared to GT. Interviewees from the GT approach may have been more con-
fi dent about the smaller and more controlled “snapshots” of  SPSS  they had expe-
rienced, detached from the bigger, and possibly overwhelming, picture observed 
by those in EMT. Interviewees and participants from the different training 
approaches in both the quantitative and qualitative phases may have been mea-
suring their confi dence on a different scale.    

    7.     Give me time and let me explore : Interviewees were asked how they went about 
solving problems that arose during training and a hypothetical question about 
how they would approach a novel statistical analysis not covered in training. 
Many participants refl ected on an innate propensity to explore  SPSS  to solve 
their future problems:

  I guess I just tried to do it a different way, just kind of cover every possible option of doing 
something. [EMT—12] 

   In terms of hypothetically fi guring out how to do an analysis not covered during 
training, many participants were quietly confi dent they could fi gure it out for 
themselves if given enough time to explore:

  Given a reasonable amount of time, yes. If I had time to sort of play with it and make mis-
takes, cause that’s how I’ve taught myself with everything else on a computer is I’ve had 
time to sit there and put things in and try different things, yeah I think I could. It would take 
me time, but I would get there [GT—1]. 

   Regardless of the underlying nature of the training approaches, many interviewees 
from GT reported using exploratory behaviours to solve problems that they faced:

  I started playing around with certain things—example, if you gave me a certain question 
and I had no idea and I just started playing around and I actually got it, that actually helped 
me to learn how to get that [GT—4]. 

 Yeah, so you’d just try and apply a bit of logic; try and make an educated guess of what 
it would be and just go from there [GT—6]. 
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 It’s just me—to learn on computers I just click every button to see what it does; that’s 
how I learn, whereas when I’m doing a lab I’m not sure if I should do that because I may stuff 
up the test, so to me, if I’m doing it by myself … I don’t know—I get distracted [GT—7] 

   Students from both approaches reported using exploratory behaviour. Even in 
the presence of comprehensive instructions, many students appeared to be at ease 
with playing around with technology and exploring the technology on their own 
terms. In the previous “I need help” theme many students from GT reported a 
tendency to seek immediate assistance, while in this theme many GT interviews 
also reported using exploratory behaviour. It would be valuable to know what 
factors explain why some students choose to seek help while others appear happy 
to fi gure things out for themselves. 

 Given the open-ended nature of this question, it was surprising to fi nd most 
students would fi rst explore to see if they could fi gure out how to conduct a new 
analysis procedure. In retrospect, it was possible that this trend refl ected stu-
dent’s inexperience with statistics and an attempt to fi nd any solution that seems 
correct (Chance et al.  2007 ). However, the impression from the data was that the 
students were expressing a general approach to the use of technology. 

 While some instructors might be concerned about the thought of their stu-
dents stumbling around a little trying to fi nd the correct method, perhaps there is 
a way to take advantage of this innate propensity to explore technology. It’s not 
entirely clear at his stage just how this could be achieved; however, future 
research along these lines might prove fruitful.    

    8.     I felt  … : Participants reported experiencing a wide range of positive and nega-
tive emotions during training. The similarity in experiences between the 
approaches was strong. Regardless of conditions, training was a very emotion-
ally rich environment. Negative emotions were mostly related to anxiety or a fear 
of failure:

  Emotions? A bit of nervousness. A bit of an attitude of “what happens when I fail?” Fear 
that I won’t actually understand the instructions and I’ll have to constantly put up my hand 
for help. Just fear of really not understanding the questions, basically, and the instructions. 
[GT—4] 

   As training progressed, anxiety shifted towards feelings of frustration, stress and 
annoyance. In contrast, many other participants expressed positive attitudes and 
emotions towards training:

  I kind of did enjoy it actually. It was fun trying to solve the damn things, even though it was 
diffi cult, but still, I liked it I guess. [EMT—15] 

   Some participants explained that their emotions helped them engage. When 
asked if their frustration was distracting, one participant explained:

  No I wouldn’t say distracting, I think it just gives me motivation to knuckle down and do it 
again. [GT—3] 

   Another interviewee answered when refl ecting on the effect of their anxiety:

  Yes, probably benefi cial because it was more motivating and it sort of encouraged me to 
take my time and read it slowly and work out what I’m doing without just rushing ahead 
which caused the anxiety to begin with [GT—2]. 
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   Other participants explained how they used emotional control skills to deal with 
negative emotions as they arose during training:

  It was just … “I hate it [ SPSS ]” and then I’d go “this is ridiculous, I don’t want to do this” 
and then sort of I’d have to talk myself into “well, you have to do it. Slow down, let’s go 
back, let’s have a look at why you’ve picked the wrong one” or, you know. And sometimes 
it was just that I had misread a step or skipped over a step, so I was thinking I was doing 
everything but I’d missed something in the instructions [EMT—11]. 

   There didn’t appear to be any perceivable association between EMT and the 
qualitative data extracts related to emotional control. This fi nding was supportive 
of the results obtained from the quantitative phase. Baglin and Da Costa ( 2012a ) 
found no statistically signifi cant difference in mean ratings of self-reported emo-
tional control during training between EMT and GT approaches. 

 While the primary focus of training is to promote transfer, training should 
also be a time when students can develop their self-regulatory skills, i.e. meta-
cognition and self-regulation. Training methods that promote the development of 
such skills alongside transfer may prove to be highly benefi cial to students dur-
ing their studies and later in their careers. Too much of anything can also be a bad 
thing. Understanding factors that lead to levels of emotions that interfere with 
skill development should also be explored. For example, some participants 
refl ected on the negative impact of time pressure. This brings the discussion back 
to the issue of personal access and having the ability to practice outside of sched-
uled training sessions.    

5       Limitations 

 A number of limitations to this in-depth qualitative analysis must be raised. The 
data presented was obtained from a larger mixed method study with a primary quan-
titative phase. Out of the 100 students that participated in the quantitative experi-
ment, 15 (9 GT and 6 EMT) volunteered to participate in the interviews. The extent 
to which these volunteers represented the views and experiences of the remaining 
students cannot be reliably judged. It is possible that the views presented by the 
interviews may be biased and not refl ective of the entire sample. This would provide 
a plausible explanation for why some of the quantitative fi ndings from students’ 
self-reported ratings differed from the fi ndings of the qualitative analysis. Perhaps, 
students who volunteered for the qualitative study were those students who bene-
fi ted the most from their respective training approach and were therefore more 
likely to report their experiences. 

 This study also disregards the baseline knowledge, attitudes and confi dence of 
students that may have infl uenced their perceptions and experience of training. For 
example, how confi dent were the students with technology before the study com-
menced? By knowing something about these factors prior to training, a better under-
standing of the differences between interviewees from the GT and EMT approaches 
may have helped explain some of the differences in perceptions reported. 
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 In addition, this study only considered the experiences and perceptions of learning 
to use statistical technology in psychology students. Statistics technology is taught 
to a wide variety of other disciplines and the extent to which the perceptions reported 
in this study are shared with students in other disciplines is unknown.  

6     Recommendations and Conclusions 

 The results of this qualitative phase of a mixed methods study have been insightful. 
Being the fi rst qualitative study to look specifi cally at the development of technol-
ogy skills in statistics education, many interesting fi ndings have emerged. The fi rst 
point relates to the merit of employing mixed-method research in statistics educa-
tion. Had only one method of research been employed an opportunity to gain further 
valuable insight into the quantitative study would have been missed. Sometimes the 
evidence obtained using both qualitative and quantitative methods did not converge, 
but in most cases a large degree of agreement was detected. This was mostly evident 
in the overall high degree of similarity in students’ experiences of statistical pack-
age training between approaches. This overall shared experience provided further 
support for the quantitative phases’ major fi nding of no difference between training 
approaches on the major outcomes. 

 The overall general themes that emerged from the in-depth qualitative analysis 
provided thought-provoking insight into how statistical package training is per-
ceived by students. These overall themes are summarised as follows. (1) Students 
understand the future utility of statistical package training but an effort should be 
made to make this utility felt sooner. (2) Instructors should not underestimate the 
time required for students to develop a sense of profi ciency with a statistical pack-
age. Providing access to the statistical package and increasing training opportunities 
is important. (3) A single course is unlikely to develop a sense of profi ciency, but 
instead will lay a foundation to be built upon. (4) Students feel they need to better 
understand statistical concepts before getting the most out of statistical package 
training. (5) When training instructions are taken away, students realised they have 
unintentionally developed a reliance on them. This was reported to impact students’ 
training transfer. (6) Students discussed a natural urge to explore and problem solve 
when confronting novel situations with statistics packages without instructions. 
(7) Training is an emotionally rich environment. Students who reported to be in 
control of these emotions seemed to benefi t the most from training. 

 The role of technology in statistics education has advanced beyond helping stu-
dents to understand statistics to being a necessary skill required to engage in modern 
statistical practice. The need for technological skills in statistics education will only 
continue to grow and statistics education must begin the process of understanding 
how these skills are developed and how these skills impact on statistics courses. 
This study demonstrates that, even at an introductory level, the situation is quite 
complex. Statistics education needs to continue its research efforts in this area so 
that students can equip themselves with the necessary skills required to engage in 
modern statistical practice.  
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7    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     The study of statistics has become widespread throughout many degrees 
around the world in many universities, as the emphasis on evidence-based decision 
making has gained momentum in the business world. Students’ approaches to their 
learning bear signifi cant weight over the skills and understanding that students 
acquire during their studies. Three distinct learning approaches have been identifi ed 
by researchers over the last three decades: deep, surface (British Journal of 
Educational Psychology 46:115–127, 1976) and strategic (Educational Research 
Journal 5:18–28, 1990). The discrepancy between desired learning outcomes and 
the aptitude and skills that students of statistics acquire (e.g. International Statistical 
Review 63:25–34, 1995) is well documented but the underlying reasons for choos-
ing different learning approaches in statistics has only been investigated in limited 
studies and only from the perspective of a student’s demographics. It is therefore 
important to understand how unit and student characteristics might encourage stu-
dents to utilise certain approaches, especially students who do not major in statistics. 
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The aims of the current chapter are therefore to provide a brief review of learning 
approaches, a detailed description of the multinational study and validation of the 
Approaches and Study Skills Inventory for Students (ASSIST) as a measure of 
the learning approaches utilised by a cohort of Australian students of statistics.  

  Keywords     Learning approaches   •   Statistics education   •   Multinational   •   ASSIST  

1         Introduction 

 The study of statistics has become an integral feature of tertiary education across 
multiple disciplines, and in many countries. Despite this, there is often a discrepancy 
between the learning outcomes desired by educators and the aptitude and skills that 
students of statistics acquire (Garfi eld  1995 ). The economic and cultural globalisa-
tion of higher education necessitates that students be profi cient in their understand-
ing and application of these statistical skills as the pressure for individual institutions 
to meet international standards increases (Marginson and Van der Wende  2007 ). In 
addition it has been documented that many developed countries will face shortages 
of graduates from mathematical and statistical sciences (Australian Academy of 
Science  2006 ). The primary reason for including statistics into curricula is to enable 
students to make judgments about data, or about data interpretation, using multiple 
tools (Gal and Garfi eld  1997 ; Cobanovic  2002 ). It is therefore imperative for 
research to determine the nature of barriers faced by students, especially students 
who do not major in statistics, and potential attenuating or accentuating variables 
within these relationships. Barriers faced by students may include their approach to 
learning, which may in turn be correlated with their success in a statistics course. 

 There have been a vast number of research projects carried out to understand the 
underlying reasons for different ways of learning (termed approaches). Although 
earlier research was mainly qualitative, later both qualitative and quantitative 
research followed. Marton and Saljo ( 1976a ,  b ) fi rst asked participants to memorise 
passages, fi nding that some students tended to focus on the general meaning of the 
passage, and others on specifi c words. Inferring from this evidence of a greater dis-
crepancy in students’ approach to learning, they asked these students open-ended 
questions, such as “What do you mean by ‘learning’?” They found evidence for two 
distinct approaches that students possessed towards learning which were clearly 
associated with differences in the levels of understanding achieved: deep and sur-
face. The concept of learning approaches now entails both a student’s motives for 
learning and their    resulting strategies for achieving this learning, and generally 
identifi es a third approach termed strategic (achievement) (Biggs  1990 ). Students 
adopting deep approaches do so in order to understand and internalise concepts for 
later use, and therefore often interact more critically with subject content and 
endeavour to relate these concepts back to their prior knowledge and experience 
(Ramsden  1992 ). In contrast, those adopting a surface approach do not personally 
engage with the learning process, and focus on memorisation of concepts without 
attempting to relate them fi rst (Marton and Saljo  1976a ). The focus on evaluation 
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and assessment within learning institutions has been seen to produce the third type 
of learner: individuals adopting strategic approaches in an endeavour to maximise 
their marks and comply with academic requirements rather than to holistically 
understand course materials (Biggs  1987 ; Entwistle  1991 ; Tait and Entwistle  1996 ). 

 The aim of this chapter is to describe the multinational project designed to 
explore characteristics of students’ learning approaches across three countries and 
then to validate the ASSIST survey tool as being a good measure of students’ learn-
ing approaches for the Australian data only. Providing a context we describe the 
similarities and differences between three fi rst year service statistics units (courses) 
on which data are currently being collected. We restrict our examination to the con-
tents being covered and the learning environments. The learning environments of 
the units being studied will be used for analysis in the second stage of this research 
as predictors of the students’ learning approaches. We also describe the survey tools 
used in the project. To validate ASSIST in the Australian data, we apply factor 
analysis to determine whether the factors identifi ed load appropriately according to 
the ASSIST model. Validation of ASSIST in the Argentinian and Italian data and 
other stages of this project are beyond the scope of this chapter. 

 The ethical aspects of this research were approved by Macquarie University 
Human Ethics Committee (Reference Number 5201100809) in 2011.  

2     The Multinational Learning Approaches Project 

 The approaches to learning have been researched in Australian Universities, and the 
existence of these same three approaches is now well established (Scouller  1998 ; 
Bilgin  2010 ). The cultural background of students has been the focus of considerable 
enquiry in Australia (Ballard and Clanchy  1984 ; Donald and Jackling  2007 ; Kember 
 2000 ; Kember and Gow  1991 ); possibly because of a reasonably large proportion of 
(predominantly Asian) international enrolments. 

 In Italy, the Bologna process identifi ed the need for “lifelong learning” practices, 
similar to the concept of the deep approach to learning, and caused an intense reform 
of Italian tertiary education (Jakobi and Rusconi  2009 ). Considering its relevance, 
the approaches to learning theory has yet to be well established in any Italian 
University to the authors’ knowledge. 

 Salim ( 2006 ) established that the three approaches to learning also exist within 
Argentinian students, and found that students adopting achievement approaches 
had signifi cantly higher grades than those adopting deep approaches. It was sug-
gested that the large percentage of students adopting achievement and surface 
approaches was due to the focus of tertiary education in the sample being for job 
opportunities rather than a desire to learn more, as well as the structure of the course 
in rewarding this approach (Salim  2006 ). However, this sample was of biochemistry 
students, and was deliberately selected to over-represent both academically success-
ful students and those who had failed repeatedly. A similar pattern may not exist for 
students studying statistics rather than a content-based subject, as success is contingent 
upon the thorough understanding of both practice and theory. 
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 This multinational study is the fi rst of its kind (to the authors’ knowledge) that 
aims to explore the utilisation of learning approaches in statistical education and 
compare these fi ndings in a multinational setting, not just looking at the student 
characteristics but also course characteristics. 

 The core research team (the fi rst fi ve authors of this chapter) for this study was 
formed in 2010 in Ljubljana, Slovenia during the Eighth International Conference 
on Teaching Statistics (ICOTS), “Data and context in statistics education: Towards 
an evidence-based society”, after one of the team member’s presentation on learn-
ing approaches. The team developed a research framework until 2011, and then 
started collecting data from students in Australia, Italy and Argentina. Since then 
two researchers from Turkey joined our research group and have surveyed around 
500 students in six different universities in Turkey. In addition, one researcher from 
Vietnam who has surveyed nearly 700 students in his university has also joined the 
project. For the future we aim to add researchers from North America and Africa to 
our research team so that we can cover all continents except Antarctica. A main aim 
is to shed light on the factors underlying students’ choice of different learning 
approaches in statistics units, so that we can better inform educators of statistics to 
be aware of these factors when they are designing their curriculum. Of course we 
would also like to provide guidelines to creating better statistical learning environ-
ments for all so that the societies we live in become more statistically literate. 

 Our research project has three stages. Stage one will cover understanding the 
learning context and unit contents as well as student characteristics by data collec-
tion from the students and from the course coordinators. We will document similari-
ties and differences between unit characteristics: the content—what has been taught 
and how the units are delivered. We will also need to test the validity of ASSIST in 
each country to ensure that we are using a reliable tool. This is important before we 
can use ASSIST to identify learning approaches of students in these three countries. 
After validating ASSIST we will start developing models to identify characteristics 
of students and units for different learning approaches (stage two). Finally stage 
three will involve providing resources and recommendations for statistics educators 
on statistical units’ designs, which enable deep approaches to learning. We envisage 
this study is a long-term study and expect to move to second stage within 12 months. 

2.1     The Approaches and Study Skills Inventory for Students 

 The Approaches and Study Skills Inventory for Students (ASSIST) (Tait et al.  1998 ) 
was developed to assess students’ approaches to learning across the three types 
using a fi ve-point Likert scale for 52 statements relevant to learning. ASSIST aims 
to offer a mechanism through which educators and researchers across countries and 
disciplines can gain an understanding of the approaches utilised by students, and 
potentially the infl uence of contextual and personal variables on these approaches. 

 ASSIST has three parts. Part A includes six statements to describe “what is 
learning?” in students’ eyes. Part B consists of 52 statements which are used to 
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identify the learning approaches of students. Finally, Part C of the survey helps 
researchers to identify student preferences for different types of courses and teach-
ing, that support understanding (related to deep approach) or that transmit informa-
tion (related to a surface approach). This is done by using eight statements together 
with a question asking students how well they think they have been doing their 
assessed work so far. This survey tool is publicly available (Centre for Research on 
Learning and Instruction  1997 ), although it can only be used where the educational 
language is English. Therefore the core authors translated the survey into Italian and 
Spanish for the purpose of this study. The validation of ASSIST has been reported 
for UK data by Entwistle et al. ( 2000 ) and for Egyptian data by Gadelrab ( 2011 ). In 
Ireland, ASSIST has been used to assess students’ learning approaches for account-
ing and science students (Byrne et al.  2002 ,  2010 ). As such it is of interest to vali-
date ASSIST on the data from each country in this project.  

2.2     The Demographic Survey 

 An additional survey was also developed to gather information regarding the demo-
graphics of students (e.g. gender, age, language spoken at home, their parents’ edu-
cational background), the students’ offi cial university identifi cation number (Student 
ID) so that it was possible to access their offi cial fi nal grade for the unit, their edu-
cational background (e.g. where they completed high school, what kind of high 
school they attended), their current circumstances (e.g. where they live, whether 
they work) and their future educational plans (e.g. whether they intend to enrol a 
higher degree). Finally after providing a brief description of the three learning 
approaches (deep, surface and strategic), the survey asked students to identify their 
learning approach for the statistics unit they were studying and write a few sen-
tences regarding why they used this specifi c approach in this statistics unit. The full 
demographic survey used in Australia is provided in the Appendix. In Italy and 
Argentina minor modifi cations were made to the demographic survey to address 
differences in high school and tertiary education systems. 

 To be able to have an acceptable assessment of students’ learning approaches in 
statistics, we surveyed our students towards the end of their study period so that they 
had been exposed to almost all of the concepts to be covered in the semester. By this 
time they would have been assessed in some aspects of their learning and they 
would have been given feedback on their assessment tasks.  

2.3     The Learning Environment and Unit Characteristics 
in Three Countries 

 The characteristics of three fi rst year statistics units offered in Italy to Psychology 
students, in Argentina to Agricultural Engineering and Environmental Sciences stu-
dents and in Australia to mainly Business students will be compared in this section. 
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The characteristics are based on 2011 offerings of these units since the data collection 
from the students started in 2011. 

 In Australia, the focus of the research was on an introductory statistics unit 
within Macquarie University. Although not compulsory for all students, many 
degrees in the University have this unit as a prerequisite for further study, including 
Bachelor of Applied Finance, Bachelor of Business Administration, Bachelor of 
Economics, Bachelor of Marketing and Media, Bachelor of Biodiversity and 
Conservation, Bachelor of Marine Science and Bachelor of Medical Sciences 
(Macquarie University  2012a ). Since there is no assumed knowledge, the course 
begins with an introduction to variable types, study designs and the relationship 
between a sample and population. Graphical and descriptive statistics are covered in 
detail, followed by probability and sampling distributions. Hypothesis testing and 
confi dence intervals are a main focus of this course which includes methods for 
known and unknown variances. The second half of the course explores the concepts 
and applications of correlation and regression, which is followed by categorical data 
analysis. The fi nal week is dedicated to the review of all the contents covered and a 
reminder of how the topics relate to each other. 

 The unit teaching team for 2011 consisted of three academic staff members, all 
with more than 10 years of experience, from the Department of Statistics. The 
teaching team was headed by a Senior Lecturer. There were more than 900 student 
enrolments which necessitated four lecture streams, each 2 h a week for 13 weeks. 
One of them was taken by the lecturer in charge, two of them by one academic staff 
member and the fi nal one by the other academic staff member. The largest lecture 
class size within this course consisted of 334 seats tiered theatre. 

 As well as attending a 2 h lecture each week, students were required to attend a 
1 h tutorial and a 1 h practical (both with up to 50 students per group) each week. 
Tutorials involved guided problem solving using pen and paper and manual calcula-
tions. Practicals helped students to learn how to solve these problems using a statis-
tical software package. Both tutorials and practical classes started in the second 
week and continued until the last week. They were mainly run by higher degree 
students (i.e. Ph.D., Honours). In second semester 2011, there were nine tutors run-
ning 23 tutorial classes and seven practical demonstrators running 23 practical 
classes. Consultation times were offered by all academic staff in the department and 
covered most hours between 9 am and 5 pm each working day. 

 Assessments for the unit included online quizzes (15 %), three group-based 
assignments each worth 5 %, a class test run under exam conditions organised dur-
ing tutorials just before the midsemester break (15 %), and a fi nal examination worth 
55 % (Table  1 ). Unless students were able to prove through a special consideration 
application (Macquarie University  2012b ) that serious and unavoidable disruption 
to their studies resulted from an event or set of circumstances (i.e. illness) that pre-
vented them from being able to sit the fi nal exam on the allocated date and time, 
students were not given an opportunity to attempt to pass the examination again.

   The course of interest in Italy was an introductory statistics course for psychol-
ogy students of the University of Florence. Students are introduced to the concept 
of measurement and introductory statistics using examples and data from 
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psychological literature and research. The course is designed to provide students 
with suffi cient theoretical and practical knowledge of descriptive statistics and 
probability theory to then study hypothesis testing and confi dence intervals, as well 
as descriptive statistics and other inferential statistical analyses. This course is com-
pulsory for fi rst year students. There were 400 students in the course in 2011 
(Table  2 ). As with the Australian course, the teaching required a team effort and was 
headed by a senior lecturer with more than 10 years of experience. The teaching 
team consisted of only two academics who ran all of the lectures and tutorials. The 
course runs for 10 weeks, and consists of one 4 h lecture and one 2 h tutorial (with 
students working in groups) each week. The largest lecture class size within this 
course consisted of 250 seats (i.e. maximum number of students could be 250 but it 
is possible that there were less number of students in any given week in any given 
lecture time). Consultation hours were also offered to students for one-on-one help 
with exercises. Classes were based around the discussion of theoretical issues, fol-
lowed by practical examples and exercises undertaken with pen and paper, rather 
than using computer packages in tutorials. The assessment for this course consisted 
of a group report (10 %), an ungraded assignment for providing students with for-
mative feedback, and written (70 %) and oral (20 %) fi nal examinations (Table  1 ). 
The tasks in these examinations consisted of solving problems (numerical answers) 
and open- ended questions in which students had to apply and explain concepts 

     Table 1    Assessment characteristics of units in Australia, Italy and Argentina   

 Country  Australia  Italy  Argentina 

 Online quizzes a   9 (15 %)  –  – 
 Assignments or quizzes a   3 (15 %)  1 (10 %)  2–12 (10 %) 
 Written exam a   2 (15 and 55 %)  1 (70 %)  2 (40–50 %) 
 Oral exam a   –  1 (20 %)  – 
 Attempts allowed for exams  1 with justifi cation  5 no justifi cation  4 no justifi cation 

   a  The numbers represent how many and the percentage means the weighting of the assessment tasks 
towards the fi nal grade  

    Table 2    Face-to-face hours per semester in Australia, Italy and Argentina   

 Country  Australia  Italy  Argentina 

 Number of students  970  400  450 
 The lecture class sizes (seats available)  334, 320, 250, 216  250, 250  115, 115, 115, 110 
 Teaching team 

(lecturer + tutor + demonstrator) 
 4 + 9 + 7  4  4 + 8 

 Total face-to-face lecture hours per semester  26  40  32 
 Maximum number of students per tutorial  50  120  36 
 Total face-to-face tutorial hours per semester  12  20  42 
 Maximum number of students per practical  80  –  36 
 Total face-to-face practical hours per 

semester 
 12  –  6 

 Total face-to-face hours per semester  50   60  80 
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acquired during the course. In contrast to the Australian sample, students were 
allowed to sit the examination up to fi ve times in the year.

   The sample chosen in Argentina was from a general statistics unit which is com-
pulsory for students studying towards Agricultural Engineering or Environmental 
Sciences Degrees. As for the Australian and Italian fi rst year units the teaching team 
in 2011 consisted of several academic staff members and the team was headed by a 
Senior Lecturer with more than 10 years of experience. There were 450 students in 
the course in 2011. The course ran for 16 weeks, and consisted of one 2 h lecture per 
week, one 3 h tutorial (with up to 36 students per group) a week and two practicals 
a term. The largest lecture class size within this course consisted of 115 students. 
The fi rst half of the course covered topics related to descriptive statistics, probabil-
ity and random variables (particularly binomial and normal variables). The second 
half of the course introduced sampling distributions, hypothesis testing and confi -
dence intervals for the mean and mean differences. In the fi nal weeks of the semes-
ter, simple linear regression and categorical data analysis were taught. 

 The performance of the students was assessed through continuous evaluation 
(with assignments that were submitted in every class) and two midterm tests (four 
or fi ve problem-solving exercises). If the students gained 70 % or above in the mid-
term tests, then they passed the course, they did not need to sit a separate fi nal 
exam. If their performance during the semester fell below 40 %, then they failed the 
unit and they were not allowed to sit the fi nal exam. Students with intermediate 
performances—achievement between 40 and 70 %—were required to sit a fi nal, 
integrated examination, which consisted of multiple choice questions (Table  1 ). 
These students were given four attempts to sit the fi nal examination. 

 The total face-to-face contact hours during the semester for the three learning 
environments are provided in Table  2 . While Australian students had 50 h total face-
to- face contact with academics, half of these were with junior academics (i.e. cur-
rent higher degree students), and all contact hours in Italy (60 h per semester) and 
in Argentina (80 h per semester) with academic staff members. Future work will 
explore whether this aspect of the units had any relationship with students’ learning 
approaches and success in statistics.   

3     Validation of ASSIST in the Australian Data 

3.1     Data Collection in Australia 

 In Australia in the second semester of 2011, students were surveyed in week 13 in 
their practical classes. Unfortunately, the practical attendance by that time was very 
low. Instead of 50 enrolled students per practical class, on average there were no 
more than 10 students in each class. Dr. Bilgin went to each practical class, intro-
duced the study to students and distributed the survey forms. She left the class and 
surveys were collected by practical demonstrators. Although the total number of 
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enrolments for the unit was close to 1,000, due to the drop in the practical class 
attendance, only 68 students returned a completed survey. This is not surprising in 
Australian higher education institutions. Students are usually asked to complete 
surveys all through the semester such as Learner Evaluation of Unit, Learner 
Evaluation of Teacher and educational research undertaken by academics or higher 
degree students. For a recent study, Dr. Bilgin only managed to get 4.9 % response 
rate from 10,000 randomly selected local students for an online survey after two 
reminders. 

 To be able to achieve a reasonable number of student responses for the two sur-
veys, we repeated the survey in fi rst and second semesters in 2012. At the time of 
writing, the data for the second semester 2012 was in paper form and not available 
for analysis. In total, we had 68 responses in 2011 and 67 responses in 2012 avail-
able for analysis. These 135 responses were used in factor analysis to verify the 
factorial structure of ASSIST in the Australian cohort.  

3.2     Participants in Australia 

 The sample was evenly split between male (48.9 %) and female (51.1 %) partici-
pants. The average age of students was 21 (SD = 5.4) years. Ninety-three per cent of 
the students were aged 26 years or younger. One in fi ve students identifi ed them-
selves as international students (19.8 %). The international students were mainly 
from China (35 %) and other Asian countries (54 %). Although only 20 % of the 
students were international students, 52 % of sampled students indicated that they 
spoke a language other than English at home and only 59 % of the students stated 
that English is their fi rst language. One-third of the students completed secondary 
education through a private or independent high school, and a further 18.5 % in 
Catholic high schools, while nearly half of the students (49 %) graduated from a 
government high school (including selective high schools—only 5 %). Forty per 
cent of the students attended coaching for more than 30 h in a year prior to starting 
university. For nearly 40 % of students (39 %) neither parent had a university degree, 
while one-third had both parents with a university degree (29 %), 13 % only the 
father and 13 % only the mother had a university degree. Only a few students did 
not know whether either of their parents had a university degree (6 %). The majority 
of the students lived with their parents (63.6 %), others lived in shared accommoda-
tion (14.4 %), with partner/husband/wife (8.3 %), alone (7.6 %), residential college 
(1.5 %) or in other accommodation (4.5 %). Sixty-one per cent of the students had 
a job during their studies where they worked from 3 h per week to 60 h per week. 
On average they worked 17.2 (SD = 12.6) hours each week. 

 Two-thirds of students indicated that they liked studying in general however, 
only 52 % of students stated that they liked studying mathematics in their high 
school years. The percentage of students who considered statistics to be useful for 
their future work (55 %) was slightly lower than the percentage of students who 
intended to enrol in a higher degree after completing their current degree (64 %). 
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 Their self-identifi ed learning approaches were for deep, surface and strategic 
approaches, 33 %, 44 % and 23 % respectively. The higher percentage of surface 
approach and the lower percentage of deep approach might be due to students’ 
immaturity at university studies. Seventy-six per cent of the students provided an 
explanation for why they had chosen a certain learning approach to study their cur-
rent statistics units. 

 Deep and surface approaches consist of four subscales each with four statements; 
therefore if a student chooses the highest possible value for each statement, the 
highest possible score for deep and surface approaches are 80. The strategic 
approach consists of fi ve subscales each with four statements; therefore if a student 
chooses the highest possible value for each statement, the highest possible score for 
the strategic approach is 100. The mean deep, surface and strategic approach scores 
for the 135 students were 55.2 (SD = 10.4), 52.6 (SD = 11.7) and 68.1 (SD = 13.4), 
respectively. To be able to graphically display all three learning approaches so that 
they are comparable, scores were standardised prior to creating the boxplot in Fig.  1 .

   Figure  1a  clearly shows that the distributions of the three learning approaches 
scores were very similar for this sample. Although there did not seem to be any 
relationship between surface and deep approaches and between surface and stra-
tegic approaches, it is visible in Fig.  1b  that deep and strategic approaches had a 
positive linear relationship and they were signifi cantly correlated with each other 
(Pearson correlation coeffi cient = 0.715,  p  < 0.0001), while the correlation between 
deep and surface (Pearson correlation coeffi cient = 0.03,  p  = 0.73) and surface 
and strategic (Pearson correlation coeffi cient = −0.01,  p  = 0.89) approaches were 
insignifi cant.  

3.3     In Students Words 

 We have used word clouds to identify student stated reasons for choosing certain 
learning approaches in their statistical learning (Figs.  2 ,  3  and  4 ). We found relevant 
quotes for most observed words from students’ responses to provide students’ per-
spectives. There were 42, 37 and 24 student responses to open-ended questions on 
why they have chosen surface, deep and strategic approaches to their learning, 
respectively.

     While the students’ explanations for choosing a surface approach to their  learning 
in statistics ranged from (Fig.  2 ):

  I have other important subjects to focus on at the moment, and only really need to pass stats. 
 Only need to pass this unit for science-only need some key information for science tests. 

 to,

  I fi nd it easier to cope with statistics by focusing on what I have learned each week and 
sometimes I fi nd it diffi cult relating different week’s information to each other. 

 I like to be told exactly what to learn and where to fi nd it. I don’t think creative thinking 
in stats (for me anyway) will give me good marks 
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  Fig. 1    Standardised learning approaches scores distribution and their relationships with each 
other for the Australian data set       
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  Fig. 2    Word cloud for surface learning approaches       

  Fig. 3    Word cloud for deep learning approaches       

  Fig. 4    Word cloud for strategic learning approaches       
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   The reasons for them choosing a deep approach to their learning in statistics 
were more in line with the defi nition of the deep approach (Fig.  3 ), i.e. to understand 
and internalise the concepts:

  Understanding and linking concepts makes it easier for me to recall things, and to derive 
anything else. I’m more likely to remember something if I think it is meaningful. 

 It’s easy to remember things if you understand them in your own context link them and 
draw relationships between each other. It saves time and tends to stay in the memory 
longer. 

 That is how I like to approach everything, the joy of learning. 
 Because it’s important I can apply my statistical analysis skills to other units now and in 

the future. Statistic has a big role in science (doing a medical science degree). 
 If you extract meaning from what you are learning then it is much easier to 

understand. 

   Finally, the strategic approach to learning in statistics appears to have been made 
for obvious (strategic) decisions:

  I use this approach because without organising time diligently then I fi nd it diffi cult to 
complete tasks and study. Furthermore, studying effectively means I don’t waste time. 

 Optimise the time then the work is fi nished and completed. Study method means all 
content is covered. 

 Simple. Effective. Gets the job done. I don’t have time to engage in the work. Plus, there 
is way too much content to engage with 

 This was the approach was taught and used throughout my high school years. I believed 
it has worked for me which is why I continue to use it in university. 

 The grade is really important to me as I need to get a really good grade as I’m a spon-
sored student. And the approach can help me to succeed in this unit. 

   In summary students stated that their main reason for choosing a surface approach 
was because their only aim was to pass the unit and the unit was potentially diffi cult 
for them to pass. Others wanted to understand the content of the unit because that 
made it easier for them to remember and relate what they have learnt to their future 
studies therefore they are choosing deep approach to their learning. The remaining 
students pointed out that they do not have enough time to use any other approach than 
a strategic approach in order to get high grades which was very important to them.  

3.4     Exploratory Factor Analysis of the ASSIST Model 

 The purpose of carrying out an exploratory factor analysis on the learning 
approaches data was to reveal the underlying relationship between the three learn-
ing approaches (i.e. factors) and the component subscales of ASSIST without any 
prespecifi cations and restrictions on cross-loadings. The method used here involved 
a principal components method (PCA) for performing the exploratory factor analy-
sis. We wish to validate ASSIST for the sample of Australian statistics students. 

 Component subscales loading high on the learning approach they represent with 
minimal cross-loadings are an indication of the good discriminant validity of the 
factors, and thereby reinforce that the ASSIST subscales effi ciently measure the 
individual learning approaches of the Australian fi rst year statistics students. 
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 We began by examining the correlations between 13 subscales and found that 
most of the correlations were greater than 0.3 except for the correlations between 
surface approach subscales, and either deep or strategic approach subscales. The 
statements relating to the surface approach had weak correlations with the other two 
learning approaches. The value of the determinant was 0.002, which is small, but 
still acceptable since it is not zero and hence the correlation matrix can be inversed. 
The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy for this data set 
was 0.835, which is much great than required minimum (0.5) to be able to apply 
factor analysis. Furthermore, Bartlett’s test of sphericity returned a highly signifi -
cant  p -value (<0.001), meaning that the off-diagonal entries in the correlation matrix 
were signifi cantly greater than zero. Based on these fi ndings, it can be concluded 
that it is worthwhile to carry out an exploratory factor analysis. 

 To decide how many factors to extract we used three measures:

    1.    A rule of thumb is to extract the factors where the eigenvalues are approximately 
greater than 1. The fi rst four eigenvalues for this data set were 4.946, 2.550, 
0.970 and 0.770 which suggests the extraction of two or three factors.   

   2.    As a visual guide, we examined the scree plot (Fig.  5 , solid line) to decide how 
many factors to extract. The elbow appears to be at the third factor, suggesting 
retention of two or maybe three factors.

       3.    We also applied the so-called “parallel procedure” fi rst introduced by Horn 
( 1965 ). In short, this procedure uses Monte Carlo simulation to generate eigen-
values a large number of times on the same sample size as the data set, averages 
them, and compares the actual eigenvalues to these standards. The cut-off is set 
where the average eigenvalue exceeds the actual eigenvalue, i.e. the variance is 
greater than the average variance in random samples. In our case, with  n  = 135 
and  p  = 13, the fi rst four average eigenvalues are as follows: 1.654, 1.487, 1.360 
and 1.255. Our third actual eigenvalue was 0.970 and the third average eigenvalue 

  Fig. 5    Scree plot for the Australian data set       
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of 1.360 from the simulation is slightly exceeding this. As the cross-over point 
(Fig.  5 , dashed line versus solid line) is closer to the third eigenvalue, the method 
of the parallel procedure argues for the extraction of three factors.     

 While, strictly speaking, the fi rst two guidelines suggest the extraction of two 
factors only, we know that these guidelines are very rough and the third eigenvalue 
of 0.970 was very close to the cut-off value of 1. Lastly, the results of the parallel 
procedure also support the extraction of three factors rather than two. 

 The PCA approach explained nearly 65 % of the variation with three factors 
extracted and it is worthwhile to note that the fi rst two factors only accounted for 
47 % of the variance. As such, our decision to extract three factors appears further 
justifi ed. The factor analysis distinctly separated the component subscales of the 
three learning approaches with most of them having a positive loading of above 0.7, 
although some subscales (“alertness to assessment demands” and “monitoring 
effectiveness”) appeared to have some overlap between the strategic and deep 
approaches by loading more strongly on the deep approach (Table  3 ). It is interest-
ing to note that these two subscales were also found to have inappropriate loadings 
in a research project that aimed to validate ASSIST on a sample of Norwegian 
undergraduate students (Diseth  2001 ). Diseth ( 2001 , p. 382) argues that the sub-
scale “alertness to assessment demands”, which includes items focusing on the 
utilisation of feedback, is less applicable to the Norwegian sample as Norwegian 
students get little feedback during the semester and it more relates to studies beyond 
the fi rst year. With regard to the subscale “monitoring effectiveness”, Diseth ( 2001 ) 
notes that it is a related subscale, which might not be applicable in all contexts as is 
the case with the Norwegian sample, and it might be more relevant to graduate stud-
ies as noted by Entwistle et al. ( 2000  as cited in Diseth  2001 ). These arguments are 
likely to hold in relation to the factor analysis carried out on the Australian fi rst year 
statistics students. Furthermore, the fact that unrotated loadings (not presented) of 
these two subscales were greater than 0.7 on the strategic approach supports the 
theoretical argument that they are primarily related to the strategic approach.

   Table 3    Rotated component matrix   

 Components 

 1 (Deep)  2 (Strategic)  3 (Surface) 

 ST: Organised studying  0.431  0.744  −0.021 
 ST: Time management  0.233  0.865  −0.006 
 ST: Alertness to assessment demands  0.532  0.358  0.111 
 ST: Achieving  0.412  0.774  −0.041 
 ST: Monitoring effectiveness  0.607  0.447  0.012 
 SU: Lack of purpose  0.113  −0.320  0.720 
 SU: Unrelated memorising  −0.060  0.063  0.879 
 SU: Syllabus-boundness  0.023  −0.002  0.787 
 SU: Fear of failure  0.036  0.117  0.774 
 D: Seeking meaning  0.772  0.256  −0.013 
 D: Relating ideas  0.785  0.123  −0.004 
 D: Use of evidence  0.799  0.166  0.085 
 D: Interest in ideas  0.607  0.420  −0.025 

A Comparison of First Year Statistics Units’ Content and Contexts...



204

   In summary, the exploratory factor analysis appears to validate the ASSIST 
model by loading appropriately onto the correct component for all but a couple of 
subscales.   

4     Conclusion 

 The study of statistics has become widespread throughout many degrees in 
Australian universities, such that many statistical courses are now prerequisites for 
further study. The use of surface approaches within statistical study could be con-
sidered detrimental to both the student and the fi eld, as only deep approaches award 
students with suffi cient knowledge to progress and be capable of future statistical 
enquiry. However, to date there have been few empirical studies exploring the rela-
tionship between learning approaches and course outcomes in statistics courses. It 
would be of interest to determine if these relationships differ within students who 
are progressing towards a degree other than statistics, such as in psychology, biol-
ogy, agricultural engineering or accounting, where statistical knowledge is essential 
but often overlooked. Comparisons of course characteristics and student demo-
graphics across countries might allow educators to gain a better understanding of 
the infl uence of contextual (i.e. course related) and demographic (i.e. personal) vari-
ables on students’ learning approaches. 

 Research concerning individual characteristics of students and their relationship 
to learning approaches has limited applicability for academic reform, and therefore 
there is greater need for clarifi cation of the role played by dynamic factors. As such, 
extensive tutoring prior to university entry (i.e. high school years), hours of work 
undertaken that is unrelated to what has been studied, language of education (i.e. 
native or second language) and features of the courses are of particular interest. It 
has been found that previous experiences and predispositions to learning shape a 
student’s approach to learning in tertiary settings, with students who have come to 
rely on surface approaches preferring university materials that allow surface learn-
ing (Entwistle  1991 ). It would be of interest to determine how preparation for high 
school completion examinations, a set of examinations largely focused around con-
tent memorisation, prior to university admission would be related to the learning 
approaches subsequently utilised. The relationship between a student’s hours of 
paid work and their learning approaches has also been of interest to researchers. 
Zhang ( 2000 ) found that work experience was positively associated with deep and 
achieving approaches, and negatively with surface approach. However this result 
may only hold for work relevant to the student’s study, and could otherwise detract 
from the student’s ability to utilise deep approaches to learning. Further work is 
therefore warranted to measure the hours a student works, the necessity of this 
work, and its relation to their learning at university, to shed light on this matter. 

 The comparison of the three units offered in Australia, Italy and Argentina, and 
the educational systems of the countries in which they are taught, offers researchers 
a perspective through which contextual and contents of the fi rst year statistics units 
are taught. Along with demographic variables, these context variables might be able 
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to give us an indication why students of statistics are using certain learning 
approaches in their studies. 

 Several differences documented here might help us to identify relationships 
between these variables and learning approaches. Practical classes, statistical 
packages and online resources are used in teaching the Australian sample, and it is 
of interest as to how these additions to statistical teaching may alter the approaches 
used by students. In light of the big push to Massive Online Open Courses 
(MOOCs), the fi ndings might be of interest to the wider educational community. 

 The impact of class sizes could also prove to be important as the Argentinian 
classes consisted of far fewer students than were in both the Italian and Australian 
samples. The assessment styles of the three groups were similar in terms of their 
mix of intermittent assignments, group work and examinations, but with more 
emphasis given to the fi nal examination in the Italian and during semester assess-
ments in the Argentinian samples. In addition, more opportunities were given to 
students to pass the fi nal examination without justifying why they should be given a 
second chance to sit it in Italy and Argentina. Using one-to-one oral fi nal examina-
tion is unheard of in the undergraduate Australian higher education environment; 
due to the large numbers of enrolled students, it seems an unlikely option for future 
Australian undergraduate education. 

 By using the 135 responses from the Australian students, we were able to verify 
that ASSIST was a valid measure of students’ learning approaches (deep, surface 
and strategic). We are applying similar analysis to Italian and Argentinian data sets 
to verify the effectiveness of the translated versions of ASSIST. The results will be 
presented in future publications. 

 We acknowledge that the Australian sample might be biased due to the timing of 
data collection and because we were unable to reach a reasonable proportion of 
students. Nevertheless, even with this small sample we were able to show the valid-
ity of ASSIST in this sample which may be useful for future Australian studies. In 
the future we might be able to increase response rates by surveying students in the 
middle of their studies and by utilising online tools. 

 A comprehensive study of the learning approaches utilised by students in (at least) 
these three countries, Australia, Italy and Argentina, as well as identifying the rela-
tionships between the learning approaches and student background variables and 
features of the learning environment, will potentially provide avenues for academic 
reform in statistics education by highlighting the needs for curriculum changes.  

5    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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     Appendix: Demographic Survey Used in Australia 
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    Abstract     Basic mathematical skills are critical to a student’s ability to successfully 
undertake an introductory statistics course. Yet in business education this vitally 
important area of mathematics and statistics education is under-researched. The 
question therefore arises as to what level of mathematical skill a typical business 
studies student will possess as they enter the tertiary environment, and whether 
there are any common defi ciencies that we can identify with a view to tackling the 
problem. This paper will focus on a study designed to measure the level of mathe-
matical ability of fi rst year business students. The results provide timely insight into 
a growing problem faced by many tertiary educators in this fi eld.  

  Keywords     Statistics education   •   Business studies   •   Quantitative skills  

1         Introduction 

 Traditionally the teaching of business statistics has received less attention from 
 educators and has been generally perceived as “hard to teach”. Yet these skills need 
to be taught if students are to be successful in their degree studies and in profes-
sional life. Students entering into business studies at a tertiary level will typically 
undertake a statistics course as part of the core curriculum. The importance of basic 
mathematical skills for success in such courses is clear. Students are, however, fear-
ful in this area; anxiety that in many instances comes from a lack of confi dence as 
to their prior level of mathematics skills. A dislike of mathematics is another factor. 
Though a common problem at all levels of education, for business studies students 

      Understanding the Quantitative Skill Base 
on Introductory Statistics: A Case Study 
from Business Statistics 

             Joanne     Elizabeth     Fuller    

        J.  E.   Fuller      (*) 
  School of Economics and Finance ,  Queensland University of Technology , 
  Gardens Point Campus ,  Brisbane ,  QLD 4001 ,  Australia   
 e-mail: j.fuller@qut.edu.au  

mailto:j.fuller@qut.edu.au


212

mathematics is also frequently perceived as being completely redundant. Regardless 
of the underlying cause, the lack of basic mathematical skills represents a signifi -
cant problem. 

 The challenges arising as a consequence of the lack of prior basic mathematical 
skill are immense and it is therefore vital that we have a clear understanding of the 
nature and scope of the problem (Wilson  1992 ; Wilson and MacGillivray  2007 ). 
The relationship between mathematics and statistical reasoning has been considered 
in the literature, for example see Garfi eld ( 2003 ), Moore ( 1997 ), Vere-Jones ( 1995 ) 
and Watson and Callingham ( 2003 ); though most research has focused on anxiety. 
More recent work, such as that of Wilson and MacGillivray ( 2005 ,  2006 ), has pro-
vided essential insight into the importance of numeracy to statistical reasoning. Yet 
an opportunity exists to examine these issues further, specifi cally in the context of 
business education. The questions of what level of mathematical skill a typical busi-
ness studies student will possess as they enter the tertiary environment and whether 
there are any common defi ciencies that we can identify are critical to being able to 
assess the extent of the problem and the development of future strategies. While the 
longer term objective is to raise the level of mathematics awareness and ensure that 
students do indeed begin their business studies with the requisite level of mathemat-
ical knowledge, the pursuit of this goal begins by assessing the current tertiary 
landscape. 

 The focus in this paper are fi rst year business studies students. The results of a 
study designed to measure the level of mathematical ability of these students as they 
enter a compulsory introductory statistics course will be investigated. The details of 
the survey will be presented, followed by the results collected over more than 
3 years. It will be shown that there are several areas of concern where students 
do not possess the requisite knowledge required for successful completion of the 
course. The consequences of these defi ciencies will be considered with regard to 
the impact upon a student in being able to perform various statistical tasks. Possible 
strategies to conquer such defi ciencies will also be discussed, including a workbook 
strategy, as well as ideas for further refi nement and focus.  

2     The Quiz 

 At the Queensland University of Technology (QUT) business studies students com-
plete eight core compulsory subjects. The eight core subjects are designed to ensure 
that all students achieve a minimum standard of skills considered necessary for a 
successful career within the business environment, regardless of the major selected 
(i.e. majors include economics, fi nance, accounting, marketing, advertising, public 
relations, international business and management). Data Analysis is one of the core 
subjects and it provides a standard fi rst year university statistics course, including 
descriptive statistics and inferential statistics as major streams within the 13 weeks 
of classes. With an enrollment of approximately 1,000 students each semester, the 
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course attracts students from a wide range of backgrounds (for example, school 
leavers, as well as mature age students) and the level of mathematical ability is 
 correspondingly broad. It is also important to note that students are able to gain 
entry to the course without having studied senior mathematics, as is now common-
place for many tertiary level business courses. 

 Involvement with the course and therefore such a large and diverse group 
of students provided an opportunity to consider the level of mathematical ability of 
fi rst year business studies students as they enter a compulsory introductory statistics 
subject. In 2007 a diagnostic mathematics quiz was developed as part of the Data 
Analysis curriculum. The quiz, developed in conjunction with the QUT School of 
Mathematics, was designed to assess core mathematics skills applicable to the 
course, such as basic algebraic manipulation which would be required to solve 
problems involving formulas. It was also launched with a view to supplementing an 
existing workbook (intended to revise such basic mathematics skills) by directing 
students to relevant workbook sections for any incorrect answers. The aim was 
therefore to assist students to focus their efforts so as to develop the quantitative 
skills required for success and thus build student confi dence in the early weeks of 
the semester. The quiz also provided an opportunity to collect the much needed data 
to examine the problem in greater depth so as to refl ect on possible further avenues 
of support. 

 The quiz was made available to students in an online format via the Blackboard 
site so as to increase fl exibility and therefore encourage high levels of participation. 
The quiz featured in Orientation Week messages as part of a strategy designed to 
make students aware of the potential for concern in this area, as well as encouraging 
all students to self access their level of mathematical aptitude and therefore be pro-
active with their studies. This initial promotion was then followed by discussion in 
the fi rst week of classes, both lectures and tutorials, so as to maximise awareness 
in this optional activity. The quiz consists of eight short questions in a multiple 
choice format to ensure ease of participation. Questions 1 and 2 involve conversions 
between decimals and percentages. Questions 3, 4 and 5 involve arithmetic calcula-
tions. Questions 6, 7 and 8 involve algebra. The questions and answer options are 
the same for all students who undertake the quiz. The quiz questions and answer 
options are shown in Table  1 .

3        Student Performance 

 The quiz was trialled in the second semester of 2007 and has been implemented 
every semester since, thus providing a large amount of data with which to analyse. 
It should be noted that for each quiz question, students were given four answer 
options, as well as a “don’t know” option. The results have been collated to observe 
the longer term trends and thereby examine whether initial fi ndings were cohort 
based or indicative of a more systemic problem. The database of results currently 
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   Table 1    The quiz questions and answer options   

 1.  Written as a decimal, 6.5 % is equal to 
 (a) 0.0065 
 (b) 0.065 
 (c) 0.65 
 (d) 6.5 
 (e) Don’t know 

 2.  Written as a percentage, 0.0178 is equal to 
 (a) 0.0178 % 
 (b) 0.178 % 
 (c) 1.78 % 
 (d) 17.8 % 
 (e) Don’t know 

 3.  2 + 3 × 0. 5 is equal to 
 (a) 2.5 
 (b) 3.5 
 (c) 5.5 
 (d) 8 
 (e) Don’t know 

 4.   ( ) / .5 7 0 5-
 
  is equal to 

 (a) − 4 
 (b) 4 
 (c) 1 
 (d) − 1 
 (e) Don’t know 

 5.  100(1 + 0. 06) 3  is equal to 
 (a) 100.0216 
 (b) 112.36 
 (c) 119.1016 
 (d) 318 
 (e) Don’t know 

 6.  The solution for b to the equation  2a b c- =    is given by 
 (a) 2a − c 
 (b) c − 2a 
 (c)  - +( )2a c

 
  

 (d)  - -( )2a c
 
  

 (e) Don’t know 
 7.  The solution for i to the equation  F P in= +( )1

 
  is given by 

 (a)  [( ) ] /F/P n-1
 
  

 (b)  ( )F-P /n
 
  

 (c)  ( )F/nP -1
 
  

 (d) F/nP 
 (e) Don’t know 

 8.  The solution for x to the equation  a x y z= -( ) /
 
  is given by 

 (a) az + y 
 (b) az − y 
 (c) y − az 
 (d) (a + y)z 
 (e) Don’t know 
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covers from Semester 1, 2009 to Semester 1, 2011. Table  2  lists the number of 
 students who completed the quiz each semester during the period being considered. 
Figure  1  provides the percentage of students who answered correctly for each 
 question, in each semester. Figure  2  provides the percentage of students who 
answered “don’t know” for each question, in each semester. Figure  3  summarises 
the average percentage of students who answered “don’t know” for each question 
across the full period. 

 The levels of “don’t know” response are particularly useful in assessing the 
 reason for an incorrect answer. This answer option allows us to consider whether 
students thought they knew what to do and got the answer wrong, or whether they 
simply did not know how to tackle the problem.

   Table 2    Number of students who completed 
the quiz each semester during the period from 
Semester 1, 2008 to Semester 1, 2011   

 Semester, Year  Number of students 

 1, 2008  245 
 2, 2008  220 
 1, 2009  166 
 2, 2009  278 
 1, 2010   97 
 2, 2010  148 
 1, 2011  189 

  Fig. 1    Percentage of students who answered correctly for each question in each semester during 
the period from Semester 1, 2008 to Semester 1, 2011        
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      The results presented demonstrate that there are several areas in which large 
numbers of students lack the requisite mathematical skill, defi ciencies which will 
undoubtedly cause distress for students while studying. The results, as well as the 
implications, will be considered in more detail below. 

  Fig. 2    Percentage of students who answered “don’t know” for each question in each semester 
during the period from Semester 1, 2008 to Semester 1, 2011        
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  Fig. 3    Average percentage of students who answered “don’t know” for each question during the 
period from Semester 1, 2008 to Semester 1, 2011        
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3.1     Conversion 

 Questions 1 and 2 on the quiz test a student’s ability to convert between decimal and 
percentage format. The results in this area are the most positive overall. As shown 
in Fig.  1 , competence to perform these types of conversions ranges between 80 and 
90 %. Despite being the strongest of all areas, it is still important to note that this 
tells us there will generally be 1 out of every 10 students who are not able to under-
stand and implement these basic level conversion problems. In a statistics course 
this can have signifi cant consequences. For example, consider the study of the nor-
mal distribution and, in particular, the understanding of problems relating to the 
standard normal distribution tables. Students frequently need to be able to switch 
between probabilities written in decimals and percentages and thus an inability to 
master this skill could have a substantial impact on the subsequent understanding 
and analysis of results. 

 Interestingly, for both questions 1 and 2 we see very low levels of acknowledg-
ment by the students as to potential concern or lack of understanding, as evidenced 
by the small percentage of “don’t know” response shown in Figs.  2  and  3 . During 
most semesters no student selected this option and occasionally one student selected 
this option. These results tell us that students are more confi dent with their knowl-
edge to solve these types of problems, and also that students who were not able to 
get the correct answer were generally unaware of their inability in this area.  

3.2     Arithmetic 

 Questions 3, 4 and 5 on the quiz test a student’s ability to perform relatively straight-
forward arithmetic calculations. In particular question 3 was designed to test a student’s 
knowledge of the order of operations; question 4 was designed to see whether using 
brackets had any impact; and question 5 was designed to examine the effect of a 
power within the calculation. 

 If we begin with a closer inspection of questions 3 and 4, we can observe some 
informative results. Questions 3 and 4 can be primarily differentiated on the basis of 
whether brackets have been used to guide the processing of the calculation. Question 
3 involved only addition and multiplication, without the use of brackets. The ques-
tion was designed to test whether a student could apply the order of operation rules. 
Subtraction and division were included in question 4; however, in this question 
brackets were used to indicate that the subtraction component should be performed 
fi rst. The highest percentage of correct response for question 3 during any semester 
was 63 %, while for question 4 it was 73 %. These results show that students have 
a lower level of competence for these types of arithmetic calculations than for 
the more simple conversion problems given in questions 1 and 2. Interestingly, the 
higher success rate for question 4 was evident during every semester examined. The 
difference ranged from 6 to 18 % (as shown in Fig.  1 ), suggesting that the use of 
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brackets reduced the potential for error and therefore that understanding of the order 
of operations was not as strong as we would hope. A common mistake for question 
3 was to calculate the addition fi rst and therefore work left to right without regard to 
the rules of the order of operations. In question 4 the use of brackets removed the 
need for students to demonstrate such knowledge. The consequences are of great 
concern. Even if students are able to understand the higher level statistical concepts 
and applications being taught, when they are working on problems or assessment 
tasks approximately 1 out of 3 will not be able to determine the correct fi nal calcula-
tion values. On the basis of the level of “don’t know” response (as shown in Figs.  2  
and  3 ) students perceived question 4 as being more diffi cult than question 3, despite 
the lower number of correct answers in question 3. This result suggests that students 
are also not aware of the importance of    order of operations and of their potential 
defi ciency in this area. 

 Question 5 of the quiz extends from the more basic arithmetic calculations of 
questions 3 and 4 to introduce a power component. Although in an introductory 
statistics course the more common power calculation to which students would be 
exposed is that of squaring, it seemed prudent to consider a different power calcula-
tion to establish whether students possessed a more general understanding of the 
concept. The results are quite surprising and it should be noted that although the 
levels of correct response were similar to that of question 4 (as shown in Fig.  1 ), the 
level of “don’t know” response spiked to an average of 10 % which represents the 
third highest on average across the eight quiz questions (as shown in Figs.  2  and  3 ). 
This result can be compared to what was observed in question 3 (the of order of 
operations problem). Similar to the results for question 3, students seemed either to 
be able to successfully calculate the power or, if not, admit they didn’t know. Thus 
the percentage of incorrect answers was signifi cantly lower.  

3.3     Algebra 

 Questions 6, 7 and 8 on the quiz test a student’s ability to perform relatively simple 
algebraic manipulation. In particular, questions 6 and 8 were written using more 
standard notation (i.e. a, b, c and x, y, z), as opposed to question 7 which uses less 
common notation, despite being the equation for the future value of an amount 
invested under simple interest. 

 Both questions 6 and 8 involved algebraic expressions using the more typical 
representations of unknowns. In each question students were required to rearrange 
the expression to fi nd the answer. The rearrangement in question 6 required an addi-
tion followed by a subtraction; the rearrangement in question 8 required a multipli-
cation followed by an addition. Similar levels of success were observed for each of 
these questions, with question 6 obtaining an average rate of 62 % correct answers 
and question 8 obtaining an average rate of 59 % correct answers (as shown in 
Fig.  1 ). Interestingly, question 8 had the slightly lower fi gure which may be attrib-
uted to the use of brackets. It appears that while brackets assist students when 
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performing arithmetic, as discussed above, the inclusion of brackets adds complexity 
when algebraic manipulation is required. It is also particularly interesting to note 
the levels of “don’t know” response across these two questions (as shown in Figs.  2  
and  3 ). For question 6 the level of “don’t know” response was on average 7 %, 
where as for question 8, the level was 18 %. Again, it appears that in the less com-
plicated question 6 there were many students unable to get the correct answer that 
did not believe they did not understand the process, as represented by the lower 
“don’t know” response level. This result can be contrast directly with question 8 in 
which almost half of the students who were unable to get the correct answer admit-
ted that they didn’t know. 

 Finally, if we consider the results of question 7, an even more bleak state is 
 evident. Figure  1  shows that question 7 has the lowest success rates across all eight 
questions. This is despite being a more practical application of algebra in which 
students were asked to manipulate the equation for the future value of an amount 
invested under simple interest so as to solve for interest rate. On average only 46 % 
of students were able to achieve a correct answer, thus indicating that just over half 
of the class each semester is unable to perform such a task. The lowest individual 
semester recorded a mere 40 % of students able to give the correct answer. The high-
est individual semester saw 55 % of students able to give the correct answer. These 
results clearly demonstrate that this was the most challenging aspect of the quiz for 
students. The level of “don’t know” response, as shown in Figs.  2  and  3 , also reached 
a new high for this question with an average of 27 % of students admitting they 
didn’t know how to answer. As the steps involved in rearranging the expression in 
this question are of a comparable level of diffi culty to that of questions 6 and 8, 
these results suggest that the use of less common mathematical notation (i.e. no  x ) 
has been a factor in the perceived diffi culty. Further, such a fi nding must therefore 
also raise the question of whether students have fully appreciated the nature of alge-
bra in earlier studies or whether this is indicative of rote-style learning in which 
there has been a failure to fully    understand the core algebra concepts. 

 These results and the corresponding implications are cause for concern. It is 
therefore absolutely vital that as educators we are aware of and consequently factor 
such levels of prior knowledge into the design of course curriculum. To ignore such 
defi ciencies would serve no purpose other than to prevent students from achieving at 
the tertiary level. While it may be simpler to assume prior knowledge and leave the 
responsibility of which to the students themselves, a more appropriate approach is to 
understand the problems so as to work toward productive and effective solutions.   

4     Strategies for Improvement 

 In a statistics course for psychologists, Gnaldi ( 2003 ) showed that the statistical 
understanding of students at the end of the course depended on students’ basic 
numeracy rather than the number or level of previous mathematics courses the  student 
had undertaken. The importance of understanding the level of basic mathematics 
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skills is therefore critical to the subsequent development and customisation of focused 
strategies to combat observed defi ciencies. The growth of accessibility to faster 
Internet connections has given rise to an opportunity to broaden existing teaching 
methodologies and therefore enhance learning outcomes for students. In today’s 
learning environment there are wonderful opportunities to incorporate technology 
and therefore offer blended learning and fl exible delivery, thus creating an environ-
ment where we can seek to tackle fundamental mathematics defi ciencies in conjunc-
tion with the tertiary course so as not to detract or reduce the scope for higher level 
skills and competencies. 

 Prior to the offering of the quiz, a workbook was developed to provide Data 
Analysis students with an extra resource to revise their core mathematics skills, with 
a view to ensuring that all students reach the desired level of prior knowledge. The 
optional workbook consisted of several chapters, including arithmetic, algebra, 
summation, arithmetic progressions (APs), geometric progressions (GPs), and linear 
functions, available online to ensure ease of access. The workbook was designed to 
introduce each topic as gently as possible with the use of examples and then a com-
prehensive series of questions, to be completed in a student’s own time. Although at 
more than 100 pages in length, the feedback from students included that it was too 
broad and therefore too time consuming. As well many students indicated that, 
while they initially had good intentions of working through the resources, they did 
not complete more than the fi rst one or two chapters because of its length and a 
perceived lack of relevance. 

 The quiz provided an opportunity to refocus efforts towards the mathematics 
workbook by linking specifi c sections to questions within the quiz. Further, the 
online mode of the quiz was used to provide customised feedback in which upon 
getting questions incorrect the relevant sections of the workbook would be recom-
mended. This strategy for improvement has been successful in providing students a 
more focused approach to the immense range of course resources, as evidenced by 
student feedback such as “I was particularly impressed by the large number of extra 
curriculum work available. For a student who normally struggles with mathematics, 
it was comforting to have material to help me improve” (Student feedback, QUT 
Learning Experience (LEX) survey, 2009). 

 The initial quiz results also yielded an understanding of the areas in which 
 students experience the highest level of diffi cultly, such as arithmetic and algebra, 
as discussed above. This knowledge was able to be used to source additional 
resources including online videos to assist with the development of core mathemat-
ics concepts and include the relevant links within a  Math Help  section of the Data 
Analysis Blackboard site. Further, the longer term consistency of such trends pro-
vides the motivation to continue to seek additional resources to assist students. For 
example, a future project will involve the development of more business-specifi c 
instructional videos so as to still cover the core knowledge but to do so in a manner 
that is customised for the student and their learning objectives. This, as such, also 
represents an exciting opportunity for further research in this important area of 
teaching scholarship.  
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5     Conclusion 

 At the tertiary level a dislike of mathematics is a common problem due to the 
 prolonged failure to master core skills, as well as potential avoidance of such education. 
This is especially evident for business studies students, whom in many instances 
perceive mathematics as being completely redundant to their studies. This paper 
focused on the results of a long-term study to measure the level of mathematical 
ability of fi rst year business students as they enter a compulsory statistics subject by 
means of a mathematics quiz. 

 The quiz though primarily designed and implemented to support student learn-
ing, offered a valuable opportunity to measure performance, providing valuable 
information about the entry level of mathematical ability. The results highlighted 
several areas of concern where students do not possess the requisite knowledge 
required for successful completion of the subject. The results, though not necessar-
ily surprising to business educators, should raise questions about the adequacy of 
pre-tertiary mathematics education. The consequences of such defi ciencies were 
discussed and in particular the surprisingly low levels of arithmetic and algebra 
competence were examined in more detail. Strategies to improve core mathematical 
ability were discussed, including a workbook strategy, as well as ideas for further 
refi nement and focus. Student feedback so far shows these approaches to be suc-
cessful in raising levels of engagement and even enjoyment of this traditionally 
unpopular type of course.  

6    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     The teaching of statistical techniques to people in industry, as part of 
quality control or process improvement programmes, can be a rewarding but some-
what daunting process for academics. To be effective in this arena the academic 
needs to be demand-driven, and client-focused, as well as being capable of building 
client relationships, ensuring customer responsiveness, and supporting fl exible 
delivery. As well as using training methods that are likely to be effective in promot-
ing long-lasting learning, allowance needs to be made for the evaluation of both the 
training programme and its outcomes in terms of the objectives of the organisation. 
The new knowledge and the skills imparted by the training programme must relate 
to real workplace needs. Successful industrial training involving statistical tech-
niques depends primarily upon targeting the right people at the right time and pro-
viding appropriate content. This chapter explores some of the requirements and 
conditions that contribute to the successful teaching of statistics by academics to 
adult students in industry settings. Whilst the spin-offs for undergraduate teaching 
are numerous, the biggest gains include the cooperation between the specifi c indus-
try and the academic institution concerned.  
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1         Introduction 

 Industrial training generally differs signifi cantly from school or university teaching. 
The primary purpose of an educational institution such as a school or university is 
to educate, which according to Azevedo ( 1990 ) implies the bringing out or develop-
ing of qualities or capacities latent in the individual, or regarded as essential to his 
or her position in life. Whilst an industrial training programme is also about educat-
ing, the usual focus is to provide training in immediately useful skills. This is clearly 
evidenced in quality control or process improvement training programmes such as 
those offered by providers of Six Sigma training. Such programmes typically 
involve training in skills that are used immediately in projects designed to optimise 
processes by reducing scrap rates, downtime, and so on. Industrial training almost 
invariably suggests a distinct end or aim which guides the facilitators and instruc-
tors. Industrial training programmes are typically paid for by industries willing to 
train their employees for specifi c purposes, whereas university students often pay 
for their own courses which offer a broad base of skills for a career but often as yet 
unspecifi ed job. 

 Successful industrial training involving statistical techniques depends primarily 
upon targeting the right people at the right time and providing appropriate content. 
Getting the right “who” trained in the right “what” is crucial (Morgan and 
Deutschmann  2003 ). These authors claim that it is not enough to ask senior manag-
ers what they think their staff should know. In fact senior managers may not be 
aware of the range of possibilities and certainly not aware of the range of barriers, 
and/or misconceptions to be overcome. Attention needs to be paid to matching 
worker competencies with the organisational needs. As well as using training meth-
ods that are likely to be effective, promoting long-lasting learning, allowance needs 
to be made for the evaluation of both the training programme and its outcomes in 
terms of the objectives of the organisation. The new knowledge and the skills 
imparted by the training programme must relate to real workplace needs. 

 Whereas training emphasises the effective use of certain techniques and materi-
als in order to answer immediate needs, it usually fails to meet the requirements of 
long-range professional development, which is one of the goals of an educational 
institution (Azevedo  1990 ). It is in this context then that training may be considered 
different to education. This therefore represents a potential barrier (hurdle) for aca-
demics as they wrestle with switching between teaching university students and 
conducting appropriate industrial training programmes. In academic settings there 
is a freedom to provide students with skills and techniques that they hopefully 
 utilise either in their future studies or in their careers. With industrial training there 
is no such freedom as the emphasis or primary focus is typically on the company 
and optimising processes and profi ts. So it is this focus mismatch that the academic 
trainer has to resolve. 

 From an educational perspective, what is it that makes an industrial training 
 programme successful? According to Ramsden ( 1992 ) and Biggs and Moore ( 1993 ), 
successful training programmes invariably promote a deep approach to learning. 
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Typically this involves relating existing knowledge to a project in hand and drawing 
on knowledge from as many sources as possible via project teams. These authors 
also argue that deep learning will be enhanced by placing theoretical statistical ideas 
into the realm of shop-fl oor experience. When statistical ideas are transformed into 
real-world examples, meaningful context is established for the user, thereby enabling 
better understanding and appreciation of a situation. The importance of meaningful 
context in interpreting graphical information, for example, has been argued by vari-
ous researchers (Makar and Confrey  2002 ; Wild and Pfannkuch  1998 ; Roth and 
Bowen  2001 ). 

 Another key to success involves recognition of learning style. Anxiety levels of 
those involved in such training programmes need careful consideration, for as Pretty 
et al. ( 1995 ) stated, “adults learn best when their own motivation is supported, their 
active participation is encouraged, their experience is valued and the content is 
 relevant to their daily work”. Werner and Bower ( 1995 ) emphasised the need to 
focus upon participant learning rather than teaching style. 

 As adults we tend to learn best when support is provided for our own personal 
motivation; when our experiences are valued; when we are encouraged to partici-
pate; and when the training material delivered is perceived as being relevant to our 
daily work (Pretty et al.  1995 ). Self-directed learning opportunities and interactive 
learning environments will shift the focus from the style of the trainer or teacher to 
the trainee’s learning. Therefore, it is important to match participant competencies 
with the needs of the organisation. 

 A National Forum on Building Networks in Statistics Education was held in 
Brisbane in 2009. A major aim of this forum was to identify common issues, inter-
ests, challenges, and resources in the learning and teaching of statistics. A break-
away discussion group comprising statistics educators and employers was asked to 
consider the potential for cooperative interaction between the two groups. 

 The statistics educators found the discussion exercise challenging and focused 
 primarily upon the diffi culties associated with establishing initial contact with employ-
ers and with integration into existing tertiary programmes. The main concerns raised 
by the statistics educators were as follows:

•    Initial Contact: Establishing initial contact with employer groups was seen as a 
major concern. Various possibilities were suggested including the role of exist-
ing organisations such as The International Association for Statistical Education 
(IASE) and the Statistical Society of Australia Inc (SSAI). Other suggestions 
were to set up Advisory Committees made up of employers and academic staff 
with regular meetings to establish networks. Out of such groups potential contact 
between academic staff and employer groups could be established and poten-
tially used to enhance existing academic programmes.  

•   University Recognition: There was considerable concern that too often much of 
this external interaction work is on top of normal university workload and may 
be seen as detracting from research and teaching. It was strongly felt that formal 
recognition of such interactions with employer groups is needed, perhaps such as 
reduced teaching loads, or payments in kind.  
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•   Integration with existing programmes: Any interaction needs to be integrated 
with the university teaching and/or research programmes. Issues of potential 
assessment possibilities were discussed along with relevant visits to and from 
various employer groups. Projects need to fi t into academic programmes and be 
a “unit of learning” as such, as well as being manageable, pitched at appropriate 
levels, and not absorb too much time.  

•   Staff suitability: The right sort of people need to be available; not everybody’s 
cup of tea as various interpersonal skills are required as well as relevant statisti-
cal expertise.    

 The employer group, on the other hand, knew precisely what they wanted from 
such interactions with academic staff. Their main concerns included the following:

•    Relevance: Any collaboration/interaction needs to be relevant to the employers’ 
work programme, including objectives and mission statements. The nature of the 
relationship should be aligned with company objectives and be within the grasp 
of those involved.  

•   Intellectual Property: Ownership needs to be established at the beginning of any 
collaboration, and protocols for actions such as data collection, storage, access, 
and publishing need to be agreed upon by all stake holders.  

•   Connection: The connection between industry and researchers will be enhanced 
by showcasing from both sides and also by ensuring continuity of researchers 
throughout the project life.  

•   Competence: Employer groups need to be assured of the competence of the 
researchers to undertake the task at hand—things like outcome/output orienta-
tion, availability to do the work, track record of project completion, and reputa-
tion would be important factors here. If students are involved some consideration 
would need to be given to their academic capabilities as well as their interper-
sonal skills.  

•   Value Add—Win-Win situation: Employer groups offer real data problems to 
motivate researchers (and in turn their students). At the same time there is value 
added to employer research, particularly for methodological skills transfer from 
the researcher to the employer group, where cutting-edge analytical techniques 
are used.    

 We can see here the mismatch between the sentiments of academics and employ-
ers. There was a discomfort associated with the academic concerns that refl ected a 
campus focus, whereas those expressed by employers were more general and wide 
ranging. While these comments related to interactions between the two groups, of 
which training might only be a small part, the differences represent real obstacles 
for academics to effectively engage in teaching in this arena. 

 Whilst specifi c educational research on learning statistics as part of industry 
training is very limited, there are many studies, papers, presentations, and reports 
dealing with aspects of potential interest and/or application to statistics education in 
industrial contexts. These studies and reports typically consider the more general 
issues associated with training, learning, relevance, and many provide insights into 
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the requirements for success in both the teaching and learning of statistics as part of 
vocational education training. 

 The most prevalent types of learning opportunities provided for Australian work-
ers consist of informal learning experiences, followed by non-formal short courses 
and in-house training (Allen Consulting Group  2006 ). This is supported by other 
studies (Richardson  2004 ; Mawer and Jackson  2005 ), which conclude that after 
informal on-the-job training, in-house training, or its equivalent, was the most com-
mon form of training for Australian workers and was highly valued because it was 
immediately relevant and could be put into practice. 

 The Australian Industry Group (Allen Consulting Group  2006 ) reported an 
increasing realisation by industry that their future access to the skills they felt neces-
sary for future growth could only be achieved by increasing their own training 
efforts in-house to ensure the supply of skills. This concern regarding the meeting 
of industry needs is also refl ected in a paper by McMahon et al. ( 2009 ) who report 
industry’s concern that its standards are devalued through delivery and assessment 
not conducted in accordance with their requirements. McMahon et al. ( 2009 ) state 
that these issues are often related to the ways in which training packages have been 
implemented, with insuffi cient attention to the institutional and human resource 
requirements needed to support effective use. 

 Employers are primarily interested in essential technical skills and knowledge 
required for jobs and compliance with legislative requirements (Misko  2006 ; Smith 
and Oczkowski  2009 ). Companies do not much care if workers did or did not have 
any formal qualifi cations, unless they were required to for compliance reasons 
(Mawer and Jackson  2005 ). These attitudes were also shared by employees. Most 
Australian workers want training that is informal, immediate, and delivered on the 
job by peers or supervisors, rather than anything which reminds them of the school 
environment (Marr and Hagston  2007 ). Industry representatives preferred a combi-
nation of on- and off-fl oor training that had immediate workplace application and 
also incorporated opportunities for practice and refl ection. Cost of training was not 
seen as a deterrent provided the training was of perceived value, clearly focused upon 
business-specifi c needs, delivered with a personal approach (such as by a known 
facilitator), and delivered fl exibly (Dawe and Nguyen  2007 ). 

 Training and learning strategies that are needs-based, just-in-time, and very 
interactive are highly valued approaches to facilitating learning in enterprise-
based environments (Harris et al.  2005 ). The selection of the “right” people from 
universities or TAFE institutes for collaborative training linkages with business 
organisations was seen as important. In particular, the need for these practitioners 
to quickly familiarise themselves with the environment, culture, and networks rel-
evant to the particular enterprise was emphasised. Practitioners must also be able 
to determine the specifi c requirements of an enterprise and be able to identify skill 
defi cits and options for “top-up” training should the need arise. In addition, they 
need to be fl exible and able to adapt training approaches to the workfl ow of the 
enterprise, work collaboratively, and sensitively customise training methods and 
materials. 

Square PEGs in Round Holes: Academics Teaching Statistics in Industry



230

 Mitchell ( 2008 ) identifi ed several critical issues associated with addressing the 
needs of both industry clients and individual learners including,

•    Customising and personalising training services  
•   Developing a deeper understanding of individuals’ learning styles and preferences  
•   Effectively providing services and support for different learner groups (equity, 

e-learning, for example)  
•   Understanding the different ways learning can occur in workplaces  
•   Developing partnerships between external teachers and enterprise-based manag-

ers and trainers    

 Mitchell ( 2008 ) suggested industrial trainers need to be demand-driven, client- 
focused, responsive to industry, and be able to build client relationships, ensure 
customer responsiveness, and support fl exible delivery. Such practitioners will have 
a deeper knowledge of education and industry, and be able to customise training and 
devise business solutions required by enterprises and individuals. 

 The importance of context and of adult learning principles was mentioned by 
Gibb ( 2004 ) in relation to vocational education training. These have also been 
reported in other studies (Rogers  1986 ; Ramsden  1992 ; Biggs and Moore  1993 ; 
Martin  1997 ,  2005 ,  2006 ,  2008 ). Ramsden ( 1992 ) and Biggs and Moore ( 1993 ) 
argued that successful training programmes invariably promote a deep approach to 
learning by relating existing knowledge to a project in hand or drawing on knowl-
edge from as many sources as possible via project teams. Martin ( 1997 ,  2008 ) 
 concluded that the embodiment of context, adult learning, and deep learning, into 
the structure of a training programme, were key factors contributing to the success 
of that training programme. When statistical theory is placed into the realm of 
workplace experience, deep learning will be enhanced. Transforming the theory 
into practice establishes a meaningful context for the user, thereby enabling better 
understanding and appreciation of a situation. 

 Smith et al. ( 2007 ) reminded us that mature-aged people are the fastest growing 
segment of the market for vocational education and training. Further, with respect 
to teaching, learning, and assessment issues, they noted that mature-aged workers 
often prefer training to be workplace-based and practical rather than classroom- 
based and theoretical, and to be task-related and not necessarily leading to a quali-
fi cation. Mature-age workers expect a more personal relationship from the trainer as 
well as respect for their experience. 

 Those of us who want to become involved in teaching statistics in industry 
 programmes can learn from the research already described, particularly if we want 
what we do to be perceived as of value and have lasting effect. The clear message 
coming from this research is that as statistics educators in this arena we need to be 
strongly client focused rather than textbook focused or University bound. It is not 
good enough for us to have a deep knowledge of statistics education; we also need 
to have knowledge of the industry concerned, and be able to customise training 
content and devise appropriate business solutions required by enterprises and 
individuals.  
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2     Teaching Statistics in Industrial Settings 

 Over the past 15 years or so the author has been fortunate enough to have acted as a 
consultant to more than a dozen companies/organisations, primarily with the view 
to providing statistical training programmes for their employees in an attempt to 
improve productivity and increase effi ciencies. These companies have included 
food manufacturing, industrial manufacturing (vehicles, parts, and related compo-
nents), utility industries, service industries, and computing industries. In each case 
the training provided consisted primarily of statistical content related to collecting 
and analysing data, analysis of measurement systems, capability studies, statistical 
process control, hypothesis testing, and aspects of experimental design. The training 
was often linked with Tertiary and Further Education (TAFE) competency certifi -
cate awards, as well as a nationally accredited university postgraduate award. Some 
programmes were obviously more successful than others, and after programme 
evaluations, and post-mortem discussions with industry personnel, various factors 
emerged that were felt to have an important impact upon the success or otherwise of 
each training programme. The following summary provides an outline of those factors 
thought to be important for academics interacting with employers in this context:

•    Credibility: Sometimes for an academic this is not easy because so often the question 
is “What do you know about what we do here that can benefi t us? After all, you’re 
just an academic!” To establish credibility the following points may be useful:

 –    History—i.e. track record; provide evidence of involvement in previous proj-
ects, particularly ones that have been successfully completed.  

 –   Homework—do some research on the company or organisation concerned; 
visit their website and read about their goals and objectives and what they do.  

 –   Hear what they say—i.e. let them talk, listen carefully, and take notes.     

•   Establish requirements: Determine precisely what the employer really wants. 
This may be diffi cult at times because employers may not know this themselves—
particularly when it comes to issues such as learning, training material, and selec-
tion of participants. It is also important for both parties to ascertain each other’s 
respective capabilities. For in-house training employers need to be able to provide 
adequate facilities and time release for the trainees. On the other hand, the capa-
bility of the academic to do the training is just as important. For both parties it is 
important to know their limitations and when it is in the best interests of all con-
cerned to postpone, or even walk away from the programme.  

•   Plan effectively: Considerable attention needs to be given to timetabling and 
scheduling. Often this needs to be fl exible, as issues will always arise. Clarify 
how payment is to be made, whether to the university, or personally, as this 
impacts workloads and scheduling. Prepare for possible publications or other 
research opportunities by introducing this option early. Such activity requires IP 
agreement from the beginning. Academics collecting data from participants 
about their responses, etc., to the training will need to obtain ethics approval.  
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•   Value add: This is always an important part of the process of making the client 
feel they are in safe and reliable hands. What happens here is what goes down the 
grapevine so to speak. Compromises made and shortcuts taken will be simply 
refl ected in future clients. Four key characteristics here are availability, fl exibil-
ity, transparency, and generosity. To be available simply means always respond-
ing to emails and phone calls. Flexibility applies to changes in scheduling, client 
requirements, development of training materials, and so on. Transparency refers 
to openness and honesty in communication, and generosity implies being pre-
pared to go the extra mile—doing the extra analysis, or spending extra time 
coaching someone.    

 The need to be demand-driven, client-focused, and responsive to clients may 
well be daunting for many academics, making them feel awkward, out of their com-
fort zone, feeling like a square peg in a round hole so to speak. The points described 
above represent potential diffi culties for academics trying to teach in industrial 
 settings, especially when the primary focus of industry is about the company and to 
maximise profi t. In this sense an academic history of publications and research may 
take second place to previous practical experience with other industries. This then 
creates the dilemma for the academic of how to get started. With regard to the points 
mentioned above, for this author it was initially a case of doing some background 
homework on the company, and mostly listening to what was wanted, rather than 
describing what could be done. 

 While these training programmes have been a challenge to all concerned they 
have emphasised the need to be familiar with the features underlying adult learning 
as well as the workplace context within which the training will apply. In addition, if 
commitment on the part of the participants is to be achieved the training material 
needs to be relevant to their specifi c work practices. The following case study is 
presented as a successful example of an industrial training programme that embod-
ied many of the features described in this section.  

3     Case Study: Process Improvement in a Dairy Industry 

 The routine use of statistics within the company was recognised as an essential core 
capability to be systematically developed throughout the company. Therefore, the 
primary objective of the programme was to provide various levels of statistical 
training for specifi c groups of employees within the company so as to build up 
a capability within the organisation to make better use of statistical tools on a day-
to- day basis. A secondary objective was to train the employees to utilise best practice 
methods in technically based projects and for performing relevant research. 

 As part of one of the company’s key strategic aims, training in statistics was 
to underpin not only the success of research and development projects across all 
key strategic aims, but was also expected to lift the company’s performance as a 
whole.    Successful utilisation appropriate statistical tools and analytical methods 
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throughout the company was seen to be important in helping to secure a future in an 
increasingly dynamic and competitive national and global industry. 

 The author was not only to provide one-to-one mentoring throughout the pro-
gramme but would also be available on an as needed basis to help support staff to 
apply their learnings to their business functions well beyond the completion of the 
training programme. At the time of writing the author is involved in a project with 
this company 7 years after the training programme. 

 The programme was tailored to the needs and roles of individuals within the 
company. In particular it was to provide the background, statistical skills, and tools 
needed to better use data to improve business performance whether in operations, 
research and development, marketing, fi nance, sales, accounting, laboratory, or any-
where else. This was achieved by taking into consideration various aspects relating 
to organisational needs:

•    The range of entry levels into the programme in terms of personal capabilities 
and interest.  

•   The range of capability levels in terms of level of awareness and applications/use 
of statistics.  

•   The need for the training material to be practically based involving parallel appli-
cation on projects of relevance to an individual’s job function in order to enable 
immediate application.  

•   The need to have ongoing support by and access to the trainer for key people to 
effectively utilise the knowledge and skills developed.    

 To this end the fi nal programme consisted of 15 modules (see Table  1 ) delivered 
to three groups of participants in half-day sessions of 3–4 h. The groups were made 
up as follows:

•     Group A consisted of 8 participants mainly drawn from R&D and laboratories.  
•   Group B consisted of 11 participants, mainly comprising process supervisors 

and people from the production line.  
•   Group C consisted of 9 participants from middle management positions    

  Table 1       List of training 
modules and the groups 
to receive the training  

 Module  Groups 

 Intro & Overview  A + B + C 
 Process Characterisation  A + B + C 
 Exploratory Data Analysis  A + B 
 SPC—Basics  A + B 
 Gauge R&R  A + B 
 Multi-Vari Studies  A + B 
 Process Capability  A + B 
 Correlation & Regression  A 
 Hypothesis Testing & CIs  A 
 ANOVA  A 
 Experimental Design I  A 
 Experimental Design II  A 
 SPC—Advanced  A 
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 The allocation of staff to these groups was based largely on the perceived extent 
and depth of statistics to be used by that person in performing their business function. 
For those in Group A who daily used statistics for analytical purposes, attendance 
was required at all training sessions. For those in Group B who regularly used statis-
tics for maintaining an awareness of the current state of the production process, 
attendance was required at 7 of the training sessions. For those in Group C who only 
occasionally used statistics for purposes such as reporting, support, or question deci-
sions based on data analysis, attendance at the fi rst two sessions only was required. 

 Each session was delivered by the same presenter (the author) and comprised a 
lecture component, as well as a practical component and group work where neces-
sary. Participants were expected to complete set tasks after each session involving 
computer worksheets requiring analysis of specifi c data sets, collection and analysis 
of workplace data, and/or group presentations of analyses carried out during the 
training sessions. All participants were provided with a comprehensive set of training 
notes and web-based reference readings, as well as self-paced computer worksheets 
involving analysis of work-based data sets using Minitab. 

 All participants were required to apply their new knowledge and skills, gained 
throughout the course, to projects drawn from their everyday work in order to secure 
their understanding and appreciation of statistics in their workplace. These work-
place projects were seen as the keystone of the programme. The PPDAC cycle 
(problem, plan, data, analysis, conclusions) developed by Wild and Pfannkuch 
( 1999 ) to model statistical thinking was clearly evident. At each step of the cycle 
participants were required to present a report to the group responsible for oversee-
ing their particular project. This resulted in an ever-increasing appreciation of the 
importance of interpretation and communication of fi ndings for each participant, as 
noted by Forster et al. ( 2005 ) on the benefi ts of getting students to write about sta-
tistics. This enhanced appreciation was refl ected in some of the participants’ com-
ments, as indicated. These comments also showed an appreciation of the learning of 
good statistical practice, discussed by Svennson ( 2007 ), particularly in the context 
of the projects in which they were involved.

•    I found it very useful, and feel confi dent to use the tools to get what we want, 
particularly GR&R, EDA, and Normal Dist. The material was useful and a valu-
able resource, but needs project running alongside.  

•   Value for $; gets to the nuts & bolts; enables you to see differences between 
issues that do & don’t count; useful to apply in project.  

•   Changing work behaviour—now see need for planning what data I need to 
 collect; see real need for EDA, GR&R, Capability, & ANOVA.     

4     Assessment 

 Upon successful completion of the training programme and individual projects, 
Group A and B members were to be assessed, and if successful, awarded 
two  certifi cates: a certifi cate of participation and a certifi cate of competence. 
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This assessment took place 9 months after the completion of the training to allow 
for the fi nalisation of projects. The nature and design of the assessment were deter-
mined by the trainer in cooperation with the company programme organisers. 

 The aim was for the assessment to be seen as fair and relevant to the purposes of 
the training programme. It was deemed important that the assessment measure both 
procedural and conceptual understanding. While it was important for the participants 
to be able to correctly perform a task, it was considered equally important that they 
have some knowledge of what was being done and why. Lipson ( 2007 ) and Garfi eld 
et al. ( 2003 ) have discussed the importance of such aspects in assessing statistical 
knowledge, admittedly in the context of tertiary students; the same certainly applies 
for workplace-based training involving statistics. In fact, the very applied nature of the 
workplace context probably makes it easier for this type of assessment to be applied. 

 A certifi cate of participation was awarded to participants who satisfi ed the 
 following requirements for their Group:

•    Attendance at 75 % of the training sessions  
•   Satisfactory completion of 80 % of the practical worksheets involving computer 

analysis of specifi c data sets  
•   Active involvement in at least one of the projects designed to accompany the 

training programme  
•   Participation in the preparation and presentation of project reports at various 

stages throughout the life of the project    

 Assessment of the training material for each topic required participants to submit 
practical computer worksheets involving analysis of specifi c data sets using Minitab 
and/or Excel and to collect and analyse some data obtained from their particular 
work environment. This often involved individual and/or group presentations 
of analyses carried out during the training sessions, or more formal preparations of 
written reports based upon results of experimental studies carried out at the work-
place. Assessment of the worksheets was graded as either satisfactory or not satis-
factory, and was included as participation as it was an indicator of involvement and 
commitment in addition to knowledge gained. 

 Assessment for the certifi cate of competency was only undertaken by request, 
and took the form of a 45 min one-on-one “interview” with the trainer, in effect an 
oral examination. Whilst this was recognised as a potentially daunting process for 
the participants, it was mitigated to some extent in that both trainer and participants 
had known each other over a period of 2–3 years and that each participant was pro-
vided with an outline of the types of questions and topics to be covered. Each “inter-
view” was structured to account for the differing levels of experience of the 
participants by selecting appropriate topics related directly to their work-related 
responsibilities. The procedure that was followed was the same in each case and is 
outlined in Table  2 . During the “interview” participants were required to:

•     Speak to a topic of their choosing as well as one selected by the interviewer  
•   Answer various questions about any of the topics covered  
•   Interpret computer output in the context of the workplace  
•   Use Minitab to perform various analytical tasks given some workplace data    
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 An outline of a sample of the types of questions asked and the topics covered in 
the interview is provided in Table  2 . Each participant was provided with a copy of 
this same outline and was expected to provide a satisfactory response to at least one 
question from each topic covered during the training programme. No access to any 
references was permitted during the “interview”. 

 The questions asked of a participant were selected according to the designated 
level of that participant and the results of each “interview” were summarised on a 
recording sheet. Table  3  shows an example of the recording sheet used with results 
for 2 of the participants from each of Groups A and B. A star rating of one to three 
was used to indicate the extent of each participant’s knowledge and understanding 
of the topics discussed (see Table  3 ). There was also provision on the recording 
sheet for comments by the trainer regarding individual performances.

   From the company’s perspective, evaluation of the overall programme was 
always going to be based primarily upon the successful completion of the projects 

    Table 2    Sample questions for competency certifi cation (done one on one with the interviewer)   

 • The following list of topics includes those covered in the training 
programme. Select one and tell me what you know about it. 

 Levels A & B topics  Level A topics 
  Project plan    t -Tests 
  Process map   Paired & independent  t -tests 
  Exploratory data analysis (EDA)   Correlation & regression 
  Measurement systems analysis (Gauge R&R)   Chi-square test 
  Capability analysis   ANOVA & experimental design 

 – EDA (A & B) 
 • What is the purpose of …        – Gauge R&R (A & B) 
 • Describe how you would do …  – Capability study (A & B) 
 • Outline a work situation where it might be 

appropriate to do … 
 – Histogram (A & B) 
 – Pareto chart (A & B) 
 – Time series plot (A & B) 

 • Give me an example that shows the difference between categorical 
data and continuous data 

 • When might it be appropriate to do a time series analysis 

 − Paired  t -test (A) 
 • When would you do …        − ANOVA (A) 
 • What are you looking for when 

you do … 
 − Chi-square test (A) 
 − Correlation/regression analysis (A) 

 • Here is some Minitab output from an analysis of data collected from on-site 
 – What statistical tool is this an example of? 
 – What does it tell you? 
 – When might you use a tool such as this? 

 • Here is some data. Use MINITAB to obtain 
 – Descriptive stats 
 – Boxplots 
 – Histogram 
 – Normality test 
 – Scatterplot 
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allocated at the commencement of the training, and in the savings or effi ciencies 
gained by the improvements made therein. While such successes are an important 
factor in the continuing successful application of the initial training received, they 
also play a vital role in maintaining a competitive edge in national and global mar-
kets. Any researcher will be buoyed by initial success and will most likely be better 
equipped to continue with the experimental process. Evidence of this continuation 
for these participants can be seen in the wide ranging new projects that have been 
completed in the 7 years post-training. 

    Table 3    Recording summary of assessment details for two participants from groups A & B   

 General topic  Comments 

 Gp A  Gp B 

 CH  MS  AD  BC 

 Familiar topic 

 Self-choice  ANV  GRR  Cap  GRR 

 Trainer choice  Nest  Res  EDA  EDA 

 Exploratory data analysis  Where is categorical data used?  ** 
 Where is continuous data used? 
 What does the stdev measure?  ***  **  *** 
 What does the mean measure?  * 
 How do we know if the data is 

normal? 
 ***  *** 

 Why do we want to know if the 
data is normal? 

 ***  *** 

 What’s a histogram? Boxplot? 
Bar Graph? 

 ***  **  ** 

 Hypothesis tests & CIs  When would you use a one 
sample  t -test? 

 ** 

 When would you use a two-
sample  t -test? 

 * 

 What does a 95 % CI tell you?  **  ** 
 What test would I use if …? 
 What is a  p -value? 

 *Needed help; **good working knowledge; ***strong understanding 

 Minitab tasks  ***Unassisted; **needed some help 

 Descriptive Stats (Milkfi ll by 
Machine) 

 ***  *** 

 Boxplots of Moisture by Pallet  ***  ***  ***  *** 
 Pareto (Stoppages)  ***  ** 
 1-Way ANOVA (MilkFill by 

Machine) 
 ***+  ** 

 Extra comments by trainer 
  CH : Strong u/standing & appreciation of tools; realises power of applying tools; awkward expression 
at times 
  MS : V. good u/standing & appreciation of tools; quiet confi dence in use; good role model/mentor 
potential 
  AD : Good u/standing & appreciation of tools; needs more application e.g. to increase awareness of 
application 
  BC : V. Good u/standing & appreciation of tools; excellent attitude; keen to apply where applicable; 
excellent mentor 
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 For example there have been several measurement systems analyses involving 
colour recognition and taste testing procedures. There have also been projects aimed 
at developing more effi cient predictive models related to several important product 
components, as well as statistically designed survey procedures to obtain informa-
tion from both suppliers and customers. At the time of writing there is a project 
under way to make adjustments to an existing process that will enhance effi ciencies 
and free employees from considerably overloaded workloads. 

 From the participants’ perspective, we get some idea of their perception of the 
success or otherwise of the programme from their comments made on evaluation 
surveys completed at various stages during the programme, and also by their continu-
ing involvement and use of the statistical tools in projects post-training. As shown in 
the following comments, not all their comments were positive, and neither have all 
continued their involvement post-training.

•    Useful to apply in projects, but having no computer made it diffi cult  
•   Didn’t know objectives well enough to fi nd a suitable project; can see the value, 

but felt a bit left behind; need a slower pace  
•   Great value personally; appropriate content, excellent reference when reviewing post-

training. The A/B break-up was very good & good timetabling of 1/2 day sessions    

 Such comments highlight the importance of the initial planning and structuring 
of such a programme, as well as the relevance of the projects, and the need for pro-
vision of adequate facilities for use by the participants. Their critical comments 
could generally be classifi ed as “constructive”, or “destructive” as shown by the 
following two comments:

•    Project needs to done during sessions  
•   Don’t use tools in my role; not worth the $    

 All of the “destructive” comments came from the Group B participants, i.e. process 
supervisors and production line people, and tended to avoid taking personal responsi-
bility for diffi culties encountered during the programme (there was a tendency to 
blame everybody and everything else). The constructive comments came equally from 
both groups, tended to realise the value of the programme and offered suggestions for 
enhancing the programme.  

5     Case Study Conclusion 

 There is no doubt that this particular training programme was successful in meeting 
the original objectives stated by the company concerned. The key characteristics of 
this programme were as follows:

•    Before the training programme commenced the company began with clear aims 
and objectives in place.  

•   Key company personnel were identifi ed to lead the programme.  
•   Strong positive cooperation between trainer and key company personnel.  
•   Careful selection of programme participants.  
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•   Training material specifi cally tailored to suit both company needs and those of 
the participants.  

•   Projects were carefully selected to be strategically aligned with company objec-
tives, and were to be a key feature of the programme.  

•   A realisation by the company of the need for some form of assessment to estab-
lish the extent to which their participants had mastered the substance of the train-
ing and to assess their capability to make better use of statistical tools on a 
day-to-day basis in their respective workplaces.  

•   Acknowledgement of success in the form of endorsed certifi cates awarded to 
participants upon successful completion of the programme.    

 The assessment of the statistical knowledge gained from this programme had to 
be taken outside the traditional format that only tests procedural understanding. 
Tasks that assessed both procedural and conceptual knowledge were required almost 
by default for the programme to “fi t the workplace” in a meaningful and cost- 
effective way. While it was important for the participants to be able to correctly 
perform a task, it was considered equally important that they have some knowledge 
of what was being done and why. It was strongly felt by all concerned that the cer-
tifi cates had been well earned by the participants, the presence of both company and 
university logos on the certifi cates lending further credibility to their worth. 

 However, the key focal points from the company’s perspective were always 
going to be the successful completion of carefully selected projects allocated at the 
commencement of the training, and in the savings or effi ciencies gained by the 
improvements made therein.  

6     The Importance of Evaluation 

 There seems to be an increasing interest in assessing the knowledge and skills of those 
trainees participating in industrial training programmes (McMahon et al.  2009 ). 
However, the evaluation of a training programme needs a broader focus other than 
testing of procedural and conceptual knowledge. While the teaching of statistical 
techniques to people in industry can be a valuable experience, the evaluation of such 
training programmes and their outcomes must take into account the objectives of the 
organisation, as well as the personal needs of all the participants. The new knowledge 
and the skills imparted by the training programme must relate to real workplace needs. 

6.1     Programme Evaluation Tool 

 The programme evaluation tool described in this section has been modifi ed 
from a lean manufacturing tool devised by US Company Strategos, Inc ( 2005 ) 
to investigate, evaluate, and measure nine key areas of manufacturing. 
The modifi cation involved identifying nine key features thought to be required for 
achieving success in industry-based training programmes involving statistical 
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content. The resulting programme evaluation tool groups were called PEGs and 
arose out of the concerns expressed in the literature, the discussions arising from the 
2009 National Forum in Brisbane, and practical experiences from a wide range of 
consultancies. The PEGs include the following:

•    Pre-planning and preparation  
•   Project selection  
•   The training material  
•   The venues and facilities  
•   The trainees  
•   The trainer  
•   The training  
•   The level of internal support  
•   The degree of accountability    

 They are in no particular order and form the basis of a tool that may be used for 
evaluating the success or otherwise of such training programmes. Each PEG has a 
series of related questions or statements to be answered and scored using Likert- 
type scales. Table  4  shows an example of responses to questions associated with the 
fi rst PEG as listed. The responses were based upon a trial of the evaluation tool 
during a recent industrial training programme.

   The scored responses are aggregated to provide a score for each PEG. In this 
instance, the values for each response are 2, 2, and 3, respectively. This provides an 
aggregated score of 7 for the PEG entitled Pre-Planning. Note that the responses for 
each subsection are vertically ranked from least desirable (score = 0) to most desir-
able (score = 4, the maximum). 

   Table 4       Questions for pre-planning and likert-style scoring   

 1.0  Pre-planning  Response            
 1.1  To what extent has senior management been 

involved in the initial pre-planning of the 
training programme 

 None   0  
 Very little   1  
 Some involvement         2  
 Keen interest   3  
 Strong active involvement   4  

 1.2  Was a project manager appointed and if so 
to whom does the project manager report 

 No appointment   0  
 Peers & colleagues   1  
 Middle management         2  
 Senior management   3  
 CEO   4  

 1.3  Upon what basis was the need for training 
identifi ed 

 It wasn’t—just happened   0  
 Told to do it   1  
 As result of measured need   2  
 Result of previous 

experience 
        3  

 Part of improvement 
programme 

  4  

  Pre-planning score    7  
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PEG Score Questions Average PEG %
Relative
Weight

PET
Target

1.0 Pre-Planning 7 3 2.33 58% 11.0% 84.6%
2.0 Project Selection 15 5 3.00 75% 10.0% 76.9%
3.0 Training Material 16 5 3.20 80% 11.0% 84.6%

4.0 Venue & Facilities 14 5 2.80 70% 9.0% 69.2%
5.0 Trainees 12 4 3.00 75% 10.0% 76.9%

6.0 Trainer 16 5 3.20 80% 12.0% 92.3%
7.0 Training 9 3 3.00 75% 12.0% 92.3%

8.0 Internal Support 10 4 2.50 63% 13.0% 100.0%
9.0 Accountability 8 5 1.60 80% 12.0% 92.3%

SUM: 100.0%
MAX: 13.0%

Total points for
each PEG.

Average as % of
maximum likert
score possible.

Participant ratings reflect the
relative importance of a PEG
in relation to other PEGs.
Total is 100%.

Express relative weight as a %
of the max relative weight.
This represents the target for
a PEG.

  Fig. 1    Summary table of calculations for the evaluation of a training programme       

 Dividing the aggregate score by the number of questions for the PEG provides an 
average for that group. The PEG average is then expressed as a percentage of the 
maximum score (in this case 4) to provide the fi nal score for that particular PEG. 

 The participants in the training programme are required to determine the relative 
importance of each PEG. This is done by consensus, and the result is expressed as 
a percentage where the total for all nine PEGs adds to 100 %. This then represents a 
weighted measure of the relative importance of each PEG in relation to other PEGs, 
perceived to be required for the successful implementation of such a training pro-
gramme. Figure  1  shows the table of calculations associated with one particular 
training programme. Note that the target score for each PEG is the Relative Weight 
percentage divided by the maximum of the relative weights, which in this case is 
13 %. In this way the targets represent perceived levels of importance relative to the 
PEG section considered to be the most important.

   The fi nal result is presented as an XL graphic display (Radar Chart) showing 
where expectations have been exceeded or otherwise. The blue-shaded region 
 represents participants’ assessments of the current training programme while 
the red trace represents their collective opinion of the relative importance of each 
   PEG (Fig.  2 ).

   The gaps between the target and the actual are assumed to represent perceived 
differences or shortcomings of the current training programme being evaluated. The 
magnitudes of the differences between the two traces are where potential improve-
ments in the training programme might need to be made. In this case it seems that 
the gaps associated with internal support as well as pre-planning were largest, which 
suggests that it might be worthwhile critically appraising these areas to see how they 
might be done better. 
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 This remains a work in progress, and much still needs to be done to establish the 
validity and reliability of the items that comprise such analysis. As an evaluation 
procedure it attempts to consider aspects of industrial training programmes consid-
ered to be important from both a workplace and a pedagogical perspective by both 
participants and educators.   

7     Conclusion 

 So how then do we go about fi tting square pegs into round holes? It is not easy for 
academics to teach statistics in industrial training programmes, probably because 
we have not been required to be so customer focused. As evidenced in the case 
study discussed previously, there is a requirement for the trainer to be demand- 
driven, client-focused, and responsive to their clients. There is also a strong need to 
be capable of building positive client relationships, ensuring customer responsive-
ness and supporting fl exible delivery. This will require a deeper knowledge of both 
education and industry, and more skills in both customising training and devising 
business solutions. Rarely have these attributes been seen on academic job descrip-
tions. In this author’s experience the most effective way of overcoming these barri-
ers is to spend considerable time and effort in the initial planning stages and to be 
very focused upon establishing a positive cooperative relationship. 

 Many academics involved in teaching probably tend to teach in a manner that 
refl ects their own level of comfort and perhaps their own preferred learning style. 
However, those with knowledge of adult learning principles, and theories about 

0%

10%

20%

30%

40%

50%

70%

80%

90%

100%

1.0 Pre-Planning

2.0 Project Selection

3.0 Training Material

4.0 Venue & Facilities

5.0 Trainees6.0 Trainer

7.0 Training

8.0 Internal Support

9.0 Accountability

Program Profile

TARGET

ACTUAL

60%

  Fig. 2    Radar chart comparing actual rating of training programme with desired evaluation rating       
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student-centred learning and constructivism, are more likely to be more comfortable 
in focusing upon the participant’s learning. Such educators tend to use self-directed 
learning opportunities and interactive learning environments rather than the tradi-
tional lecture format. 

 For an academic to teach statistics in industry it is not enough to be familiar with 
the features underlying adult learning. It is also necessary to be familiar with the 
workplace context within which the knowledge/training will apply. This is particu-
larly important to win the confi dence of the participants. As such, all learning mate-
rial needs to be relevant to participants’ work practices if commitment is to be 
achieved, and as educators we need to think about the role of evaluation of partici-
pation, knowledge gained, and application. For industry-based training programmes 
to be effective any new knowledge and skills must relate to real workplace needs. 

 From the trainer’s perspective the overall success of a programme may be evidenced 
by participant pride upon completion of the training, reports of cost savings, 
and effi ciencies resulting from the successful completion of projects, and in continued 
involvement to this day in post-training project work, in both an advisory and consulta-
tive capacity. The author (at the time of writing) is involved in a project to improve the 
effi ciency, reliability, and validity of a particular process work practice. The result will 
be the automation of a process step based upon extending some statistical tools previ-
ously used in the training programme as described. As a result of the changes proposed 
the process step will be characterised by statistical evidence and therefore be more 
scientifi cally sound. 

 There is a considerable body of literature dealing with teaching, learning, and 
assessment issues related to industrial training and adult (mature-age) learning. 
Whilst there is little educational research, if any, on the learning of statistics as part 
of industrial training, there is a commonality between the generic studies described 
in this article and the current body of knowledge related to statistics education in 
general, a commonality that may be applied to the learning of statistics as part of 
industrial training. 

 A training programme that is based upon recognised adult learning characteris-
tics will maximise the opportunity for achieving long-lasting learning and success 
for both participants and the organisation as a whole. With careful pre-planning and 
commitment from the senior levels of an organisation, the industrial training experi-
ence can be a rewarding experience for all concerned, not the least being the under-
graduate students back at home base. 

 In the Dairy Industry case study the assessment programme was demanding and 
time-consuming for all, and probably not appropriate for large groups of university 
students. There were some aspects, however, that might be able to be adopted for 
small, interest-based university classes. Such instances might include, for example, 
small, one-off classes for research students, for students from other faculties, occu-
pational health and safety programmes, postgraduate programmes. 

 The potential benefi t that such industrial teaching experiences might have with 
respect to University teaching should not be overlooked, nor underestimated. Real- 
life examples may be drawn upon and used to illustrate or demonstrate various 
aspects of content covered in undergraduate statistics courses. Historically as teach-
ers of statistics many of us have relied on text book examples to use in teaching 
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undergraduate students. Becoming actively involved in an industrial training 
 programme, trusting and utilising the very statistical skills and tools we have been 
trying to pass on to students for decades, has considerably enhanced this author’s under-
graduate teaching programmes. To be able to illustrate or demonstrate various statis-
tical principles and/or procedures using actual case studies from consultancies has 
created more credibility, and raised students’ awareness and appreciation of the 
statistical content of these courses. From this author’s perspective the initial strain 
of fi tting a square peg into a round hole is well worth the time and effort, from both 
a personal point of view and that of the students.  

8    Note 

 Developed from a paper presented at Sixth Australian Conference on Teaching 
Statistics, July 2008, Melbourne, Australia. 

 This chapter is refereed.     
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    Abstract     In both Australia and New Zealand, the National Statistics Offi ces have 
developed strong partnerships with academics to raise statistical capability. Both 
offi ces recognise the importance of good methodology to underpin offi cial statis-
tics. However, the main target group for Statistics New Zealand (SNZ) has been 
external users of offi cial statistics, but that for the Australian Bureau of Statistics 
(ABS) has been its own statistical methodologists (producers) and advancing 
research. This chapter outlines sets of initiatives from both agencies. SNZ has 
actively focussed on raising the statistical capability of key groups of users, includ-
ing schools, small businesses, government, the media and Maori. It has established 
a network of academics in offi cial statistics whose members are involved in the 
design, implementation, delivery and assessment of courses for qualifi cation as well 
as presenting short (1- or 2-day) courses. The ABS places strong emphasis on the 
recruitment, training and grooming of young methodologists to become leaders in 
their chosen fi eld of research, and their focus is on collaboration with the university 
sector and academics to help with this and to foster ABS research. Other initiatives 
undertaken in both organisations are also briefl y mentioned, including the Census 
AtSchool project.  
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  Keywords     Offi cial statistics education   •   Partnerships between academics and 
offi cial statisticians   •   Offi cial statistics training     

1      Introduction 

 Most National Statistics Offi ces (NSOs) have ongoing signifi cant interest in develop-
ing the capabilities of both users and producers of their statistics. Capable  producers 
are required to maintain the high quality, trust and regard in which offi cial statistics 
are held. Offi cial Statistics need good underpinning methodology so strong emphasis 
is placed on the recruitment, training and grooming of young methodologists. 
Capable users are required to ensure that offi cial statistics are used and valued. 
As Bill McLennan ( 2005 ), a past Australian and British Government Statistician 
said, ‘to be useful, offi cial statistics need to be used’. NSOs can add value to the 
statistics they create by helping key users to attain the skills they need to adequately 
use their data. In both Australia and New Zealand, the NSOs provide internal training 
for their own staff and also provide levels of statistical assistance to external users of 
offi cial statistics. They both have also developed strong partnerships with academics 
to help raise statistical capability. One of the reasons for having educational provid-
ers as partners in raising capability is that while many of the staff in NSOs have 
expertise in statistics, only a few have expertise in education as well, other than 
internal training of their staff. Also the primary output purchased by Governments is 
the production of offi cial statistics not education in statistics. The two organisations 
discussed here have emphasised different aspects of capability building in their part-
nerships with universities. The main target group for Statistics New Zealand (SNZ) 
has been external users, in particular government employees, of offi cial statistics, but 
that for the Australian Bureau of Statistics (ABS) has been its own statistical meth-
odologists (producers). In both cases, the training of users and the ongoing developing 
of methodologists, partnerships with academics have helped in developing capabili-
ties of users and producers and also developed long- term strategic relationships. This 
is not a new idea. For example, in the United Kingdom, there is a Master’s course in 
Offi cial Statistics (M.Sc. Offi cial Statistics) developed specifi cally for government 
statisticians by the Offi ce of National Statistics in collaboration with the University of 
Southampton in 1999 (Brown  2007 ):   http://www.southampton.ac.uk/demography/
postgraduate/taught_courses/msc_offi cial_statistics.page    . 

 This chapter comprises two parts, with each part describing initiatives by 
an NSO in developing productive and successful partnerships with universities. The 
contrast between the two parts is due to the different but equally important foci of 
the initiatives and partnerships, with the fi rst focussed on users and the second on 
producers of offi cial statistics. The fi rst discusses initiatives developed by SNZ and 
its network of academics in offi cial statistics (NAOS) to raise the statistical capabil-
ity of key groups of users. SNZ is actively involved in raising the statistical capability 
of a number of key groups of users, including schools, small businesses, govern-
ment, the media and Maori. Partnerships with academics have primarily been used 
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with schools, government, new graduates and in the near future, with Maori (indig-
enous New Zealanders). The second outlines the ABS’ collaboration with the 
 university sector and academics in helping to turn young ABS methodologists into 
research leaders in their fi eld of expertise.  

2     Improving Use of Statistical Data Products by Improving 
Capability of Users 

 As mentioned the main role of mathematical statisticians within an NSO is to ensure 
its products and services are informative and relevant to user’s needs. Once these 
products and services are available it does not naturally follow that society is 
 informed . This is a concern for all NSOs and this section discusses how SNZ has 
actively focussed on raising the statistical capability of key groups of users, including 
schools, small businesses, government, the media and Maori. The goal of this is to 
improve the use, and therefore value, of SNZ’s data products. 

2.1     School Students 

 The focus for NSOs is primarily on making data products including statistical indica-
tors. These products are becoming more numerous, more detailed, more diverse and 
more readily available. Students, in learning to make their own data products, can use 
Offi cial Statistics as models of good practice giving them a ready-made and vast 
resource to draw on. NSOs can also offer access to, or specifi cally create, data sets for 
use in all levels of statistics education. Both agencies have a number of products 
designed to support statistics learning, together with an even larger number designed for 
public and/or professional audiences. However, to ensure that these data products are 
accessible, interesting, valued and engaged with, requires that offi cial statistics agencies 
and statistical literacy educators work together to inform the education community 
about these products and how to use them effectively in their everyday teaching. 

 Many NSOs invest either directly, or in collaboration with their Ministries of 
Education, in developing resources for schools and school students. The aim of this 
long-term investment is to both produce a future general public that is more statisti-
cally literate than the current one and also to potentially increase the future pool of 
statistics graduates. As Forbes ( 2010 ) states ‘Today’s children are tomorrow’s deci-
sion makers’. However, it does take substantial work together with a very good 
understanding of what works in the classroom to turn offi cial statistics into 
classroom- ready teaching and learning experiences. 

 For many years, a major focus for SNZ has been collaboration with teachers and 
academics to provide appropriate statistical literacy resources that can be used in 
classrooms. In 2008, New Zealand introduced a new, world-leading, Mathematics 
and Statistics curriculum that covers all levels of schooling (from new entrants to the 
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fi nal year of secondary schooling) and, for the fi rst time, put statistics on an equal 
footing with mathematics (Ministry of Education  2007 ). The statistics component of 
the curriculum has three separate strands running through each level of schooling 
with the content getting more sophisticated as the level increases. The strands 
are statistical investigations (using a statistical enquiry cycle), statistical  literacy 
(interpreting statistical and probability statements made by others) and probability. 
At each of the eight levels of schooling students should learn in  ‘meaningful 
 contexts’ (Ministry of Education  2012 ). As Wild and Pfannkuch ( 1999 ) suggest, 
experiencing statistics within an inquiry cycle such as PPDAC (Problem, Plan, Data, 
Analysis, Conclusion) is a fundamental learning experience. 

 SNZ staff have been directly involved in developing curriculum standards, reviewing 
assessment materials and giving advice (primarily through their membership of the 
New Zealand Statistical Association’s education subcommittee). SNZ also provides 
support for teachers via conferences, teacher workshops and Schools Corner (  http://
www.stats.govt.nz/tools_and_services/services/schools_corner.aspx    ) on its website. 
Schools Corner ‘contains a variety of teaching resources aimed at both primary and 
secondary school teachers’. An understanding of statistical  concepts is built over many 
years of learning and ideally should build on students’ intuitive reasoning. Using real 
data, such as selections based on offi cial statistics, can provide practice in statistical 
analysis, discourse and argumentation. SNZ (free) public releases include ‘Hot Off 
The Press’ media releases, Infoshare (time-series data sets), Table Builder, and Census 
QuickStats about places and subjects can all be used in the school environment. 

 Products designed specifi cally by SNZ to support school statistics learning 
include synthetic unit record fi les (SURFs) based on real SNZ datasets such as the 
2004 Income Survey and the 2006 Census. As stated on the SNZ website ‘The New 
Zealand Income Survey (NZIS) Super SURF is a set of 100 SURFs based on data 
from the NZIS: June 2003 quarter a largely realistic representation of a portion of 
the New Zealand population and can be used for teaching and learning purposes 
(  http://www.stats.govt.nz/searchresults.aspx?q=SURFs    ). More in-depth discussion 
of SURFs is given in Forbes et al. ( 2011 ). All the SNZ products designed for school 
use are developed either in collaboration with school teachers or by members of 
staff who have formerly been teachers. 

 In addition, SNZ jointly funds (together with the Ministry of Education) the 
New Zealand CensusAtSchools project,   http://new.censusatschool.org.nz/    , in which 
 students answer surveys on themselves, and can access and work with data samples 
from the resulting national and international databases. This project is run by 
Auckland University with annual milestones being agreed collaboratively between 
SNZ and the university. The ABS has an even greater involvement with 
CensusAtSchools, funding and running the Australian version directly from their 
Melbourne offi ce   http://www.abs.gov.au/websitedbs/CaSHome.nsf/Home/    . 

 All school teachers would benefi t by an understanding of what can be achieved 
by investigating some of the large national data sets that provide interesting project 
work for school students as well as ideas for school competitions such as the 
International Statistics Literacy Project poster competition (  http://www.stat.auckland. 
ac.nz/~iase/islp/competition-second    ).  
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2.2     Government Users 

 The fi rst step that SNZ took to raise the statistical capability of public sector 
 employees was to sponsor a new, half-time position—Professor in Offi cial Statistics 
in the School of Government at Victoria University of Wellington in late 2009. 
The aims of this position were increasing the use of offi cial statistics in policy 
advice and establishing offi cial statistics as a recognised academic sub-discipline 
within statistics. As shown in Fig.  1 , there is only a very small group within SNZ 
with responsibility for raising statistics capability in the whole external community 
so in 2006 an NAOS who were interested in the teaching of statistics was estab-
lished. This network provided SNZ with a pool of people who could be called on to 
teach courses (whether for qualifi cation or not) and to assess those courses that 
resulted in a formal qualifi cation. NAOS currently comprises academics from uni-
versity statistics departments (at least one from each of the seven main New Zealand 
universities) together with academics from other disciplines (social science, geog-
raphy, economics, etc.). The strength of such a network is of course dependent on 
the strength of the relationships between its members. In New Zealand’s case, the 
organisation that has helped these relationships develop over time is the New 
Zealand Statistical Association that holds regular annual conferences. A number of 
the NAOS and SNZ members have served on the education subcommittee of this 
association or been elected members of its executive.

   Over time the network moved from being consultative to collaborative to coopera-
tive and now works in direct partnership with SNZ on a number of statistics educa-
tion initiatives. NAOS members have been involved in the design, implementation, 
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delivery and assessment of courses for qualifi cation as well as presenting short (1- or 
2-day) courses for government employees and giving lunch-time seminars. 
Workshops presented by NAOS members include ‘Truth, damned truth and statis-
tics’, ‘How I learned to stop worrying and love the survey cycle’, ‘Confi dentiality 
and offi cial statistics’ and ‘Population Aging’. There are two projects which have 
been truly cooperative, involving NAOS members in both their design and imple-
mentation. The fi rst is a national Certifi cate in Offi cial Statistics for state sector 
employees and the second is an honours/Masters course in offi cial statistics for stu-
dents from a range of disciplines who have at least fi rst-year university statistics. The 
development and implementation of the latter was done by a small subgroup of 
NAOS convened by Professor Alan Lee from Auckland University.   

3     Courses for Improving the Statistical Capability of Users 

3.1     National Certifi cate of Offi cial Statistics 

 The National Certifi cate of Offi cial Statistics was jointly conceived by a 3-way 
partnership between SNZ, the State Services Commission (agency responsible for 
cross-departmental state sector issues) and the then Public Sector Industry Training 
Organisation (responsible for state sector training). From its conception, NAOS 
members advised on the number of modules or units (called Unit Standards in the 
New Zealand context) that the qualifi cation would contain and the content of each 
unit. They also agreed to work collectively with SNZ to deliver and assess these 
units. The certifi cate was developed and piloted in 2007 then registered on the New 
Zealand Qualifi cations Framework (National Qualifi cations Framework Project 
Team  2005 ). The certifi cate is at level 5 on this framework (roughly the equivalent 
of fi rst-year university) and is a 40 credit, vocational qualifi cation comprising fi ve 
units and assessed on a competency basis. Students do it part-time over an 18-month 
period. Although the qualifi cation sits outside of the universities system, NAOS 
members (academics from Auckland, Victoria, Canterbury and Otago universities) 
currently deliver and/or assess each of the units taught. The following four units are 
taught in 1- or 2-day workshops:

    1.    Resolve ethical and legal issues in the collection and use of data in a public 
 sector context.   

   2.    Interpret statistical information to form conclusions for projects in a public 
 sector context.   

   3.    Assess a sample survey and evaluate inferences in a public sector context.   
   4.    Evaluate and use statistical information to make policy recommendations in a 

public sector context.    

  A case study approach is used throughout the certifi cate with two main publica-
tions selected each year for use across all the four units for teaching purposes and 
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two different publications for assessment purposes. The four case studies are 
selected from:

•    SNZ’s offi cial statistics releases (e.g. Household Labour Force Survey, Retail 
Trade Survey) and reports (e.g.  Innovation in New Zealand 2005 , Statistics New 
Zealand  2007 )  

•   Other government agency releases (for example, an evaluation report commis-
sioned by the Ministry of Social Development (Fergusson et al.  2005 ) and the 
2006 Maori Language Survey (Te Puni Kokiri  2007 ) an exploration of problem 
gambling using the New Zealand Health Survey (Arnold and Mason  2007 ))  

•   Contemporary research reports (e.g. on the benefi ts of insulating houses 
(Howden-Chapman et al  2007 ))    

 For each unit, students are given a set of written questions that are completed in 
their own time then submitted to the assessors (who are also contracted academic 
members of NAOS). The fi fth, and largest (16 credit) unit, is a workplace-based 
statistics project that is verifi ed by the student’s manager. All the assessment is 
competency based with students    directed to resit questions until the required stan-
dard is reached. The certifi cate was formally evaluated in 2009 and the results 
reported in International Association of Statistical Education conferences (e.g. 
Forbes  2009 ,  2011 ). To date, over 100 students from 37 different government and 
local authority agencies have enrolled in the certifi cate. Just over 40 % of the stu-
dents have come from SNZ. The academics involved in the Certifi cate of Offi cial 
Statistics report that it gave them exposure to teaching basic and offi cial Statistics in 
a new environment and to a new type of student (older, more mature, currently in the 
work force and sometimes in middle management positions).  

3.2     Honours/Masters Course in Offi cial Statistics 

 In its fi rst year, 2011, the honours course in Offi cial Statistics was a joint winner of 
the Best Cooperative Project in Statistical Literacy award from the International 
Statistical Literacy Project. From the NSO’s (SNZ) perspective, widening the pool 
of new graduates who have some offi cial statistics knowledge should help recruit-
ment both within the agency and across other government agencies. One of the 
original aims was to provide a course for new staff that would provide them with an 
overview of offi cial statistics. It should also help raise offi cial statistics knowledge 
and capability more generally. From an academic perspective, offi cial statistics pro-
vide interesting data in context for motivating student learning in statistics and for 
developing statistical literacy in society. Although many New Zealand statistics 
graduates are employed in government departments, local bodies or health authori-
ties investigating large data sets and consequently providing information for policy 
decisions, New Zealand universities have not previously taught courses with Offi cial 
Statistics as a specifi c focus. Some universities view Offi cial Statistics as an optional 
and less central part of the statistics curriculum, and prefer to concentrate on 
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required material although a few do include some specifi c offi cial statistics tech-
niques such as index numbers and basic demography tools (e.g. age standardisation 
and odds ratios) in fi rst-year courses that service many disciplines. Student numbers 
enrolling in a specialist offi cial statistics course at a single university would be small 
making it uneconomic to teach so the key to making this a feasible project was the 
ability to pool resources across universities using an advanced video-conferencing 
network. Linking across universities allowed experts in key areas of Offi cial 
Statistics to teach students at all the participating universities in one class from a 
studio at their own institution. 

 However, there were some obstacles to be overcome. New Zealand universities 
have similar but  not  identical teaching terms so some negotiation was required to 
determine common teaching dates and times when the technology was available 
at all the sites. New Zealand universities also do  not  all have the same number of 
credits per paper. The compromise reached was that the course was taught in 2 h 
weekly slots for 12 weeks. The new course was built into the degree regulations 
at each university with approved course codes for each institution. Another area 
of negotiation was prerequisites and it helped that prerequisites for statistics 
majors were similar at participating universities in New Zealand. Initially, stu-
dents had to have completed a fi rst-year course in statistics with at least two 
courses at second year level in quantitative research methods or applied statistics 
but this was relaxed in 2012 so that allowance could be made for interested social 
science and public policy students that might not be as well quantitatively prepared. 
It was also intended that government employees could staircase (move from one 
to the next) between the National Certifi cate of Offi cial Statistics to the honours 
paper and one student has already successfully done so. The national course coor-
dinator was at Victoria University in Wellington where the central website was 
also hosted. All course material (apart from that with copyright restrictions) was 
publically available on the website with no login identifi cation required (  http://
msor.victoria.ac.nz/Courses/STOR481_2013T2    ). A technician was present at 
each site to ensure that the technology worked across all sites. All the 2 h lectures 
were recorded and a video feed from the computer with an inset feed from the 
camera on the lecturer with the  combined audio stream was constructed each 
week. This was extensively used as revision, in particular by students whose fi rst 
language was not English. 

 In the course students are expected to become familiar with:

    1.    The key aspects of Offi cial Statistics, as distinct from other branches of 
statistics   

   2.    The legal and ethical constraints on organisations producing Offi cial Statistics   
   3.    The principal methods for data collection, analysis and interpretation of health, 

social and economic data, including spatial data   
   4.    Methods for presenting and preparing commentaries on Offi cial Statistics     

 Lectures cover aspects of ethics, sampling, demography, health and other social 
statistics, index numbers and an overview of national accounts, as well as data 
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matching and geospatial techniques such as geo-visualisation with each lecturer 
being a New Zealand expert in the fi eld they taught. Students were introduced to an 
extensive set of links to important national data fi les, including examples from SNZ 
and other websites which they explored when answering questions on set assign-
ments. There was no fi nal examination, with assessment by fi ve written assignments 
during the semester, each worth 20 %. Computer packages (such as EXCEL, R or 
SAS) were used to perform data analyses. Assignments were submitted by email to 
lecturers teaching the modules in the course and can be viewed on the website. 
These were marked and returned to students by email. In 2011, 29 students were 
enrolled at three New Zealand universities as shown in Fig.  2 . All these students 
completed and passed the course. In 2013, 35 students from fi ve universities enrolled 
and 32 passed.

University of Otago

University of 
Auckland

University of 
Waikato

Victoria University 
of Wellington

University of 
Canterbury

Statistics New 
Zealand

Massey University

Lincoln University

Auckland University 
of Technology

5 participating 
universities
+ national 
statistics office

3 institutions 
teaching only

1 institution 
with students 
only (no 
teaching)

2 institutions 
with students 
and teaching

  Fig. 2       Geographic distribution of participating institutions in 2012       
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   Some students used this course as a fourth-year honours option, others as a com-
ponent for a postgraduate diploma in applied statistics and some as a third-year 
option towards their major in statistics or as a paper contributing to a Diploma for 
Graduates Endorsed in Statistics, a programme used to build statistics expertise for 
another major. In future, students are likely from economics, the social sciences, 
geography, public policy or public health areas. But the course could also extend 
into education and teacher training.   

4     Developing Capability in Producers of Offi cial Statistics 
Through Partnerships with Academics 

 The ABS’ mission is to ‘assist and encourage informed decision making, research 
and discussion within governments and the community, by leading a high quality, 
objective and responsive national statistical service, and delivering statistical 
 products of high quality’. Many other NSOs have similar missions. Measuring the 
 quality of an NSO’s statistical products and services has been discussed in the litera-
ture (see Brackstone  1999 ). Delivering high quality statistical products and services 
into the future requires, amongst other things, building and maintaining the exper-
tise or capability of the NSO’s mathematical statisticians. 

 The role of a mathematical statistician (see Linacre  1995 ) within an NSO is to 
ensure its products and services have a high level of statistical integrity and are 
 cost- effective. Relevant areas of mathematical statistics applied in an NSO include, 
but are not limited to, the design and estimation for sample surveys and analysis 
(e.g. principal component analysis for the construction of socio-economic indexes) 
of those data typically collected by an NSO, data access and confi dentiality methods 
and time series analysis. 

 While the mission of NSOs and the role of their mathematical statisticians are 
expected to remain largely unchanged, the external world is rapidly changing and is 
becoming more complex. As a result, data intensive methods cutting across  different 
subject matter and professions are increasingly required to solve these problems. 
There has been an explosion of data (e.g. big data), increasing computing power, 
budget reductions and increasing sophistication of analysts who demand more 
timely access and more detailed data (e.g. person-level micro-data). There is also 
greater competition in the labour market for mathematical statisticians. These exter-
nal changes heighten the existing challenge for NSOs to build the capability of its 
mathematical statisticians in order to deliver on its mission. 

 Section  4.1  describes many ways in which the ABS has engaged with academ-
ics to maintain such capability. Section  4.2  specifi cally discusses the ABS’ initia-
tive of building statistical capability through formal agreements with universities. 
Section  4.3  discusses some indirect, though substantial, ways in which these for-
mal agreements build statistical capability within the ABS and Australia more 
generally. Section  4.4  outlines some potential barriers to building partnerships 
with academics. 
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4.1      Developing Capability in NSOs by Engaging 
with Academics 

 Challenges of building capability within NSOs include attracting graduates and 
training highly capable mathematical statisticians. This section describes how the 
ABS has historically addressed these challenges through broad-based engagement 
with academics. 

4.1.1     Attracting Graduates to ABS 

 Like many NSOs, the ABS aims to recruit people with strong analytic, conceptual 
and communication skills who have demonstrated an aptitude for quantitative meth-
ods and have suitable qualifi cations. Currently there are about 100 mathematical 
statisticians at ABS, all of whom have a university degree and 25 % have a doctoral 
or postgraduate degree. Historically, a large component of ABS recruitment is made 
up of university graduates. In recent times, there has been increasing competition 
for mathematics and statistics graduates. 

 ABS puts considerable effort into attracting suitable graduates. Some of the 
attraction strategies include offering scholarships, attending career fairs, participat-
ing in conferences, giving lectures at universities, giving workshops and attending 
statistical society meetings. ABS also awards scholarships (comprising a modest 
cash payment) to students who excel in a statistics or mathematics subject to subsi-
dise education costs (fees and books). 

 The ABS has provided cadetships (comprising a modest salary) to a small  number 
(typically three or less, depending upon quality of the applicants and available fund-
ing) of Honours students who are studying mathematical statistics and have high 
academic achievement. The topic of the Honours research project, a requirement for 
many Honours courses, is negotiated between ABS, the student and the student’s 
academic supervisor. A condition for accepting a cadetship is that the student agrees 
to work at the ABS for a minimum period of 6 months. While the success of the 
cadetship programme has not been formally evaluated, it is widely acknowledged 
that the programme has resulted in the recruitment of some highly infl uential statisti-
cians who have made signifi cant contributions to the ABS, both within and outside of 
the methodology area. Indeed two recent Australian Statisticians started their careers 
in the ABS as cadets.  

4.1.2     Direct Training of ABS Staff 

 The ABS hosts visits by overseas and local statistical experts for the purpose of training 
ABS staff. For example, in 2012 the ABS hosted a series of lectures presented by 
 leading academics and experts on the topic ‘Disclosure Risk of Linked and Longitu-
dinal Data’. Since 2012, the ABS has funded world experts to deliver short courses 
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and  lecture series on Synthetic Data for Disclosure Control, Maximum Likelihood and 
Bayesian methods. Less recently, short courses covered topics on Model Assisted 
Methods (MAM) and Variance Estimation for Complex Sample Designs.  

4.1.3     Technical Input and Review 

 Three examples of how academics provide technical input and review include:

•    The ABS’ Methodology Advisory Committee, comprising leading New Zealand 
and Australian academics in mathematical statistics, meets twice a year to cri-
tique proposed methods or techniques being considered by the ABS.  

•   Academics from various universities have provided advice about the content 
of two signifi cant training courses developed and delivered by the ABS 
(   Clark,  2002 ; Van Halderen and Bhattacharjee  1998 ). The Survey Methods 
course is an introduction into sample designs and estimation, with an empha-
sis on relevant ABS applications. The course is designed to develop the fun-
damental technical skills required of a mathematical statistician at the ABS. It 
is a prerequisite for the MAM course. MAM is an introduction to the role of 
models in sample designs and estimation and is built around the material in 
Särndal et al. ( 1992 ).  

•   On occasion an academic may collaborate with an ABS statistician on a topic of 
mutual interest with a view to publication. Recent examples include Chipperfi eld 
and Steel ( 2009 ,  2011 ,  2012 ).  

•   While the ABS does not have institutionalised arrangements for seconding 
 academics to work in the ABS, in 2011 an Adjunct Professor and Research 
Program Leader at CSIRO was seconded to ABS for 1 year on a part-time basis. 
Collaboration during the secondment resulted in the submission of papers 
on confi dentiality to peer-reviewed journals (see, for example, O’Keefe and 
Chipperfi eld  2013 ).     

4.1.4     Encouraging Interaction Between Academics and ABS Staff 

 Examples of the way in which the ABS has encouraged interaction between its staff 
and academics include:

•    Hosting Statistical Society meetings, which allow for formal and informal inter-
action with academics.  

•   Funding staff to present at conferences allows for interaction with academics. 
Annually, the ABS funds an international trip to ‘budding’ methodologist who 
has less than 10 years of experience and who has demonstrated strong potential 
for further development as a professional statistician. The trip typically includes 
attending conferences, universities and meeting with their counterparts in over-
seas NSOs.  
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•   Holding honorary academic positions that allow ABS staff to jointly supervise 
Ph.D. students. It also can mean that universities provide full or part funding for 
ABS staff to attend conferences or cover other expenses.     

4.1.5     Further Study 

 There are two main ways in which the ABS supports further study. First, ABS staff 
may apply for up to 6 h per week paid leave to study, provided the study (e.g. course 
Ph.D. or Masters) is relevant to ABS’ business. 

 Second, the ABS has also provided Ph.D. scholarships to support research that is 
relevant for offi cial statistics. It is not uncommon for ABS staff to take-up such an 
opportunity and to return to ABS employment after completing their Ph.D.  

4.1.6     Examples of Developing Capability in NSOs Through Funding 
Agreements with Universities 

 This section describes a signifi cant collaborative approach undertaken by ABS with 
one university, and how this has been expanded to other universities, providing an 
example of a type of partnership that other NSOs might choose to employ.   

4.2      University of Wollongong 

 With a view to enhancing ABS’ capability in survey methods and analysis tech-
niques, the ABS has fullyfunded a Professorial Chair in Survey and Statistical 
Methodology at the University of Wollongong (UoW) in Australia since 2004. 
A world-class professor with expertise and extensive prior experience with statisti-
cal agencies was appointed to the position. Since the appointment, the Chair has 
improved the expertise of ABS’ mathematical statisticians by encouraging innova-
tion, suggesting new ways of approaching methodological problems, and by 
improving the methodological rigour of ABS research and development. 

 Of particular note is the assistance the Chair has provided in developing a frame-
work for the analysis of probabilistically linked micro-data that was relevant for the 
ABS. Also of note is the Chair’s work in the development of a framework for 
the follow-up of non-respondents to ABS surveys. Both these frameworks are being 
refi ned and evaluated through ongoing joint work between ABS and the professor. 

 As part of funding arrangement, an explicit role of UoW, led by the Chair, is to 
provide direct training to ABS staff, provide technical input and review, and encour-
age interaction between academics and ABS staff. This specifi cally involves: 

  Training courses : The UoW provide three training courses per year. Examples include:

•    Principles and Practices of Methodological Research. This provides an introduc-
tion to the design-based and model-based frameworks, and their roles in making 
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inference. It provides a summary of the different statistical tools (e.g. Bootstrapping, 
Multiple Imputation) and how to evaluate the performance of a statistical method 
(e.g. simulation). It also describes how to manage research and how to disseminate 
the results (e.g. publication).  

•   Introduction to Multilevel Modelling for Repeated Measures Data. This course 
introduces multilevel models and their application within the computer package 
MLwiN using a mixture of lectures and workshops.  

•   Methods of Combining Data. This course considers model-based and design- based 
methods of making inference using more than one set of data (e.g. meta-analysis).    

 Other courses include: Sample Design in Practice (sampling hard-to-reach popu-
lations), Advanced Survey Estimation, Detection and Treatment of Outliers and 
Logistic Regression. Importantly, the specifi c topics are based on the capability 
needs of ABS methodologists. 

  One-on-one meetings . These meetings typically involve a staff member raising a 
practical problem with the Chair, who may abstract the problem within an estab-
lished statistical framework and provide relevant references to published articles in 
the statistical literature. 

  Project advice on select projects . Advice generally includes identifying the key 
statistical issues and references at the beginning of the project, providing ongoing 
advice during the project, and commenting on the project’s fi nal report. 

  Comment on technical papers . Comments focus on improving the statistical rigour 
of the papers with a view to making them of publishable quality. 

  Review articles . A review article provides a broad overview of the literature on a 
particular statistical problem or method, identifi es key references, and explains its 
relevance and applicability to offi cial statistics. 

  Symposia : The ABS and UoW organise an annual symposium, where experts and 
practitioners present talks on a particular theme of statistics. The 2012 symposium 
was on Analysis of Longitudinal Data and included talks about the Household and 
Income Labour Dynamics in Australia and the Survey of Australian Children. The 
2013 symposium was on Bayesian methods for Offi cial Statistics. 

  Triennial UoW fellows meeting . A UoW Fellows Meeting includes four presenta-
tions and interactive discussion between Fellows and invited guests, which com-
prise academics and other technical experts. Presenters at these meetings require a 
high level of technical expertise.  

4.3      Australian Technology Network 

 An emerging objective for many NSOs is to  unlock the statistical value in adminis-
trative data  collected by commonwealth government agencies. This presents two 
major statistical challenges: integrating multiple sources of administrative data, 
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using record linkage or data fusion methods; and facilitating access to analysts, 
within the community and government, to the data without disclosing information 
about people or organisations within Australia. There is limited academic expertise 
and experience in these fi elds of statistics within Australia. 

 To attract such expertise, the ABS has committed to part-fund two professor 
positions, which have been advertised internationally. 

 The positions are located in the Queensland University of Technology (QUT) 
and the University of Technology Sydney (UTS), which are members of the 
Australian Technology Network (ATN). 

 The ABS signed a memorandum of understanding (MOU) with the ATN in 
February 2012 to fund these positions. Under the MOU, the ABS Chairs will spend 
about 20 % of their time helping ABS to build its own capability on data integration 
and disclosure avoidance techniques by: presenting training courses, collaborating 
and providing advice on key projects, reviewing the literature, attending and com-
menting on ABS technical reports. 

 The ABS, as a foundation partner of the ATN’s Industry Doctorial Training 
Centre (IDTC) opened in 2012, will now have the opportunity to infl uence what 
subjects are taught to the Centre’s Ph.D. students, and the research topics of the 
students. In particular, the ABS plans to deliver a semester length course to IDTC 
Ph.D. students on survey methodology. 

 In addition, the ABS has agreed to supplement scholarships for up to two Ph.D. 
students at UTS or QUT who are conducting research that is relevant to the ABS’ 
methodology work programme.  

4.4      Indirect Benefi ts of Funding Agreements 

 Building capability in an NSO for the long term requires a stable and well- 
functioning academic community that conducts quality research in problems facing 
offi cial statistics. Funding academic positions in offi cial statistics can also provide 
indirect benefi ts for NSOs. Some examples of where ABS has indirectly benefi ted 
from funding the UoW Chair in statistics include:

•    The Chair applying for research grants in topics relevant to ABS. These funds 
were used to recruit research fellows and Ph.D. students in statistics, thereby 
increasing the pool of statisticians with skills in demand by the ABS, as well as 
advancing knowledge in these topics.  

•   The Chair being funded, through consultancies, by other agencies within 
Australia and internationally to conduct research into topics relevant to ABS.  

•   Funding the Chair broadly supports the teaching of statistics courses at UoW, 
again increasing the skills of the recruitment pool for the ABS. UoW currently 
provides a range of undergraduate courses on survey sampling and data analysis, 
and provides a postgraduate certifi cate in statistics. These courses cover areas of 
statistics that are highly relevant to the ABS. Graduates from the UoW therefore 
provide a promising pool of future recruits for the ABS.     

Raising the Capability of Producers and Users of Offi cial Statistics



262

4.5     Perceived Barriers to Effective Collaborations 
Between Academics and NSOs 

 This section comments briefl y on factors that can limit the amount and benefi t of 
collaboration between academics and NSOs. 

 Statistical methods typically applied within the ABS and other NSOs form only 
a part of the broad fi eld of statistics. As a result, attracting academics with the right 
expertise and experience with whom to partner can be challenging. An academic 
with the right expertise may not reside within Australia or New Zealand, given their 
relatively small population and geographic isolation. 

 Other barriers include that:

•    Academics have restricted access to ABS’ micro-data.  
•   ABS’ priorities generally change more rapidly than the research priorities of 

academics.  
•   The focus of the ABS is on solving a particular problem while the focus of 

 academics is often on solving a generic problem.    

 These barriers can be managed, but it requires balancing the interests of both 
parties.   

5     Concluding Comments 

 The possible strategies for an NSO in aiming to achieve its objectives and responsi-
bilities are very broad and varied. The recent innovations described in this chapter 
demonstrate that focussing on certain aspects of objectives and certain ‘audiences’ 
have produced exciting developments which appear contrasting, but which contrib-
ute in different ways to meeting an NSO’s overall aims and in ways in which an 
NSO can partner with universities. 

 NSOs provide interesting data in context for motivating student learning in 
 statistics and for developing statistical literacy in the wider society. For example, 
a school teacher with a major in mathematics and statistics would fi nd Offi cial 
Statistics to be an excellent source of teaching resources. Both the ABS and SNZ 
have a long history of being involved with and producing products specifi cally 
for schools. 

 SNZ has extended this model with a formal partnership with academics, NAOS, 
that has helped shape two successful initiatives judging by student achievement, 
questionnaire responses and informal feedback. These are New Zealand’s National 
Certifi cate in Offi cial Statistics and Honours Course in Offi cial Statistics. The new 
honours paper, in particular provides a win–win situation for all the players. There 
are both tangible and intangible benefi ts for SNZ in that it makes young graduates 
aware of the offi cial statistics system as a potential employer and also gives them 
exposure to offi cial statistics that they will routinely come across in their everyday 
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life as well as possibly in their future employment. Universities have benefi tted 
by being able to provide a specialist course in statistics that would not have been 
feasible otherwise. But the real benefi ciaries are the students who are given the 
opportunity to investigate a new area of statistics that they might not have been 
aware of otherwise. 

 From the perspective of a statistical agency, the world is becoming more 
 complex. The ABS needs to keep its methodologists up to date with contemporary 
statistical methods, and perhaps develop these methods to tackle complex statisti-
cal problems. While the ABS partnerships with academics have been very suc-
cessful, there are some challenges for the future. The current take-up of statistics 
in Australian  universities presents challenges to the supply of capable graduates 
with relevant training in the future. To address this, the ABS is beginning to geo-
graphically decentralise its staff to its offi ces across Australia which, given tech-
nological advances, is becoming increasingly practical. This means that a 
preference for  living close to family and friends is less of a barrier to working with 
the ABS than it has in the past. It also means that ABS’ mathematical statisticians 
can be geographically closer to the academic expertise located across Australia. 
Historically, decentralisation of mathematical statisticians has been resisted to 
some extent by Australia and other NSOs (e.g. Felligi  2010  discusses this issue 
from the perspective of Statistics Canada). SNZ, however, has three offi ces in the 
major cities of Auckland, Wellington and Christchurch with the largest group of 
mathematical statisticians being in the head offi ce in Wellington. For the reasons 
given above, there has also been a sizable group in the Christchurch offi ce. The 
focus of the Auckland offi ce has been on data    collection. While for some time 
there has been a mathematical statistics presence there, this has only comprised 
one or two staff. 

 Forming partnerships with education providers to raise statistical capability has 
demonstrated benefi ts for offi cial statistics agencies, the education providers and 
more importantly the learners of statistics. However, many NSOs are facing tight 
budgets that will impose interesting challenges for agencies trying to maintain the 
same level of engagement with academics, let alone expand it. They will need to 
strike a balance between the imperative of balancing annual budgets and the longer 
term investment in statistical capability both within and external to the NSO. 
However, on a positive note, there is a consistently been a rich source of interesting 
methodological problems statistical problems facing NSOs. This means they are a 
natural research partner for academics now and into the future. While this has been 
an area of active collaboration for the ABS for some time it is just beginning to be 
pursued by SNZ. 

 Although the possibilities for an NSO to collaborate with academics are exten-
sive and substantial no single NSO is likely to be able to utilise all the possibilities. 
In discussing two contrasting but complementary foci—on users and on producers 
of offi cial statistics—this chapter illustrates how the development of partnership 
arrangements with teachers and academics, whether formal or informal, has had 
overall long-term benefi ts for both agencies.  
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6    Note 

 Developed from a paper presented at Seventh Australian Conference on Teaching 
Statistics, July 2010, Perth, Australia. 

 This chapter is refereed.     
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    Abstract     Transitioning from university student to a statistician working as a 
 collaborative researcher, consultant and workplace educator as well as a data scientist 
is a very daunting and challenging task. Statistical workplaces can involve at least 
some aspects of all these components, and some will more easily facilitate learning 
on the job than others. But all workplace statisticians need profi cient statistical 
thinking, problem-solving and communication skills, as well as a sound statistics 
foundation for ongoing learning to competently understand, perform and possibly 
develop statistical analyses. This chapter discusses how early authentic experiential 
and constructive learning in statistical data analysis and problem-solving courses, 
combined with experience gained in a developmental and mentored program in 
tutoring such courses, build the key skills for a workplace statistician. This is illus-
trated by describing how this has proved invaluable in working as a statistician in a 
large tertiary hospital that also incorporates a basic science medical research 
institute.  

  Keywords     Statistical consulting   •   Communication skills   •   Data investigation process   
•   Statistical thinking   •   Tutoring  

      Education for a Workplace Statistician 

                K.S.     Gibbons      and     Helen     MacGillivray    

        K.S.   Gibbons      (*) 
  Mater Research Offi ce ,  Mater Research ,   Level 2, Aubigny Place, 
Raymond Terrace ,  South Brisbane ,  QLD   4101 ,  Australia   
 e-mail: kristen.gibbons@mater.uq.edu.au   

    H.   MacGillivray      
  School of Mathematical Sciences ,  Queensland University of Technology , 
  Gardens Point ,  GPO Box 2434 ,  Brisbane ,  QLD   4001 ,  Australia   
 e-mail: h.macgillivray@qut.edu.au  

mailto:kristen.gibbons@mater.uq.edu.au
mailto:h.macgillivray@qut.edu.au


268

1         Introduction 

 Preparing for the workplace after completing an undergraduate degree in any fi eld 
is a daunting prospect. This is made easier in many disciplines, knowing that you 
will be communicating with like-minded colleagues, who have had similar training 
and on a day-to-day basis are performing comparable tasks. However, the possible 
employment opportunities after completing a statistics degree are endless, and as a 
result, very diverse, particularly if partnered with computational studies, and even 
more so, an information technology degree. Although all disciplines need commu-
nication and problem-solving skills in their graduate capabilities, they are espe-
cially important for statistics graduates because of both the nature of the discipline 
and the very diverse workplaces and careers open to such graduates. Graduate 
 statisticians are employed in a wide range of workplaces, with a varied statistical 
support base, and as such require the skills to not only be able to communicate with 
other statisticians, but more importantly, with clients and professionals in their work 
environment who face complex quantitative problems and/or may not be comfort-
able with statistical concepts and methodology. In all work situations and careers, 
statisticians need to understand, model and tackle problems in contexts that can be 
complex, unfamiliar or both, and to plan, implement, analyze and interpret investi-
gations in collaboration with others, often with those who are familiar with the 
contexts of interest. Communication capabilities, in the broad sense that encom-
passes discourse, interaction and joint learning as well as specifi c profi ciencies, are 
integral to all these skills, are complementary to a sound statistical methodological 
understanding which prepares for ongoing learning, and should be a vital part of any 
statistics degree. 

 Statistical consulting is demanding of such skills, and working as a statistician in 
a large complex of hospitals that include a medical research environment is an excel-
lent example of just how demanding. The statistician is working as a collaborative 
researcher, consultant and educator of doctors, nurses, scientists and allied health 
staff. The training of statisticians for such roles must incorporate the skills required 
for not only performing statistical analyses but also for consulting with clients and 
researchers with diverse statistical knowledge and understanding, effectively teach-
ing both statistical concepts and their use, including the use of statistical software. 
Additional pressures can include ensuring that sound statistical advice is not lost in 
the power struggle of competition for funds or in research in other disciplines. 

 In many ways, statistical consulting is at the heart of the discipline, science and 
profession of statistics. Much has been written on the nature of statistical consulting 
and its core role in the practice of, and developments in, statistics and the whole 
discipline of statistics. Such writings have also included advice on teaching statisti-
cal consulting, and some have described courses specifi cally designed to teach sta-
tistical consulting. The literature is briefl y explored in Sect.  2 , with emphasis on the 
core role of statistical consulting in all statistical workplaces. 

 What opportunities are there for undergraduate students pursuing statistical studies 
to learn the skills necessary to be able to work collaboratively and communicate 
with non-statisticians in the “real world”? Seeing and working through case studies 
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can motivate and provide interesting examples. Solving problems by closely 
 following exemplar solutions and prescribed paths can demonstrate theory and 
show how others have solved problems. Opportunities such as working in groups to 
complete assessment tasks and addressing staff and fellow students can develop 
teamwork and presentation skills. All of these approaches contribute to learning, but 
all tend to be orchestrated and teacher-centred. They tend to lack authentic experi-
ential learning, and do little to foster the skills required to investigate real contexts 
collaboratively with client disciplines and to communicate concepts to others with 
little or no statistical experience. It is the need for these combinations of skills that have 
led many statisticians to warn against statistics education pedagogies that prepare 
students for analysis but not for statistical consulting (Kenett and Thyregod  2006 ). 

 It is in, and from, the writings of statisticians, particularly those involved in the 
practice of statistics, that we fi nd the emphasis on the whole statistical data investi-
gation process and the need for experiential learning of its statistical thinking. 
Advocacy of these has increasingly featured in statistical education in the past two 
decades, although such advocacy has not necessarily resulted in implementation of 
truly experiential learning. What is said about statistical consulting and the learning 
of it resonates again and again with teaching that involves authentic learning of 
statistical thinking for all students, whether mainstream or in client disciplines. The 
word “mainstream” refers to courses for students majoring in statistics. In addition, 
comments such as McLachlin’s ( 2000 ) that distinguish between “meeting client 
expectations and addressing client needs” precisely describe one of the many chal-
lenges faced by university statisticians in working genuinely collaboratively with 
client disciplines on design of statistical curriculum for their students. The statisti-
cal consultancy elements underpinning statistical education advocacy are discussed 
in Sect.  3 . There has been less emphasis, but almost as much need for such, on the 
importance of experiential and constructivist approaches to learning the statistical 
thinking of probability and the whole processes of modelling stochastically and 
statistically. 

 As an undergraduate, the fi rst author describes herself as fortunate to have had early 
authentic learning experiences consistent with those advocated by statistical consul-
tants and statistical educators. These were introduced in her university in the early 
1990s, developed for students in both mainstream and “service” statistics courses, and 
have received extensive and consistent feedback from graduates, peers and accrediting 
bodies that they provided excellent foundations for statistics across workplaces  ranging 
from research to highly applied. These experiences are briefl y summarized in Sect.  3 . 

 However, a further facet that has received little attention in statistics education 
has proven to be signifi cantly advantageous. The experience gained by the fi rst 
author during her undergraduate degree in a developmental and mentored program 
in tutoring statistics has proven to be invaluable in subsequent employment in a con-
sultative medical research environment, dominated by professionals with little or no 
statistical experience. Through tutoring different aspects of statistics, including the 
experiential learning by other students of data investigations and problem solving, as 
well as to students in a range of disciplines, the principles of communicating statis-
tics were learnt and developed over a number of years. This program was specifi -
cally aimed for those learning to teach tertiary statistics and mathematics, but was 
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consistently given unanimously positive feedback in evaluations received from 
 participants and graduates who went on to either academic or non- academic careers. 
The report from the fi rst author was even more emphatic—namely that without these 
tools, the role of the statistician in a workplace where the majority of staff have a 
minimal statistics background “would have been near impossible”. It was the unex-
pected vigor of this reaction that led to the research, analysis and refl ection discussed 
here. Section  4  describes the program, the tutoring experiences, some of the skills 
learnt, and some of the synergies between statistical consulting and facilitating stu-
dent learning in an experiential learning environment. The last is a critically impor-
tant point—it is not just any teaching experience, but the types of teaching that 
involves working with students in authentic experiential learning as advocated from 
statistical consulting. 

 The requirements of the statistician in a workplace with diverse statistical 
demands are outlined in Sect.  5 , with examples and refl ections on workplace com-
ponents illustrating the training provided by the developmental and mentored tutor-
ing program. Section  6  briefl y considers similarities and comparisons between 
different types of statistical workplaces which involve statistical consulting and 
in which statistical communication is of paramount importance. The chapter con-
cludes with summary analogies to explicit training in statistical consulting, and with 
recommendations for programs in training statisticians.  

2      Views of Statistical Consulting from Consultants 

 Kirk ( 1991 ) describes statistical consulting as “the collaboration of a statistician 
with another professional for the purpose of devising solutions to research prob-
lems”. Bisgaard and Bisgaard ( 2005 ) outline three different consulting roles: a pair 
of hands, the expert, the catalyst/collaborator/coach. Many authors portray statis-
tical consulting much more broadly. Zahn and Boroto ( 1989 ) depict successful sta-
tistical  consulting as “increasing the usefulness of knowledge dissemination in a 
client’s fi eld”. Barnett ( 1986 ) comments “we see, tied up together, the role of the 
statistician as consultant, consultancy as the stimulus for research in statistics, and 
consultancy as the basis for teaching statistics”. Gullion and Berman ( 2006 ) describe 
it as help with any statistical aspect of an empirical problem, with a very broad view 
of what statistical aspect means, closely aligned with Chambers ( 1993 ) “greater 
statistics”. Boen and Zahn ( 1982 ) comment that statistical consulting could be 
viewed as collaborative or straight (fulfi lling a specialist role) consulting. These 
are the “entwined collaboration” and “serial collaboration” of Cameron ( 2009 ). 
However it is described, the compass and magnitude of the importance of consult-
ing to statistics is evidenced by the extent and diversity of forums for it, publications 
and presentations on what statistical consulting is, and the skills and qualities 
required to do it and do it well. The subset of references here cannot do full justice 
to the extent of publications and the thought given to the core of statistics—its 
practice. 
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 All such publications emphasize the importance of communication, again in a 
broad and deep way involving information fl ow, discourse, interchange of ideas, 
critical thinking and problem solving. Barnett ( 1976 ) describes statisticians as 
 needing to be translators and communicators. In a long list of advice and skills 
needed, Joiner ( 2005 ) includes the ability to “listen carefully and ask probing ques-
tions”. Many authors describe the diverse skills and personal attributes needed, 
including Derr ( 2000 ), Russell ( 2001 ), Cabrera and McDougall ( 2002 ) and Kenett 
and Thyregod ( 2006 ), while others analyze what makes a successful consulting 
 session including “the need to solve the right problem” (Zahn and Boroto  1989 ), 
and even assisting with descriptions of types of clients (Moolman  2010 ). 

 With so much emphasis on the importance of statistical consulting and the many 
and diverse skills required, it is not surprising that many publications also empha-
size the need for training, but there are fewer publications describing training 
courses. For example, after large sessions in 1990 at ICOTS3 (Third International 
Conference on Teaching Statistics) and in 1998 at ICOTS5, specifi cally on training 
students for statistical consulting, papers at subsequent ICOTS on this topic appear 
to be both fewer and more dispersed. Absence of preparation for consulting is 
lamented (for example, Russell  2001 ; Kenett and Thyregod  2006 ) but there are also 
excellent examples of courses in conjunction with statistical consulting centres (for 
example, Smyth  1991 ), in capstone courses (Smith and Walker  2010 ), in preparing 
students for industry placements (Rangecroft and Wallace  1998 ), and, most signifi -
cantly, in earlier undergraduate years using role play (Taplin  2003 ,  2007 ) and 
community- based projects (Jersky  2002 ; Thorne and Root  2002 ). Many authors 
comment directly or indirectly on how consulting projects and case studies can 
infl uence statistics teaching at all levels in both content and pedagogy, but the 
authors of courses for training in consulting express a requirement for small classes, 
quoting numbers such as 10–20 students. It is of critical importance to note that the 
emphasis is on hands-on experience: of experiential learning of the whole process 
of statistical consulting, of student ownership of learning and of learning through 
mistakes in a safe educational environment.  

3        Environments and Strategies for Learning Statistical 
Practice, Thinking and Problem-Tackling 

3.1     The Statistical Data Investigation Process from Statistical 
Consultants and Educators 

 Much has been written in the past few decades on facilitating the learning of statisti-
cal thinking and reasoning, and its importance for all students across all disciplines 
and for educating statisticians-to-be. Approaches include data-driven learning, 
more emphasis on data production and the measuring and modelling of variability 
(Moore  1997 ), real data and contexts, and generally a more holistic approach 
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that refl ects the practice of statistics. The emphasis in creating environments for 
 learning—in statistics and in general—has been on active learning, hands-on expe-
rience, authentic contexts and problem solving. As for statistical consulting, it is the 
broad meaning of statistical thinking: making sense of information—including 
data—in which variation and/or uncertainty is present. It is thus inclusive of chance 
and data which should be regarded as intertwining and interacting elements of sta-
tistical thinking. 

 In considering the desirable key components of university-based training of a 
statistician to prepare for a research consulting career in an organization involving 
multiple disciplines and with objectives to create economic, environmental or 
 community value, Cameron ( 2009 ) comments that such training is an appropriate 
foundation for most statisticians wherever they may be employed. Cameron consults 
what many “wide and experienced” statisticians have written, including Box’s 
( 1976 ) emphasis on statisticians as scientists and the “learning process” of scientifi c 
method, and Chambers’ ( 1993 ) view of statistics as “learning from data” and “greater 
statistics” compared with “lesser statistics” which “tends to be exclusive, oriented to 
mathematical techniques, less frequently collaborative with other disciplines”. 

 In adding fi rst and fi fth components to Chambers’ ( 1993 ) description of how 
statisticians practice “greater statistics”, Cameron ( 2009 ) identifi es the following:

•    Formulating a problem so that it can be tackled statistically  
•   Preparing data (including planning, collecting, organizing and validating)  
•   Analyzing data  
•   Presenting information from data  
•   Researching the interplay of observation, experiment and theory    

 Kenett and Thyregod ( 2006 ) identify fi ve steps of statistical consulting:

•    Problem elicitation  
•   Data collection and/or aggregation  
•   Data analysis using statistical methods  
•   Formulation of fi ndings, their consequences and derived conclusions  
•   Presentation of fi ndings and conclusions/recommendations    

 Such descriptions are articulations of statistical investigation, consulting and 
problem solving that date back to the 1970s (Hunter  1977 ) and earlier (see Woodward 
and Schucany  1977 ). Statistics educators will instantly recognize similarities to the 
Plan, Collect, Process, Discuss (PCPD) and the Problem, Plan, Data, Analysis, 
Conclusion (PPDAC) expressions of the data investigative cycle. Cameron’s ( 2009 ) 
description is based on descriptions by professional statisticians. Wild and 
Pfannkuch’s ( 1999 ) popularization of PPDAC is adapted from MacKay and Oldfi eld 
( 1994 ) and refl ects the statistical process (see for example, Shewhart and Deming 
 1986 ). The description of the data-handling cycle that featured in the UK National 
School Curriculum in the mid-1970s (Holmes  1997 ) has become the PCPD cycle 
that is at the heart of extensive pedagogies and resources (Marriott et al.  2009 ). 

 Cameron’s ( 2009 ) model of what professional statisticians do in the practice of 
statistics is not only consistent with dimension one (the investigative cycle) of Wild 
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and Pfannkuch’s ( 1999 ) model of statistical thinking but also refl ects dimension two 
of their model in the types of thinking fundamental to statistics. These include: 
recognition of the need for data, changing the representation to assist understanding 
and problem solving, investigating variation, reasoning with statistical models and 
incorporating statistics and context. The authors comment that they are “not con-
cerned with fi nding some neat encapsulation of statistical thinking”—their focus is 
on what professional statisticians do in solving real problems involving the need for 
modelling and analyzing context information, uncertainty and data. 

 Thus, the descriptions and advocacy of the data investigation process and statisti-
cal thinking in the education of statisticians comes from statisticians and statistical 
practice. It is imperative that statistics education retain the knowledge and aware-
ness of this, and that the whole statistics community also become more aware 
of developments in statistics education and the synergies with statistical practice. 
As the statistical education literature tends to refl ect developments and changes that 
have already been implemented and evaluated, it is also important to note that the 
advances consistent with the advocacy from statistical consulting started across the 
world over the past two decades. However, the literature from statistical consultants, 
such as Kenett and Thyregod ( 2006 ), indicates that there is a lack of penetration and 
implementation. More attention is needed from academic communities to the com-
bined advocacy of statistical consultants and statistical educators.  

3.2     Experiential Learning of the Statistical Data Investigation 
Process 

 It is very clear from both the statistical consulting and the statistical education 
 literature that it is authentic experiential learning that is vital. In criticizing univer-
sity teaching that does not include suffi cient focus on the fi rst two and last two steps 
of their statistical consulting cycle, Kenett and Thyregod ( 2006 ) comment that

  to be able to respond properly to the needs of the client, it is important to take part in the 
collection of data, or at least have the opportunity to watch data being collected or 
generated. 

 and that not being involved in collecting data

  has led some graduates to be of the opinion that taking part in the collection of data is a 
waste of the statistician’s precious time, and it even implies the risk of getting dirt on your 
hands. 

   Both statistical consultants and statistical educators champion the constructivist 
and experiential learning approaches. Garfi eld ( 1995 ) comments that

  students will understand material only after they have constructed their own meaning for 
what they are learning. 

   We add to that with emphasis that students understand the whole data investiga-
tion process only when they have lived it. And that they understand probabilistic 
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thinking and its modelling only when they construct meaning that links with 
 everyday contexts and with data, and builds on previous experiences. 

 Experiential learning of the problem elicitation and data collection and/or aggre-
gation steps of Kenett and Thyregod ( 2006 ) were introduced in the fi rst course in 
mainstream statistics in the authors’ university in the early 1990s. The reasons were 
similar to those of Kenett and Thyregod ( 2006 ) and Garfi eld ( 1995 ), namely no mat-
ter how real the data and context given to students, the lecturer telling the story of 
the context, the problem and the data collection was no substitute for students’ 
experiencing steps 1 and 2 for themselves. As a group project, students proposed 
their own topic of interest to them, planned and implemented their data collection, 
explored their data and presented their exploration in a report and an oral presenta-
tion. It was also intended as foundation for a second year statistics course, which 
included students designing and carrying out their own experiment (Mackisack 
 1994 ). The fi rst course strategy was so popular with the mainstream mathematics 
and statistics students that it was trialled in 1994 with the large class (approximately 
400 students) engineering statistics course. The engineering students identifi ed so 
much with “their” data and “their” questions that they were not content to just 
explore their data, but wanted to analyze it using statistical techniques as they met 
them during the semester. Coincidentally, Jersky ( 2002 ), in reporting on the devel-
opment of a second year consulting course, comments that in 1994 they noted that 
(mainstream) students from a fi rst statistics course wanted to use their knowledge in 
an investigation meaningful to them. In another coincidence, 1994 was the fi rst year 
that Kirkup (see, for example, Kirkup et al.  1998 ,  2010 ; Kirkup  2013 ) introduced 
student- centred enquiry into fi rst year science laboratory courses. This approach in 
science is now called inquiry oriented learning (IOL). Anderson and Sungur ( 2002 ) 
use the term inquiry-based learning in describing teaching strategies in statistics, as 
ranging from practice/drilling up to inquiry, with the intermediate steps being (in 
order after practice/drilling): activity based, guided discovery, discovery, guided 
inquiry. Similar descriptions are used in the science literature. Words used in such 
descriptions must always be clearly defi ned—as is done in Anderson and Sungur’s 
paper. For example, the word “discovery” might be used by some as representing a 
similar level of learning to Anderson and Sungur’s ( 2002 ) “inquiry”. However, if well- 
defi ned, such metrics are a useful reference to gauge the mix and progress of learning 
components in a course. 

 The 1994 trial developed into a semester-long free-choice full data investigation 
as an integral part of introductory statistics courses in all engineering, science and 
mainstream mathematics and statistics programs. Some of the growth of develop-
ments can be found in MacGillivray ( 1998a ,  b ,  2005 ) and Forster and MacGillivray 
( 2010 ). Progress evolved based on feedback from students, observation and analysis 
of student work, ongoing collaboration with tutors, lecturers and external peers, and 
was facilitated by national grants which enabled evaluation and helped build 
resources, models and pedagogies. As in courses described by Thorne and Root 
( 2002 ) and Halvorsen ( 2010 ), students identify their topic and issues of interest and 
start designing their data collection early in the semester, but receive feedback 
and ongoing assistance throughout the semester as individual groups and in the 
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whole- class sessions. Similar to Kuiper ( 2010 ), early software use helps students 
discover the power of statistics in investigating the many-variabled situations that 
are typical of real world contexts. Overall course structures, teaching approaches 
and assessment packages were developed from what was learnt from observing 
and helping students in their data investigations, moderated by the restrictions and 
requirements of individual courses. The thousands of datasets and topics produced 
by students also became extraordinarily valuable as teaching resources. Some of the 
approaches that evolved from the many years of experience with a vast diversity of 
students’ motivations, interests and capabilities can be found in MacGillivray et al. 
( 2014 ) and even in applications such as learning support for postgraduates across 
disciplines (MacGillivray  2011 ). 

 As well as evaluations from students during the courses, feedback from gradu-
ates and input from client disciplines and accrediting bodies have been consistently 
positive, as well as providing valuable constructive feedback. Graduates from other 
disciplines often introduce themselves as “I was in the group that did the project on …”. 
Statistical graduates, whether they went into non-academic or academic research-
based workplaces, have described it as

  the best foundation for learning to think statistically 
 a wonderful foundation for learning to conduct statistical research. 

   Much of what was learnt from working with so many students in inquiry-based 
learning resonates with the observations and advocacy from statistical consultants. 
As described above, genuine experiential learning of the whole process of data 
investigations from fi rst thoughts to reporting is the forerunner of learning statistical 
consulting. Like Taplin ( 2003 ) and Kuiper ( 2010 ), it was found that students can 
start such experiential learning before, or as, gaining the knowledge that a tradi-
tional statistics teaching approach assumes must be a prerequisite. The authors’ 
experiences over many years are similar to Taplin ( 2003 ) who comments that

  it is the practical experience of performing consultations that students are motivated by and 
learn from 

 and that

  If students learn best from making their own mistakes, then a dominant role of educators is 
to place students in positions where they make these mistakes safely. 

   However, a major point of contrast between the authors’ courses and the courses 
referenced above is the class sizes, namely hundreds compared with sizes of 10–20 
or 40–50. As discussed in Sect.  5 , tutoring in such large courses has provided invalu-
able experience in communicating with diverse interests, disciplines, motivations 
and capabilities. 

 It is of interest to note that Halvorsen ( 2010 ) is reporting on learning strategies 
that started in 1989. How can the whole statistical community gain more knowledge 
and become more aware of innovative teaching practices that are not necessarily 
reported as “research”? How can academic statisticians and statistical educators 
become more aware of the world of statistical practice that is not necessarily 
reported as statistical “research” or in educational research literature? This is why 
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there must be forums (including both conferences and publications) on teaching 
statistics for the whole statistical community; such forums must be far broader than 
pure research forums and must constantly strive to reach out to new participants who 
can bring expanding richness and knowledge to the complex tapestry of teaching 
statistics.  

3.3     Learning Probabilistic Thinking 

 The need for more attention to be given to reform of the teaching of probability 
within statistics has been more recently recognized and is gradually gaining atten-
tion. As with the development of inquiry-based and discovery learning in introduc-
tory statistics, observation of students, analysis of student work, feedback and 
evaluation, and collaboration with tutors and other lecturers have enabled the devel-
opment of an introductory course in probability and distributions which constantly 
relates to data and everyday experiences, and embodies constructivist principles. 
Students appreciate how it uses and builds on students’ prior experiences and con-
cepts, as represented by a student comment:

  Using what we already knew to learn other stuff was really good and helped us learn other 
stuff. 

   A wide variety of contexts to facilitate learning is used in line with cognitive 
theory (Garfi eld  1995 ), and the approach is student centred and active problem tack-
ling in a problem-solving environment as described by Gal et al. ( 1997 ),

  an emotionally and cognitively supportive atmosphere where students feel safe to explore, 
comfortable with temporary confusion, belief in their ability and motivation to navigate 
stages. 

   Although there is little direct reference by consultant statisticians to the learning 
and teaching of probabilistic thinking and its role in learning to think statistically, 
the importance of modelling and thinking stochastically underpins much in the 
 literature and plays a prominent role also in statistical education (Wild and 
Pfannkuch  1999 ). 

 Some information on the course and its development can be found in MacGillivray 
( 2006 ,  2007 ). To date, seven different staff with varying backgrounds have enthusi-
astically embraced its principles, teaching approaches, materials, resources and 
structure. The students who take this course are in mathematics, statistics or educa-
tion programs with some in science programs, but it has also contributed to compo-
nents of courses across engineering. Although it links with some introductory 
calculus, its approach is statistical with emphasis on language, communication, 
everyday concepts, and visual tools including simulations. 

 The course has included a smaller free-choice inquiry project in which students 
collect, investigate and report on data, in two contexts of their choosing, that could 
be Poisson (discrete variable) or exponential (continuous variable). However, from 
the point of view of tutoring experience as foundation for statistical workplaces, it 
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is working with students in the active learning, problem-tackling environment 
that provides key experiential learning of communication and facilitating the learn-
ing by others.   

4         The Tutor Development Program and Skills Learnt 

 Teaching as the facilitation of learning is especially relevant for statistics, and it is 
not surprising that many expositions on developing the skills of statistical consulting 
have parallels in learning to teach statistics. Barnett ( 1986 ) comments that statistical 
consulting is the basis for teaching and research. One of Joiner’s ( 2005 ) items on a 
list of 22 skills for effective statistical consulting is

  Be a good teacher—much success in consulting depends on being able to help others under-
stand statistical tools, and their strengths and weaknesses. 

   Becoming a good teacher of statistics is a complex, never-ending process. Some 
clues come again from another of Joiner’s ( 2005 ) tips for effective consulting,

  Be able to listen carefully and to ask probing questions. 

 and a comment from an applied statistician with a long history of excellent  student 
evaluations of his teaching

  I learnt understanding of statistics through teaching service courses. 

   This section describes a developmental and mentored tutoring program, and the 
skills learnt from it and from tutoring in the introductory and large classes described 
above, that are proving of such value for a workplace/consulting statistician. The 
term “tutoring” here could consist of:

•    Providing assistance on a 1-1 basis to students  
•   Providing assistance to a class of students on work as designated by  lecturer/

course coordinator, either alone or with another tutor or lecturer  
•   Providing assistance in a class situation in a computer laboratory or a problem- 

solving situation, where students might be working in groups or individually  
•   May include some demonstration/delivery to a class in a less formal situation 

than lectures    

4.1     The Tutor Development Program 

 The fi rst part of the developmental tutoring program is working as a mentored 
 volunteer duty tutor in the drop-in facility on one campus of the university-wide 
centre providing learning support in mathematics and statistics across all disci-
plines. This centre, called the QUTMAC (QUT Maths Access Centre) and now part 
of a larger learning support facility, was established in 2004 and has developed into 
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an essential component of the overall learning support services of the university 
(MacGillivray and Croft  2011 ). The drop-in facilities are collaborative student 
spaces with resources and duty staff (volunteer or QUTMAC staff) on a roster that 
covers approximately 30 h per week over three campuses. Undergraduates with an 
appropriate balance of academic background and level of achievement apply for the 
volunteer positions. For example, a student who has completed the fi rst year math-
ematics and statistics courses requires a high grade point average, but this may not 
be as necessary for a student with third year mathematics and statistics. Personal 
criteria relevant to tutoring are also used, but high achieving and committed students 
to whom such volunteer work appeals are generally given every encouragement. 
Volunteer drop-in duty tutors generally work for an hour a week, interact with 
 fellow duty tutors and QUTMAC staff, consult QUTMAC staff for advice and assis-
tance, and attend specialized training sessions for the duty tutors. 

 Mentored volunteer drop-in duty tutoring provides an excellent introduction 
to the development of communication and tutoring skills, with mostly one-to-one 
assistance in an informal friendly environment with no time pressures or formal 
obligations, and with any concerns or diffi culties referred to the QUTMAC director. 
Since 2004, the concept has been consolidated and developed with more integrated 
and systematic preparation, mentoring and feedback. Written anonymous evalua-
tions are obtained from all of the program’s preparation, training and refl ection 
sessions, and these formal evaluations, combined with informal feedback from 
tutors during and subsequent to their participation, are used to evaluate the service. 
Formal and informal feedback has been increasingly and consistently highly 
 favourable, with almost all QUTMAC volunteer duty tutors praising the scheme as 
invaluable, with comments such as

  Fantastic! Love it. 
 Brilliant for learning. 
 1-1 conversations to learn ways of explaining. 
 Love being able to help with no pressure. 

   The volunteers most suited for tutoring greatly enjoy the experience, and some 
love it so much that they continue as volunteer duty tutors after they are appointed 
as sessional paid tutors in formal tutorials, and even continuing as volunteers as 
postgraduate students. A few discover that they do not enjoy it and are able to with-
draw. Applications for the volunteer positions have remained high and students are 
proud of their work, emphasizing it on their CV’s. Pre- and post-semester get- 
togethers gradually developed into interactive training sessions and refl ective 
forums. Informal preparation has now grown to a training day with input from other 
learning support components and professionals. Inclusion of presentations about 
peer mentoring have been trialled, but with limited success as the QUTMAC volun-
teers found such general programs of little relevance to their work. They have 
always insisted that they are trainee tutors, and do not like the term “peer tutor”. 

 The fi rst author was a drop-in volunteer duty tutor in her second year. After com-
pleting at least one semester of QUTMAC duty tutoring, she, along with the other 
volunteer tutors, were invited to participate in a 2-day tutor training program run by 
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the QUTMAC director and mathematics and statistics staff. They were then included 
on the list of potential sessional tutors in mathematics and/or statistics. 

 The 2 days of tutor training had the following general program: 
 Day 1:

•    The nature of the tutorial  
•   Duties and responsibilities  
•   Working with the lecturer/discipline coordinator  
•   Planning and preparation  
•   Connecting with students  
•   Understanding students’ school and other backgrounds  
•   Overview of ways people learn mathematics and statistics  
•   Consideration of examples to select for trainees’ demonstrations  
•   Group discussion about refl ection and articulation of good tutorial practice    

 Day 2:

•    Presentations of examples and subsequent feedback from peers and staff, with 
discussion  

•   Administration matters  
•   Training in marking using marking schemes and exemplars    

 For the majority of students completing the QUTMAC duty tutoring and tutor 
training, this was their fi rst exposure to being on the other side of the teaching envi-
ronment; teaching, not being taught. Although all students had achieved highly in 
their own studies and were very confi dent in both the details and the roles of the 
material, it was important—as recognized and acknowledged by all participants—
to learn additional skills to communicate with students and to explain in ways that 
would assist students to understand and gain confi dence in the statistics being 
taught. The training days proved to be daunting at times because no matter how well 
one know how to answer or work through a question, it is still nerve-wracking doing 
it in front of one’s peers who are pretending to be students! But at the close of such 
training programs the formal evaluations and informal feedback demonstrated that 
participants felt they were all armed with a greater comprehension of the challenges 
of helping others to understand. 

 After completing the above program, the fi rst author was appointed as a sessional 
tutor in her third year of study, and continued as a sessional tutor in the third and 
fourth year of undergraduate studies in a double degree program in mathematics and 
information technology, during the honours year, and even a small amount during 
the early part of her full-time employment after graduation. Tutoring was in three 
different statistics courses to cohorts ranging over all of science, engineering, math-
ematics, together with some education, surveying, health and other disciplines. 
These courses were the introductory courses discussed in Sect.  3  above, two of 
which had been taken by the fi rst author as a student. All tutoring involved some 
preparation of material for computer laboratory sessions or problem-solving tutori-
als, some presentations, working with students in small groups and one-on-one 
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 during the class sessions, and marking subsequent assessment. Some classes were 
taken in tandem with another tutor, and some not, depending on the student demand 
for the timeslot, but classes were regularly visited by the lecturer/course coordinator 
who also acted in a tutorial capacity as needed. Full assistance was provided to 
tutors by the lecturer/course coordinator, with discussions either in tutor/lecturer 
meetings or individually, with ongoing information and tips provided electronically.  

4.2     The Tutoring Experience and Skills Learnt 

 A wide range of skills were learnt over the course of the QUTMAC volunteer duty 
tutoring, the 2-day training program, and the extended experience of mentored 
tutoring, and some have proved to be particularly relevant to life as a consultant 
statistician. Communication is a key factor, but not only is this far more than merely 
being knowledgeable, articulate and able to present and explain clearly, it is also an 
integral part of the full spectrum of skills gained from tutoring, provided, of course, 
that the tutor is fully engaged in, and dedicated to, facilitating learning. A good tutor 
learns to listen and observe, and thus, through refl ection and discussion with the 
lecturer and other tutors, learns skills in communicating and working with a wide 
range of

•    Different groups of people  
•   Skills and knowledge background  
•   Motivations and personalities  
•   Learning and working styles    

 Listening to students, observing their work, participating in discussion of their 
investigation projects, helping them tackle problems, and explaining concepts, tech-
niques and their applications provides great depth to the tutor’s own understanding 
of statistics and statistical thinking. For example, the feedback from graduates asked 
to contemplate how to prepare for lecturing included comments such as

  Can’t imagine how to lecture without tutoring experience. 
 How could anyone not tutor before lecturing? 
 Either tutor before or academic workload should include tutoring. 
 Irresponsible not to include tutoring in workload. 
 Even interactive lectures do not substitute for 1-1 for teacher learning. 
 I took it for granted that people tutor before lecturing. 
 It would be the maddest thing to let researchers loose on lecturing [without tutoring 
experience]. 

   Graduates who went on to a range of statistical workplaces have attested to the 
value of learning to communicate and work collaboratively with other disciplines 
on often complex applied problems. The analogies to learning to be an effective 
statistical consultant are numerous and obvious. 

 However, it must be emphasized that the value in the tutoring experience 
was because of the nature of the tutorials, the pedagogies of the courses and the 
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collaborative mentoring of the lecturer/course coordinator. The focus of the tutorials 
was on working with the students, facilitating their learning, and not on merely 
standing in front of a class providing instruction. The pedagogical approaches of the 
courses were similar, providing experiential learning of the full data investigation 
cycle and problem solving in probability and distributional modelling, in an envi-
ronment of collaborative and supportive learning. Tutoring that involves no more 
than instruction by the tutor in courses with out-of-date instructional dictatorial 
pedagogy provides no more opportunities to learn to teach and communicate with 
students or clients than reading a book by oneself. 

 One of the key components of the QUTMAC duty tutor is to work one-on-one 
with students to help them discover how to progress through specifi c problems. 
In particular, working through the cycle of understanding the problem, explaining 
the necessary theory and assisting the student with applying the theory is closely 
related to statistical consultative work in graduate life. A particularly useful aspect 
of the sessional tutoring is the interaction with groups of students throughout the 
semester on their free-choice projects exploring the data investigation cycle. This 
includes helping with forming an interesting question, developing methods to col-
lect the data, determining the appropriate data analysis, and assisting with analysis 
and interpretation of data after collection. This is very closely related to work as a 
consulting statistician. The tutors who experienced such investigations as students 
are more confi dent going into tutoring statistics, but all tutors gain invaluable skills 
through this learning to facilitate and assist with authentic data investigations, 
 providing wonderful experience for future graduate roles.   

5           A Professional Setting 

 It is essential that statistics educators and curriculum designers, in courses for future 
statisticians and for future statistical clients, fi nd out as much as possible about what 
is asked of graduate statisticians in workplaces. Unfortunately, there are few forums 
and little support for such discovery. Although the description below is of just one 
example of a statistician at work, the requirements of the position are particularly 
broad, encompassing a diversity of roles that are representative for many graduate 
statisticians. Over the 7 years of employment as a consultant biostatistician, there 
have been many times when the skills described in Sect.  4  have been utilized. This 
section therefore describes the various roles and the importance in those roles of the 
communication, teaching, knowledge of the data investigation process, statistical 
thinking and facilitation skills acquired through the managed tutor development 
program and the types of courses tutored. Both the consultative and research aspects 
of the roles have lead to signifi cant educational developments, reinforcing the sta-
tistical consulting literature emphasizing the nexus between statistical consulting 
and teaching. The educational, consultative and research aspects of the roles are 
discussed. 
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5.1     The Overall Setting 

 Since graduating, the fi rst author has been employed in the research support  services 
division of Queensland’s Mater Health Services/Mater Research. Research at Mater 
is extremely diverse, with seven hospitals (both public and private, across two 
 campuses), a research institute and additional clinical support services (such as 
pathology, pharmacy and radiology) on the South Brisbane Campus. 

 The Mater Research Offi ce (MRO) aims to support high-quality research activi-
ties on campus across all disciplines and hospitals and for any staff member. 
In addition to research projects, quality assurance activities are also supported. 
Services offered include statistical advice and analysis, assistance with data man-
agement and clinical research coordination, ethics and governance review and 
determination of research funding opportunities. The Offi ce assists with over 200 
projects a year, ranging from simple audits through to complex clinical trials. The 
role has also grown to encompass the supervision of research-related data manage-
ment activities. The formation of the Data Management and Analysis (DMA) Team 
(of which the fi rst author is Team Leader), within the MRO, has allowed for signifi -
cant expansion of these services. 

 Specifi cally, the following duties are undertaken by the DMA team:

•    Statistics education activities  
•   Randomization services  
•   Statistical advice  
•   Statistical analysis  
•   Development of research databases  
•   Review reporting of statistical results  
•   Review statistical software  
•   Provide statistical service to the Data and Safety Monitoring Committees  
•   Develop templates for electronic survey processing    

 Both the clientele and the projects supported by the DMA team are extremely 
varied. Staff from a wide range of disciplines carry out research projects. While 
many have undergone some element of statistical education in their training 
 (particularly medical staff), the range of statistical experience is enormous. A sub-
stantial portion of the support services provided are to novice researchers, many 
who are required to complete a research project to fulfi l their discipline-specifi c 
training. The majority of these clinicians are willing to learn basic research tech-
niques such as literature searching and study design; however, there is generally a 
lack of desire to both understand and carry out the statistical aspects of their proj-
ects. At the other end of the spectrum are senior clinicians, many of whom have 
exemplary research track records and are both willing and eager to further educate 
themselves on the statistical techniques available and how they can be applied to 
their research. A growing number of requests are coming from allied health, nursing 
and midwifery staff, many of whom have no formal statistical education, and most 
have no research training either, but have chosen to undertake postgraduate study 
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incorporating a research project. Given this diverse clientele base, the ability to 
communicate statistical concepts to a wide range of experience levels is vital. 

 The primary role of statistical consultation was supplemented by an additional 
focus on education of staff. The delivery of statistical education has changed and 
expanded over the past 7 years. Feedback from researchers and observations by the 
DMA staff have infl uenced changes, but the most powerful agent for change and 
expansion has been the success of the educational programs, developed and delivered 
by the fi rst author. These have succeeded in providing a foundation for consulting 
and collaborative research, as well as improving the confi dence and skills of staff with 
a wide range of backgrounds and with highly variable prior contact with statistics. 
Teaching statistics in the workplace has its own challenges, and it might be thought to 
be very different to tutoring introductory undergraduate statistics, but it turned out that 
the skills and confi dence developed as described in Sect.  4  above were exactly right 
for developing, implementing and evolving workplace educational programs to sup-
port clients, researchers and the consulting work. In addition, as included in the dis-
cussion below, the success of the evolving educational programs has signifi cantly 
increased the appreciation of statistics and the demand for statistical consulting.  

5.2     Development of the Educational Programs 

5.2.1     The Introductory Course 

 In earlier years, a 2-day introductory statistics course was run for hospital staff, 
aimed at clinicians who had little to no background in statistics. This was a small 
group course (maximum of 30 participants) addressing both the underlying theory 
and the interpretation of statistical concepts commonly used in clinical research. 
There were a number of components to the course; a website was developed that 
included lecture notes and presentations, as well as exercises to be completed to 
ensure the learning was understood. Java applets were embedded in the web pages 
to perform some of the statistical computing functionality that was being taught, but 
the emphasis was on the participants working through scenarios without primarily 
using statistical computing software. It was made known to the participants prior to 
registering for the workshop that there was an expectation that some pre-reading 
had been completed to ensure that the face-to-face component of the course was as 
useful as possible, but this proved unrealistic for the majority of participants due to 
their work commitments. 

 One of the challenges in presenting this course was the wide range of backgrounds 
from which the participants came. Midwives, nurses, junior doctors and professors 
all attended, with some having no background in statistics, to others just looking to 
refresh their skills (for example, they may have already completed Masters in Public 
Health). Individual goals also varied; many were currently undertaking a research 
project of their own, whereas others were interested in being able to more adequately 
assess the evidence to help inform their clinical decision making. 
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 Despite such diversity, the feedback on evaluations from participants regarding 
the content and presentation of the courses for the 3 years it was run was favourable, 
with general feedback including:

•    Over 90 % indicating the information on the website was suffi cient for all topics 
covered  

•   All respondents agreeing the presentations were interesting and relevant, and 
that the presentations complemented the teaching material  

•   Between 10 and 20 % (depending on the topic) indicating more exercises would 
be useful  

•   For the topics covering types of errors and sample size, prediction, correlation 
and regression, the web-based material could be further simplifi ed and the con-
tent reduced  

•   A practical aspect with a commonly used statistical software package would be 
benefi cial    

 The format and content of the material changed slightly over the 3 years in 
response to such feedback. Initially the course was delivered on two consecutive 
weekdays, but the requirement for clinicians to commit to 2 days away from clinical 
duty was often unrealistic. The course delivery was subsequently changed to two 
consecutive Saturdays. However, this also proved diffi cult, and it was decided that a 
2-day course was not the ideal format for delivery of statistical education to health 
staff, particularly clinicians. Although it was felt that the course was very benefi cial 
in its fi nal iteration, the resource requirements to run such a course, the limited cost 
recovery involved and the diffi culty for clinicians to attend led to investigation of 
other educational strategies. These have been trialled over the past few years, with 
the two formats discussed below proving to be ultimately successful. 

 This 2-day introductory statistics course, of which the course materials are still 
regularly used in other educational settings, was aimed at novice researchers on 
campus, and was the fi rst author’s initial educational experience in the workplace. 
Given the target audience, the course was designed to provide participants with the 
basic tools necessary to be able to read a scientifi c article and critically appraise the 
statistical methods used. As such, the course involved many examples, learning to 
interpret statistical output from computer programs as well as understanding statis-
tical methods and results, and the way they were expressed, in journal articles. 

 The style of teaching is not dissimilar to that experienced as an undergraduate tutor, 
particularly of service courses, as the participants have little to no background in statis-
tics, and are often only participating to obtain relevant professional development 
accreditation. At the end of each course, an evaluation survey was conducted to ascer-
tain whether the participants found the course useful and whether the style of presenta-
tion should be changed. It was noted on evaluations that the approachability of the 
presenter, use of practical examples and information on other aspects of research proj-
ects (for example, data collection and management) were all strengths of the course, 
demonstrating the practical application of skills learnt from the tutoring experience. The 
course was a success from an educational viewpoint, and was changed to other forms 
for logistical reasons. The confi dence in teaching brought to the workplace contributed 
to the success of, and the increasing demand for, educational services.  
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5.2.2     Mini Workshops Using SPSS 

 Three-hour mini workshops whose primary focus is an introduction to the software 
package SPSS (in response to the feedback about the need for more hands-on learn-
ing) have proved so popular that further expansion into other areas is envisaged. 
Workshops are held in a small group environment but still with diverse backgrounds 
and goals. The workshop is designed to provide an opportunity to perform common 
data management and relevant statistical techniques in SPSS under the guidance of 
a tutor. A booklet is provided and real datasets used. Each workshop contains two 
staff members from the DMA team; one demonstrating the material, and the other 
helping participants who may require extra assistance. It is made clear to the partici-
pants both prior to and at the beginning of the workshop that the statistical back-
ground is not covered. However, if participants need a refresher on introductory 
statistics they are directed to the web pages used for the previous 2-day course. 

 These workshops have been incredibly popular. Additional workshops to those 
originally scheduled have been staged in an attempt to meet the demand, and work-
shops for individual work groups have been presented when requested. Due to the 
overwhelming response, the DMA team has recently developed an online enrolment 
system, with features such as wait-listing and automatic email reminders, in an 
attempt to reduce the administration overhead that had resulted from the over-
whelming response. Course materials (including the booklet developed for the 
workshop and the example datasets) have also been uploaded onto the DMA team 
website, and are frequently emailed to staff who are unable to attend a workshop. 

 Following each workshop, participants are emailed a link to an anonymous online 
survey to provide feedback about both the courses and other forms of statistical sup-
port that they would fi nd useful. Included in the survey are also questions regarding 
the level of knowledge of SPSS prior to the workshop, and the goals of the individual. 
Over half of all workshop participants had never used SPSS prior to the workshop, 
with a further 30 % having used SPSS in the past but not recently, and the remainder 
having some experience of using SPSS for basic data analysis. Encouragingly, nearly 
80 % of participants indicated that they had either a basic or adequate knowledge of 
statistics, indicating that the workshop was reaching the intended audience—staff 
with some prior statistical exposure but with a lack of practical experience. The indi-
vidual goals noted by participants refl ected this; many participants indicated that they 
wanted to learn the practical aspects of SPSS, as well as formal statistical analysis. 
They wanted also to learn data management methods, including the transfer of data 
from other formats (such as Microsoft Excel) to SPSS, correct assignment of variable 
attributes, basic data entry, cleaning and transforming data. 

 The free text comments entered by participants refl ected that their needs had 
been met, and the course structure, including materials, timing and course size, was 
appropriate for the intended audience. Comments from participants who had no 
prior exposure to SPSS included

  I did fi nd the training a lot less scary than I had thought it would be 
 I was delighted that I could keep up; great having a presenter and an assistant to pitch in and 
help me out when I missed a step 
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 As a novice I felt well catered for, really enjoyed it and came away inspired rather than 
overwhelmed as can often occur. 

   It was also commonly noted that the participants’ goals were met.

  The workshop was excellent!!! I thoroughly enjoyed it and I feel that my goals were well 
and truly met. 

 I learnt a lot and will feel more confi dent in using the program. It met my objectives 
about data management and fi ling. 

   Participants found the workbook very useful, for example

  The workbook was great pre-reading, workshop and take home tool. 
 Great presentation, easy to understand information and excellent supporting 

documentation. 

   However, it was noted on a number of occasions that participants would still fi nd 
it useful to have a complementary course on basic statistics, of a similar length and 
style, which could be combined with this workshop.  

5.2.3     Smaller Focused Sessions for Training Projects 

 To partially address the removal of the statistical course, and the need for this type 
of training on the campus, smaller focused sessions have been provided for indi-
vidual groups of staff. These 1 h sessions were integrated into a series of research 
workshops that took place once a month and designed to assist trainees to develop a 
research protocol for their training project. Initially it was limited to only the obstet-
rics and gynaecology registrars, however, following the success with this group, the 
program has been formalized and is run twice a year (with a session every fortnight) 
with registrants from all across campus. Participants are required to have a research 
supervisor, and at the end of the course present their research protocol in a 3 min 
presentation, which is judged by senior members of the research institute. Initially 
the statistical aspect of the research protocol was allocated one session only, and in 
early iterations of this program a mini lecture was given on basic statistical  concepts. 
However, through both direct feedback from participants and indirect feedback 
through observation, it was found that this did not suit the audience. Instead, the 
preferred format is now a short 20-min presentation which outlines why it is impor-
tant to have a solid statistical analysis plan and robust sample size considerations in 
a research protocol, as well as outlining the various support services on campus 
available to researchers to assist in the design process. Following this presentation 
participants are allocated to break-out groups of approximately eight people with a 
member of the DMA team and various aspects of their projects are discussed and 
preliminary advice given. This small group work has proven extremely benefi cial, 
as researchers not only receive statistical and data management advice, but they also 
receive feedback from other clinicians on the potential clinical implications of their 
research. The success of this new format can be easily gauged by the number of 
follow-up requests the DMA team receives from this program. Over three- quarters 
of participants contact a DMA team member or the program facilitator for addi-
tional assistance.   
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5.3     Consulting Component 

 The primary function of the DMA team leader is to consult with researchers from 
across the hospital campus to assist with their quality assurance and/or research 
projects. The level of consultation can range from a brief chat to reassuring a 
researcher that the statistical methods they have employed are appropriate, to for-
mulating a research plan and educating the researcher on what statistical methods 
are available and should be used for their project. The confi dence gained through 
tutoring has translated to the ability to spend time educating the researchers and 
encouraging them to attempt to write their own statistical methods and perform their 
own analyses, rather than writing the relevant sections of a statistical plan and con-
ducting the analyses for them. While this method does not appeal to all researchers 
(particularly trainees who have no interest in their research project apart from com-
pleting it to satisfy training requirements), numerous comments have been made 
that the research clients appreciate being taught the statistics, and being able to 
converse with a statistician, compared with previous negative experiences of con-
sultant statisticians who had few communication skills and would not attempt to 
educate the researchers.  

5.4     Research Component 

 For the majority of research projects the aim is to be involved from beginning to 
end; to ensure that an appropriate sample size is calculated, the data are collected in 
a fashion suitable for data analysis, analyses performed properly and results inter-
preted correctly. The experience of learning and then tutoring the full data investiga-
tion process has played an integral role for the statistical consultant in assisting 
researchers to design their research projects and be able to offer advice not only for 
statistics but potential pitfalls in data collection as well as the appropriate steps 
to take when developing the research protocol. The usefulness of the input from 
the DMA team leader is evidenced by the increasing number of referrals to the ser-
vice through existing researchers, as well as clients who have previously only used 
the services of the statistician at the end of their project, now asking for statistician 
input at the beginning.   

6      Workplace Statistician or Statistical Consultant? 

 The professional setting outlined in Sect.  5  is of a position described as a statistical 
consultant, with the primary requirement being statistical consulting work in both 
senses of statistical services and collaboration. Given the many comments in the 
extensive literature from statistical consultants on the importance of communication 
skills, deep knowledge and authentic experience of the data investigation process, 
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it is therefore not surprising to fi nd how valuable the managed tutoring program, 
and the type of tutoring, are in preparation for statistical consulting work. What has 
been enlightening, however, is not only the extent of the value of this preparation, 
but the way in which it has led to signifi cant educational developments in the work-
place, and to greatly increased demands for the statistical consulting and appreciation 
of the importance of data and sound statistical analysis and interpretation. 

 However, this could be seen as being within one workplace, whereas a “statistical 
consultant” is often thought of as providing statistical services and/or injecting 
 collaboration into several workplaces, or at least in an assortment of disparate con-
texts. What are some of the possible differences between a consulting statistician in 
one workplace and an external “statistical consultant”? Clearly, there is much over-
lap in terms of the sorts of activities that must be performed, and the kinds of skills 
each needs. Both need a strong foundation for statistical analyses and, importantly, 
statistical  thinking . Both also need to be able to communicate, bi- directionally, 
to understand the problem being posed in a sensible context, and then to be able to 
communicate the way to handle the problem back to the person asking the question. 
In some workplaces the roles may be very distinct (perhaps in smaller or more 
research-oriented workplaces), while in others the roles may be very similar (for 
example in a large business-related setting), but nevertheless the twin features of the 
importance of having highly developed statistical thinking  and  the communications 
skills to convey that thinking are likely to be persistent needs irrespective of the 
workplace. 

 Given the diversity of workplaces in which statisticians are needed, any differ-
ences between the roles are swamped by differences across workplaces. However, it 
is worth refl ecting on possible differences in order to place the professional setting 
of Sect.  5  into a broader context. Workplace statisticians might typically handle a 
less diverse set of problems than external statistical consultants, in the sense that 
the kind of problem to be solved will tend to come from a smaller set of directions. 
Of course, the range of statistical methods that will be useful remains dauntingly 
broad, but the need to “get your head around” the underlying setting may possibly 
be a slightly easier task in some workplaces. 

 Another potential difference relates to workplace culture. External statistical 
consultants may not really even need to deal with a workplace culture, as such, as 
they may operate at a different, external level. The effect of this difference might be 
twofold: statistical consultants might be less familiar to their clients than someone 
who shares their workplace, and this will almost certainly change the nature of com-
munication. They will, typically, be less “close”, less prone to the “drop-in” style of 
question, and, thus, probably able to more formally prepare for the contact they will 
have with their clients. Also, external consultants may feel more removed from the 
problems their clients have. Workplace culture is also a key issue. Section  5  reports 
a dichotomy, for example, between young medical researchers who seem disen-
gaged from the statistical methods, at least initially, while there is also a cohort of 
senior researchers who do wish to engage in statistical thinking for their own learn-
ing. This dichotomy, and the ability of the workplace statistician to know which 
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type of person they are dealing with, sets a dynamic between the statistician and the 
researcher that may not be so common in a typical external statistical consulting 
role. Because the workplace statistician works in the same place as the people need-
ing statistical expertise, there may be a shared purpose about their activities that 
impacts on the communications between them. Obviously, this feature would also 
depend critically on the scale of the organization, with large organizations probably 
making the roles of workplace statistician and external statistical consultant less 
distinct. 

 Consideration of the professional setting described in Sect.  5  reveals both 
 similarities and contrasts between the roles of the DMA Team (and its leader) and 
an external statistical consultant. Because the statistician’s role is across seven 
 hospitals, a research institute and clinical services, there are effectively a number of 
workplaces and cultures involved. Although all the workplaces are in health, there 
is a great diversity of people needing statistical assistance, ranging over midwives, 
nurses, registrars, researchers and professors, and hence of types of problems from 
simple to complex, and from data collection and management to highly sophisti-
cated scientifi c research. 

 Possibly a major difference is the opportunity for education in the workplace, but 
this raises the question of how many workplace statisticians are involved in provid-
ing statistical education in their workplaces, and how many external statistical 
 consultants are called upon to provide statistical education within workplaces? 
Should learning to teach statistics be a part of the statistics curriculum for all future 
statisticians? 

 Whatever the workplace or employment roles, it is clear that the benefi t of the 
approach discussed here is that it covers all of the bases that are needed as the transi-
tion to employment is made. The keys are the critical acquisition of communication 
and teaching skills that the managed tutoring program offers, as well as the authen-
tic knowledge and experience of the data investigation process for oneself and in 
assisting others. There may be other paths for acquiring these qualities, but it is clear 
from both the literature and experience that these are the qualities to acquire along 
with sound understanding of statistical methodology and its applications.  

7     Conclusion 

 Over 7 years of employment as a consultant biostatistician, there have been many 
times when the skills described in Sect.  4  have been utilized. A number of examples 
have been described, highlighting the use of communication skills learnt through 
tutoring, knowledge of the data investigation process and experience in consulting 
that continued the skill development started in the tutoring program. As discussed, 
education has become a key component of the services provided. There have been 
many opportunities across a very large and diverse workplace to educate staff 
about various aspects of statistics, ranging from spontaneous unstructured sessions 
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 (generally consultations), short seminars (either at a trainees’ session, campus wide 
grand rounds or invited presentations at research meetings) to a structured 2-day 
education course. The wide range of experiences from the tutoring program have 
helped in all aspects of the three roles: consulting, collaboration and education. 

 Sound knowledge of statistical concepts and methodology and high achievement 
in formal assessments are no longer enough for a graduate statistician to succeed in 
a consultative environment interacting with professionals with little or no statistical 
knowledge. Preparation of graduate statisticians for life    after university should 
include the opportunity during their degree to foster the skills required not only to 
communicate statistical concepts but also to work with professionals to develop and 
implement projects. A course specifi cally on statistical consulting, if well-designed 
and implemented, is clearly of value to those who choose, or are able, to take it. But, 
as advocated by the many outstanding statistical practitioners quoted here, the skills 
needed for statistical consulting and statistical workplaces, in general, must be rec-
ognized, acknowledged and embedded in curricula aiming to develop statisticians. 
This is the fi rst key message of this chapter. 

 The second key message is that such skills can be developed and enhanced by 
universities by implementing an undergraduate mentored tutoring program, includ-
ing a training program, where students are provided with the opportunity to assist 
and tutor other students in a safe mentored environment with integrated training and 
sound staff support. It is important to note that simply tutoring a class or participat-
ing in a training program is not enough. The courses experienced by the tutors as 
students, and then tutored by them, must genuinely provide experiential learning of 
statistics that refl ects how statisticians work in the workplace and how they tackle 
problems. Then the tutoring itself must also be authentic experiential learning of 
teaching, so that the skills enhanced through tutoring are those of listening, observ-
ing and helping a wide range of personalities, capabilities, backgrounds and motiva-
tions—all quintessential communication skills of core importance in statistical 
consulting. The tutoring experience must involve authentic interaction with students 
(as opposed to merely demonstrating), regular meetings and involvement with the 
lecture/course coordinator (to foster the mentoring relationship) and tutoring 
courses that have a large component of experiential learning to ensure the most is 
gained out of this fantastic opportunity. 

 The integration of these aspects into an undergraduate statistics degree will result 
in a new generation of statisticians, capable of smoothly transitioning into working 
life, with the skills necessary to consult, collaborate with, and educate a wide range 
of professionals with little or no statistical knowledge.  

8    Note 

 Developed from a paper presented at Seventh Australian Conference on Teaching 
Statistics, July 2010, Perth, Australia. 

 This chapter is refereed.     

K.S. Gibbons and H. MacGillivray
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Abstract Given the deluge of data that school principals and teachers receive as a 
result of student assessment, it has become essential for them to have statistical lit-
eracy skills and understanding. Earlier work with primary and secondary teachers in 
Victoria revealed that, although most saw school statistical reports as valuable for 
planning and thought that they could adequately interpret them, their confidence was 
often not well founded, with some fundamental misconceptions evident in their sta-
tistical understanding. Based on these results, a workshop was developed to target 
key aspects of statistical literacy particularly relevant to the education context. The 
workshop incorporated simple hands-on activities to develop understanding of box 
plot representations, critiquing descriptions of distributions and applying the newly 
learned principles to participants’ own school reports. Although principals and teach-
ers responded favourably to the activities, delayed post-testing indicated limited 
retention of the relevant aspects of statistical literacy. These results suggest that when 
teachers are dealing with data on only one or two occasions in a year, it may be 
important to provide timely and efficient access to reminders of basic concepts.
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1  Introduction

Statistical literacy is typically considered to involve the ability to read and 
interpret statistical information, often in everyday contexts, and draws on 
understanding of numeracy, statistics, general literacy and data presentation 
(see, e.g. Gal 2002). The importance of statistical literacy for all has been high-
lighted by statisticians (e.g. Wallman 1993), and its scope within the school 
curriculum and appropriate pedagogical approaches have received attention 
(e.g. Watson 2006). What is being referred to there is knowledge sufficient to
make sense of data and statistical information that are likely to be encountered 
in the broad community (e.g. in the media). However, there may be specific
aspects of statistics and reporting styles that are specific to particular sectors of 
the workforce. We use the term professional statistical literacy to refer to this 
slightly more specialised knowledge.

An increased push for measuring educational outcomes and a growth in insti-
tutional capacity to generate and analyse large data sets have resulted in schools 
having to deal with extensive statistical information about student outcomes and 
similar data. The government expectation is that teachers will use this informa-
tion to inform decisions regarding school planning and teaching practice, and 
“develop a more objective view about the performance of their students com-
pared to those in other schools and in relation to state-wide standards” (Ministerial 
Council on Education, Employment, Training and Youth Affairs, n.d.). Clearly a
necessary requirement for successful data-driven choices is that school princi-
pals and teachers have sufficient statistical literacy to interpret such data. 
However, a Statistical Society of Australia Inc. (2005) report pointed out that 
statistics has a poor image and profile among students, parents and the general 
public. Indeed, negativity towards statistical information and lack of confidence
in analysing statistical data may discourage education personnel from other than 
cursory engagement with such information. Tom Alegounaris, a board member 
of the Australian Curriculum and Assessment Authority and president of the
NSW Board of Studies, commented that “teachers lack the expertise to analyse
student results” and “were seen to resist using data”, arguing further that “teach-
ers had to discard their ‘phobia’ of data” (Ferrari 2011). Michelle Bruniges, 
Director-General of Education in NSW, similarly suggests that “school improve-
ment is being held back because many teachers lack confidence and skills to 
analyse National Assessment Program for Literacy and Numeracy (NAPLAN)
student test data” (Milburn 2012).

This chapter examines the issues associated with statistical literacy in the educa-
tion workplace and reports on the trial of a workshop for teachers. This workshop 
was developed in order to address previously identified barriers and misconceptions 
associated with analysing and interpreting system reports of student assessment 
(hereafter referred to as SRSA). The chapter draws attention to conceptual and atti-
tudinal issues that need to be addressed in any statistics courses designed for  
pre- service or practicing teachers.

R. Pierce et al.
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2  Evidence Base for Teachers’ Statistical Literacy Workshop

In researching professional statistical literacy in the education sector, we chose to
focus on the system reports associated with student assessment in Victoria, specifi-
cally reports from the National Assessment Program for Literacy and Numeracy 
(NAPLAN) and the Victorian Certificate of Education (VCE) data service. Prior to
the development of a workshop for teachers, data were collected from 938 Victorian
primary and secondary teachers as summarised in Table 1. These data were intended 
to give us an indication of both attitudinal factors and statistical literacy issues that 
might impact on teachers’ work with SRSA.

2.1  Underpinning Frameworks and Results

The surveys mentioned in Table 1 had items investigating teachers’ attitudes towards 
data, and their understanding of how to interpret SRSA. The background for and 
results from these sections are discussed in what follows; they were particularly 
relevant to informing the design of the professional statistical literacy workshop.

2.1.1  Theory of Planned Behaviour

Gal (2002) specifically highlighted the role of dispositions in contributing to 
whether or not individuals will choose to “activate” their statistical knowledge. 
A series of items framed by Ajzen’s (1991) Theory of Planned Behaviour (TPB) 
probed teachers’ attitudes, subjective norms and perceived behavioural controls 
that may act as enablers or barriers for their intention to engage with SRSA (see
Pierce and Chick 2011a). Ajzen (1991) proposed the TPB as a framework for 

Table 1 Data collected to provide an evidence base for the design of the workshop for teachers

Group (size) Data collected Sample type

1 (n=84) Pilot survey targeted attitudes and 
perceptions affecting 
engagement with SRSA

Convenience sample of secondary
mathematics and English teachers from 
non-government schools

2 (n=150) Paper-based survey followed by 
focus group. Survey targeted 
demographics, access to 
SRSA, attitudes, perceptions 
and statistical literacy with 
respect to SRSA

Cluster sample: five school regions then one
network from each region, then two 
primary and two secondary schools from 
each network, then seven teachers and 
principal or nominee from each 
government school

3 (n=704) Online survey using simplified 
version of previous survey 
with items rephrased or 
modified in the light of focus 
groups and paper-based survey

Random sample of 104 primary and secondary
government schools, with expectation of 
60 % school agreement and 50 %
within-school teacher response rate

Improving Teachers’ Professional Statistical Literacy
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studying intention to change behaviour, and identified three key components 
that determine that intention:

The first is the attitude toward the behaviour and refers to the degree to which a person has 
a favourable or unfavourable evaluation or appraisal of the behaviour in question. The sec-
ond predictor is a social factor termed subjective norm; it refers to the perceived social pres-
sure to perform or not to perform the behaviour. The third antecedent of intention is the 
degree of perceived behavioural control which … refers to the perceived ease or difficulty 
of performing the behaviour and it is assumed to reflect past experience as well as antici-
pated impediments and obstacles. (p. 188, emphases added)

He argued that favourable attitudes and subjective norms, together with greater per-
ceived behavioural control, would result in a stronger intention to perform the associated 
behaviour. This has been supported by research (see, e.g. Armitage and Conner 2001), 
showing that the three components are strongly predictive of behavioural intent, which, 
in turn, can account for a considerable proportion of variance in actual behaviour.

Table 2 shows the results from half of the TPB questions used in the survey con-
ducted with Group 3, focusing on attitudes, signified by AT, and behavioural controls,
signified by BC. These indicated that most teachers saw SRSA as valuable for plan-
ning at a school, curriculum and lesson level (2.3, 2.5, 2.6), and that they did not think
that they had a problem interpreting the SRSA (2.7). Although these results were
generally positive, there were significant numbers of neutral and disagreeing responses.

2.1.2  Framework for Professional Statistical Literacy

A second series of items on the Group 3 survey focused on teachers’ professional
statistical literacy. Using a framework proposed by Pierce and Chick (2011b)—
building on earlier work by Curcio (1987), Gal (2002) and Watson (2006)—these 
questions assessed teachers’ ability to interpret data in a professional situation. This 

Table 2 Likert items probing teachers’ attitudes and perceptions towards SRSA and planning

Statement
SD 
(%)

D 
(%)

N 
(%)

A 
(%)

SA 
(%)

2.1 AT SRSA tell me things about my students that I had not
realised

4 16 25 48 7

2.2 AT SRSA are helpful for grouping students according to 
ability

3 10 21 57 10

2.3 AT SRSA are useful for identifying topics in the 
curriculum that need attention in our school

2 5 12 60 22

2.4 AT SRSA are useful for identifying an individual student’s 
knowledge

2 12 21 56 9

2.5 AT SRSA are helpful for planning my lessons 4 10 28 50 8
2.6 AT SRSA are useful to inform whole school planning 2 4 15 58 22
2.7 BC I don’t feel I can adequately interpret the SRSA I

receive at our school
21 42 22 13 2

2.8 BC Practical constraints mean that it is not possible to 
change teaching in my area in response to SRSA

10 42 34 13 2

2.9 BC I find that most SRSA are not relevant to my teaching 10 46 31 10 3
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framework (shown in Fig. 1) acknowledges that effective data interpretation requires 
attention at multiple levels in a hierarchy. The lowest level, reading values, involves 
understanding features such as keys, scale and graph type, together with the capacity 
to read specific data points on the graph or table. The second level, comparing val-
ues, requires attention across multiple facets of a graph or across one or more repre-
sentations (graphs or tables). Finally, the third level, analysing the data set, involves 
considering the data as a whole entity, including interpreting variation, and attending 
to the significance of results. The framework also acknowledges the role of context, 
in association with the three levels of technical facility. Professional context con-
cerns information relevant to the profession and needed to interpret the data set (e.g.
meaning of specialist terms such as “band”). The second, local context, comprises 
knowledge about the situation or context that gave rise to the data that is not evident 
in the data set alone (e.g. knowledge of the local school situation that may have
affected test results). These two context components may overlap, hence the dashed 
line between them in Fig. 1. The structure of this framework for professional statisti-
cal literacy was verified in Pierce, Chick, Watson, Les and Dalton (2014).
It should be noted that in Victoria the most common graphic used in SRSA is a

box plot, with whiskers extending only to the 10th and 90th percentiles because
testing is considered unreliable at the extremes. Since the graphic does not repre-
sent the full distribution of results, there is potential for misinterpretation; further-
more, research (see, e.g. Pfannkuch 2006) tells us that students commonly exhibit 
confusion between the frequency and density of data points in a box plot. In the
survey items focusing on these aspects, misconceptions were found to be prevalent, 
implying that teachers’ confidence in their capacity to interpret SRSA—as revealed 
by their responses to 2.7 in Table 2—was not well founded (see Pierce and Chick
2013, for further details). Specifically, whereas most teachers could correctly read 
values from tables and identify a school’s weakest area from a graphic, more than 
70 % misinterpreted certain aspects of box plots. Furthermore, data collected
through focus groups and surveys (from Groups 2 and 3 in Table 1) suggested a 
need to check and address participants’ conceptual understanding of data and 

Analysing the Data Set

Comparing
Values

Reading
Values

Professional
Context

Local
Context

Fig. 1 A framework for 
considering professional 
statistical literacy (Pierce and
Chick 2011b, p. 633)
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graphics before focusing on interpretation and consequent workplace decision 
making. It was also clear from Group 2 responses and focus group discussions that
a lack of appropriate vocabulary hindered teachers’ ability to describe and compare 
distributions of results.

3  The Teachers’ Statistical Literacy Workshop

3.1  Learning Objectives for the Workshop

The information obtained about teachers’ attitudes and statistical literacy informed 
our objectives—in terms of the messages to be emphasised and the choice of content 
to be targeted—in the half-day professional learning workshop that we designed for 
teachers to improve attitudes and statistical literacy. The data suggested that a sig-
nificant minority of teachers did not feel that the data were valuable nor that they 
provided useful information about their students (items 2.1 and 2.4, Table 2), and 
that a majority did not understand the fundamental construction of a box plot (a typi-
cal set of SRSA boxplots is shown in Fig. 2). These results implied that any profes-
sional learning workshop clearly needed to address both attitudes and competence.

The structure and nature of the program developed paid attention to previous 
research on the elements of successful professional learning programs. Ingvarson
et al. (2005), for example, examined four studies on teacher professional 
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Fig. 2 The hypothetical school summary report showing the results of the hypothetical class’s 
results (the right-most box plot in each group of three) compared with national and state results 
(leftmost and middle, respectively)

R. Pierce et al.



301

development undertaken by the Australian Government Quality Teacher Programme. 
In total this encompassed 80 professional development activities and 3,250 teach-
ers. They found that “consistent significant direct effects were found across the four 
studies for the impact of content focus, active learning, and follow-up on knowledge 
and professional community” (p. 1). These findings—together with the recommen-
dations of Martin (2008, 2010) based on his experience of providing statistical 
training in a variety of industries—informed the development of the “Making sense 
of data” workshop for teachers described below. Martin (2008, 2010) drew attention 
to the deep learning that can take place when statistical knowledge is set meaning-
fully in the participants’ workplace context so that the new knowledge and the skills 
being taught relate to real workplace needs. For these reasons the workshop focused 
on the detail and format of the statistical reports most commonly sent to Victorian 
schools from the various government education authorities.

Based on our research results and the above professional learning principles—a 
focus on content, active learning and attention to participants’ practice—a work-
shop was designed to actively engage teachers with the statistical content of SRSA. 
The learning objectives for the workshop were that teachers should be able to:

1. Demonstrate understanding that the box plots in the NAPLAN reports provided
to their schools only represent the middle 80 % of the cohort since the whiskers
extend only to the 10th and 90th percentiles, and, as a consequence, interpret box
plots taking into account that the weakest and strongest students are not repre-
sented by this particular graphic.

 2. Demonstrate understanding that the “fences” of a box plot divide the cohort into 
quarters so that the length of each section gives an indication of density not fre-
quency, and, as a consequence, interpret box plots appropriately avoiding such 
misconceptions as “there are too many students in the tail”.

3. Engage with the data because they realise it tells them something about their students.
4. Make use of the data to inform planning for teaching by identifying patterns in

students’ strengths and weaknesses.

3.2  Workshop Structure and Tasks

The activities were designed to actively involve teachers with relevant scenarios 
that targeted key concepts. At the beginning of the session teachers were intro-
duced to a hypothetical class of 30 students with a School Summary Report (see
Fig. 2) and individual SRSA results. Each student in the class was depicted on a 
separate narrow card as an image with individual assessment data (one such
student is shown in Fig. 3, together with his NAPLAN data). The class size of 
30 was chosen not only for its realistic estimate of Victorian class size, but also
to allow simple determination of the top and bottom 10 % of the cohort together
with the location of the median.
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Fig. 3 One of the set of 30
hypothetical students used as 
a data set for the professional 
learning workshop with 
individual NAPLAN data 
results. Data recorded in the 
text below the student figure 
were James’ NAPLAN results 
—Reading 523.4, Writing:
582.4, Spelling: 594.8,
Grammar & Punctuation: 
557.2, Numeracy: 541.1

3.2.1  Task 1: From Students’ Scores to Box Plots

The teachers, working in groups of three or four, used the image cards and their 
data (Fig. 3) to plot the distribution of Reading scores on a large number line. The 
cards themselves were used as data points (see Fig. 4). Using this plot, they then 
built a NAPLAN-like box plot by (1) dividing the group into quarters, (2) placing
a red box over the middle 50 %, (3) turning over the top and bottom 10 % of images
to hide those students and their data (while still leaving a place holder in the plot)
and (4) extending whiskers to the furthest visible students (see Fig. 4). It should be
noted that dividing the class into quarters was mildly problematic for some teach-
ers because the class size was 30. The statistical solution to this was discussed
briefly, but the main emphasis was on building the idea that each quarter contains 
equal numbers of students. This exercise used images of students, not just points, 
in order to reinforce the message that this data provide information about students, 
thus linking the abstract box plot graphic image to concrete information. The box 
plot construction exercise emphasised, first, the density rather than frequency of 
students represented by the sections of the plot and, second, the importance of pay-
ing attention to the key, which on Victorian SRSA notes that the whiskers extend to 
the 10th and 90th percentiles.
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3.2.2  Task 2: From Box Plots to Students’ Scores

Given that the background research data had suggested teachers were confused 
regarding the density vs. frequency issue, the workshop included an activity that 
was essentially the reverse of Task 1, in which it was highlighted that a given box
plot could represent any number of possible distributions. Each group was given a 
new box plot and asked to plot student image cards (with no scores given) in a pos-
sible distribution to fit the box plot. The variety of distributions suggested from the 
different groups allowed discussion of possible and impossible solutions. The activ-
ity also afforded explicit consideration of possible ranges, densities, and skewness.

3.2.3  Task 3: Interpreting and Discussing Box Plots

In the third task participants were asked to consider a series of statements describing
Example College’s Numeracy results. The wordings used in the descriptions—good
or otherwise—were based on actual descriptions given by teachers to an open- 
response survey item in the evidence-base phase described earlier. These descrip-
tions, together with our observations in the early phase of data collection with 
Group 2, revealed that many teachers appeared to have difficulty using appropriate 
language to describe graphical information and statistical results. The workshop 
task was intended to address these difficulties and focus on descriptive precision 
and appropriate vocabulary. In the workshop each group of teachers was given ten
statements to consider (see Fig. 5). The task was to (1) identify and discard incorrect
statements; (2) rank the remaining statements in terms of helpfulness and then (3)
write their own summary of one of the SRSA box plot reports.

Fig. 4 The distribution of reading scores for the set of 30 hypothetical students used as a data set
for the professional learning workshop, with the associated boxplot
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1. The middle 50% of students have scaled scores between about 460 and 
630.

2. The distribution is positively skewed with half of the students scoring 
below approx 530

3. There is a narrower range of ability in those students between the 10th and
50th percentile than between the 50th and 90th percentile.

4. The weakest 10% of students scored below 460.

5. The distribution for numeracy is centred around 530.

6. Most of the scores are in the 50 to 75 percentile.

7. The bulk of the students are above the 50th percentile.

8. Graph down the bottom mainly.

9. Fewer children scored in the lower range than did in the upper.

10. Numeracy has a low mean.

Fig. 5 Teacher statements describing Example College’s Numeracy results

3.2.4  Task 4: Analysis of Real Data

After working on box plots and allowing teachers to articulate global impressions of the 
Example College group’s abilities (in relation to the State across five tests), the focus of
the workshop shifted to having teachers examine students’ responses to individual 
NAPLAN test items via what is known as an ItemAnalysis Report. This report provides
statistics about school, state and national performance on specific questions used in stu-
dent tests. This activity was introduced through examples discussing the absolute and 
relative differences between results (e.g. determining whether or not it is significant that
a school has only 56% of its students getting a question correct compared to 61% of the
students in the whole state), with a focus on practical local measures of similarity and 
difference. This led to the final half of the workshop, which provided an opportunity for 
each school group to work on interpreting its own school SRSA.

4  Outcomes

4.1  Participants and Method

The workshop participants were a subset of Group 2 in Table 1, with the same teach-
ers who had provided the survey and focus group data, but chosen from just one of 
each of the primary and secondary schools in the networks previously involved (this
choice of school was random, leading to a selection of participants from 10 schools
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out of the original 20). Five workshops were conducted, one for each of the five pairs
of primary and secondary schools. At least 4 weeks after taking part in their single
half-day workshop, the participants—together with the other Group 2 teachers from 
those schools who had not attended the workshop—completed an online survey tar-
geting attitudes, perceptions and statistical literacy with respect to SRSA, similar to 
the initial paper-based survey they had taken to provide the evidence base for the 
workshop design. Allowing for teacher attrition over time and non- participation in the 
follow-up survey, 82 of the original 150 teachers completed the survey (noting that
only 123 were still available to participate), and 45 of these attended the workshop.

4.2  Workshop Outcomes

The outcomes of the workshop were noted through the workshop observations of 
the authors, and via more formal feedback from participants via the follow-up sur-
vey. Those involved in presenting and organising the sessions (the authors, along
with representatives from the project’s partners) were aware of the impact of the 
workshops as they progressed. After each presentation the project team noted the 
strong evidence for the teachers’ clear need for conceptual activities related to box 
plots. In one group, the assumed data expert from the school was observed to be
confidently making erroneous statements about some aspects of the data set.  
This helped confirm the researchers’ decision to include a workshop activity where 
the validity of statements made about data could be examined.

There was informal but audible appreciation from the participants as they came 
to understand the box plot representation, with many indicating that they had not had 
such understanding prior to the workshop. This feedback indicated that some partici-
pants realised for the first time, for example, that a “long tail” on a box plot indicates 
diversity of student results rather than large numbers of students; that the box does 
not represent the whole class; and that bounds at the 10th and 90th percentiles mean
that the character and number of students not represented within the displayed box 
plots is almost certainly of practical significance for teaching. Participants also com-
mented that working with images of students prompted mental links to their own 
students, and that they now had a greater perception that such data could be relevant 
to their practice as teachers. The observers also noted that participants were able to 
use this understanding to critique descriptions of distributions, and could appropri-
ately apply the principles learnt to an analysis of their own school reports.

The researchers also noted a high level of engagement from participating teach-
ers throughout each of the workshop sessions. Working in groups of three to four,
the participants were observed to make group decisions about all aspects of the 
activity where a box plot was built from the data on the figures’ cards. In response
to a final comments question in the online post-workshop survey mentioned above, 
many commented favourably on the value of that exercise:

I thought the hands on method (using the actual number lines & cards) was excellent &
increased my understanding of box & whisker graphs and data analysis.
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I found the explanations of how to produce and read box plots really helpful. The manipula-
tives were great.

Teachers’ general perceptions of the workshops were overwhelmingly positive. 
Some comments mentioned increased confidence, greater understanding of box 
plots, and use of (or intention to use) the materials and ideas with other staff in par-
ticipants’ schools. Indeed, some participants requested access to the materials so
they could replicate the box plot activities at future staff meetings. The comments 
also indicate that principals and teachers at both primary and secondary levels 
responded favourably to the simple hands-on learning activities creating box plots. 
Typical of the comments are the following:

Excellent opportunity to finally learn how to properly analyse box and whisker plots (hope-
fully)—we dedicated a 2-hour staff meeting to sharing this information with the rest of our 
staff. Feel much more confident when asked what comments I can make in response to data
when presented to me.
It was good also to work with secondary teachers which gave a slightly different per-

spective (although we used our own school data).
Was really good to discuss and interpret the data, and have practical tasks to complete

relating to data analysis. Made you think! Some good ideas to take back to staff on how to 
analyse data more accurately.

Some of the comments indicated why changes to statistical literacy understand-
ing may have been limited for participants. Three comments in particular indicated 
that even a focused, hands-on workshop may be insufficient to ensure on-going 
understanding.

It was excellent. However, you tend to forget some of the stuff because you are only exposed
to it for a short period of time. You need to be exposed to it for a few more sessions to not
only become confident with it and ask questions, but then become so familiar with it that it 
becomes second nature.
I think I would need a week of intense professional development to be able to fully

understand how to read these graphs. While I get exposure to this and I am getting a better
understanding as years pass I still struggle on some aspects.
I find data interpretation to be quite challenging, and would like to attend further PDs on

this subject if they should arise.

4.3  TPB Factors and Statistical Literacy

The delayed post-workshop survey allowed some comparisons between workshop par-
ticipants and non-workshop participants. On average those who had attended the workshop 
had higher scores on attitude items and lower scores for perceived barriers than those 
who had not attended the workshop, indicating the likelihood of improved attitudes and 
perceptions among participants. The statistical literacy questions on the survey were 
scored, using a simple partial credit scale, and it was found that the statistical literacy 
scores for those who attended the workshop (W) were higher than for those 
who had not had this experience (NW) but this difference is not statistically signifi- 
cant: x s x s t pW w NW NW df= 26.4, = 7.5; = 24.5, = 9.1; = 0.975, = 0.3327=79( ). 
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However, the results in Table 3 suggest that although the frequency density misconcep-
tion had been corrected for some—but by no means all—teachers (see the data in Row
3.2), there remained confusion about some aspects of the presentation of box plots. This
was caused by not reading the key and difficulties interpreting the consequences of a 
“reduced” box plot (with 10 %/90 % whiskers) (see Row 3.3). It may be that the image
of the box plot is too powerful and hinders individuals’ capacity to (a) remember that
some data are not represented by components of the plot and (b) recognise the possible
range of such “invisible” data.

5  Conclusions and Implications

The workshop described here certainly appears to have had a positive effect on  
attitudes and perceptions, as well as having improved some aspects of teachers’ 
professional statistical literacy. Unfortunately, at least one significant misconcep-
tion persisted despite the attention given to what is and is not shown in box plots, 
and one teacher claimed to be “still baffled” after the program. Another comment 
reflected the mixed success of the program: “[The activities] were worthwhile, 
interactive, hands on, well paced, informative and I learned lots (but obviously not
enough to pass this ‘test’!)”. For many teachers, reading box plots is not yet “second 
nature”, although it is acknowledged that the peculiarities of the non-standard for-
mat used in Victoria’s particular box plot representations may exacerbate the prob-
lem. Nevertheless, the teachers acknowledged the effectiveness of the materials and 
activities used in the workshop for developing understanding.

For those with statistical experience and expertise, many of the concepts associated 
with professional statistical literacy for teachers and highlighted above are rela-
tively elementary. On the other hand, for those who deal with data only a few times 
a year and with limited prior knowledge, the outcomes from the evidence-based 

Table 3 Percentage of teachers choosing the truth or otherwise of given statements in the post- 
workshop survey, from those who had (W) and had not (NW) attended the workshop

Definitely 
true

Definitely 
false

Not enough 
information

I don’t
know

W NW W NW W NW W NW

3.1 The spread of the 50th–90th percentile
results is wider in writing than in 
spelling

82* 84* 8  9  2  2 8 4

3.2 In the writing results, fewer students
were between the 25th percentile 
and the median than were between 
the median and the 75th percentile

27 59 50* 14* 11 14 11 14

3.3 Victoria College’s writing results have
a greater range than the state results

86 86 7* 7* 4 4  2  2

Note: Items relate to a report similar to that shown in Fig. 2. The correct responses are indicated 
with an asterisk
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research and the post-workshop survey suggest that there are some areas that many 
teachers do not understand sufficiently. In any case, it appears important to provide
timely access to reminders of what others may regard as basic concepts. For these 
teachers, extended programs and/or refresher programsmay be of benefit. Following
the qualified success of the workshop, the researchers are interested in examining 
ways of providing targeted statistical literacy professional learning for teachers in a 
timely and accessible way, without having to formally timetable a face-to-face  
presentation for groups. The authors have used their experiences with the work-
shops to create a series of short online packages, each requiring just a few minutes 
of interaction. The packages have been designed to emulate some of the practical 
activities, but are accessible for teachers’ use at their convenience. These have been 
trialled with some groups of teachers, with initially encouraging signs, although the 
formal research into their effectiveness is not yet complete.
In order for teachers to use data effectively in their planning, it is essential that they

acquire the kind of fluency that allows them to understand how the abstract data rep-
resentations depict their very real class or school. In addition, they need to understand
where each student is or could be located within the data. This means that the critical 
misconceptions explored here—the density/frequency issue and the all-the-data-are-
within-the-plot assumption—need to be overcome. Equally importantly, a shift in atti-
tudes, confidence and perceptions about the data’s value and comprehensibility is also 
likely to lead to greater and better use being made of such school assessment data.

6 Note

Developed from a paper presented at Eighth Australian Conference on Teaching
Statistics, July 2012, Adelaide, Australia.

This chapter is refereed.
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Abstract The workplace provides a distinctive context for statistical education in 
contrast with other statistical training settings, such as through educational institu-
tions, short courses and online course. We focus on our experience in delivering 
statistical training to staff at our workplace, where we have developed courses for 
people who are not statistics graduates and who work in an operational rather than 
a research organisation. We review the literature, describe our workplace and the 
statistical needs of its staff, and discuss the important but often ignored area of data 
handling. We then outline the courses we have developed, on study design and sta-
tistical modelling courses, explaining our choice of R and R Commander software. 
We review some differences between training in the workplace and in the education 
sector, and conclude with some experiences from outside our workplace and final 
comments.

Keywords Study design • Data handling • Statistical modelling • R • R Commander
• R Commander
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1  Introduction

The workplace provides a distinctive context for statistical education, with focused 
subject areas, ongoing relationships between participants and trainers, and typically 
an applied emphasis. This contrasts with other statistical training settings, such as 
through educational institutions, short courses and online courses, where partici-
pants typically come from a wide range of backgrounds, timeframes are often lim-
ited, and applications are likely to be more wide ranging. In this chapter, we focus 
on our experience in delivering statistical training to staff at our workplace, where 
we have developed courses for people who are not statistics graduates and who 
work in an operational rather than a research organisation. After reviewing the lit-
erature, in Sect. 2, we describe our workplace and the statistical needs of its staff in 
Sect. 3, and in Sect. 4 we discuss the important but often ignored area of data han-
dling. Our study design course is outlined in Sect. 5, while Sect. 6 describes our 
modelling courses. Section 7 explains our choice of R and R Commander software. 
In Sect. 8, we review some differences between training in the workplace and in the 
education sector. Finally, we relate some experiences from outside our workplace in 
Sect. 9 and make concluding comments in Sect. 10.

2  Literature on Statistical Training in the Workplace

The statistics education literature focuses, understandably, on the formal education 
sector, particularly at school and tertiary levels. The core of publications relating to 
the workplace comes from the proceedings of the 4-yearly International Conferences 
on Teaching Statistics (ICOTS). ICOTS conferences have included workplaces in 
their ambit, and since at least 1998 have the workplace as one of about nine topic 
areas in their programmes. Relevant ICOTS papers deal primarily with how the 
education sector can, should or does relate to the workplace or industry. Reports 
from within workplaces especially about training non-statisticians are very limited. 
Hamilton (2010) provides a perspective on in-house training for non-statisticians in 
a national statistical office, while Forbes et al. (2010) look at training non- 
statisticians in the state sector from a combined workplace and university perspec-
tive. Most other relevant literature comes from a more general perspective. Barnett 
(1990) asks how different organisations can meet statistical needs. He suggests
either employing professional statisticians as employees or consultants; or develop-
ing skills in staff not trained as statisticians. He then explains how consultancies or
tertiary organisations are providing either open or in-house statistics courses to 
increase skills of non-statisticians in the workplace. In a keynote address to ICOTS 
5, Scheaffer (1998) addressed “Bridging the gaps among school, college and the 
workplace”, looking to “expand the use of statistics in industry while producing  
a statistics curriculum in schools and colleges that can be defended and sustained”. 
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A theme in a number of ICOTS papers is the importance of context for workplace 
training, and the particular importance of including modern teaching approaches 
such as emphasising real data, statistical concepts rather than mathematical deriva-
tions, and using projects and hands-on computing (e.g. Stephenson 2002; Francis 
and Lipson 2010).

3  Our Workplace Context: The Department 
of Conservation (DOC)

New Zealand’s Department of Conservation (DOC) is the central government
organisation charged with promoting and implementing the conservation of the 
country’s natural and historic heritage. Thus, DOC is responsible for managing
approximately one-third of New Zealand’s land area, along with a number of marine
reserves; protecting and managing much of the country’s indigenous biodiversity,
including many unique ecosystems and species; promoting recreation; and facilitat-
ing tourism. The 1,800 staff members include several hundred science graduates 
undertaking science and technical work at national, regional and local levels.

DOC needs evidence-based information to carry out effective management.
Typical questions posed by managers include:

• What are the trends in abundance and health for native species and ecosystems, 
and how can management make a difference?

• How are visitors using parks and conservation lands and facilities, and what
issues need to be managed?

To answer these questions adequately, managers need to move beyond the broad, 
qualitative assessments that have often underpinned decision-making to an evidence- 
based approach, which demands quantitative assessments that are based on data. As 
in many environmental and social arenas, there is plenty of variability involved in 
conservation, so statistics become essential.

Science and technical staff, and others involved in research and monitoring, are 
generally graduates in various fields, whose qualifications range from first degrees 
to Ph.D.s. Increasingly, these staff members are expected to perform duties that
require a competence in study design and statistical analysis. In addition, a very 
wide range of staff require basic skills in effective data entry, management and 
exploration, including effective graphing. A number of staffs require training in 
statistical modelling skills, starting from the linear model and up through its exten-
sions, including mixed models for repeated measures. In addition, smaller numbers 
have specialist subject requirements, such as estimating animal abundance or 
survival analysis, including mark-recapture models. Since only two DOC staff
members are appointed primarily as statisticians, the provision of statistical training 
for other staff is of vital importance.

Statistical Training in the Workplace
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We initially assessed statistical training needs through analysing the requests 
made to us, and by talking to staff and managers. Key areas we found for  development 
were data handling and exploration; modelling and study design.

4  Effective Data Entry, Management and Exploration

Practical data handling and exploration are essential prerequisites for the successful 
application of statistics in the workplace, but are often insufficiently covered in 
training. In particular, data entry and preparation is an important but often neglected 
area of statistical practice, and is essential for the key tasks of data exploration and 
analysis. In fact, there is a key phase during which data preparation and exploration 
need to interact to ensure that the data are in a suitable state for analysis. Data errors,
e.g. as a result of incorrect data entry, are very common and can lead to serious 
biases and incorrect inferences if left uncorrected.

We have found that Microsoft Excel is a good general tool for data handling. 
Legitimising the use of Excel for data entry, storage and initial exploration has 
helped to facilitate moving data from pieces of papers and into computers for analy-
sis (see www.reading.ac.uk/SSC/publications/guides/topsde.html for additional 
information).

At DOC, more than 300 staff members have taken part in a 1-day course named
Data Handling in Excel—Entering, Managing and Exploring Data. This course 
not only introduces tools that assist with data entry, such as freeze panes, protecting 
data and data validation, but also covers the exploration of data using tables and, if 
time permits, the production of graphs. One of the key emphases is on the impor-
tance of standard data formatting: each observation has its own row; each variable 
is entered into a column with a meaningful name; and only raw data are entered 
into data sheets, with no blank rows—analyses and summaries go elsewhere. 
Fortunately, this layout works not only when using Excel’s excellent cross-tabula-
tion tool, the Pivot Table, but also when data are transferred to dedicated statistical 
packages. When staff see the advantages of using this layout, particularly through 
the quick and easy creation of summary tables using Pivot Tables, this approach is 
readily adopted.

4.1  Creating Effective Graphs

To facilitate data exploration and improve the quality of presentation, we developed 
another 1-day course on graphs, which has an accompanying manual (Kelly et al. 
2005). This course draws heavily on Tufte (2001) and Cleveland (1994). We devel-
oped exercises for this course, including one (Fig. 1) that allows participants to learn 
for themselves about Cleveland’s recommended order of visual perception
(Cleveland and McGill 1985). Other exercises include demonstrations of how easily 
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default Excel graphs can be improved, and an example showing the inadequacies of 
pie graphs based on an excellent book by Robbins (2005). We plan to add a module 
on graphing in R, using ggplot2.

5  Study Design Course

Our initial decision to emphasise the handling and analysis of data in our courses 
was supported by the findings from a study of biodiversity monitoring projects we 
carried out in 2008, which showed that data analysis was the area that required the 
most strengthening (see Westbrooke 2010; Fig. 1). However, it also revealed that
attention needed to be given to study design.

Tertiary statistical courses for non-statisticians generally equip graduates almost 
exclusively for carrying out experiments and statistical significance testing. 
However, DOC staff members are mostly involved in observational studies rather
than experimental research, and management decisions are generally much better 
informed by an emphasis on effect sizes rather than hypothesis testing. Therefore, 
we developed a 3-day course in practical study design for applied conservation 
 ecology, with a focus on observational studies.
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Fig. 1 An exercise from our graphs course. Participants are asked to order the seven graphs 
according to how easily the size of the number represented can be estimated. This exercise allows 
participants to learn for themselves about the options for presenting quantitative data in graphs and 
leads into considering the accuracy of visual perception of different approaches
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A major challenge has been ensuring that staff understand the basics of 
 randomisation and replication, and why they matter. Another important aspect has 
been clarifying the differences between experiments and observational studies, 
 particularly in terms of strength of inference, and providing guidance on when and 
how to implement different types of study. We focus on two main areas:

• The four Ws—Why, What, Where and When—with particular emphasis on why, 
which is the key question for setting clear and realistic objectives. The other 
three Ws refer to what measure is to be used, and the effective use of replication 
in time and in space to achieve the objectives.

• The three Rs—Randomisation, Replication, and stRatification.

Participants each bring along an example of a study they are currently involved 
in designing. They introduce their study on the first morning and we then use these 
as examples throughout, coming back at the end with the group to evaluate what the 
topics covered during the course mean for the development of the design for these 
studies. The use of participants’ own examples, and other relevant examples from
the workplace, makes the course more effective in gaining involvement and ensur-
ing that they can relate the lessons to their work both in the course and when they 
return to their job.

6  Modelling Courses

We were often asked early on, “How do I fit these data into an ANOVA”, because
that was often the only statistical model to which graduates in other subjects had 
been exposed. Another theme was “What test do I apply to these data”, as statistics 
was equated with hypothesis testing. However, in our courses, we prefer to empha-
sise model building and the estimation of effect sizes, which are especially impor-
tant in a management organisation, where there is likely to be much more interest in 
estimating an effect and a confidence interval than on whether or not it is different 
from zero.

In our 3-day introductory statistical modelling course, we revise the linear model, 
with sessions on ANOVA and multiple linear regression, including ANCOVA. We
then extend this to the generalised linear model (glm), with Poisson and binomial 
errors for count and binary response variables, respectively. When time has allowed, 
we have added tree-based models and/or generalised additive models.

We teach participants to follow five steps when modelling:
Step 1: Investigate the data

Identify the response and explanatory variables, and their data types (continuous, 
nominal, ordinal), and construct graphs and tables to explore the distribution of 
the variables and the relationships between variables.
In class, this step provides the opening for teaching the use of statistical software 
for data exploration and visualisation.
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Step 2: Fit the model
Choose an appropriate error structure based on the design and information from 
Step 1, and use software to fit the model.
This step provides the opportunity for us to explain error structure and the 
assumptions underlying the modelling.

Step 3: Analyse the model
Examine the model output from the software, and apply model selection criteria 
such as likelihood ratio approaches or the Akaike Information Criterion (AIC) 
for model comparison and variable selection.
This step allows us to explain how to interpret model output, and to discuss 
issues around model and variable selection, and multi-colinearity.

Step 4: Assess the model
Examine the assumptions defined in Step 2 graphically and numerically. If Step 
4 fails, go to Steps 1 and 2 and try alternative models until a satisfactory model 
is obtained.

Step 5: Interpret the model
Interpret the results in the context of the overall problem, with estimates of rel-
evant effects, including confidence intervals.

Many DOC staff members have limited mathematical skills, and participants
struggle to write down expressions to predict the values from statistical model out-
puts, or to back-transform onto the original scale. Therefore, we avoid teaching more 
abstract statistical concepts, aiming to explain the technical aspects that are needed 
using outputs from the computation of statistical models. Attendees do not learn how 
to compute parameter estimates and we do not expose them to more than very basic 

equations; for example, normal equations of the general form β̂β
−−

= X WX X Wyt 1 t( )  
are too complex for almost all of those who attend. This means that:

 (i) Participants are not exposed to the design matrix X. This makes it difficult to 
provide a full explanation of the need for a reference category for factor vari-
ables. Instead, we provide an informal explanation of the need for a reference 
category.

 (ii) We avoid talking about W and iteratively reweighted least squares (IRLS). 
When the glm output shows the number of iterations, we explain that the com-
putation is repeated a number of times to converge on the estimated value for 
the parameter.

 (iii) We only touch in passing on the relationship between maximum likelihood 
estimation and least squares estimation.

 (iv) The concept of starting values for parameter computation is ignored.

Our other main modelling course involves the analysis of repeated measures, 
with either continuous or discrete responses. DOC carries out many large and small
monitoring projects throughout the country, which typically involve collecting 
information from the same sampling unit (subjects) over several years. We provide 
an introduction to analysing such data using mixed models.
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First, participants learn from a real example that the standard classical approach is 
not suitable for analysing this type of data, illustrating the violations of the classical 
assumptions using residual plots for each subject. We then explain the need to modify 
the model by allowing for random variation between the subjects; for example, we 
introduce the random intercept model using the graphical approach shown in Fig. 2.

We then explain that variation can be divided into two types:

 (i) Stochastic variation within a subject, similar to our usual classical model errors.
(ii) Variation between subjects around the overall mean, known as random effects.

Thus, we end up with the response as a function of fixed effects and random 
effects, which we present as:

 Response Fixed effects Random effects Error~ + +  

and illustrate using Fig. 2.
Although serial correlation may feature in some of our datasets, time con-

straints have so far prevented us from addressing these during the courses. 
Therefore, we advise participants that input from a statistician is needed to analyse 
these types of data.

As in the introductory course, a number of technical statistical issues are often 
discussed in simple language during the course. This approach is well received by 
the participants, who are happy to accept our word on the more technical aspects 
and are generally more interested in understanding the application rather than the 
theory of statistics. Applied topics such as model selection, testing assumptions and 
interpreting the results are of particular interest to those attending these courses.

Time

Overall mean intercept and
slope – Fixed effects

Variation
within
subject

These random effects are
assumed to be
normally distributed

There is random variation
between subjects, forming
a distribution  of the
intercepts around the
overall mean.

Fig. 2 Random intercept model
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7  The Benefits of Using R and R Commander Software

We use R (R Development Core Team 2012) as the software for our statistical training. 
With its free access, enormous flexibility and the availability of almost all statistical 
techniques, the usage of R has increased exponentially worldwide. R comes with 
base libraries and recommended packages, as well as more than 2,500 contributed 
packages.

R was chosen as the statistical software for use in DOC because of its power and
its free availability. This reduces the cost to the organisation, and ensures a ready 
access to the software and portability of skills learnt. Initially, we taught our intro-
ductory statistical modelling course using standard R, with participants typing and 
submitting R code. However, in our experience, it is a challenge to teach both statis-
tical methods and the R language for our biology-oriented group of participants—
they often ended up with syntax errors, even though we provided R code on the 
screen and explained how to write the code, and users found it hard to understand 
and correct these errors. Aside from syntax errors, other difficulties in using stan-
dard R included:

 (i) A number of R-functions and their options need to be understood. For example, 
to create good graphs in base R, users need to learn available graphical options 
such as lwd, lty, cex, pch, type and legend.

 (ii) Users find it difficult to understand where to use the appropriate brackets, such 
as normal brackets (), square brackets [] and curly brackets {}.

 (iii) Users need to learn about the availability and location of each function. For 
example, in order to avoid mathematical details in the binomial model, we use 
the ilogit function in the faraway library to compute predictions of the bino-
mial parameter p in a logistic regression for various values of the covariates. 
When we present such a function, participants ask how they can learn about 
the availability of such things in R. We explain it is not always easy, and  
that we learn about them by browsing help files and books, searching the 
internet, talking to colleagues, and asking questions on appropriate forums or 
mailing lists.

 (iv) R error messages are often far from friendly to casual or first-time users. For 
example, what is the meaning of the error message “object ilogit not found”? 
We would suggest typing ??ilogit in the R console as the first step to solving 
this problem, and following it up with the options mentioned in (iii).

Thus, participants can feel daunted or overwhelmed by the computing aspects of 
R that are needed to complete their data analysis. Instead, the majority of partici-
pants prefer to start by using a menu-based approach, as this is an environment with 
which they are more familiar and reduces their learning load.

We found three menu-based packages in R: R Commander, R Excel and Deducer.
After some comparative evaluation, we found that R Commander was well suited to 
DOC’s needs.
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7.1  R Commander

R Commander (Fox 2005), which is available in the R package Rcmdr, provides a 
simple point and click interface to R, including linear and generalised linear models, 
and some graphing capacity. This free, menu-based statistical package within R creates 
an easy way to learn statistical modelling with R.

R Commander comes with a menu at the top plus three windows (see Fig. 3):

(i) Script window – R script is automatically written here when a menu is clicked. 
The user can also create or modify code here

(ii) Output window – This operates much like the R console, echoing script as it is 
submitted and showing outputs

(iii) Messages window – Information is provided about the active dataset and error 
messages

Fig. 3 R Commander showing the three windows
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We converted most of our statistical modelling course materials so that  participants 
could use R Commander instead of typing R code. We found that this made the 
course more relaxed for both the trainers and participants, allowing more time to 
learn about statistical methods rather than coding aspects. For example, instead of 
writing R code such as  
which participants often needed help with, now we just ask them to click 
Graphs >> XY conditioning plot and complete the dialogue. This graph allows visu-
alisation of the response for a given condition and often makes it easier to recognise 
data entry errors.

Advantages of using R Commander include:

(i) New and infrequent users can start using R without confusion or panic.
 (ii) R Commander provides standard R code for each operation, which can assist 

with learning R programming commands and allows us to modify the script 
when needed. We sometimes give instructions on how to modify the code; for 
example, to add a regression line to a plot created by xyplot() using the menus, 
we ask participants to add, type = c(“p”, “r”) anywhere within brackets of the 
xyplot code, highlight the whole of this piece of code and click the submit 
 button. Code from R Commander can be saved and later run in R directly, with 
very minimal modification.

 (iii) Participants start to learn about R packages, which are automatically loaded in 
R Commander. For example the lattice package is used without their knowl-
edge when XY conditioning plot is called.

Issues with R Commander include:

 (i) Modelling capability in R Commander focuses on the linear and generalised linear 
model. It does not provide access to more complex statistical modelling and graph-
ing techniques, such as generalised additive models, regression trees and mixed 
models. Thus, participants who require functionality that is not available in  
R Commander need to learn to use R code directly.

 (ii) Some stability issues were occasionally encountered through our teaching 
experience, but these were largely overcome by ensuring that we used the sdi 
(Single Document Interface) rather than the default mdi (Multiple Document
Interface) interface to R under Windows, and by using an up-to-date version  
of Rcmdr.

Four main R Commander menus—Data, Statistics, Graphs and Models—are used 
in our statistical modelling course. A number of data manipulation and statistical 
operations can be carried out under these menus. All possible operations can be 
viewed in the manual or by clicking appropriate menus. Some examples are:

 (i) Data menu:
Data can be imported to R Commander from various formats, such as text, csv
files, SPSS, Minitab and STATA when Import data is clicked. The Manage 
variables in active data set submenu allows data manipulation such as trans-
formations, converting numerical variables to factors and recoding variables.
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 (ii) Statistics menu:
Most statistical analyses that are required at undergraduate level can be  carried 
out using this menu (Fig. 4). ANOVAs and t-tests are available under the Means 
option, while the Fit models options allow for the linear model, generalised linear 
model, the multinomial logistic model and ordinal regression model.

 (iii) Graphs menu:
Tools for graphs in R Commander are excellent, but not totally comprehensive. A 
number of graphs ranging from histograms to 3D graphs including conditional
plots can be generated. Figure 5 shows the range of graphs available.

 (iv) Models menu:
This menu (Fig. 6) provides diagnostics for a model, both graphically and 
numerically, including making available tests for multi-colinearity and 
autocorrelation.

R Commander provides a limited range of statistical tools, but has plug-in pack-
ages that can be manually added using the Tools menu. Plug-in packages include 
one for survival analysis and one that provides an introduction to the sophisticated 
graphics package ggplot2.

Fig. 4 Statistics menu in R Commander
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We carried out an informal survey amongst a group of our course participants 
about R Commander. More than 70 % of the 21 participants surveyed agreed that R 
Commander is useful for their own work, while none disagreed. More than 70 % 
also agreed that they did not need to memorise the R functions as much, while 10 % 
disagreed.

Experience at DOC has shown that R Commander significantly eases the steep
learning curve for R. In our statistical modelling course, we have found that it allows 
both participants and trainers to concentrate more on the statistical content. A num-
ber of participants have also found this approach to be a useful bridge to writing 
code in R, and are now programming in R independently. This ability to use code in 
R provides a good basis for those progressing to our repeated measures course, 
which involves mixed modelling, where we put R Commander aside and use R 

Fig. 5 Graphs in R Commander

Fig. 6 Assessing models in R Commander
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directly. Some staff members, especially those who only use statistical tools occa-
sionally, have found that the R Commander environment is adequate and convenient 
for their needs, and feel no need to progress to writing R code.

While software packages such as Minitab and SPSS might have some advantages 
over R Commander for some teaching purposes, we have found that R Commander 
works very well for our first modelling course, and functions very effectively as  
a bridge to our main statistical software, R, as the author (Fox 2005) intended.  
We chose R over our previous software SPSS because it meets our needs in a 
 statistical package best, and for its free availability. R can be used simultaneously by a 
large number of people in the workplace or anywhere else without any licence issues.

8  Differences Between Training in the Workplace  
and in the Education Sector

While the courses we deliver to DOC staff have similar content to those taught in
 educational institutions, the workplace context has led to some distinct features. 
First, we emphasise practical applications and examples using real data, with a 
basic outline of the theoretical background; formulae and mathematical notation 
are kept to a minimum, with no derivations or proofs. Second, we teach intensive 
block courses (typically 1 or 3 days long) rather than multiple sessions over a lon-
ger period such as a quarter or semester; we have found that it is much easier for 
staff members who are faced with many competing priorities to commit to attend-
ing short courses, particularly since participants are dispersed across New Zealand,
as conservation management is often carried out in remote areas. Third, we work 
with small classes, up to a maximum of about 12, and have a high trainer to partici-
pant ratio; one trainer can cope with up to five or six participants, so we usually 
aim for two trainers per course. Finally, we do not carry out formal assessment of 
participants, as it would take up precious classroom time, and there is less need for 
formal qualifications in the workplace context; instead, we ask the participants to 
assess the course and its applicability to their work.

For the statistical modelling course, respondents have assessed six statements 
on a 5 point scale (from “strongly disagree” to “strongly agree”). The statements 
covered whether the overall content was relevant to my work; whether the explana-
tions and practical computing increased understanding of statistical models and R 
and whether the 3-day programme met overall expectations. For 30 respondents 
from 2009, 2011 and 2012, 177 (98 %) of 180 responses were evenly split between 
“agree” or “strongly agree”. An open question that asked what worked well revealed 
two themes, with 11 mentioning practical exercises or examples, and one of these 
and six others mentioning the small class or the availability of two tutors. In 
response to what could be improved, there were no obvious common themes except 
that 11 gave no response (as against five for worked well) and five stated little, not 
much or nothing.
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9  Statistical Training Beyond DOC

Each of the authors has had a very good response internationally when presenting 
workshops or seminars involving R Commander. Recently, one author (M.R.) 
 carried out a 1-day workshop prior to an international conference in Sri Lanka, 
which used R Commander and briefly covered material that was similar to our 
3-day statistical modelling course. This was well received by the 26 participants 
from seven countries. One author (M.R.) was also asked on the spot to deliver an 
informal seminar for fisheries scientists at the Secretariat of the Pacific 
Community (SPC), New Caledonia, because there was a thirst for learning more
about R and R Commander. When shown the graph in Fig. 7, participants could 
not believe it could be so easy to create such a graph either in R Commander or 
using a package such as gplots; previously, they had taken hours to make a simi-
lar graph by writing R code.

Similarly, there was such wide interest on accessing R using R Commander 
that one author (I.W.) added an unscheduled seminar to his presentations at the 
2011 International Conference on Health Statistics in the Pacific in Suva, Fiji.
He also found that R Commander worked very well in a 2-day workshop on

Fig. 7 Tuna count with standard errors
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 statistical modelling at the University of Queensland, which was aimed at non-
statisticians. We have noticed that R Commander is generally becoming popular 
in the Pacific region and beyond, with workshops using R Commander appearing 
more commonly.

10  Conclusions

Our experiences from training DOC staff members and presenting seminars more
widely have shown us that:

• Training that allows observational data to be distinguished from experimental 
data and which provides modelling skills that are applicable to different types of 
data is critical. There needs to be an emphasis on the estimation of effect sizes 
rather than hypothesis testing.

• Effective data management and exploration (especially graphing) skills are 
needed, to provide the basis for data analysis.

• R Commander works very well for introducing statistical modelling, especially 
for graduates in non-statistical disciplines. It allows trainees and workshop par-
ticipants to concentrate on the concepts and application of models to the data, 
rather than the mechanics of the computations involved.

• The workplace context means that courses work best as intensive block courses, 
rather than as a series of shorter sessions, with a practical rather than theoretical 
emphasis. The use of real examples and datasets that attendees readily under-
stand is also critical, with hands-on computing an integral part of all sessions. 
The evaluation of how well courses meet workplace objectives is more important 
than evaluating individuals.

The key to a statistician making a difference in a large workplace is to have a 
strong training and advocacy role. One or two statisticians can make a difference, in 
our case to help protect New Zealand’s unique biodiversity and protected areas. We
receive great support from the wider statistical community through consultation, the 
receipt and provision of specialist training, and the availability of resources such as 
R and more specialist software. To make academic statistical training of biological, 
ecological and social science students more applicable to the workplace, our experi-
ence shows that there is a need for a stronger statistical modelling approach, with 
less emphasis on hypothesis testing.

11 Note

Developed from a paper presented at the Eighth Australian Conference on Teaching
Statistics, July 2012, Adelaide, Australia.

This chapter is refereed.
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    Abstract     This paper outlines the experiences of the Statistical Consulting Unit at 
the Australian National University (ANU) in providing an online short course in 
introductory statistics. This course is now in its fourth iteration, and a second online 
course in experimental design and analysis was added in 2012, with a third one 
under development. These courses use the CAST e-books, developed by Dr. Doug 
Stirling, for the main statistical content, and the Moodle delivery platform. They are 
non-compulsory and not for credit, but free to ANU research students and staff. 

 This paper considers various indicators to measure the success of an online course. 
A number of lessons have been learnt about engaging students in an online environ-
ment, assessing the time required to complete the course, offering incentives and 
receiving feedback.  

  Keywords     Online learning   •   Student engagement   •   Postgraduate  

1         Introduction 

 The introductory course described in this paper is offered to research students and 
staff at the Australian National University (ANU) free of charge. It has some char-
acteristics which set it apart from regular university courses. Enrolment can occur at 
any time throughout the year and there is no fi nal deadline. Students can request 
their enrolment be renewed the following year. There are no set start and end dates. 

      Engaging Research Students in Online 
Statistics Courses 

             Glenys     Bishop    
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The course is neither compulsory, nor does it count for credit in any program offered 
by ANU. It fi ts the defi nition of learning support provided by MacGillivray and 
Croft ( 2011 ), in that it is an enabling programme, designed to support postgraduate 
students to acquire statistical knowledge but without any associated credit towards 
their course. 

 The challenge is to fi nd ways to engage students given all this fl exibility. 
 Much has been written about engaging students in the Statistics classroom using 

problem-based activities, cooperative learning and alternative methods of assess-
ment. For example, Enders and Diener-West ( 2006 ) and Da Silva Nascimento and 
Dos Santos Vaz Martins ( 2007 ) have investigated teaching and assessment methods 
for introductory courses aimed at graduate students. Garfi eld and Ben-Zvi ( 2007 ) 
provide an overview of research into Statistics teaching and learning methods for 
students at all levels. My need is to consider ways of engaging students in an online 
environment. 

 Everson and Garfi eld ( 2008 ) focus on teaching Statistics in an online environment 
with one of their test groups consisting of beginning graduate students with no prior 
statistical knowledge. This group is very similar to the target audience for the course 
described here. Their emphasis is on encouraging discussion among students. 

 More generally, Salmon ( 2002 ) introduced the idea of e-tivities which she 
describes as “frameworks for enhancing active and participative online learning by 
individuals and groups”. An e-tivity involves at least two people working together 
in some way. Among other things they are based on interactions among course 
 participants mainly through written messages. They are designed and led by an 
e-moderator. 

 Tudor ( 2006 ) emphasised the importance of interaction with the professor (lecturer) 
to engage students and she achieved this through small group discussions, feedback on 
exams and weekly online communications. 

 These authors (Da Silva Nascimento and Dos Santos Vaz Martins  2007 ; Salmon 
 2002 ; Tudor  2006 ) all assume that all participants will start and fi nish the course at 
the same time. Thus they can be put into discussion groups or e-tivities at the start 
and given a due date for completion. This is diffi cult to accomplish when there are 
no fi xed start and end dates. 

 Section  2  of this paper explains why this course was developed, the introductory 
course is described in Sect.  3 , while Sect.  4  summarises measures that have 
been used to evaluate and improve the course. Conclusions and lessons learned are 
 discussed in Sect.  5 .  

2      Background 

 The Statistical Consulting Unit (SCU) at the ANU provides statistical support 
to Honours and graduate research students, as well as research staff as part of the 
university’s research endeavour. Of the more than 300 clients per year that the SCU 
sees, about 80 % are research students. 
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 The support mainly takes the form of free consultations about any aspect of the 
statistical cycle, including assistance with forming the research question, design of 
experiments, survey design, data entry and methods of analysis, with an emphasis on 
collaboration and skilling the client. Like Finch and Gordon ( 2010 ), we have found 
that the range and variety of these interactions with clients have helped us to observe 
important aspects of statistical thinking that arise in the research environment. 

 In addition, the seven consultants (4.7 full-time equivalents) in the unit also serve 
on research students’ supervisory panels, when there is a major statistical compo-
nent in the thesis. They have built strong    relationships with some of the research 
groups in the university and are called on to participate in statistical workshops for 
groups of research students within a discipline. 

 In the past, the SCU used to present four 3-day short courses each year: 
Introductory Data Analysis, Experimental Design and Analysis (EDA), Regression 
and General Linear Models and either Survey Design and Analysis or Multivariate 
Analysis. The aims of these courses were to promote awareness of appropriate 
 statistical thinking, enable participants to recognise when they needed to ask for 
statistical help, facilitate communications between clients and applied statisticians, 
and enable researchers to do some of their own data analysis. After each course 
there was always a surge of new clients seeking consulting appointments. 

 However, these courses required a lot of resources, not only in preparation and 
presentation of the material but also in administration. Furthermore, the number of 
consulting clients continues to grow, thus reducing the amount of time available for 
presenting short courses. These courses were not able to satisfy demand since the 
total number of places in a year was limited to 78; there was always a waiting list. 
Students would often enrol in any course, regardless of its suitability to their needs at 
the time just to study some Statistics. The SCU sought an alternative that would allow 
students access throughout the year, that would be less resource intensive and that 
would not limit the number of participants and would start at an introductory level. 

 At the same time there was a strong demand in the Colleges of Science for more 
Statistics education for their students. 

 So in 2010 work began on the development of an online introductory Statistics 
course. That year, a pilot course was developed to be delivered online and named 
Introductory Statistics Online (ISO). At the time of writing, in 2013, this course 
is in its fourth iteration. In addition, a second online course, EDA, has been added. 
A further online course, Introduction to Modelling, is under development.  

3           Course Description 

3.1     Overview 

 Using the American Statistical Association guidelines (GAISE) ( 2005 ) for an intro-
ductory course, I thought it was important to emphasise data and concepts rather 
than theory and recipes. While the guidelines emphasise the importance of including 

Engaging Research Students in Online Statistics Courses



334

data, supervisory staff within the university went further and recommended the use 
of data collected by other ANU researchers to illustrate relevance. The demand from 
the scientifi c supervisors at the time indicated an urgent need for a course and that 
they should be happy with it. The SCU itself wanted a course that was not going to 
be as resource intensive to develop and maintain as the suite of 3-day courses had 
been. Thus the desirable properties were as listed in Fig.  1 .

   An extra property was that if the course was to be useful, it should engage the 
students. This property is of course the subject of this paper. 

 At the time that ISO was being developed, ANU had established Web Access 
To Teaching and Learning Environments (Wattle) ( 2013 ), an online learning envi-
ronment. The main underpinning platform is Moodle ( 2012 ), and this has been 
augmented with other online learning facilities such as Digital Lecture Delivery 
(DLD) ( 2013 ), Wimba Voice Tools ( 2013 ) for audio and voice recording and 
Adobe Connect ( 2013 ), a video conferencing tool. So it was decided to use this 
delivery platform. 

 By referring to Bloom’s taxonomy of educational objectives ( 1956–1964 ), the 
learning outcomes, shown in Fig.  2 , were determined. They tend to come from the 
declarative, procedural and conditional knowledge dimensions. In other words, it 
is not our aim to train practising statisticians but rather to develop an awareness 
and appreciation of how statistical thinking fi ts into a research project from 
another discipline.

   The statistical content is provided by Computer Assisted Statistics Texts (CAST) 
developed by Stirling ( 2000 –2012). CAST consists of a suite of electronic books 
dealing with introductory and more advanced statistical concepts, exercises and notes 
for lecturers. The advantages of CAST are its dynamic illustrations of concepts, its 
interactivity offering students the opportunity to try things, its very limited use of 
formulae and its exercises for much of the introductory material. In addition theory 

•   Subject matter is conceptual not formula-driven; 
•   Facilities used are already available in ANU where possible; 
•   Relevance is ensured by using examples from ANU research;
•   Supported by research supervisors; 
•   Minimum maintenance is required by the SCU staff; 

  Fig. 1    Desirable properties of the online Statistics course       

On completion of the course you will be able to: 
•   Describe the role that statistics plays in a research project; 
•   Apply statistical principles when setting up your research project; 
•   Organise your data in a manner suitable for statistical analysis; 
•   Interpret statistical package outputs for hypothesis tests;
•   Recognise when you need to ask for statistical help; 
•   Communicate your research questions to an applied statistician; 
•   Conduct some of your own data analysis. 

  Fig. 2    Learning outcomes for Introductory Statistics Online (ISO)       
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and exercises use interesting international data sets, and the student can choose which 
of several categories of data they want to see in examples. Categories include 
Biometric, Business, Climatic and Offi cial Statistics, although not in every example. 
Finally, under a creative commons licence, CAST can be downloaded to a local 
website. 

 With help from Stirling [personal communication], we have created a custom-
ised e-book for use in this course. To supplement this material, we have used data 
provided by ANU research students to create some meaningful practical examples. 
They are described in more detail in Sect.  3 . 

 In its current form, ISO consists of eight topics, summarised in Fig.  3 . This dif-
fers from the fi rst two iterations of the course. They included correlation and regres-
sion but did not include survey design or experimental design. These two topics 
were inserted early in the course because a large proportion of our clients have 
design issues in their data collection. This is commensurate with the fi ndings of 
Finch and Gordon ( 2010 ).

   Each topic contains a link to its description and objectives. There are instructions 
on which sections of the CAST e-book to work through, which exercises to try and 
links to any additional material. Each topic also has a quiz for self-assessment, with 
questions that are usually either multiple choice or matching. Each topic also 
includes a request to the students to indicate approximately how long they spent on 
the topic. Links take the student directly to the relevant sections of CAST. As an 
example, topic 8 is shown in Fig.  4 . The GenStat solutions are visible because the 
student has viewed the GenStat Exercise fi le. The SPSS solutions are not visible, 
indicating the student has not viewed that fi le.

   Three levels of certifi cates are used in ISO: bronze for completion of the fi rst 
four topics, silver for completion of the fi rst six topics and gold for completion 
of all eight topics. These certifi cates give students a goal and documentation of 
achievement. In the fi rst two iterations of the course, students could attain Platinum 
standard by completing an assignment involving analysis and interpretation. This 
was discontinued in 2012 because of low uptake and other issues explained in 
Sect.  4 . The numbers of certifi cates awarded so far are shown in Table  2  of Sect.  4 .  

Topic 1: the role of sound statistical thinking in a research project,
introduction to data structures, guidance on setting up a data file, the
importance of variation in statistical methodology
Topic 2: summarising and presenting a data set, using descriptive statistics,
charts and tables
Topic 3: fundamental concepts of survey design,
Topic 4: fundamental concepts of experimental design
Topic 5: introduction to statistical inference, including the sampling
distribution of the mean
Topic 6: attaching a precision measure to estimates
Topic 7: fundamental concepts of hypothesis tests
Topic 8: using statistical models to compare two groups

  Fig. 3    Topics in the 2012 and 2013 version of ISO       

 

Engaging Research Students in Online Statistics Courses



336

3.2     Student Support 

 As    Tudor (2006) noted, students need to feel that there is a real lecturer presence 
behind the course and a number of ways to achieve this have been used. 

 In 2010 and 2011, students who registered for the course in any given month 
were invited to an introductory lecture in which I introduced myself and invited 
them to contact me if they had any questions about the course. During this lecture I 
also described the key features of the course and CAST. Attendance at these meet-
ings was poor but those students who attended were more likely to complete at least 
one quiz than those who did not. See Table  1 .

   I was concerned that students who could not attend the introductory lecture were 
missing out on information that would help them with the course. To replace this 
live lecture, I made a 9-min MP4 recording, showing various features of CAST with 
my voice describing them. While this is probably not as good as the live lecture 
attended by some students, it does reach all students. 

  Fig. 4    How topic 8 appears in the online delivery platform       

   Table 1    Association between attendance at the initial meeting and completion of pre-course and 
topic 1 quizzes January to April 2011   

 Initial meeting  No pre-course quiz  Did pre-course quiz  Total  Test for association 

 Did not attend  32  23  55 
 Attended  12  29  41   χ  2  = 7.91 
 Total  44  52  96   P -value 0.005 

 No topic 1 quiz  Did topic 1 quiz  Total  Test for association 

 Did not attend  38  17  55 
 Attended  18  23  41   χ  2  = 6.13 
 Total  56  40  96   P -value 0.013 
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 Each monthly group in 2010 and 2011 was given a 10-week deadline for completion 
with exhortations after 6 or 7 weeks. This usually resulted in a plethora of emails, 
requesting extensions. In 2012 a deliberate decision was made to have no set start 
and end dates, to allow maximum fl exibility for students. In retrospect, it might have 
been useful to try e-tivities (Salmon  2002 ), such as discussion starters (Tudor  2006 ), 
with each monthly group constituting a discussion group. The fl exibility built into 
the current version means e-tivities of this type are no longer possible. 

 Other ways to demonstrate the lecturer’s presence is through the use of forums. 
There are three in this course: a news forum, an introductory forum and a discussion 
forum. I use the news forum to make announcements and issue general messages of 
encouragement. Students cannot initiate news items. The introduction forum is for 
students to introduce themselves to each other and to me. Each year I demonstrate 
how to use this forum by introducing myself and providing a link to the Staff page 
of the SCU. Only about 25 % of students introduce themselves. It has been my 
practice to make some response to each student who does so. The discussion forum 
was set up for students to ask questions about any aspect of the course. Many are 
reluctant to do this but will instead email their question directly to me. When their 
questions are of general interest I enter them with my answers into the forum, while 
preserving the student’s anonymity. 

 Sometimes I email individual students who have been making some progress but 
stopped, to offer help. This requires regular monitoring of the course. 

 Finally, I have now included a photograph of myself in the course so that stu-
dents can see a real person, rather than a committee of faceless people, is involved. 
See Fig.  5 .

   We have found that an effective way to engage students is to engage supervisory 
staff support for ISO. We have used a number of contexts to raise the profi le of the 
course. One is to demonstrate the course in an information seminar for supervisory 

  Fig. 5    The Welcome page for ISO in 2013       
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staff; it is a good idea to make sure there are some people present who can already 
see the course’s benefi ts. Occasionally research students bring their supervisors to 
statistical consultation meetings and that is a good time to draw attention to the 
course and how the student would benefi t. One of our consultants has tapped into 
the research student workshops for a large discipline; through this liaison, the 
research student coordinator has urged all of her charges to enrol in the course. 
The provision of helpful statistical advice to a colleague from another discipline 
can trigger enrolments from that colleague’s discipline. Finally, the SCU has an 
Advisory Committee of stakeholders chaired by the Pro-Vice Chancellor for 
Research and Research Training; progress and developments in the online courses 
are reported at every meeting. 

 To date, no School or College within ANU has made the course compulsory for 
their research students. However, some supervisors and the research student coordi-
nators of some schools within the university have emphasised its usefulness. Their 
students are more likely to enrol in and persist with the course than other students.  

3.3     Case Studies 

 One of the desirable properties of the course was to include data collected by ANU 
researchers. Consultants approached a number of research students and sought their 
permission to use their data. Working with those students I produced descriptive 
summaries. The three data sets selected were not very large, had categorical and 
numerical variables and could be used to illustrate regressions, transformations and 
graphical methods. 

 A fourth study does not include the raw data but is a report, available on the 
internet, and illustrating aspects of the statistical cycle in research (See Mallee fi re 
ecology  2013 ). 

 Initially the case studies with data were used in exercises and an assignment for 
students to practise regression analysis in a statistical package. However, it became 
clear that these exercises were very time consuming and many students skipped 
them. Only two students completed the assignment. An additional diffi culty was 
that students were asked, at the start of the course, to nominate which statistical 
package they planned to use during the course, as steps in the analysis were included 
in several topics before the fi nal assignment. This caused a lot of angst for some 
students and, I think, caused some of them to give up. 

 In version three of the course, the case studies were incorporated fairly superfi -
cially into quiz questions. Their real benefi t has been to use them in the follow-up 
courses, EDA and Introduction to Modelling. In version four (2013), some simpler 
local data sets such as Canberra annual rainfall have been used in worked examples. 
Using the Moodle conditional facility, students cannot access the solution fi le to an 
example until they have, at least, viewed the initial fi le which sets out the data, the 
research question and GenStat and SPSS instructions. 
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 In general, most of the data sets presented to the SCU have levels of complexity 
that do not lend themselves well to an introductory course analysis.   

4         Evaluation 

 MacGillivray and Croft ( 2011 ) have provided a framework for evaluating learning 
support. Their framework includes both qualitative and quantitative data on usage 
and on effect. Both types of data for usage of this course have been compiled and 
there is a small amount of qualitative data on effect but, unfortunately, nothing 
quantitative. 

4.1     Quantitative Usage 

 The main quantitative measure is the number of students who enrol. Clearly the 
word has passed around, as can be seen from the numbers enrolling shown in 
Table  2 .

   It could be argued that, since so few of those who enrol actually obtain certifi -
cates, the course is not successful. However, what does not show up in the fi gures is 
the number of students who are accessing the course material but not doing the 
quizzes. While Wattle does not keep records of this sort of activity, weekly brows-
ing by the lecturer reveals that many students have accessed the course without 
attempting quizzes. They are most likely looking at the CAST material. The number 
of researchers being exposed to statistical material is far greater than the 76 per year 
who attended the SCU short courses in the past.  

    Table 2    Numbers of new enrolments in ISO and number of certifi cates 
awarded in each year that the course has been offered   

 Year  2010 a   2011  2012 

 Enrolments  34  163  148 b  
 Bronze   2  2  6 
 Silver  –  5  4 
 Gold  –  11  7 
 Platinum c    1  1  – 
 Total certifi cates   3  19  17 

   a In 2010, the course was open for 2 months and only to Science students 
  b Some 2011 students re-enrolled the following year bringing the total 
enrolments in 2012 to 165 
  c Platinum level withdrawn at the end of 2011  
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4.2     Qualitative Usage 

 Moodle includes an anonymous feedback facility. We developed our own simple 
feedback form, and responses are summarised in Table  3 . The feedback is anony-
mous but it is clear from the number of responses and the comments made that 
feedback is usually given by those who have completed the course. Because so few 
students were completing the whole course, a feedback form was added at the end 
of topic 4 in 2012 in an effort to capture some interim opinions. That form omitted 
the second question. The results are shown as 2012a in Table  3 . Generally, responses 
demonstrated overall satisfaction with the course.

   Excerpts from the 1-min comments in the 2011 iteration are shown in Table  4 . 
Some are about CAST in particular, some are about the quizzes and some are about 
other aspects of the course. Using the comments about quizzes and examining the 
results of quiz questions enabled me to make improvements to quizzes in 2012. 
Questions routinely badly answered were reworded. Quizzes for the later topics and 
those requiring calculations to be performed using statistics software were made 
more relevant by asking for interpretation of computer output provided.

   The comment about objectives led to their revision. Each quiz question was 
examined to ensure that it was in line with the topic objectives. The request for 
exercises and instructions in software has now been met as mentioned in Sect.  3 . 

 The other issue was how much time students should devote to the course. Several 
comments were made about time. Analysis of students’ responses to the time taken 

    Table 3    Formal evaluation feedback for the second and third iterations of the course   

 Year  2011  2012  2012a 

  Has your statistical knowledge and understanding improved as a result of taking this course?  
 Yes I have learnt a lot   6  6  4 
 Yes I have learnt a few things   4  2  7 
 It has consolidated what I already knew   5  1 
 It has had no effect on my knowledge and understanding of Statistics 
 No, I feel very confused by the material presented 

  Do you think the material covered in this course will be useful in your research work?  
 Yes, I have already thought of ways to use what I have learnt   7  4 
 Although I have not used much of it yet, I can see that it will be useful   4  4 
 Possibly   3 
 It did not go far enough for me   1 
 It was too confusing to be useful 

  Would you recommend this online course to your fellow students?  
 Yes defi nitely  10  8  8 
 Yes maybe   4  4 
 Not sure   0 
 Probably not   1 
 Defi nitely not 

  Please take 1 min to comment on any aspect of this course.  

  2012a is for feedback halfway through the course  
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question showed that topic 2 was very time consuming. This was the topic in which 
the fi rst analysis of a case study was made. 

 To get a complete picture, one should also gather information on non-usage. 
Early in the life of this course, 30 Ph.D. students who had enrolled, but not com-
pleted the course in 6 months, were encouraged to give reasons either by attending 
a meeting, completing an anonymous feedback or by direct email. Excerpts from 
non-anonymous comments made by 13 respondents are shown in Table  5 . The over-
whelming reason given was competing priorities and one student made the general 
point that students would not do the course if it was not perceived to have a high 
priority. This illustrates the need to engage supervisors so that the course becomes 
an important priority as discussed in Sect.  3 .

4.3        Qualitative Effect 

 There is a reasonable amount of anecdotal evidence that this course is having an 
effect on the statistical skills of research students. Several supervisors have com-
mented on how much their students have benefi ted. The statistical consultants in the 
SCU have also reported that students who have taken the course have a much better 
appreciation of the statistical process in their research.   

   Table 4    Categorised excerpts from anonymous comments provided in 2011   

  CAST  
 •  I found that the course is defi nitely helpful, especially the use of graphs to demonstrate the 

points that make it easy to understand 
 •  I found the exercises helpful, but if struggling with something it would have been good to 

have a “show working” option rather than just the correct answer via “Tell Me” 

  Quizzes  
 • Some of the quiz questions need better wording, they were confusing 
 •  The quizzes, particularly towards the end of the course, could have covered the material 

more comprehensively 
 •  The only critique I would offer about this course would be about having to perform 

calculations in the quizzes. I think understanding the concepts behind statistical techniques 
is very important … but memorising formulae or having to calculate them unnecessary 

  Other aspects  
 •  It would be better if there are more exercises using GenStat or other statistical software 

so that we can learn how to use the program and also how to interpret the result from the 
program 

 •  The course objectives did not match any of the text given for learning, nor did it match the 
questions in the quiz—I did not feel I had satisfactorily met each criteria for each section 

 • I wish I could have taken this course over the summer break, when I had the time 
 •  My comment would be that potential students don’t under-estimate how much time they’ll 

need for it 
 •  I really appreciated the effort made by the tutor. It certainly made me feel more comfortable 

asking for help if I needed it 

Engaging Research Students in Online Statistics Courses



342

5      Conclusions and Lessons Learnt 

 Several important lessons have been learnt about engaging students in online 
courses. They include the way that statistical computer packages can be incorpo-
rated into such a course, the importance of engaging research students’ supervisors 
and coordinators, some possible dangers of minimum maintenance of such a course 
and obtaining feedback. 

 MacGillivray ( 2003 ) emphasised that teaching graduate students is very different 
from teaching undergraduates. She commented that whereas undergraduates benefi t 
from learning experience sessions, graduates prefer to do this in their own time. The 
graduates in this course have their own research projects and the emphasis needs to 
be on the concepts and demonstrations of how to put them into practice with suc-
cinct examples. 

 In the fi rst two iterations of ISO, students were asked at the beginning to nomi-
nate which statistical package they would use for the practical exercises in fi ve of 
the topics. A few guidelines were offered but the decision still caused angst among 
some students, who did not know which one to choose. Others found learning to use 
the package, for which only minimal instruction was given in the course, distracted 
them from learning the statistical concepts. While a minority of students enjoyed 
the computing exercises, others were disengaged. Eventually this choice and these 
exercises were dropped. Instead there are now optional exercises with detailed 
instructions for carrying them out in SPSS and in GenStat. Students can just look 
through the solutions if they wish. 

 It is not vital to be able to use a computer package in this course because the 
CAST e-books are so interactive. 

 Lancaster ( 2010 ) comments that developing e-learning courses is time and 
resource intensive. However, CAST was already available and so this cut the devel-
opment workload. 

   Table 5    Some reasons for not continuing with the course, collected May 2011   

  Time issues  
 •  …as it was my fi rst semester as a Ph.D. student I thought I would have a bit of time when in 

fact I very quickly became swamped with my own work and didn’t fi nd time for the course… 
 • As a fulltime worker and mother I sometimes get overwhelmed by other things 
 • I’ve been quite busy, doing a Ph.D. at the moment… I put this course on the backburner 
 • I’ve been wanting to continue on with the course, but I’ve been pressed for time… 
 •  I put aside 1 weekend to sit and fi nish it, assuming that I will have the memory from last 

course I had, but that didn’t work as the material was quite intense and needed more time 

  Course unsuitable  
 •  I prefer the interaction of live lectures though, I think I learn better in that type of 

environment so I can ask questions in real time and discuss them in person… 
 •  I guess that my initial enrolment was tentative and based on limited understanding of what 

was offered, and once I found that the course was slightly different to what I had expected, 
I decided not to continue… 

  General comment  
 •  Given that this course is not compulsory, if students don’t have real determination or 

motivation to take this course and they have some other important tasks to carry out during 
the course period.[sic] 
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 Maintenance is a separate issue. Minimum maintenance was one property 
 initially set for ISO. It has been pointed out in Sect.  4  that many more students can 
be accommodated in an online course than was previously possible with four short 
courses presented live each year. However, it is a mistake to think that one could 
devise a course and then sit back and let students go it alone. Perry and Pilati ( 2011 ) 
in a review of online learning literature point out that a sense of community, timely 
feedback, clear expectations and a reasonable chance f success are just as important 
in online learning as in the classroom. Some teachers (Da Silva Nascimento and 
Dos Santos Vaz Martins  2007 ; Salmon  2002 ; Tudor  2006 ) expend considerable 
effort on moderating discussions and other e-tivities. My experience is that a period 
of looking through quiz results and activities, and emailing students to offer help or 
praise, generally results in an increased level of activity by the students. 

 Another aspect of minimum maintenance is the use of software-assessed quiz-
zes. Manly ( 2010 ), in contrast, manually marks assignments in his online courses. 
An assignment was initially included in this course but only two were submitted and 
it would be too time intensive if large numbers of students did this. A variety of 
quiz-type questions is available in Moodle, including, multiple choice, true/false, 
matching properties in one list with answers in another and calculations with a 
numeric answer. There are others that have been more diffi cult to use in the Statistics 
context. Some students have been put off by the perceived simplistic nature of such 
questions. At each version of the course, the more simplistic questions are improved. 

 An area of development for this course would be to model questions on those in 
ARTIST (Garfi eld et al.  2002 ) but apply a local context. 

 Various ways to engage students’ supervisors, and through them their students, 
were discussed in Sect.  3 . Research students generally take the advice of their 
supervisors and are more inclined to persist with non-compulsory online course if 
they perceive that their supervisor or research coordinator thinks it is valuable. 

 Initially anonymous feedback was sought at the end of the course and judging by 
the numbers, only those students who completed the course, provided feedback. 
Getting students to send non-anonymous comments by email proved useful, as did 
incorporating an extra anonymous feedback form halfway through the course. 
Students’ estimates of how long they spent on each topic assisted in gauging the 
length of the course. We were aiming for 30 h in total for the introductory course. 

 We have placed a lot of emphasis on fl exibility. Perhaps these courses are too 
fl exible. Placing each student in a monthly group with a fi xed starting time would 
make the use of e-tivities, as discussed in Sect.  3 , possible. This may improve stu-
dent engagement but the loss of fl exibility may decrease the enrolments. The main 
aim is that research students should become familiar with some statistical concepts 
and terminology.  

6    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     The Biometry Hub, a statistics research and consulting group in an 
 agricultural science school, has commenced a project to enhance the statistical 
capacity of graduates in agricultural sciences. The project engages with students 
undertaking research projects as they are completing their undergraduate degrees 
and considering their careers, possibly in research. This group is motivated learners 
focused on delivering outcomes in solving real-life problems, and respond well to 
opportunities for their broad professional development. The project will help them 
become familiar with the culture of cross-disciplinary collaboration, an essential 
component of modern agricultural research. 

 The teaching and learning framework of the project consists of four elements: 
(1) group workshops in quantitative methods; (2) individual attention from a statis-
tics consultant throughout the research project; (3) targeted guidance with peer-
reviewed resources in statistical methods, experimental design and data management 
specifi c to the students’ research topics and (4) supervisor and peer support encour-
aged through the dissemination of ‘good statistics practice’ in the research group 
hosting a student. 

 This chapter summarises the problems addressed by the project, presents the 
project framework and discusses performance measures for the project’s elements 
and potential impact.  
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1         Introduction 

1.1     Project Staff and Collaborators 

 The current project forms part of an Australia-wide project Capacity Building for 
Statistics (CBS). The CBS is supported by the Grains Research and Development 
Corporation (GRDC), who have identifi ed the lack of suffi cient biometricians avail-
able for research and development as a signifi cant threat to their future research 
programs (NIASRA  2013 ). The CBS is led by the University of Wollongong (Prof. 
Brian Cullis) and has links to the University of Adelaide, Charles Sturt University 
and the University of Western Australia. Each participating university is fulfi lling a 
specifi c task in enabling the continuation of biometrical support for agricultural 
research. The Biometry Hub group in the University of Adelaide is responsible for 
the task of establishing a program for promoting statistical thinking to agricultural 
scientists while specifi cally targeting the new generation of agriculturalists. The tar-
get audience of the project is students in their honours year (fi nal, optional year in a 
3-year + honours undergraduate degree) in agricultural, animal and food sciences. 

 Individually or collectively, the authors have many years of experience in:

•    Providing statistical and data management support to the research projects of 
students in agriculture, food science and animal science degrees in Australian 
universities  

•   Teaching statistics, experimental design and research methodology to undergrad-
uate students in agricultural and bioscience degrees  

•   Delivering professional development workshops in statistics to postgraduate stu-
dents and researchers in biosciences  

•   Statistical consulting and research in the fi eld of design and analysis of experi-
ments in biosciences    

 Both authors joined the School of Agriculture, Food and Wine, University of 
Adelaide in 2012. The educational approach being developed and trialled in this 
project has been prompted, and is informed by our own professional experience, 
reports from our students, numerous discussions with statistics colleagues in aca-
demia and industries and relevant literature.  

1.2     The Diversity of Agricultural Science Students 
and Its Consequences 

 This 3-year project is being developed to foster statistical thinking in entry level 
researchers in agriculture to help them advance in the hierarchy from undergraduate 
students to research scientist (Allan  2011 ). The honours year is an important forma-
tive year for agricultural science graduates, in which they are shaped as young 
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researchers and industry specialists. It is thus highly likely that, upon graduation, 
they will transfer to their workplace the data collection, management and analysis 
skills and habits learned in the honours year. 

 Currently there is a large diversity in the statistical skills of students in an honours 
year in agricultural science disciplines across Australia, most likely as a function of 
the students’ backgrounds, infl uenced by their university, undergraduate degree 
 program and level of formal statistical training. In the authors’ experience, typical 
 statistical approaches in honours students’ research projects vary greatly, from the 
basic data manipulation in MS Excel ® , through ANOVA’s of simple designs to 
 elaborate temporal and spatial models and complex models in statistical genetics. 

 This non-uniformity in statistical awareness among entry level researchers has 
major short- and long-term consequences. To appreciate this, let us look at the 
broader picture of statistics and research skills in the Australian agriculture 
workforce.  

1.3     Needs for Improving Statistical Literacy 
in Agricultural Researchers 

 Although there is a general need to improve statistical understanding and reasoning 
across society (ABS  2010b ), it is particularly urgent in the agricultural sciences as 
a result of two specifi c needs for:

    1.    A workforce technically skilled in handling data in line with improvements in 
data capture, computational advances and statistical algorithms development 
(GRDC  2012 )   

   2.    High quality scientists (Pratley  2012 ;    Ransom et al.  2006 ) competent to make 
informed everyday decisions towards the overarching goal of sustainably meeting 
the rapidly growing global demand for agricultural products (Raney et al.  2009 )    

  We consider the increasing demand for technical skills fi rst. As a result of the 
rapid evolution of data acquisition systems in agriculture over the last decades 
(Munack and Speckmann  2001 ), the ability to collect good quality multifaceted data 
is increasing, allowing researchers to probe more and more challenging questions 
(CSIRO  2011 ). The current level of complexity of the problems posed in agriculture 
is often accompanied by data that is ‘messy’, both by design and nature (Silva 
 2006 ). Making inferences on the basis of such data goes far beyond basic statistical 
techniques. At the same time, in a highly competitive research ‘market’, and under 
the ‘Excellence in Research for Australia’ (ERA) evaluation framework (ARC 
 2013 ), there are expectations placed on Australian researchers, including those in 
agricultural sciences, to produce high quality research to inform the industries 
(DIISR  2011 ) as well as to publish in high impact journals (Hughes and Bennett 
 2013 ). For meeting these expectations of excellence in research, the quality of 
experimental designs and data analyses is fundamental. 

Engaging Entry Level Researchers in Agriculture in Statistical Communication…



348

 Recent advances in statistical algorithms, easily available to users in software 
packages such as ASReml (   Gilmour et al.  2009 ), SAS (SAS Institute Inc  2010 ), 
GenStat (VSN International  2012 ) and the ever growing R (R Core Team  2013 ), 
allow users to analyse sophisticated experimental studies. Alarmingly, this same 
ready availability of the power of data acquisition and data analysis increases the 
risk of the misuse of statistical algorithms by non-statisticians. Thus, at a technical 
level, there is an increasing demand for competent statistical knowledge. 

 Access to advanced statistical software packages does not lead to good decisions 
per se; it is critical that scientists understand the statistical principles and methods 
they apply for analysing their data. These have to be communicated to the scientifi c 
communities by statisticians, either through training, consulting or software support 
documentation, in a way that other scientists can understand and benefi t from (ABS 
 2010a ; Sprent  1970 ). For this, statisticians, in their turn, need to understand the 
essence of biological research problems. This clearly implies the need for statistics–
science collaboration. 

 In statistics training and consulting, approaches to communicating statistical 
methods in the biological context will vary depending on the level of statistical 
awareness of the users. In the authors’ experience, and surprisingly close to the clas-
sifi cation by Sprent ( 1970 ), several typical user groups are worth mentioning: (1) 
‘occasional users’ with technical skills but who lack competence in selecting and 
interpreting correct procedures; (2) ‘conservative researchers’ who recognise their 
statistical knowledge limitations and so restrict themselves to the use of simple, 
‘safe and classic’, experimental designs and analyses, limiting the potential fi ndings 
from their studies; (3) ‘natural data handlers’ who are highly skilled in data mining 
but may neglect to consult a statistician when their knowledge of statistical model-
ling is not suffi cient and (4) ‘genuine collaborators’ who appreciate the role of stat-
isticians in research teams and support and promote the exchange of knowledge and 
ideas between their discipline and statistics. In our opinion, a great outcome for 
agricultural research in Australia will be achieved if the agricultural researchers, 
both young and experienced, become ‘statistically informed experimenters’ (Sprent 
 1970 , p. 144), willing and prepared to collaborate with statisticians in their research. 

 We consider now the demand for high quality agricultural scientists. There is a 
current shortage of specialists in many agriculture-related disciplines, due to the 
worldwide decline in the number of trained professional agriculturists since the late 
1980s (Pratley  2012 ; Ransom et al.  2006 ). As a consequence of small undergraduate 
enrolment, agricultural science programs in Australia have been restructured, put-
ting pressure on the curriculum in terms of both subject choice and coverage. For 
example, at the University of Adelaide, the degree of Bachelor of Agricultural 
Science was a 4 year degree in the 1980s and is currently a 3 year degree, with the 
fourth, honours, year being optional. Similarly, there is an undersupply of trained 
statisticians and biometricians (Hall  2004 ; Stubbs  2012 ). The implications of these 
shortages in conjunction with increasing demand for services are that honours grad-
uates in agricultural sciences are readily employed as qualifi ed scientists and are 
expected to make, without any assistance, informed decisions based on experimen-
tal evidence. However, these recently graduated scientists have had limited 
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undergraduate opportunity to develop critical thinking (Quinn et al.  2009 ) and 
cross-disciplinary collaboration and communication skills (Ransom et al.  2006 ). 
Thus we are effectively placing these fresh graduates in situations where it is likely 
that they do not have the professional data handling and interpretative skills required. 
It is further likely that these emerging professionals do not realise that they lack the 
necessary skills, and so they become at risk of operating outside their area of exper-
tise and breaching basic professional ethics (AIAST  2013 ), an area that can often be 
neglected in favour of an exclusive emphasis on technical skill development (Quinn 
et al.  2009 ).  

1.4     The Scope of the Project 

 Thus it is clear that there is an urgent need to develop creative and innovative ways 
to enable agricultural researchers to become both skilled in data handling and statis-
tically informed. 

 Encouraging and supporting agricultural sciences honours students to approach 
their research questions from various angles, and to explore different statistical 
models and methods, will give the students the confi dence to ‘step outside their 
comfort zone’ (Schwartz  2008 ). As biological scientists, it is unlikely that these 
students will choose to become statisticians, but they will gain new technical- and 
problem-solving skills and experience statistical reasoning in context. Most impor-
tantly, they will become accustomed to collaborating with professional statisticians 
to develop ways for drawing novel interpretations and conclusions from the data 
they collect (Olkin et al.  1990 ). 

 To provide a grounded description of the project and its context, the remainder of 
this chapter discusses the fundamental role of cross-collaboration with statistics in 
agricultural research and issues with current structures and approaches, justifi es the 
choice of entry level researchers as the project target, describes the project compo-
nents and their rationale, and identifi es ways in which project impact will be 
assessed.   

2     Statistics Collaboration in Agricultural Research 

2.1     Cross-Disciplinary Collaboration is an Important Feature 
of Modern Research 

 Cross-disciplinary collaboration has proven indispensable for developing novel 
approaches and breadth of understanding to solve complex problems (Davies et al. 
 2010 ). The appreciation of, and funding for, multidisciplinary research has changed 
signifi cantly since the mid-1980s when ‘pure science’ was considered ‘better 
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science’ (Molenberghs  2005 , p. 6). Even before that era, Sprent ( 1970 ) had argued 
that the full benefi t of statistical knowledge could only be made available to research 
communities through cross-disciplinary collaborations. Two decades ago, the 
Institute of Mathematical Statistics (IMS) identifi ed the science–statistics collabo-
ration to be a requirement for statisticians and academics of other disciplines to 
solve diffi cult problems, such as those encountered in complex agricultural systems, 
and acknowledged that ‘… advances in substantive knowledge and in statistical 
theory and methods are virtually inseparable …’ (Olkin et al.  1990 , p. 122). The 
needs for, and benefi ts of, such cross-disciplinary partnerships (Hall  2004 ; Lindsay 
et al.  2004 ) have since increased, as can be demonstrated through recent examples 
from Australia.  

2.2     Statistics–Agricultural Sciences Collaboration 
Examples in Australia 

 Recent successful examples of collaboration between agriculture and statistics in 
Australia include the development of ASReml (Gilmour et al.  2009 ) by the NSW 
Department of Primary Industries (DPI), and the National Variety Trials (NVT) of 
the GRDC ( 2008 ). In the case of the development of ASReml, the NSW DPI is not 
a business that produces and sells statistical software. Rather, it had a need for an 
effi cient and versatile modelling algorithm to cope with complex designs, and so set 
out to fi ll this requirement. Similarly, the GRDC was not interested, per se, in devel-
oping complex analytical methods; rather they wanted to invest in plant breeding 
more effi ciently and so set about coordinating state-based NVT programs with stan-
dard protocols to allow the data to be combined for analysis across fi eld trials in 
Australia. This has been possible due to the productive efforts of the Statistics for 
the Australian Grains Industry (SAGI) program (Cullis  2012 ) in developing an 
 effi cient data compilation, reporting and analysis system.  

2.3     Needs for, and Examples of, Cross-Disciplinary Training 
for Entry Level Scientists 

 Despite such remarkable examples of collaboration between statisticians and 
research and industry to adapt statistical methods to needs, many agriculturalists are 
still using statisticians as service providers, often due to a lack of statistical aware-
ness. Establishing a better culture of communication between statistics and other 
disciplines may be a remedy for this. Leading statistical professional bodies have 
recommended that collaborative cross-disciplinary training programs between statis-
tics and other disciplines be developed for entry level researchers to ensure that the 
thinking of statisticians is imparted to the students (Olkin et al.  1990 ; SSAI  2005 ). 
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Such collaborative initiatives have been promoted as educational priorities (Acker 
 2008 ): teaching students’ skills to draw from across disciplines to develop complex 
system-wide solutions (Faulkner et al.  2009 ; Ransom et al.  2006 ). 

 The literature suggests that the efforts in this direction have been mostly concen-
trated on cross-disciplinary training programs for Ph.D. students in sciences. In her 
invited paper for the eighth International Conference of Teaching Statistics, 
Lancaster ( 2010 ) discusses several common implementations, including course-
work programs, short courses in research training programs for Ph.D. students and 
master classes for further professional development of researchers. Bishop and 
Talbot ( 2001 ) present a case-study of training agricultural science Ph.D. students in 
the University of Adelaide. At the undergraduate level, on the other hand, many 
statistical educators (see, for example, Bidgood  2009 ) have successfully applied the 
problem-based learning approach to training statistics students in solving real-world 
problems. However, there is a current gap in the literature with regard to methodol-
ogy for training biological scientists in cross-disciplinary collaboration with statisti-
cians prior to Ph.D. research programs.  

2.4     Structural Contrasts Between Agricultural Science 
and Statistics 

 Both disciplines, statistics and agricultural science, are scientifi c pursuits, though 
very different in their history and nature. Agriculture has been developing for thou-
sands of years, initially and for a long time by trial and error, to fi ll our primary food 
and fi bre requirements across many production environments. Hence agricultural 
science has developed into many specialised scientifi c branches, ranging from 
agronomy to animal production, environmental management, microbiology and soil 
science. Statistical science, although a relatively new discipline, also has a wide 
range of branches, with biometrics developing from the requirement for science to 
produce robust solutions based on the interpretation of experimental evidence of 
ever increasing biological complexity and variation. However, even with the more 
recent developments in statistics, a well-trained statistician has sound understanding 
of the complete core of their discipline which can be applied in any fi eld to all types 
of applications. This is both the nature and the power of the statistical science. 

 This contrast between the disciplines explains the widespread rationale behind 
embedding broadly based statisticians into agricultural university departments and 
assigning them to a technical role in ‘Consulting Services’ to all agriculturists. But 
it also means that statisticians have to learn about particular areas of application. 
This can present a challenge to the statisticians—a challenge that can be enormous 
if their diverse groups of ‘clients’ hold an expectation that the statistician is deeply 
familiar with their fi elds. Encouraging both statisticians and scientists to be com-
municators and collaborators has great potential for mutual benefi t. Engaging future 
agricultural scientists to experience and learn the fundamentals of statistical reason-
ing and problem solving is necessary to enable them to tackle quantitative problems 
in agriculture as well as to prepare them to collaborate with statisticians.  
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2.5     Statisticians as Collaborators 

 In Australia and New Zealand, there are many biometricians who received their 
undergraduate training in biological sciences followed by higher degree training in 
statistics, as well as those who hold degrees in statistics and mathematics but have 
developed an almost expert knowledge in specifi c agricultural sciences in their work 
placements. Their different training paths shape them somewhat differently as col-
laborators with agricultural scientists (Pfannkuch and Wild  2000 ). There is a vast 
distance along the continuum from pure statistician to statistically educated agricul-
turist (Fig.  1 ), via applied statistician/biometrician, along which distinctions are not 
always clear. In our experience, those in the applied statistical group, whether they 
come from the science or mathematical statistics directions, are most effi cient col-
laborators with agricultural scientists.

   There is also a separate considerable group of those practising statistics, of whom 
Silva ( 2006 ) speaks as ‘self-taught statisticians’, who have learnt statistics through 
their work and practice, rather than via formal course work. Such a term is likely to 
cause vigorous debate, but it is the variation in this group which presents the chal-
lenges. The authors have met throughout their careers representatives of this group 
who are very successful and others not at all so. We prefer to classify this group as 
the ‘data handlers’ mentioned earlier. 

 The Australian grains industry (B. Cullis, pers. comm.,  2012 ) are interested in 
recruiting more biometricians and providing more statistical training to Silva’s 
( 2006 ) statistically ‘self-taught’ practitioners, who will use applied statistics as 
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  Fig. 1    Stylised representation of the continuum from statistician through applied statistician/ 
biometrician to agricultural scientist       
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required for their employment. In addition, a side benefi t of projects like ours is that 
they may encourage bright students in agricultural sciences to develop life-long data 
analysis learning skills, or even to consider a career path in statistics.   

3     Rationale for Targeting Entry Level Researchers 

 As we mentioned earlier, most efforts in introducing entry level researchers to sci-
ence–statistics collaboration have been targeted at Ph.D. students. We suggest that 
such introduction must start earlier. 

 In our project, entry level research students are those undertaking an honours, or 
equivalent, program containing a signifi cant independent research component. 
Currently, for entry into an honours program in agricultural sciences, the highest 
achieving students are selected. This year of ‘rounding off’ of an undergraduate 
degree (Kiley et al.  2009 ) transforms (Allan  2011 ) them from learners to producers 
of knowledge (Manathunga et al.  2011 ). In this year, the students are still in the 
learning phase of their professional career but developing their preferred and unique 
ways of solving problems and choosing methods for undertaking tasks. The honours 
students are adaptable and likely to develop statistical thinking if they fi nd it benefi -
cial and supported by a strong research culture in their placement in an agricultural 
research group (Lancaster et al.  2013 ). 

 As an entry level, an honours research project is a venue for providing learning 
and developmental opportunities rather than a project that leads to ground-breaking 
research results. For example, no stress is associated with not obtaining ‘conclusive 
data’, which would be a disaster for a Ph.D. project. Typically, students are guided 
by their academic supervisors in agricultural science in selecting a research topic 
and then encouraged to explore the topic from different perspectives. In this pro-
cess, students are gaining skills in independent research. There is also an expecta-
tion that they will develop signifi cant quantitative skills in design, analysis and 
interpretation of experiments. Numerous discussions between the authors and aca-
demics supervising honours students indicate that this outcome is, in fact, often an 
unrealised hope. It is still not an exception when students do not consult a statisti-
cian, or the literature, when designing their fi rst experiment and expect that a statis-
tical consultant can salvage the situation with some ‘magical’ analysis (Bishop and 
Talbot  2001 ). Keeping in mind that these students are our future top agricultural 
researchers and practitioners, it is important to prevent this bad habit from solidify-
ing and carrying over into their careers. 

 Employers, undoubtedly, value the extra skills, maturity and confi dence students 
develop in undertaking this research year. In the Schools of Agriculture, Food and 
Wine, and Animal and Veterinary Science, highly motivated and top quality gradu-
ates, even those not interested in a research career, usually elect to undertake an 
honours degree. This extra qualifi cation prepares them for ‘real-life’ research or 
helps them compete for ‘preferred’ employment packages. 
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 Honours graduates often prefer industry employment instead of or before the 
academic research path due to the continuing shortage of agricultural scientists, 
discussed earlier. The authors have indeed observed many such cases in the last 10 
years across Australia. Many graduates of these honours programs have gone on to 
become leading decision makers in Australia’s agricultural industry. Agreeing with 
Meng ( 2009 , p. 203), we hold that helping these students develop a strong apprecia-
tion of statistics is our chance to contribute signifi cantly to ‘…preparing whole gen-
erations of future scientists and policy makers’.  

4     Program and Model for Building Statistics Capacity 

4.1     Project Time Frame and Sustainability 

 The project is being conducted in 2013–2015 in the School of Agriculture, Food and 
Wine, University of Adelaide, with a typical enrolment of about 10–15 honours 
students a year. The model of the project will then be made available to other schools 
in the Faculty of Sciences in the University of Adelaide and to the other universities 
participating in the CBS project. The model also has potential for inclusion in a new 
2-year Masters degree, which is to replace the current honours program in the 
University from 2017 onwards (UA  2013 ).  

4.2     Venue, Environment and Audience of the Project 

 The School is research-focused, with consistently high ERA evaluations for its 
research in agriculture (ARC  2013 ). The School enjoys a broad spectrum of national 
and international collaborations and is well supported by research grants from the 
Government and agricultural industries. There are strong multidisciplinary links 
within and outside the School, including those with statistics. The choice of topics 
for research projects for honours students in agricultural and food sciences is fasci-
nating, allowing students to work at the cutting edge of biological sciences as well as 
to experience working with rural communities in Asia on agronomy extension proj-
ects. As a rule, there is funding available for honours projects to support students’ 
direct experimental work, to provide additional training in laboratory skills outside 
the university and to allow students to attend conferences or professional meetings. 

 In their honours year, students conduct a year-long research project. In this pro-
cess, they are required to

•    Review the literature to justify their project objectives  
•   Design and conduct the experimental part, including collecting, analysing and 

interpreting data  
•   Report their results in the form of a thesis    
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 In undertaking these tasks, students gain skills in independent research. This 
 set- up presents an ideal opportunity to implement the enquiry-based learning (EBL) 
approach for teaching statistical principles as well as skills in cross-disciplinary 
collaboration (Tishkovskaya and Lancaster  2012 ). 

 Currently, due to logistics, organisational and other historical reasons, the depth 
of data analysis in honours projects is limited. An audit of recent honours theses and 
interviews with supervising academics conducted in the early stages of this project 
indicated that, alarmingly often, students do not demonstrate a comprehensive 
understanding of statistical procedures used in their theses. Their data analyses also 
indicate that little attention is given in the projects to relevant advances in statistics. 
The majority of agricultural science academics are supportive of changing this situ-
ation for the better. 

 In our project, we benefi t from the current supportive and encouraging culture of 
cross-disciplinary research in the School, and aim to enrich this culture further by 
disseminating statistical ideas and promoting science–statistics collaboration. The 
efforts are concentrated on individual honours students, their supervisors and 
placements.  

4.3     Role of the Supervisor 

 To consolidate the student transformation to a collaborative researcher, the supervi-
sor’s behaviour is critical (Lancaster et al.  2013 ). To encourage transfer and reten-
tion of the desired cross-disciplinary collaboration skills, the supervisor will need to 
be supportive prior to, during and after a student has undertaken the honours train-
ing. Supervisors’ essential roles, providing physical and emotional support 
(Lancaster et al.  2013 ), in the context of our project translate into these activities:

•    Allocating time and resources in the honours project to allow the student to study 
and practise new methods of experimental design and analysis  

•   Being a good role model in collaborating with statisticians, encouraging the stu-
dent to share their experience and new knowledge with colleagues in the labora-
tory, prompting discussions of the student’s interpretations of statistical methods 
and providing the student with constructive feedback     

4.4     Role of the Research Group 

 It has been noted elsewhere that the collegial nature of graduate teaching forms an 
important non-cognitive aspect (Johnson  1996 ) and is a prerequisite for research skills 
training (Cargill  1996 ; Cargill and Cadman  2005 ). The research culture in students’ 
placements in their honours year shapes them as young researchers. Often, in addition 
to supervisors, other members of research groups become mentors of honours students. 
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Through this mentoring (Kogler Hill et al.  1989b ) the students are exposed to the actual 
culture of science–statistics collaboration and this hugely infl uences the attitude 
towards statistics they will develop at the end of the honours year. Thus it is paramount 
that this culture is healthy. As a way to promote a healthy engagement, one of our goals 
in the project is to reach out to the mentors (who, in our experience, may themselves be 
‘occasional users’ or ‘conservative researchers’) and to contribute to their transforma-
tion into ‘statistically informed researchers’.  

4.5     Role of the Statisticians 

 In a project like ours, the skills of the consulting statistician as both a statistician and 
a collaborator are crucial for success (Johnson and Warner  2004 ). It is well recog-
nised that there is a substantial teaching element in statistical consultancy (see, for 
example, Belli  1998 ). In our project, the role of the statistician has essential require-
ments of qualifi cation in statistics; solid knowledge and ongoing experience in 
biometry, in application to agriculture; good written and verbal communication 
skills; and small-group university teaching experience. 

 Formally, one consulting statistician is appointed to work directly with all the 
honours students (with the exception of those whose projects require statistics 
co- supervision) during the project. However, the whole Biometry Hub group 
contributes to presenting talks to research groups and collegially advising the 
formal appointee on methodologies of analyses and the literature whenever an 
advanced statistical specialisation is required. The Biometry Hub directly ben-
efi t from this opportunity to strengthen the group’s support for the research in 
the School.   

5     Methodology of the Project 

 The methodology comprises elements of corporate (research groups) and individual 
(honours students) training. Amongst many approaches to corporate training (Buch 
and Bartley  2002 ), we only focus on class-room statistics communication to 
 disseminate relevant and effi cient statistical methods to research communities in the 
School. Our main goal in the corporate training is to prepare a more statistically 
aware and responsive environment for the honours students. 

 The students’ teaching and learning model of the project (Table  1 ) is transforma-
tional (Allan  2011 ) for enhancing their cross-disciplinary problem-solving abilities 
(Schuyten et al.  2006 ). To achieve the desired transformational outcomes, we 
employ the EBL approach (see, for example, Tishkovskaya and Lancaster  2012 ). 
Following Sowey ( 2006 ), our approach encompasses the three elements of 
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developing the sense of worthwhileness of statistics: demonstrating to the students 
in the context of their research enquiry that statistics is (1) interesting, (2) useful and 
(3) a discipline of substance.

   The project methodology accounts for both the students’ attributes and research 
environment. It is put in practice through the provision of the following teaching 
and learning interventions: (1) professional development workshops in statistical 
methods; (2) individual attention from the biometrician; (3) structured check-lists 
for self-study and preparation for meetings with the biometrician and (4) annotated 
references from peer-reviewed research and statistical literature and online 
resources. These elements are discussed in more detail below. 

5.1     Professional Development Workshops 

 Professional development workshops are presented to the cohort of honours stu-
dents as well as to their laboratories to promote cross-disciplinary links with statis-
tics. The initial workshop is presented to honours students at their induction to 
ensure they are aware of the intention of the Capacity Building project, its aims and 
outcomes, and the process and resources available for student support. 

      Table 1    Model of skills development and student transformation       

Methodology: 
Enquiry-based 
learning
Cross-disciplinary 
culture

• Context of student’s
research project

• Professional
development
workshops

• Check-lists

• Individual support
from statistical
consultant

• Annotated resources
and tools

Student’s
attributes

• Motivated
• Curious
• Academically

prepared

Student’s project
placement 
environment

• Cross-Disciplinary
collaboration with
statisticians

• Appreciation of
Statistics

• Supportive and
encouraging climate

Outcomes
and
Student
transformation

• Appreciation of
Statistical Thinking

• Preparedness for
cross-disciplinary
collaboration and
communication with
statisticians

• Development of
specific analytical
tools

• Confidence

• Commitment to
life-long
statistical  learning
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 Activities to engage with the supervisors and research groups at students’ 
 placements are also carried out. Tailored professional development workshops, 
designed in close collaboration with group convenors, target the research groups 
with specifi c biometrical information in the context of their research and useful for 
their types of projects for honours students. The content of the workshops to which 
groups they are to be presented and other logistics is determined on the basis of the 
honours projects. Our hope is that, at the end of the project, such statistical work-
shops will become an essential part of the research culture in the School.  

5.2     Direct Contacts with a Statistician 

 Good research requires autonomy and independent thinking (Willison and O’Regan 
 2007 ). In all direct contacts with the consulting statistician, students are required to 
exercise their own statistical thinking, to apply, with guidance, the analysis tools 
they learn, and to consider how these statistical analyses have led to their conclu-
sions. An encouraging atmosphere needs to be maintained in the meetings so that 
students feel that their efforts in critical thinking, innovation and responsibility for 
all aspects of their project are genuinely noticed and valued. 

 Three appointments are scheduled per student to assist with developing their 
statistical thinking in the areas of (1) experimental design; (2) data quality audit 
and (3) analysis, interpretation and presentation of results. Each appointment is 
scheduled at the corresponding stage of the project. These meetings give the stu-
dent experience in seeing how statisticians ‘think statistically’ about each stage of 
the project, as well as in explaining to the statistician their research questions and 
problems and collaborating on solving them. This helps enhance students’ science 
communication skills and introduce them to the culture of statistics–science cross-
disciplinary research. 

 Students’ direct supervisors attend the fi rst and last meetings either in person 
or via electronic media. The supervisor is to play a mediator role, ensuring that 
the student’s interpretation and presentation of the research problem is correct 
and  collaborating with the statistician on adapting statistical methods to the prob-
lem in question. Observing and contributing to the dialogues between the supervi-
sor and the statistician, the student will gain practical experience in 
cross-disciplinary  collaboration.    Ensuring the supervisor is part of the meeting 
presents an excellent opportunity for the knowledge exchange between the 
 scientist and the statistician—an exchange which is likely to be benefi cial to the 
School’s research. 

 Based on the discussions, presentations and fi ndings in these appointments the 
student is additionally directed towards specifi c software tools and peer-reviewed 
published resources to assist their learning and to improve their research practice. 
Check-lists are designed and distributed to participating students to help them 
 prepare for the meetings.  
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5.3     Check-Lists 

 We agree with the comment by Bishop and Talbot ( 2001 ) that ‘statistical thinking is 
required … [to be] intertwined with the contextual thinking throughout the whole 
project’. Directed sets of questions and check-lists prompt this intertwined thinking 
and assist students to prepare for consultations with the statistician. The students are 
prompted to

    1.    Convert their ideas into quantifi able research questions and consider all the fac-
tors and extraneous variables that may infl uence their study   

   2.    Suggest a robust plan for data collection and auditing   
   3.    Critically consider various approaches to their experiments, from simple to com-

plex analyses and interpretations, and to presentation of their results    

  Students need to work on the questions prior to the corresponding individual 
appointment with the statistician, to ensure they are prepared for the discussion and 
have the necessary information, and to maximise the learning opportunity.  

5.4     Annotated Resources 

 Students are provided with annotated references to (1) peer-reviewed articles and 
textbooks, (2) online resources and (3) worked examples of computational proce-
dures. These resources will allow the students to learn and develop skills at their 
own pace between the consultations (Bishop and Talbot  2001 ).  

5.5     Annotated References 

 Selected relevant references from the biometrical and applied statistical literature 
are annotated and made available for students. 

 An effi cient and sustainable way for students to develop an appreciation of 
 statistics as a discipline of substance is to become familiar with the statistics research 
literature. We feel that this focus has been completely missing in the education of 
honours students. In our experience, confi rmed by the low citation indices of statis-
tics journals, it is a common problem that biologists do not read (or cite) method-
ological statistical papers. We suggest that a possible remedy for this, at least in our 
project, is to assist the agriculturalists with the language of the statistics discipline 
as well as with putting the statistical methods in context. This is our approach to 
annotating references to statistical methods fundamental for students’ projects and 
presented in peer-reviewed statistics and discipline journals and textbooks. With 
this assistance, the students will be better equipped for communicating and inter-
preting the methods in their thesis.  
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5.6     Guide for Online Materials 

 A plethora of material is available online, targeted at introductory level statistics and 
generally for educators, with much less targeted towards independent learners, 
let alone entry level researchers. Thus there is still a need to develop annotated guide-
lines for online resources for the agricultural sciences honours students, although 
some resources have already been compiled elsewhere (see, for example, Bishop and 
Talbot  2001 ). These resources will assist students in their self-study. Our goal here is 
to ensure that all the open-source resources we recommend are of good quality.  

5.7     Worked Examples of Statistical Procedures 

 A variety of statistical methods typically used in honours projects are being identi-
fi ed throughout the project. The computational procedures for these methods are 
explained and supported with worked examples, available directly in the help 
 system of software packages, in the research literature or written by the consulting 
statistician based on real experimental data from (de-identifi ed) student projects. 
This resource is strictly educational, and the students are recommended to use it for 
their self-study only. As the aim and design of an experiment determines the appro-
priate analysis and its interpretation, the students will be guided in the individual 
consultations to specifi c analyses based on their project.   

6     Project Impact and Outcomes 

 The major impact of this project is expected to be cohorts of entry level research 
graduates who are confi dent to discuss their statistical questions openly with their 
colleagues and senior researchers. Confi dence will come to students as they are 
transformed, enabling them to advance in the research hierarchy and in the work-
place (Allan  2011 ). While aiding, with supervisor support, the transformation pro-
cess, this project is expected to lead to students considering the discipline of 
statistics as a signifi cant and relevant body of knowledge from which they can draw 
tools to assist their own research. Thus the project’s aim to encourage students to 
‘think statistically’ and to collaborate with statisticians will have been achieved. 

 The primary outcome of the project will be the training methodology trialled and 
fi ne-tuned over 3 years. All the support resources will comprise secondary out-
comes: talks to research groups, check-lists, annotated references, worked examples 
and a repository of evaluated online resources. In developing these essentially self- 
learning resources we will pay specifi c attention to one of the most important learn-
ing objectives—to enhance students’ motivation to develop and exercise statistical 
thinking (Hussey and Smith  2003 ). 
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 A comprehensive report on the methodology will be presented to external 
reviewers from the CBS project for their assessment of its sustainability and effi -
ciency. The metrics for assessing the methodology will include measures of the 
workload involved, staff and student engagement levels and expert estimates of the 
potential for resources developed to be used outside the project. The workload will 
be measured as the number of hours the Biometry Hub staff have spent on the vari-
ous activities of the project. The staff and student engagement will be measured 
using the percentage attendance at our statistical seminars in the research groups 
and the hours of participation by supervising academics in statistical consultations. 
Other measures will include metrics on the level of resource use (Bishop and Talbot 
 2001 ), such as counts of the number of students accessing papers or web pages. 

 The probability of broader use of the resources in research training and course 
work will be estimated based on their relevance to common research themes and 
research student (e.g. Ph.D.) cohorts in the School, as discussed in School staff 
meetings, and in comments from staff of the other participating universities. 

 In order to assess the long-term merit of this project, it will be necessary to inves-
tigate the change imparted by the project along with the use of project resources 
more broadly. In the short term, this may require a cross-disciplinary study, in col-
laboration with a social scientist experienced in higher education research. As 
cohorts of students are small, we will pay most attention to the analysis of individ-
ual cases. Information will be gathered in semi-structured interviews with students, 
their supervisors and research placement colleagues.  

7     Conclusion 

 In this project, we are utilising the teaching capacity of statistical consulting in an 
EBL set-up to train researchers in collaboration with statisticians. Our target group 
of trainees is agricultural students undertaking a research project in the fi nal (hon-
ours) year of their undergraduate degree—future leading researchers and decision 
and policy makers in agriculture in Australia. The major outcome of the project will 
be the training methodology, developed and fi ne-tuned, and transferrable to other 
universities in Australia. 

 The project engages with these students as well as with their colleagues at their 
research placements. Our efforts are expected to impact the research culture in the 
School providing the venue for the project. Part of this culture improvement will be 
through the development of enhanced communication support via informal mentor-
ing and collegiality, identifi ed as attributes associated with both faculty and faculty 
member success (Kogler Hill et al.  1989a ). As students work through this program, 
it is expected that they will become motivated to continue applying statistics to their 
work and so will retain a framework and set of resources to transfer statistical and 
collaborative skills to their future workplaces. It is also hoped that they will be left 
with an understanding of the substantial nature of the discipline of statistics (Sowey 
 2006 ) and a well-grounded approach to statistical cross-disciplinary collaboration.  
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8    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     The aim of this chapter is to open up and explore a little-researched area 
of statistics education. We investigate how academics and postgraduate students use 
quantitative approaches to carry out research in creative and qualitative disciplines, 
such as music, design and art. We describe our method of interviewing 19 partici-
pants by email, indicate respondents’ research contexts and the role that statistical 
techniques played in their research. We discuss how interviewees familiarised them-
selves with quantitative methods and what assistance they received and would have 
liked to receive. We investigate the researchers’ epistemological views underpin-
ning their methodological approaches. Finally, we develop an interpretive tool for 
situating research approaches where the home discipline is not usually associated 
with quantitative methods. The fi ndings raise important issues about the training 
and institutional support of researchers in these fi elds.  
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1         Introduction 

 Karlo is a jazz pianist. His income is derived from evening performances in 
 restaurants and clubs and is supplemented through private teaching. Playing jazz 
piano is his main focus and he has developed such skills that he is in constant 
demand as a performer. He can imagine innovative and unusual chord progressions, 
he has a fi nely developed ear for subtle shifts in nuance and timbre between instru-
ments, he has an intuitive grasp of melodic form and development, he has a Masters 
degree in Jazz and he also has an insatiable curiosity. Recently, his interests have led 
him to doctoral-level research where he is investigating the impact of different 
instruments on the creation of music. He has noticed in his performances that differ-
ent pianos seem to demand different sorts of responses from his music. Why is this 
so? He decided he needed to carry out a comparison between two major brands of 
instruments and study the perceptions of listeners to the music made on each of 
them. The fi rst stage of his project was easy—play similar pieces on both instru-
ments and see how the audience reacts. He prepared and publicised a series of 
 concerts of his own jazz compositions, an audience fi lled the hall to listen, and after 
the show they completed a questionnaire asking about their opinions of the works 
and the piano sounds created. Having completed the creative component of the 
research, Karlo was left with the dilemma of analysis. 

 Jasmine is an artist. She is a social activist who believes that co-created public art 
works can be means of emancipation for urban youth. For many years she has 
curated an arts festival where the aim is to enable young people to express their 
experiences of youth, trauma, illness, race and other critical issues through the 
 construction of artistic installations. Each curated event results in a public artwork 
that speaks to a specifi c community. Funding for this form of co-created work is 
hard to acquire and requires application to various funding schemes. Jasmine is also 
a  university lecturer and her research has been to explore the lived experiences of 
young people through art. Her Masters degree used ‘arts informed practice’ as her 
main theory and method of analysis—this comprises conducting interviews, creat-
ing artworks and fi nally analysing the resulting artefacts. She has been less success-
ful recently in gaining funding for her curated work and has now enrolled in a PhD 
program to investigate the impact of funding schemes on community art works. To 
start her exploration she decided to build a questionnaire and send it out using social 
media sites to all her previous participants and their local communities. But, what 
goes into constructing such an investigation? And how will Jasmine deal with the 
responses that she gets? 

 People like Karlo and Jasmine, researching in creative and qualitative disciplines 
(CQD) such as art, music, language, literature or design, have usually had a very 
different research experience to those in a typical science or business degree. 
Research students in such disciplines will have a strong background in their own 
area of arts interest and a keen critical knowledge of their craft, but they are unlikely 
to have encountered anything mathematical or statistical in their undergraduate 
degrees, not even the standard introductory statistics course of many science or 
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business degrees (and some arts degrees). Yet when students and academics such as 
Karlo and Jasmine start their research careers, some of them will meet and wish to 
utilise statistical approaches. In many cases, their supervisors—academics in these 
disciplines—will have little experience of quantitative research approaches and may 
not be well placed to help them get started. 

 Our chapter is about the way that researchers in these CQDs encounter and relate 
to statistical ideas as part of their research environment in a context where quantita-
tive thinking is often seen as quite peculiar. Why do CQD researchers decide to 
utilise a quantitative approach and how do they go about using statistics? How do 
they learn about quantitative methods and what sources of help do they have in this 
endeavour? What do they think that a quantitative approach will add to their proj-
ects, and how does this change the way that they think about their research ques-
tions? And what part do we, as professional statisticians and statistics educators, 
play in the process? 

 Research in CQDs often takes an epistemological direction that is quite different 
to the approach that seems natural to statisticians, yet is essential to the artefacts that 
are created by that discipline. Continuing our music example, researchers might 
investigate the artistry involved in playing an instrument. This artistry involves an 
appreciation of the sort of music that can be played on the instrument, the sorts of 
sounds that can be produced by the instrument, the situations in which the music is 
performed and the way in which the musicians interact. Each of these orientations 
leads to different sorts of research questions, for instance: When and why did the 
clarinet come into existence, and what were its antecedents? What particular sounds 
is it capable of making, and are there different sound qualities associated with dif-
ferent contexts (such as jazz or chamber music)? Is the instrument associated with a 
specifi c style of music? What impact has the development of the instrument had on 
compositional practice? How does the instrument feel to the performer and what 
connotations does it have for the listener? 

 All these questions are typical of the search for knowledge that may be associ-
ated with clarinet playing. Some of them may be addressed by standard qualitative 
methodologies, such as examination of texts via critical theory, content analysis of 
interview transcripts, or the investigation of everyday life via ethnomethodology 
(Garfi nkel  1967 ). In music, the notion of ‘historically informed performance’—
using knowledge of the period when the music was written as a basis for its contem-
porary presentation—captures many of the questions raised above (Butt  2002 ). 
Art-based research (McNiff  1998 ,  2003 ) illustrates how practitioners can include 
creative arts in their profession’s approach to research and has been extended into 
cognate areas such as early-childhood education. Researchers in CQD will be famil-
iar with some or all of these approaches, but may be in a quite different position 
when it comes to quantitative enquiry; the most common position in the area of 
music research, for instance, seems to be a complete lack of knowledge of all but the 
simplest aspects of statistical method. 

 de la Harpe and Peterson ( 2008 ) investigated the key competencies, content and 
practices in the undergraduate education of several creative arts fi elds (architecture, 
art and design). While research qualities such as criticality, refl ection, innovation, 
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problem solving and knowledge building (among many more) were mentioned as 
core aspects of the disciplines, there was no mention of research activity that could, 
even remotely, be called statistical. It is possible to conjecture from their study that in 
CQD quantitative research preparation is not considered necessary for undergradu-
ates and is rated as being of limited or minimal importance for post-graduate level 
research. Statisticians might disagree, pointing to various benefi ts of addressing ques-
tions in creative contexts using quantitative approaches. Yet this process of ‘cross 
fertilisation’ can work in both directions; a recent study (Liu et al.  2013 ) investigates 
patients’ experiences following a medical procedure using the ‘interpretive lens’ of 
music, concluding that the solo concerto is a useful and appropriate metaphor. 

 The scenarios we have depicted above and the questions raised set the context for 
our project. In the next section we outline our aims for the study and then describe 
our methods of data collection and analysis.  

2     Methodology 

 Our purpose in this project is to investigate the ways in which researchers (academ-
ics and research students) use quantitative approaches to carry out research in disci-
plines not commonly associated with statistical methods. Since this is an initial 
investigation in an area in which there is limited information and experience, we 
formulated the study using a qualitative approach, aiming to explore and open up 
the area by utilising rich descriptions of experience of a small group of participants. 
We planned to recruit participants with diverse backgrounds and in different con-
texts, to cover a broad selection of situations where researchers in CQD were includ-
ing (or planning to include) quantitative approaches in their research. A qualitative 
design of this type has the potential to reveal aspects of experience that can form 
the basis for later research (including quantitative enquiry). The results can indicate 
areas for future investigation in more targeted areas of creative arts practice. 

 There are many examples of research projects that have successfully utilised 
qualitative approaches that focus on participants’ own experience collected through 
interview studies. For example, far-reaching and ground breaking early studies of 
how students went about reading and making sense of a written text (Marton and 
Säljö  1976 ) were carried out with a small number of participants and led to the iden-
tifi cation of surface and deep approaches to learning (Marton and Booth  1997 ). Such 
an initial study is able to identify a wide range of themes that could form the basis 
for a quantitative tool such as a questionnaire, in this case the many questionnaires 
on ‘approaches to learning’, such as the  Study Process Questionnaire  (see Biggs 
et al.  2001 ). Fielding and Schreier ( 2001 ) and the other papers in the same volume 
of the journal give an incisive discussion of the issues concerning qualitative and 
quantitative approaches, and their combinations, to research problems. The fi ndings 
of our qualitative study can provide the information needed to construct a question-
naire with which institutions can survey their incoming CQD research students 
regarding the forms of research understanding and assistance that they may require. 
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 Although there are generally accepted ideas of what constitutes ‘creative 
disciplines’ (Carey and Matlay  2010 ) and even some agreement that other dis-
ciplines are generally ‘qualitative’, there is no definite line that can be drawn 
between CQD and quantitative disciplines, and indeed we were interested in the 
overlap—researchers in traditionally CQD who were considering or actually 
carrying out research that had at least a quantitative component. Accordingly, 
we left it to potential participants to decide for themselves whether they were 
‘researchers in creative and qualitative disciplines’. 

 We invited participation by post-graduate and academic researchers. Recruitment 
notices were posted on bulletin boards in arts and education faculties and conserva-
toriums of music in Australia and circulated through international e-discussion 
groups and lists (such as music-and-science@jiscmail.ac.uk). In these notices, we 
stated that we were investigating the use of quantitative approaches for research in 
CQDs. We asked the following questions of potential participants:  Have you thought 
about whether or how you could use statistics in your research ?  Would you be inter-
ested in participating  via  e-mail in a research project investigating strategies and 
preparation for using statistics in research ? Our university ethics committee 
approved the project, and all our participants gave their informed consent. 

 Nineteen researchers volunteered to participate in the e-interviews. Most (11) 
were working or studying in Australia (one jointly in New Zealand), with seven in 
the United Kingdom and one from Greece. They were working on diverse research 
projects that ranged from those that included very little statistics to those that were 
essentially quantitative studies with a qualitative component. PhD candidates made 
up the majority (14 out of 19) of the respondents, including some who were employed 
as lecturers by tertiary institutions; the others were academics not enrolled in higher 
degrees, including one head of department and two retired ‘honorary associates’. 

 Our protocol of interviewing by email was developed over more than 5 years (as 
described in Petocz et al.  2012 ) and ‘fi ne-tuned’ in the course of carrying out diverse 
projects, including pedagogical approaches in statistics service courses (Gordon et al. 
 2007 ), ways of introducing professional disciplines to students (Reid et al.  2010 ) and 
teachers’ awareness of diversity in their classes (Gordon et al.  2010 ). This protocol 
consisted of an initial series of six open-ended questions with a further two rounds of 
questions probing initial responses and seeking clarifi cation and further depth. The 
fi rst question asked about participants’ work and/or study and background. Other 
fi rst-round queries included these:  What benefi ts could  ( or does )  a quantitative 
approach have in your research ?  What formal support is available to you to develop 
statistical skills for research ?  Please tell us about a current  ( or proposed )  research 
project that uses  ( or might utilise )  a quantitative approach . Second- and third-round 
questions were more discursive and specifi c to each participant, such as:  Can any 
research question be answered using either a quantitative or a qualitative approach ? 
 What sorts of problems arise when a research student with a predominantly qualita-
tive background asks a statistician about a proposed research project ? 

 Participants were strongly engaged in the project, with 18 out of the 19 respondents 
completing all three e-interviews (one withdrew after one round). Answers to fi rst-
round interview questions were sometimes quite succinct. However, in response to 

Researchers’ Use of Statistics in Creative and Qualitative Disciplines



370

further and more individually targeted questions, participants tended to describe their 
research and associated challenges and issues in considerable depth, so that the total 
length of the fi nal interviews was around 64,000 words (questions and responses), 
ranging from 1,000 words to one (exceptional) interview of over 19,000 words. 

 Our analytic method was to identify themes in response to each of our main 
questions (Boyatzis  1998 ). Thematic analysis is considered a fundamental form of 
qualitative analysis and is located in the ‘constructionist paradigm within psychol-
ogy’ (Braun and Clarke  2006 , p. 78); it aims to identify common ideas established 
from shared emphases and common phrases put forward by participants. These 
common ideas are then grouped and labelled by a descriptor. The method requires 
iterative reading of the texts with the aim of comparing them to the developing 
descriptions of themes. The iterative process enables the emergence of nuanced 
outcomes for the fi nal thematic set. In our analysis we also took an inductive 
approach in which the texts are viewed as research data that generate and test the 
themes. Using this approach, the data are collected specifi cally for the research and 
the researchers anticipate that they will learn from that data the experiences and 
concerns that are of importance to the participants. Once the themes are identifi ed 
from the data texts, the context of each participant’s text is subjected to analysis 
using the themes. 

 In this chapter we illustrate how and why participants used quantitative methods 
in their research and describe how they familiarised themselves with these methods 
and what support they were able to access. We investigate participants’ views about 
the nature and status of quantitative approaches to research, and the effects that 
these views had on the research questions that they addressed. The transcripts were 
considered in full to understand, amplify and contextualise individual responses. 
The data—records of the interviews—are summarised by selection of quotes that 
illuminate various aspects of the analyses. We illustrate the primary ideas that arose 
in these areas with short excerpts, reported under pseudonyms chosen by partici-
pants themselves—in line with our ethics approval and with the aim of enabling 
respondents to track their own responses in publications. Rather than representa-
tiveness, which would be the aim in a quantitative study, we planned to cover a 
broad range of experience, sometimes summarised using the term ‘saturation’ (e.g. 
Mason  2010 ), in order to uncover a signifi cant avenue of exploration for future 
quantitative research. Given the heterogeneity of the target group, it is likely that we 
did not achieve saturation, although our sample size was within the generally 
accepted range for qualitative studies of this type.  

3     Participants’ Use of Statistics in CQD 

 Participants had backgrounds in music (4), language/linguistics (4), creative arts 
(2), education (2) or other fi elds such as architecture and design, cultural studies and 
physiotherapy. A few had a quantitative background (one in engineering, one in 
psychology), and one even had a background in statistics, though she was now 
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focusing predominantly on educational research. The research projects on which 
they were working included studies on injuries sustained by musicians, the perfor-
mance of sign language interpreters, cultural policy in Australia and New Zealand 
and the design history of cars. Short extracts from several interviews will illustrate 
how our participants used (or planned to use) statistical methods in their projects. 
These extracts are presented in the form that our participants sent them, and we have 
used ellipses (…) to indicate when we have left out parts of a quotation and square 
brackets [] if we have inserted any text. 

 The fi rst quote comes from Emma, who is undertaking doctoral research at an 
Australian university. Although she originally planned a mixed-methods study, she 
has been frustrated in her efforts to include a quantitative component in her essen-
tially qualitative study.

  Emma: My PhD research is about language teachers’ experiences with digital technologies 
in different contexts (everyday life, work, study) and how they inform teachers’ perspec-
tives on the role of technology in language education. … It’s a qualitative study, which 
employs a case study methodology. The research methods are participant-generated pho-
tography, individual interviews and on-line shadowing. … Initially, I planned a mixed 
method study. To investigate teachers’ perspectives on the role of technology in language 
education I wanted to include a survey. … However, I spent the fi rst year of my candidature 
on theory and literature review. It appeared to be quite challenging to fi nd the topic I am 
interested in and develop an appropriate theoretical framework. As a result I did not have 
enough time to design a survey. 

   A retired teacher of music, dance and drama in the UK, Mermaid is undertaking 
post-doctoral research on artistic communication during rehearsals. She has taken a 
qualitative phenomenon and subjected it to a quantitative and ‘objective’ analysis.

  Mermaid: I created a methodology to break down types of communication between director 
and company in the rehearsal period that leads to an artistic production. … Additionally, in 
order to determine if the system and its use were valid, I also conducted an inter-judge 
concordance test to check the reliability of the schedule. … As far as myself and my profes-
sors are aware (and my publishers), there is no other type of objective analysis in existence 
to study theatrical directors’ styles of communication. 

   Grace works as an academic in an Australian university department of 
International Studies. She describes her doctoral research project that builds on her 
skills as a teacher of German.

  Grace: For my PhD I am investigating whether high school students can develop commit-
ment towards a form of a learning plan. As part of the study, I am developing an instrument 
to measure three types of commitment. This involves quantitative as well as qualitative 
methodologies. The quantitative approach makes use of an already developed instrument 
from another research fi eld. The qualitative methodology includes interviews to identify 
further potential commitment factors and other factors that have an infl uence on 
commitment. 

   With a fi rst degree in music, Ironchicken is now working on a doctoral study at a 
UK university. He fi rst sketches the background to his qualitative study, and then 
explains how his new context is encouraging him to include a quantitative 
dimension.
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  Ironchicken: Since around 2000, signifi cant developments have been made in software for 
analysing sound. Such software could be applied to the sound recordings of musical perfor-
mance and thus give musicologists an analytical handle on musical performance. However, it 
turns out to be the case that very few musicologists are actually doing this. My work, then, 
seeks to address why this is case. I’m currently putting together some case studies of practicing 
musicologists to discover their understandings of computer techniques for working with music. 

 … I’m now working on my PhD in a computing department and have been exposed to 
some very different modes of research. My colleagues now include data scientists, com-
puter scientists and psychologists and I have begun to learn about empirical and experimen-
tal approaches to research. As a result, the PhD which I began as yet another critical project 
is now acquiring an empirical slant: I am performing a data-based analysis of the musicolo-
gist community and its research practices as well as carrying out case studies of individual 
musicologists (using semi-structured interviews). 

   A fi nal extract from Rieba, a UK doctoral student with a background in experi-
mental psychology, shows the use of qualitative aspects in an essentially quantita-
tive study to fi nd out how singing affects well-being.

  Rieba: Since I am not a musician or singer, and had no experience in group singing, I used 
qualitative methods to understand what is going on. You can only set up an experimental 
study or develop a quantitative method when you have some idea of what is going on. So I 
asked singers to describe anonymously what they experienced while they were singing 
(open-ended questions) and joined a choir to experience it for myself. From the collection 
of answers I got and from previous research I developed the items for a questionnaire on the 
experiences of choir singing which was aimed to be quantitative. 

   Applied statisticians will be familiar with the use of statistics in a diverse range 
of projects, most commonly in the ‘hard’ or human sciences. The fi ve examples 
above illustrate how statistical approaches are utilised in some less-traditional con-
texts of CQDs in language, drama, education and music. A range of other studies 
will be outlined in the context of the following sections.  

4     Reasons for Including Statistical Approaches in CQD 

 Our respondents put forward a variety of reasons to explain why they had decided 
to make use of quantitative approaches, and in this section we explore these reasons. 
We do this by fi rst giving several examples from our interviews, and then drawing 
out some common threads. 

 Working with sign language interpreters, KWSN, a research student of linguis-
tics, recognised that she would learn things from statistical tests that she could not 
learn from a qualitative approach. For instance,

  KWSN: T-tests will tell me whether there is signifi cant difference between the two groups 
[native and non-native signers of Auslan] in terms of their English working memory span … 
I will learn things from the statistical test that I can’t learn from a qualitative approach. 

   Another respondent, CD, carrying out a project on car design history, concurred. 
He explained that a quantitative approach
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  CD: provides a realistic time line and identifi es dates and events, showing when signifi cant 
innovations took place, what they were, how long they took to become accepted, and pro-
vides some real, hard data that can be investigated to give trends and overviews over this 
long period. 

   Some respondents, such as Emma, believed that using quantitative and qualita-
tive approaches together would help ‘to confi rm and cross-check the accuracy of 
data to achieve greater validity and reliability’. Archie, too, found that numbers as 
objective data were reassuring. In his project exploring how music preferences 
evolve, he said that he would be ‘adopting a mixed approach to understand why 
choices are made in the real social world’ and goes on to state in a self-contradictory 
way ‘I know all data (quantitative and qualitative) is subject to bias and open to 
interpretation, but the data provides an objective, measurable scientifi c front to my 
arguments’. 

 Sally Farrier had been increasingly involved in teaching Alexander Technique 
for performance to musicians and actors during the past 8 years. It was in the con-
text of this work that she discovered ‘the appalling level of playing-related injuries 
in musicians and set out to do something about it’. Her project included both quan-
titative and qualitative aspects.

  Sally Farrier: My study started as a cross-sectional survey and continued on as a longitudi-
nal prospective study using online questionnaires. I also completed a separate qualitative 
study on posture last year using structured interviews. These research approaches are those 
most commonly found in the performing arts literature. 

   Sally Farrier had not seen quantitative methods as relevant to becoming a phys-
iotherapist until she needed to apply them to her research. She said:

  … Much as I hate to admit it, I suspect that most people aside from maths nuts simply 
would not absorb formal stats training unless they were using that area of stats at the 
time. My desire to produce high quality work has driven my pursuit of stats knowledge 
over the past fi ve months, but without that motivation and the immediate practical 
application of the information I found, I would not have been able to learn it in the way 
that I have. 

   Becky considered that ‘statistical results are often seen as a more conclusive 
output than, say, narrative analyses’ while Rieba pointed out that ‘for the people 
who provide the funds and society as a whole, it’s quantitative research that is more 
credible’. By contrast, after submitting an article on design history to a journal, CD 
observed that the editor’s response ‘indicates that numbers don’t seem to be under-
stood by some disciplines’. 

 The above responses illustrate respondents’ perceptions that quantitative 
approaches can provide information that is not available using qualitative methods 
or can be used to support qualitative results in a mixed-methods approach. 
Quantitative results may be seen as more credible or conclusive than qualitative 
ones, and indeed in some situations may be perceived as necessary for the project to 
be funded and the outcomes to be seen as ‘high quality’ or ‘scientifi c’.  
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5     Support for Learning and Using Statistics in CQD 

 Given that many of the researchers in CQD were unfamiliar with quantitative 
methodology, we now look at the ways in which participants tried to acquire 
enough knowledge and experience to utilise quantitative approaches. Respondents 
had varied backgrounds in statistical methods, ranging from virtually no experi-
ence to one with previous training as a statistician. For most of them, a current task 
was to increase their knowledge of quantitative methods, an undertaking that they 
carried out in different ways and with varying degrees of success. One common 
approach was attending a course in research methodology and/or using statistical 
computer packages. However, such courses were often described as too broad or 
too advanced. Francis expressed a common concern: ‘it needs to be related to a 
data set that you are actually using or it is not relevant and becomes a waste of time 
and no one has time to waste’. 

 Emma’s experience, below, is an Australian example that shows how the 
researcher often has to fall back on her own resources.

  Emma: I attended [a] couple of seminars on quantitative research but they appeared to be 
too complicated for me as they assumed certain level of knowledge. My ‘beginner’ level 
was not enough. When I was doing my Masters degree, I did a unit on methodology, the fi rst 
part of which was general for qualitative and quantitative. I did not fi nd it very helpful for 
me because of the lecturer. The references suggested for reading were not helpful too. Most 
knowledge I developed later when I started my research and was reading the books I found 
myself or suggested by supervisor and fellow research students as well as from references 
in journal articles. 

   The same training approach was experienced in a UK university, as Mermaid 
relates.

  Mermaid: All PhD students were bound to undertake a 1-term course in SPSS (one session 
per week) … The university itself gives out SPSS software to all its PhD students and 
encourages them to use it. One of my own professors used to lecture in SPSS and she helped 
me with the concordance data. … During the obligatory, fi rst-year courses in stats, it was 
announced by the course tutor that anyone could book a personal meeting if they were 
experiencing diffi culty, but that time was rather limited. This is the nearest I can say that 
‘met’ the idea, but I wouldn’t say that it really qualifi es. Anyone who might have the exper-
tise to help would also invariably have their own workload to contend with. 

   Beyond the formal courses, statistical help may be hard to fi nd. Jack, professor 
and head of a department of Creative Arts at an Australian university, was asked 
whether statistical advice was available and adequate for his researchers’ needs. He 
seems to put his fi nger on the main problem for researchers in CQD explaining that 
‘there doesn’t seem to be a middle ground between the very heavily science- oriented 
quantitative research methods and the qualitative approaches. What’s needed is 
more support for mixed methods research’. 

 Bourbaki, working in the area of writing support for doctoral candidates (at 
another Australian university) as well as undertaking her own doctorate, points out 
the consequences of such a lack of support.
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  Bourbaki: There is, however, no structure for statistics teaching and learning and for statistics 
support. This has had sad consequences. Students avoiding statistics from lack of knowledge 
and support – not from discounting a quantitative approach because it is not appropriate. 

   Some participants reported that their colleagues were able to provide useful 
 support for their statistical learning. Ironchicken, quoted in an earlier section, indi-
cated that his computer science colleagues had been broadening his quantitative 
horizons. Also in the UK, working in a department of Engineering and Design, CD 
talked about the help that he obtained for his project on car design history.

  CD: There is signifi cant support from those in other disciplines who carry out statistical 
research. Although my skills are not perhaps what they ought to be in this area, people from 
our Arts and Human Sciences and Health Faculties have been extremely helpful in develop-
ing not simply statistical skills but statistical thinking processes and how research questions 
might be answered. We also have some support in our faculty and in the university gener-
ally, but these have (strangely) been less helpful. … The faculty research doesn’t cover very 
much statistical work … and the university general statistics help tends to be for the under-
graduates and how to use (say) SPSS to obtain particular results. 

   Asked whether challenges associated with quantitative methods were different 
from those associated with qualitative methods, Kate answered ‘Yes and No’:

  Kate: Yes, in terms of the statistical analysis. Quantitative methods need a professional sup-
port and advice in some cases. You need to have certain amount of knowledge about the 
statistics for the quantitative methods. Also, it seems that there are sometimes diffi culties to 
collect enough number of data to enable statistical analysis. No, in terms of research design 
and question items. To obtain the outcome that you aim to investigate, questions need to be 
carefully designed/selected to lead the participants to reveal the issues related to your 
research questions. 

   A further point raised by respondents who are PhD candidates is that their super-
visors are not necessarily experienced with statistical methods. KWSN lamented 
this situation.

  KWSN: I urgently need to learn how to use SPSS. But neither my supervisors nor my col-
leagues can teach me how to use it. … Besides, I’d like to have a statistician to turn to. 
I wish my supervisors would know how to use quantitative research methods. As I said 
before, they usually do qualitative research. 

   Some participants, particularly among the Australian interviewees, were very 
relieved to have found a helpful statistician who was able to give them advice on 
their specifi c project. Grace found such a person from her university website, while 
Sally Farrier identifi ed an expert through family connections.

  Grace: I used the university homepage to identify statistics experts and found an expert who 
was kind enough to help me with my work. This has turned out to be of tremendous support 
for my work. However, not all students were that ‘lucky’. Many exclusively rely on ‘learn-
ing by doing’ techniques. I have used about four applied statistics books myself but still 
required help from an expert. 

 Sally Farrier: The stats advisor assigned to Health Sciences is a very nice man, but he 
appeared not to know what he was doing when it came to my study. My daughter’s friend 
gave me better advice in ten minutes than I had had over weeks from the other person. 
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   Other participants had the benefi t of institutional access to statisticians. Archie 
explains how this works at his UK university.

  Archie: We are allowed fi ve hours with the stats department per year. There are courses 
available but no basic courses are available. As such an understanding of statistics is 
required for these courses, which is diffi cult for a novice such as myself. … I had two ses-
sions with a postgraduate statistics student who helped me understand my data and assisted 
with technical SPSS issues. As far as I know he was funded by the stats department who in 
turn claimed the money back from the university. 

   We have included a wide range of quotes in this section, as the problem of learn-
ing about quantitative approaches and getting support with quantitative research 
problems was the greatest concern for many of our respondents in CQD. This is not 
surprising as most participants had limited backgrounds in statistics, and so, without 
support, were unable to progress with quantitative investigations. Although our 
study was designed to uncover issues rather than draw numerical conclusions, our 
CQD researchers in Australia tended to fi nd their institutions lacking in terms of 
support for quantitative research, while respondents in the UK seemed to have 
greater access to more formal institutional support. The intriguing apparent differ-
ence between these two respondent groups suggests a direction for further research.  

6     Epistemological Views of Researchers in CQD 

 Earlier, we investigated our participants’ practical reasons for including quantitative 
methods in their research. We left that section with the notion that quantitative 
approaches might be necessary in order to achieve ‘credible’ and ‘scientifi c’ results. 
What do such statements say about the underlying epistemological views of those 
who make them? In this section, we broaden our exploration by looking at our par-
ticipants’ ideas about the philosophical and theoretical dimensions underpinning 
their use of statistics in CQD. 

 As an academic in the fi eld of music, Panda grappled with an aesthetic problem: 
‘how can music ‘mean’, when it doesn’t (as many authors argue) mean anything in 
a referential way’? He considered that ‘experimental methods are both narrow and 
unreliable—it is only possible to test one narrow faculty at a time, and when you 
do, it is usually uncertain whether the result is due to one underlying mechanism 
or several’.

  Panda: However, I think I am drawn to the epistemology of science; and I tend to see ana-
lytic philosophy, computational modeling, and experimentation, as a continuum. … I enjoy 
the fact that nothing is necessarily excluded from a theory; that there is quite a lot of instinct 
in accounting for a set of phenomena (such as those associated with the experience of music 
listening); and, importantly, that this involves challenging and reworking one’s own 
assumptions. 

   This tension between some researchers’ perceptions of quantitative methods as 
‘scientifi c’ and their inherent distrust of these methods is echoed by Stark.
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  Stark: I am intensely suspicious of quantitative surveys and investigations and data – 
because when I’m at the giving end, they never give me the opportunity to pass on all the 
information, which I would like to convey, in my words and way. … I don’t think modelling 
is more authoritative than well-argued analytical philosophy; and I think quantitative 
research can be prey to any number of fallacies, so that conclusions from e.g. experimental 
psychology or sociology are often less authoritative in my view than philosophy, anthropol-
ogy, or ethnography. … Honestly, I think what mostly drives method is people’s predilec-
tions, and their background and training. 

   At the other end of the spectrum, Rieba asserted ‘that any research question, by 
nature requires quantitative methods. The qualitative methods are of a great impor-
tance to complement and inform the numbers but the numbers provide the answer’. 
This claim corresponds more closely to the standard view of statistics and its role in 
the scientifi c approach. She expanded her views:

  Rieba: I work under the scientifi c assumption of cause-effect and only an experimental 
study (randomly assigned participants to control and experimental conditions) will help us 
determine the effects of singing on wellbeing. … [However] numbers are just that and 
sometimes not sensitive enough to capture the nuances or the details in individual 
experience. 

   Many participants supported a view that the research question itself determines 
the approach and methodology. Ironchicken explains the elements of this idea, and 
Becky continues along the same path. She is only momentarily perturbed by the 
interviewer’s deliberate reversal of expectations about methods for evaluating drug 
effects and voting preferences and fi nds refuge in the combination of qualitative and 
quantitative approaches.

  Ironchicken: I believe the question determines the approach. It may be the case that quanti-
tative methods could be applied in almost all cases, but qualitative methods not. For exam-
ple, drug trials must be conducted quantitatively in order to obtain a signifi cant result to 
demonstrate the suitability of the drug for its intended purpose. I can’t imagine how a quali-
tative approach would suit a drug trial; even if subjects were asked to self-report on the 
effectiveness of the drug, their responses would still be used to contribute to a quantitative 
data set. As another example, literary criticism is a well established and valid approach to 
analysing literature, but quantitative techniques can also be applied in analysing literature, 
even for similar questions. 

   Becky: You could probably try to investigate any research question using any method but 
there would defi nitely be some cases where a particular approach is more suitable than 
another. If you want to understand the reasons people vote why they do, you are going to 
need a different method than if you want to determine the side effects of a particular drug. 

 [Interviewer: So I’m thinking: the side effects of a drug would have to be investigated 
qualitatively – maybe by interviewing people about their experience – whereas understand-
ing the reasons why people vote as they do could be investigated quantitatively – maybe by 
adding a short questionnaire to their voting paper?] 

 That’s funny – I would think if you were going to use those examples in that way that 
the qual/quant distinction would be around the other way! Probably this is another example 
where a mix of qualitative and quantitative methods would be appropriate in each case, but 
exactly which methods and how they are combined would depend on the research question 
and objectives. 
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   Having a background in both qualitative and quantitative research, CD was able 
to pinpoint some of the diffi culties of combining methods, and he suggests utilising 
a design approach. Mermaid expands on the benefi ts of such a combination in her 
project on communications in rehearsals.

  CD: Sometimes they are to do with the ways in which the two relate technically to each 
other with things like sequencing, sorting out what happens with null returns and lack of 
information. At other times it is to do with the fact that describing what the components 
mean has signifi cant diffi culties in that people feel that I should be measuring something 
tangible rather than something that is the result of a statistical process using categories, and 
these have no units, for instance (which is something engineers would expect). … It could 
be worth framing the question in several different ways to see what would be the most natu-
ral way of answering it and starting off with a very vague question, or even with several 
ones that start to defi ne an area. It starts to become more of a design-type method than a 
research one and ends up with a sort of diamond process with a broadening of the question 
followed by a narrowing down (which may imply a specifi c method). 

 Mermaid: The quantitative data, if used alone, would be signifi cantly impoverished without 
the back-up of observational input, and especially interviews, along with the written notes 
I made during each observation. On the other hand, the patterns that emerged (from Excel 
analyses) were sometimes quite extraordinary and would probably not have been identifi ed 
without this (quantitative) approach to expose them. 

   Bourbaki also discussed the benefi ts of combining quantitative and qualitative 
approaches. She considered that viewing ‘concepts and phenomena through only 
one lens, there seems to be – for me – something missing’.

  Bourbaki: Quantitative research can challenge and change qualitative insights in exciting 
and rapid ways. … The juxtaposition of the specifi c with the broadly conceptual can pro-
duce rich results. And when quantitative observation and analysis concur with conceptual 
understanding – then it seems that there are frequently additional sometimes diffi cult-to- 
explain learnings that occur at a level just below consciousness that may infl uence still 
further observations. … The integration of quantitative results may therefore involve an 
integration of non-numerical information – such as the settings in which observations 
occurred, a method of observation or the manner in which a particular question arose. 

   Finally, Bourbaki articulated how beliefs could be transcended by research.

  … This is the exhilarating part when you start to purposefully dump some of your beliefs 
(formerly construed as knowledge), and start to realise that your research could be 
thought of, thought about and understood in a way that does not match what you believed 
to be so just a few days or months before… and perhaps you had understood things like 
that for years. 

   We have outlined, in this section, a range of epistemological understandings of 
quantitative methods by our CQD researchers, indicating how their research 
approaches both shape and are shaped by their developing projects. In their quota-
tions we see participants grappling with the traditional view of the nature and ben-
efi ts of science, interpreted almost entirely using the quantitative paradigm. We see 
many of them putting forward the notion that a specifi c question determines the 
methodological approach to its investigation. And we see respondents accepting, 
sometimes uncritically, the epistemological ‘solution’ of combining quantitative 
and qualitative research approaches.  
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7     Emerging Themes 

 Statistical advice for CQD researchers is not essentially different from statistical 
help for research in any fi eld. However, researchers in the more traditionally quan-
titative areas such as the sciences have an a priori expectation that they will need 
statistical support, and in many cases they will have received some prior training in 
statistical thinking and methods. This is not generally the case in CQDs. As Jack 
summed up: ‘… most artists struggle to build a methodology around their practice 
let alone understand the different approaches to research. Hence, to get them to 
apply quantitative research methodology is usually a big achievement’! 

 Our fi ndings raise some important themes. Firstly, respondents indicated a vari-
ety of reasons for including or planning to include quantitative approaches in their 
research in CQD, despite the generally qualitative context in which they worked. 
These reasons included their perception that quantitative methods would enhance 
the objectivity of their fi ndings, could be used to identify cause and effect, or were 
needed to augment qualitative or non-empirical methods alone. However, our par-
ticipants’ responses suggest that researchers in CQD may be hampered in these 
endeavours by a lack of knowledge of and support for quantitative skills and tech-
niques, and associated analytic tools, such as statistical software. 

 Secondly, training in statistics may be inadequate for researchers in CQD; in our 
group of participants, this was especially the case in Australia. The common short 
course in research methods, or introduction to statistical software such as SPSS, was 
generally rated as inadequate or inappropriate for researchers’ needs by our participants. 
The types of courses described by Harraway ( 2010 ) do not seem to be accessible to 
many CQD researchers. Although such courses are often described as not needing any 
mathematical background, nevertheless, they are aimed at scientifi cally trained research-
ers and would be unlikely to meet the needs of most of the participants in our study. 

 Thirdly, our fi ndings show that institutional support for researchers in CQD in 
the form of competent advice or assistance in statistics is limited at best. Where 
respondents did fi nd help and expertise in their university the assistance tended to 
depend on the goodwill of a statistician or colleague. The general lack of such sup-
port was a matter of major concern to our respondents; many of them had trouble 
even fi nding out what they needed to know. 

 We leave the summary of these issues with Isabel, a trained statistician working 
in a School of Technology at a university in the UK, and carrying out predominantly 
educational research. Isabel’s views of students’ problems of learning statistics and 
getting statistical research help are particularly important, coming as they do from 
someone straddling the divide between the quantitative and the qualitative. 

 Isabel: Statistics is a massive subject with so many pitfalls people commonly fall into – 
such as confounding. Really if you are doing quantitative research, you need the input of a 
statistician. … I am always happy to offer advice to research students, regardless of their 
subject; however, I am one person and there are not many other statisticians about either. I 
am sure that if their supervisor doesn’t know a ‘proper’ statistician, and also if they don’t 
understand the subject of statistics  suffi ciently, the student won’t even know they have to 
look for a statistician, let alone where to fi nd one.  
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8     Transgression, Confession and Border Crossing 

 In the course of undertaking this research we have noted diverse aspects related to 
the manner in which our participants speak about research in their home discipline 
and the role of statistics in such research. In our research design, we encouraged 
participants to think of their home discipline fi rst and then focus on the use of quan-
titative approaches in relation to that home discipline. The relational aspect enables 
us to see more acutely how participants experience the link between them. 

 Some CQD researchers experience an epistemological dilemma which we might 
call ‘transgression’; their epistemological perspective is confronted by an alternate 
paradigm that then places them in some sort of cognitive dilemma. Other research-
ers make a form of apology for their home discipline—we call this ‘confession’; 
the researcher apologises for their primary discipline as lacking something (often, 
quantitative methods) and decides that something needs to be done to rectify the 
situation. Yet other CQD researchers move freely from one epistemological posi-
tion to another—we refer to this as ‘border crossing’—in order to accommodate 
the procedures and values of different disciplines. Each respondent may illustrate 
one or several of these experiences depending on his/her own perception of the 
situation. 

 Using the quotations given in this chapter, Emma provides us with an example 
of confession. She describes her basic approach to research as using case-studies 
that comprise three elements: photographs, interviews and online shadowing. In 
the fi eld of arts-based research, these data collection methods are suitable for a 
robust analysis of the situation. But Emma suggests that there is something incom-
plete in the validity of these methods with her comment ‘I wanted to include a 
survey’. She gives no information at all about the sort of survey that she could use, 
or how she might carry out the analysis of it, simply that she wanted to include one. 
However, time passes and she can’t quite work out how to include a survey in her 
research project. 

 An example of transgression comes from Grace, who adopts the use of a previ-
ously devised survey to form the basis of her qualitative interview analyses. The 
survey is not directly tied to her research question, as it was ‘an already developed 
instrument from another research fi eld’, but because it has been used before it is 
imbued with rigour and validity. The interchange with Becky about her epistemo-
logical views provides a further example of transgression; in this case the cognitive 
dilemma is resolved, or at least put off, by an appeal to ‘mixed methods’. 

 Ironchicken furnishes us with an example illustrating the notion of border- 
crossing. The world of sound analysis has progressed due to technological changes, 
and forms of musical analysis that are common to musicians are deemed inadequate 
for contemporary studies. He fi nds that computer scientists are more in touch with 
the sound wave analysis that he seeks to carry out. There is an element of surprise 
as ‘what began as yet another critical project [based on semi-structured interviews] 
is now acquiring an empirical slant’. While few other musicologists are using this 
approach he is forging ahead into a new world. 
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 Some participants show more than one of these experiences, maybe at different 
stages of their research. Mermaid, working in the world of theatre, has often won-
dered about the social interplay between director and actors. Like Ironchicken, she 
suggests that her statistical analysis of communication activity is new to her home 
discipline and hence worthy of exploration. There is a form of confession in 
the implied inadequacy of theatre discourse, a transgression when she suggests that 
the communication analysis will lend validity and reliability to an otherwise 
subjective world, and then a border crossing when she proceeds with her quantita-
tive analysis of communication between theatre professionals. In her case there is an 
intellectual disjunction between the world of subjective practice and the potential 
world of statistical objectivity.  

9     Pedagogical Implications 

 This study initiates exploration into an area of statistics education where there is a 
dearth of data and builds on our previous and long-term research about students’ 
experiences of learning statistics in more usual contexts such as mathematics, science 
or psychology (including Reid and Petocz  2002 ; Gordon  2004 ; Gordon et al.  2009 ). 
The fi ndings reveal implications for further pedagogical research and practice. 

 In Petocz and Reid ( 2010 ) we identifi ed three levels of students’ conceptions of 
statistics, summarised from narrowest to broadest by their focus on the techniques 
of statistics, on the data used in statistical analyses, and on the meaning that can be 
developed through statistical approaches. Clearly, researchers in CQD disciplines 
have a range of different ways in which they experience and understand the utility 
of statistics for their research and a range of attitudes to learning statistics. Some of 
our CQD participants talked about the possibility of utilising statistics in their study, 
but were unable to articulate in any way how this might illuminate their research 
question. Such a view of statistics may represent a conception that is even narrower 
and more restricted than the ones we previously identifi ed with statistics students, 
based as it is on these researchers’ very limited experience with quantitative data. 

 For educators working with CQD researchers this may be a key to pedagogical 
development. Our fi ndings show that the CQD researchers in our pilot study were 
generally rather nervous about the use of statistics, from the identifi cation of a sen-
sible statistical design for their research through to analysis and presentation of any 
numerical data that they might have collected. Moreover, many of them had little 
idea about where to fi nd statistical help for their research. This is a challenge for 
research institutions as many groups of students in creative disciplines have not had 
any previous exposure to quantitative research methodology and come to the prob-
lem of the use of numerical data completely naively. A just-in-time approach to 
developing statistical skills is one possible solution, maybe in the form of statistical 
consultancy for research students; an alternative could be an introductory statistics 
(or quantitative research methods) course appropriate for CQD researchers. A prob-
lem with the former might be that students only acquire patchy knowledge about 
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statistical approaches, or even none at all if they just rely on a consultant to give 
them the appropriate answers. However, any introductory course is likely to be too 
generic and miss the specifi c questions that the students have: recall Francis’s com-
ment that ‘it needs to be related to a data set that you are actually using or it is not 
relevant and becomes a waste of time and no one has time to waste’! 

 Perhaps a solution to identifying CQD researchers’ statistical needs could be the 
development of an instrument that canvasses the scope of their research question, 
the various approaches to their research that may need support (in qualitative and 
quantitative fi elds) and their level of comfort with a range of research methodolo-
gies. In this way a fl uid, yet targeted, approach to support may be identifi ed early on 
in CQD research activity. Further, our identifi cation of the concepts of transgres-
sion, confession and border crossing in our participants’ interview records provides 
a theoretical tool for investigating how CQD researchers come to think of working 
with statistical methods, and how appropriate pedagogical approaches could be 
 tailored to their research contexts.  

10     Conclusion 

 Our fi ndings concur with the observation of MacGillivray ( 2010 ) that, as for com-
munication skills, no discipline is immune to the need for statistical thinking, 
although forms, contexts and applications may vary. Researchers in music and other 
creative or qualitative disciplines may be familiar with a diverse range of research 
approaches for evaluating or appreciating artistry, yet our fi ndings highlight a 
neglected area of their preparation and education—their training in quantitative 
methods. The problems of learning statistics and getting statistical help for projects 
in CQD are exacerbated for researchers in areas where few colleagues or even 
supervisors have expertise in statistical methods. 

 The responses from our interviews demonstrate that participants’ needs for 
knowledge in quantitative methods were, in most cases, accompanied by a sense of 
frustration at their own lack of skill and their limited access to assistance in this 
area. Where respondents utilised statistics as part of a mixed-methods approach, 
they often reported searching for self-help in the form of a textbook or online mate-
rial. Some researchers were fortunate to fi nd a statistician to provide expert advice, 
but this generally voluntary assistance has implications for the workload of such a 
‘lone statistician’. The outcome of the lack of knowledge and/or support in quantita-
tive methods is that researchers in CQD may be constrained from utilising the best 
approach to answer their research questions—surely a fundamental criterion of 
good research. 

 At the beginning of this chapter we introduced Karlo and Jasmine, who provoked 
our thinking about this area of research. Karlo’s current work is in the transgression 
stage. He knows that his habitual methods of musical analysis are sound, but he has 
started to utilise quantitative approaches in his current project and he is now in need 
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of statistical advice. His faculty is not statistically literate, as for many of our 
research participants, and so he is looking for advice from someone with statistical 
expertise to carefully explain his results from his intuitively developed question-
naire. He hopes that this may help him make best use of the material he collected 
during his performances. Jasmine is now a border crosser. She is still an artist, 
working and researching using a range of arts-informed methodologies, but she is 
now also enrolled in a statistical research methods course to build up her skills in 
quantitative approaches. Auspiciously, she has also become her faculty’s resident 
quantitative analyst of various forms of student data.  

11    Note 

 Developed from a paper presented at Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     One of the challenges of providing an online course is the development, 
maintenance and evaluation of teaching resources provided for students. The purpose 
of this study is to evaluate, on the basis of student preferences, the diverse learning 
resources provided in a postgraduate course of Applied Statistics, taught predomi-
nately in an online mode, and to explore how students’ learning styles impact the 
evaluation of these resources. In a survey of 57 students 74 % selected more than one 
preferred learning style, with the “Doing” (75 %) learning style being most favoured in 
comparison to Reading (63 %), Looking/Watching (42 %) and Hearing (37 %). While 
online tutorials, face to face class, assignments and quizzes were helpful to students 
across all learning styles, those students who preferred to learn by “Doing” or “Looking/
Watching” attached greater importance to the prescribed text/notes while those who 
learn by “Looking/Watching” also found lecture recordings and practice exams par-
ticularly helpful. This paper discusses how information about students’ learning styles 
and preferences for resources can assist in the prioritisation of resource development.  

     Keywords     Online course evaluation   •   Learning styles   •   Statistics education   • 
  e-Learning   •   Learning resource preferences   •   Binary logistic regression models   • 
  Conventional learning theories  

1         Introduction 

 Over the last decade the educational paradigm has changed its focus from being 
teacher-centred to being more student-centred, and along with this shift has also 
come a change in the delivery of many educational programs from being solely face 
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to face to largely online. Larson ( 2002 ) argues that whereas traditional course 
 delivery is centred on the facilitator, online education is more student-centred, trans-
lating into the development of diverse teaching resources such as online quizzes, 
narrated powerpoints, online classes and discussion board posts. 

 As noted by Mestre ( 2010 ) the core characteristics of resources which support 
learning are effi ciency (i.e. cost and time savings), reusability, interoperability, 
durability and accessibility. However, a learning object’s effectiveness may vary in 
response to different learning styles. This study considers this question within the 
context of a postgraduate program for Applied Statistics taught predominantly in an 
online mode. The program serves students from a wide range of disciplinary and 
ethnic backgrounds, suggesting considerable variation in learning style.  

2     Literature Review 

 There are many models for learning styles that have been developed to allow learn-
ers to be categorised into a specifi c learner type, and some of these models have 
looked at patterns for diverse populations in the online environment (Mestre  2010 ). 
Previous studies have used several of these models to examine the association 
between students’ learning style and the selection of course delivery format. 
However, the research outcomes have provided mixed results (Zacharis  2011 ; Kolb 
 1984 ; Witkin et al.  1977 ). 

 There is some evidence that learning styles have more impact in web-based 
courses than in traditional face to face learning. Manochehr ( 2006 ) compared online 
learning versus traditional instructor-based learning in regard to preferred student 
learning styles, showing that learning style was irrelevant for knowledge perfor-
mance in traditional learning but important in online learning. However, the litera-
ture regarding student  satisfaction  with online courses is less clear about the impact 
of a student’s learning style on their preferences for types of learning objects (Glass 
and Sue  2008 ), and it is hoped that this research will make a contribution in this area. 

 Learning styles are not fi xed and learners can adopt a different learning style 
depending on the subject matter and current learning environment. Mestre ( 2010 ) 
refers to a 2007 study which suggested changes in learning preferences as people 
aged. In particular it was found that older people tended to have a higher preference 
for a single learning approach (43 %) than younger people (36 %). For most learners, 
one or two styles are preferred above the others (Pritchard  2009 ). However, students 
do typically have one learning style that is preferred over others and can be motivated 
by learning material compatible with this preference (Larkin and Budny  2005 ). 
Zacharis ( 2011 ) argues that “being aware of … students’ learning styles, instructors 
can design online modules and activities, or redesign sequence of events and inter-
ventions, to accommodate effectively their different academic skills and interests”. 

 The goals of this study are twofold; to identify the preferred learning style of the 
postgraduate students of an applied statistics course and to determine if there is an 
association between learning style and preference for types of learning resources for 
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this group of students. It is hoped that answers to these questions will help to inform 
future development of learning resources, especially for online courses. However, it 
is known that students change their learning style preferences across different disci-
plines (Jones et al.  2003 ) and, presumably, also across different deliveries, so this 
study should be regarded as a useful case study rather than as a more general model.  

3     Research Method 

 In this study we consider a questionnaire completed by postgraduate students of 
applied statistics. The students surveyed were enrolled in a nested postgraduate 
Applied Statistics program; a Graduate Certifi cate, consisting of four units; a 
Graduate Diploma, including an additional four units; and a Masters, including a 
further four units. This is a largely online program and the students come from all 
over Australia with a few overseas students as well. The program is designed assum-
ing that the students do not have a strong background in mathematics, with empha-
sis placed on the learning of statistical software skills (e.g. SPSS, SAS, R, SAS 
Enterprise Miner and AMOS), statistical modelling and reporting of research 
results. Most students study part-time completing only 2 units per semester. This 
means that most students who complete the masters need to study with us for 3 
years, allowing them to apply their learning directly to their work situation. 

 The students were invited to complete the anonymous Opinio survey by email 
at the end of semester 2 2011, with a second reminder email sent 2 weeks later. 
In total 57 responses were obtained providing a 52 % response rate. Almost half 
(28) of these students were enrolled in at least one Graduate Certifi cate unit. Each 
of eight learning resources was rated on a scale with 1 = not at all helpful, 2 = a 
little/some help, 3 = very helpful, 4 = extremely helpful, with not applicable 
responses, which occurred when a resource had not been accessed, treated as 
missing values. The eight resources named were: text/notes, lecture recordings, 
online tutorials, face-to- face classes or workshops, assignments, weekly quizzes, 
practice exams and the discussion board. In addition students were asked their 
level of study (Graduate Certifi cate, Graduate Diploma or Masters) and they were 
asked to indicate on a Yes/No scale about their preferences for each of the four 
learning styles;  Reading, Hearing, Doing  and  Looking/Watching . This classifi ca-
tion of learning styles relates to the Index of Learning Style Inventory (Felder and 
Spurlin  2005 ) developed by Richard M. Felder and Linda K. Silverman from 
North Carolina State University (NCSU). 

 The  Doing  preference relates to the NCSU Active category. As explained by 
Mestre ( 2010 ), Active learners, often including Latinos, African Americans, and 
Native Americans, tend to retain and understand information best by doing some-
thing active with it—discussing or applying it or explaining it to others. “Let’s try it 
out and see how it works” is an active learner’s phrase. Students who prefer this 
learning style tend to prefer group work over individual work and this clearly poses 
a challenge for online study. Non-active or refl ective learners, often including Asian 
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Americans according to Mestre ( 2010 ), prefer to think about the material before 
working with it and they tend to prefer working alone. Mestre describes the NCSU 
Verbal learners as students who get more out of words, both written and spoken 
explanations, suggesting the  Hearing  and  Reading  learning preferences used in this 
study. The NCSU Visual learners remember best when they see pictures, diagrams, 
fl ow charts, time lines, fi lms and demonstrations, relating best to our  Looking/
Watching  preference. 

 Descriptive statistics were derived for the learning style preferences and for the 
satisfaction ratings for the eight learning resources. On account of the small 
 frequencies for some cells, these ratings were binary coded to identify “very or 
extremely helpful” responses and Fisher Exact tests were used to test for relation-
ships between the four learning styles. Then binary logistic regression was used to 
predict the helpfulness for each resource on the basis of the preferred learning styles 
of each student. This was done while controlling for the level of study, using a 
binary indicator variable for students enrolled in at least one of the Graduate 
Certifi cate units. In all cases Hosmer Lemeshow tests suggested that these models 
described the data well. However, the small sample size meant that the odds ratio 
confi dence intervals were too wide to be useful.  

4     Results 

 The  Doing  learning preference was the most popular method of learning for these 
students with 75 % of students selecting this option. The  Reading  preference was 
also popular among the students with 63 % of students selecting this option. 
However,  Looking/Watching  was selected by only 42 % of the students and  Hearing  
was selected by only 37 % of the students. No signifi cant relationships were found 
between  Reading, Hearing  and  Looking/Watching  preferences. However, the results 
did show an interesting relationship between  Looking/Watching  and the  Doing  pref-
erence ( p  = .012) with only 33 % of students who selected the  Doing  option also 
selecting the  Looking/Watching  option while 71 % of the students who did not select 
the  Doing  option did select the  Looking/Watching  option. As Mestre ( 2010 ) com-
ments in relation to Active learners, sitting through lectures without getting to do 
anything physical is particularly diffi cult for students with a preference for  Doing  as 
opposed to  Looking/Watching . 

 In our relatively young sample, mostly aged between 25 and 35, 26 % of the 
students selected only one learning approach with 39 % selecting two approaches, 
26 % selecting three approaches and 9 % selecting all four approaches. These results 
suggest that a combination of learning approaches may work best for our students. 
Watson ( 2004 ) has provided some examples of the benefi ts of combining audio and 
visual components into tutorials, but our priority must be the combination of  Doing  
with  Reading  and  Hearing  learning styles because of the popularity of the 
 Doing  approach among our students. No signifi cant relationships were detected 
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between level of study and learning preference, suggesting that, for this program, 
level of study does not need to be taken into consideration when designing resources 
to accommodate different learning styles. 

 Our goal in this study is to link resource satisfaction with preferred learning style 
in the case of the eight specifi c resources given in Fig.  1 . The summary results 
shown in Fig.  1  suggest that the students tended to fi nd all the resources very or 
extremely helpful, except for the discussion board. However, the relatively small 
number of students who accessed online tutorials (35) and face-to-face classes (27) 
should be noted.

   Figure  2  suggests that there are interesting differences in the perceptions of 
resource usefulness that relate to preferred learning style. For example, 83 % of 
students who prefer to learn by  Looking/Watching  found recorded lectures very or 
extremely helpful, but this percentage dropped to 59 % and 58 % for students who 
preferred to learn by  Reading  or  Doing , respectively.

   Finally, binary logistic regression was used to model the Fig.  2  relationships 
using a very/extremely helpful response as a positive response while controlling for 
the level of study. The results again show no signifi cant level of study effect for any 
of the resources, suggesting that any conclusions from this study can be generalised 

  Fig. 1    Resource helpfulness       
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across all levels of study in this program. There are also no signifi cant effects for the 
 Reading  and  Hearing  learning styles suggesting that people with these preferred 
learning styles do not have any special preferences in regard to learning resources, 
but there are some signifi cant effects for  Doing  and  Looking/Watching . 

 The odds ratios for the binary logistic regression analyses are illustrated in Fig.  3 . 
Students with a preference for learning by  Doing  appear to fi nd text/notes 18.8 
times more helpful than other students on average (Wald = 5.43, d f  = 1,  p  = .020). 
Students who prefer to learn by  Looking/Watching  also fi nd text/notes particularly 
helpful. These students fi nd text/notes 29.12 times more helpful than other students 
on average (Wald = 5.90, d f  = 1,  p  = .015). In addition students who prefer to learn by 
 Looking/Watching  fi nd practise exams 24.63 times more helpful than other students 
on average (Wald = 3.805, d f  = 1,  p  = .051) and lecture recordings 6.83 times more 
helpful than other students on average (Wald = 6.83, d f  = 1,  p  = .025). However, as 
indicated in Figs.  2  and  3 , for all the other learning resources there is consensus. 
Regardless of learning style preference, students fi nd face-to-face classes/ 
workshops, assignments, online tutorials and quizzes very or extremely helpful, 
while discussion boards are found to be of limited help. This is in agreement with 
the fi ndings of who also established a clear preference for practice exercises and low 
ratings for online discussions among online students.

  Fig. 2    Relationship between resource helpfulness and preferred learning style       
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5        Conclusions and Future Work 

 This research has shown that for a small sample of applied statistics postgraduate 
students learning style does affect the resources that students fi nd most helpful. This 
means that, ideally, the content of online courses should be stored in learning objects 
with a variety of formats in order to accommodate the different learning styles of 
students. As explained by Shaoling ( 2011 ), the sequence in which such learning 
objects are presented to students needs to be carefully designed, but he does not 
suggest how this should be done. Future work therefore needs to consider the design 
and sequencing of appropriate learning objects in the context of the conventional 
learning theories (e.g. Behaviourism, Cognitivism or Constructivism). Ertmer and 
Newby ( 1993 ) explain that Behaviourism is all about examples of the correct answer 
or way to do something with repetition and reinforcement leading to the correct 
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response, while Cognitivism focuses more on equipping learners with effective 
learning strategies to process the information that they are given, and Constructivism 
constructs new ideas or concepts based upon current and past knowledge or experi-
ence. It is expected that the performance of resources in addressing each of the 
above learning approaches will differ depending on preferred learning style. For 
example, whereas assignments may be an appropriate learning object for producing 
Constructivism learning in students who prefer to learn by  Doing  this may not be 
true for students with other preferred learning styles. For these other students online 
tutorials, on-campus laboratory classes, practice exams or text exercises may be a 
more appropriate way to teach Constructivism learning. The challenge for educators 
may be in modifying learning objects in such a way that they address more than one 
type of learning approach. For example, it would probably improve the helpfulness 
of discussion boards if they could be designed in a way that facilitates Constructivism 
and Cognitivism learning as well as Behaviourism learning. Discussion boards are 
ideally suited to emphasise collaboration between peers and teachers within a sup-
portive context; however, to support the constructivist perspective the learning 
needs to be personally meaningful. Gilly Salmon’s ( 2002 ) e-tivities, defi ned as 
“frameworks for enhancing active and participative online learning by individuals 
or groups”, provide the appropriate structure to achieve this as well as describing a 
scaffolding approach to support constructivism learning. At the same time it would 
be helpful if learning objects could be designed to have appeal for students with a 
variety of preferred learning styles. For example, the development on the discussion 
board of e-tivities which cater to the different learning styles by incorporating sound 
clips, additional reading material, videos and special exercises may be one way to 
achieve this. 

 Apart from its small size this study has several limitations. In particular it uses a 
simplistic “yes/no” response to determine preferred learning style. More accurate 
scales such as those developed by Kolb ( 1984 ) should be used in future studies. 
Secondly, it is possible that non-response bias has affected the results in regard to 
both learning preferences and resource helpfulness. Future research should investi-
gate the likelihood of such bias.  

6    Note 

 Refereed contributed paper presented at the Eighth Australian Conference on 
Teaching Statistics, July 2012, Adelaide, Australia. 

 This chapter is refereed.     
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    Abstract     This paper explores a case of using data from a fantasy sports competi-
tion (the AFL Dream Team competition) to teach the core concepts in statistical 
sampling and the central limit theorem as they apply to problems of inference 
regarding the population mean.  

  Keywords     Problem-based learning   •   Statistical sampling   •   Fantasy sports  

1         Introduction 

 The core curriculum of the undergraduate business degree typically includes at least 
one unit in introductory business statistics or quantitative analysis. A summary of 
the unit offerings in the US setting is provided by Haskin and Krehbiel ( 2012 ) who 
document that all of their top US schools require a course in statistics, although less 
than half require a second course in statistics. Despite the important role of base 
statistics knowledge in the undergraduate business curriculum, the challenge 
remains in teaching an introductory statistics course that is engaging and interesting 
to students who do not wish to major/specialise in statistics while also developing 
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their understanding of key statistical concepts and improving their statistical 
 literacy. Yilmaz ( 1996 ) discusses these issues at a broad level as a way of informing 
course design. 

 Sampling distributions are a pivotal concept in any elementary statistics course, 
in the following sense. An understanding of sampling distributions is essential in 
order for a student to comprehend how inferential statistical techniques work. 
However, a number of more elementary concepts must be mastered and combined 
in order to understand sampling distributions themselves. Thus, as is discussed 
comprehensively by Chance et al. ( 2005 ), the teaching of sampling distributions 
must be considered in the context of: required prerequisite knowledge; the sampling 
distribution ideas that the student must absorb and what students can then do with 
that knowledge. They provide tables listing items under each of these headings and 
also include a table of common student misconceptions. 

 Various approaches have been adopted to facilitate a more engaging and interest-
ing approach to statistics education. A range of interactive simulation activity-based 
and problem-based learning (PBL) approaches have been used in teaching in the 
sampling distributions area. Interactive simulation approaches are detailed in del-
Mas et al. ( 1999 ) and Aberson et al. ( 2000 ). Activity-based approaches are detailed 
in Dyck and Gee ( 1998 ), Schoenfelder et al. ( 2007 ) and Matz and Hause ( 2008 ). 
PBL approaches are detailed in Budé et al. ( 2011 ). In essence these approaches 
involve combinations of computer simulation work, students working in small 
groups and student working on an inquiry or PBL approach. The present paper out-
lines an approach adopted in the introductory business statistics unit taught in a 
PBL-based approach in the Bachelor of Business at the Peninsula campus of 
Monash University. The paper focuses on an approach to the understanding of sam-
pling distributions and the central limit theorem in this course and makes use of data 
from the Australian Football League (AFL) in which to provide a real world context 
for the problem. The use of sports statistics is a common way of improving the rel-
evance of teaching introductory statistics courses and Albert ( 2002 ) details an entire 
statistics course taught using baseball statistics. 

 The AFL data is an example of a fantasy sports game. Fantasy sports games 
involve the use of actual sports statistics to create games for fans and other players. 
In the US setting this is managed by the Fantasy Sports Trade Association (FSTA). 
According to the FSTA website there are over 32 million fantasy sports players in 
the US and Canada. In the US context the existence of fantasy sports leagues has 
been found to impact match attendance for American football (see Nesbit and King 
 2010a ) and American baseball (see Nesbit and King-Adzima  2012 ), and television 
viewing for both American football and baseball (see Nesbit and King  2010b ), thus 
the problem has a real business context for sporting leagues. 

 In the context of Australian Rules Football the AFL runs a competition called 
Dream Team in which players select a fantasy team and players score points based 
on actual match statistics. The plan of this paper is as follows. Section  2  details the 
PBL approach adopted for the teaching of this problem in this unit. Section  3  
 contains some concluding remarks.  
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2      Problem-Based Learning Using AFL Dream Team Data 

 We now focus on the fi rst implementation of PBL in the core statistics unit of the 
new PBL degree program at Monash University, Peninsula campus. Students were 
enrolled in a core business statistics unit in the fi rst semester of their course. One 
full day per week for one 12-week semester was devoted to this core unit. Each 
week, the day began with a presentation by the lecturer lasting up to 1 h. This con-
sisted of an introduction to the statistical topic for that week and a description of the 
problem that the students were to tackle. The students then worked on the problem 
in groups of four for several hours, during which time they had access to a tutor 
when questions arose. The day concluded with each group giving a joint presenta-
tion of its fi ndings. 

 Where possible, one set of data was used over several weeks, so that students did 
not use too much time becoming familiar with the context. In particular, the AFL 
Dream Team data was used for the discussion of the normal distribution in week 5, 
sampling distributions and the central limit theorem in week 6, confi dence intervals 
and hypothesis testing in weeks 7 and 8, respectively. 

 The ‘real’ business problem in this setting consists in understanding the statisti-
cal properties of the data underlying a fantasy sports game, namely the AFL Dream 
Team competition. In this game, players select teams consisting of 33 players, 
drawn from the whole pool of 742 players in the 16 clubs of the league. The players 
score points based on their actual performance in the games that occur throughout 
the season. The fantasy teams are then ranked according to the total points scored 
by the 33 players. 

 The discussion of sampling and the central limit theorem was undertaken in 
week 6 of the semester. In earlier weeks, the prerequisite concepts of populations 
and random samples, parameters and statistics, random variables and their distribu-
tions and normal distributions had been covered. In the instructor’s introduction to 
the day’s activities, the concept of the distribution, for a given sample size, of all 
possible sample means had been introduced. The planned learning activity was for 
students to repeatedly select random teams and build up the sampling distribution of 
the average player scores for these random teams. To enable an understanding of 
central limit theorem the students simulated random teams of different sizes, even 
though the AFL Dream Team competition is a team size of 33. Students were 
encouraged to observe and comment on characteristics of these distributions. By 
observing the actual drawing of the samples, they could obtain an intuitive under-
standing of the mechanism whereby variability of the sample means became less for 
larger sample sizes. 

 The population for analysis is the player scores for the 2010 AFL Dream Team 
competition. A histogram of this data is shown in Fig.  1 , and it exhibits certain 
unusual characteristics. The histogram shows a distribution that is non-normal with 
a large number of player scores in the lowest class. In fact most of these scores are 
zero, as 161 of the 742 players in the league did not play an AFL game in 2010 and 
thus did not score any points. The histogram is right skewed with a small number of 
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higher scoring players in the right tail. From this population students then draw 
random samples of various sizes using the random number generation functions in 
Excel. Hardy ( 2002 ) details an approach for generating repeated random samples in 
Excel and using these repeated samples to teach the central limit theorem and con-
fi dence intervals. While Hardy ( 2002 ) uses particular statistical functions in Excel 
to defi ne the underlying population distribution, we make use of real Dream Team 
data to represent the underlying population distribution. Real data are seen as desir-
able in statistics classes because they introduce students to the real statistical prob-
lems of skewness and multi-modality as identifi ed in Gould et al. ( 2006 ). This is a 
signifi cant advantage over simulated data which produce smoother underlying 
distributions.

   Each student in the class can then use a random sampling approach to produce a 
unique collection of random samples. Further, by then pooling the random samples 
across students this approach enables students to cumulatively build up the sampling 
distribution of the sample mean across the class. In order to illustrate the behaviour 
of sampling distributions for varying sample sizes, students were asked to fi nd sam-
ples of sizes  n  = 16, 25, and 36. For our small class size of eight students aggregating 
across the class, they obtained 100 samples of each size. The histograms for differ-
ent sample sizes are presented in Figs.  2  and  3 , respectively. These histograms show 
a greater peakedness about the mean as the sample size increases consistent with the 
theoretical predictions around variability falling as sample size increases.

    The fi gures also report the mean and standard deviation of the population as 
whole, as well as the mean and standard deviation of the 100 samples for each of the 
three sample sizes. These values can then be compared to the theoretical values 
expected in a repeated sampling case. We fi nd that the mean value for the 100 sam-
ples differs from the overall population mean. This is due to both the sample size and 
the number of samples taken. In the context of our real AFL Dream Team data the 
skewness is quite extreme because of the concentration of zero observations and 
the exploration of different sample sizes illustrates how larger samples are needed 
in the case of more extreme population data. The PBL setting also enables students 
to grapple with complications in the problem. These are more tractable because the 
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real data setting makes them more concrete. For instance, in the present problem 
students may wish to move to larger sample sizes where the convergence to normal-
ity would be clearer. However, from a population of 742 player scores in the AFL 
Dream Team moving to larger sample sizes potentially raise the need to make fi nite 
population correction factors in the calculation of the standard deviation. 

 Overall our results are comparable to those reported in Vaughan ( 2003 ), and a 
larger number of samples than 100 is needed to approach the true population mean. 
We also fi nd the standard deviations differ from their theoretically expected values, 
again due to both the sample size and the number of samples taken. Thus, we again 
fi nd that a larger number of samples than 100 are needed to approach the theoreti-
cally expected values. With a larger class size a greater number of samples could be 
pooled across students to also illustrate the importance of the number of samples. 
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  Fig. 2    Histogram for average player score for 100 randomly selected player scores (sample size: 
 n  = 16, mean = 756.94, standard deviation = 154.88)       
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In an assessment setting, students were required to deal with a range of group and 
individual learning tasks. Their formal end of semester examination then presented 
the histograms from Figs.  1  through  3  and the summary statistics and asked: 

 Based on the histograms and summary statistics explain what is happening to the 
sampling distribution of the sample mean as the sample size increases. 

 In addition to using the 2010 AFL Dream Team data to study sampling distribu-
tions the students and staff involved in the unit and program were participants in the 
actual 2011 AFL Dream Team competition. Some participants played the game 
fully aiming to make player trades and optimise their teams each week, while others 
picked favourite players or teams, and other players used randomly generated teams 
from the random selection function built in to the game website. The top performing 
participants are those who played the game with the aim of optimising teams thus 
showing the returns associated with the ‘skill’ in the game. The randomly selected 
teams are generally in the middle performing group of participant teams.  

3      Conclusion 

 This paper explores how a PBL activity can be used in teaching one of the technical 
components of an introductory business statistics unit. The paper illustrates how 
combining group work and sample simulation-based approaches can produce an 
interactive learning approach to the teaching of a ‘real’ problem. With a larger group 
of students it would be possible to present a formal comparison of student statistical 
literacy and understanding of key concepts comparing across students taught in a 
conventional lecture/tutorial approach versus a PBL approach. This task is planned 
for future semesters.  

4    Note 

 Contributed paper presented at the Eighth Australian Conference on Teaching 
Statistics, July 2012, Adelaide, Australia.     

  Acknowledgment   The authors wish to thank Ian Weeding and the Australian Football League for 
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    Abstract     Undergraduate degrees in Business and Commerce usually have a 
 compulsory paper in Business Statistics or similar, and many students who enrol in 
these papers are apprehensive or sceptical about studying statistics and may be 
unaware of the need for and relevance of statistical thinking and statistical method-
ologies in business. This paper describes the results to date of an ongoing project to 
identify and gather data sets which are relevant to business planning and decision 
making within a New Zealand context and which can be used to: (a) illustrate the 
types of statistical methods that are commonly introduced in an introductory statis-
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1         Introduction 

 Most undergraduate degree programmes in Business, Management and Commerce 
have a compulsory requirement in Quantitative Methods such as Business Mathematics 
and/or Business Statistics. For example, the Association to Advance Collegiate 
Schools of Business (AACSB) accreditation process requires that undergraduate busi-
ness majors should possess a basic understanding of mathematics and statistics, and all 
eight New Zealand universities have a compulsory paper (or its equivalent) in 
Quantitative Methods or Business Statistics in their core Business/Management/
Commerce degree. In most cases this topic is covered in the fi rst year of degree study. 

 Many students entering these programmes may have not studied much Mathematics 
or Statistics at high school level. For example, a survey of all students enrolled in the 
Statistics for Business paper offered at Massey University’s Auckland campus in 
Summer 2011/2012 reported that 36 % of students rated their background knowledge 
of Statistics on entry as poor—18 % had not studied mathematics beyond Year 11 in 
New Zealand and 19 % had studied no Statistics at high school level overseas. These 
students are typically over-represented in self-help tutorial or clinic classes. 

 Even among students who have recent background study in these areas, however, 
there may be a lack of understanding or appreciation of the importance of statistical 
thinking and statistical literacy in business and decision making. McAlevey and 
Stent ( 1999 ) reported that students who had completed an introductory course 
believed that the fi rst year was too early in their Business course to appreciate the 
relevance of Statistics. Coleman and Conrad ( 2007 ) found that students in their 
study were signifi cantly less likely to rate a Statistics or research methods course as 
helpful to their career compared to non-Statistics-based courses. 

 One way to assist students in perceiving relevance is to provide examples, exer-
cises, questions and case studies based on real business data. Cryer ( 2002 ) reviewed 
the principal conclusions of 17 annual U.S. Conferences called Making Statistics 
More Effective in Schools and Business, which included using real data (preferably 
hands-on), and that students are more effectively motivated by seeing statistics at 
work in solving real problems. John and Johnson ( 2002 ) state that “…students are 
most effectively motivated by seeing statistics at work in real applications, prob-
lems, cases, and projects”. Although there are many textbooks on Business Statistics 
available which use real data, the authors of this paper chose to focus on collecting 
business datasets in a New Zealand context.  

2     Background to the Project 

 Massey University is New Zealand’s only multicampus and multimodal university, 
offering degree and diploma programmes from campuses in Auckland, Palmerston 
North and Wellington together with distance mode teaching. The core undergraduate 
Business programme is the Bachelor of Business Studies which includes a com-
pulsory course in Business Statistics which is offered at all three campuses and in 
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distance mode. Up until 2010 various texts in Business Statistics had been used in 
this course, but in 2010 it was decided to abandon the traditional published textbook 
from 2011 onwards and replace it with the ebook CAST (Stirling  2001 ). See 
Edwards et al. ( 2011 ) for a discussion of CAST and its usage in this course. 

 CAST is able to be customised for a particular course (the CAST website lists ten 
publicly available customised ebooks), but the versions for introductory courses all 
share a common set of examples and exercises spanning a range of disciplines. 
Therefore, it was decided to instigate a project to gather a range of business-related 
datasets and cases that could be used in conjunction with CAST. Copyright and 
confi dentiality considerations meant that locating data that was publically available 
was seen as a priority. 

 The fi rst places to be searched were the online Data and Story Libraries (DASL 
for short). A DASL houses datasets (usually in text format) together with informa-
tion about the dataset: a description of the data including the variables in the data 
set, the context in which the data was collected and a listing of statistical methods 
that might be used to summarise or analyse the data (the story). Webpages and links 
allow the user to list datasets by subject or by statistical application. The original 
DASL was developed at Cornell University and is currently hosted at Carnegie- 
Mellon University as part of the StatLib project (see e.g. Witmer  1996 ), and the 
Australasian version OzDASL is hosted as part of the StatSci project courtesy of the 
Walter and Eliza Hall Institute of Medical Research (Smyth  2011 ). While both sites 
have some business or business-related datasets, there are only one or two datasets 
that were suffi ciently relevant and up to date to be considered for inclusion. 

 This led to the idea of creating our own DASL (perhaps a library branch is a bet-
ter description!) of New Zealand business datasets that could be used by anyone but 
targeted at Zealand Business Statistics courses.  

3     The BizStats Data and Story Library 

 The BizStats DASL currently contains 40 datasets, collected from various sources 
including data websites, published reports and journal articles and individuals. 
Subject areas include Communications, e-Commerce, Economics, Finance, 
Management, Marketing, Real Estate and Tourism and application areas include 
descriptive statistics, categorical data analysis (tests of independence and goodness 
of fi t), simple and multiple linear regression and time series analysis. 

 Figure  1  below shows a typical story fi le. Each “data-and-story” group has a title 
(note there may be more than one dataset associated with a given story), a descrip-
tion which includes descriptions of each of the variables in the dataset(s), the 
name(s) of the dataset(s) to be downloaded, a source for the data and a summary of 
possible analyses that could be carried out using the data.

   The fi rst stage of data collection focussed on webpages of government depart-
ments and private organisations such as banks and insurance companies. The second 
stage (still in progress) is focussed on scholarly articles and publications in Business, 
Economics and Management journals. Much of the data is longitudinal (i.e. time 
series data) which will require updating on an ongoing basis.  
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4     Massey University Experience: To Date 

 Some of the datasets have been introduced to the Statistics in Business paper at the 
Auckland campus, fi rstly over the Summer School offering in 2011/2012 and sec-
ondly in the Semester 1 2012 offering. Material production deadlines meant that it 
was not possible to incorporate datasets into the custom version of CAST; however, 
datasets were used in teaching materials as examples and exercises, and also in 
workshops where students work through a directed exercise in groups of two or 
three. Figure  2  below shows part of the workshop relating to linear regression and 
time series modelling.

  Fig. 1    The “Story” fi le for the dataset savingsurvey.txt       
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   Anecdotal evidence suggests that some students have found these datasets to be 
helpful in aiding their motivation for and understanding of statistical thinking and 
statistical methodologies in Business Studies. An online questionnaire will be made 
available on the class Moodle site at the completion of Semester 1 2012.  

5     BizStats Website 

 The current working version of the BizStats DASL is available at   http://bizstats.
massey.ac.nz     and it is intended that the contents of the DASL will eventually be 
available on OzDASL.  

The scatterplot below shows the monthly New Zealand median house price from January 1992 to
October 2010. Using the scatterplot, describe the relationship.

The last page gives the relevant simple linear regression model output. 

Write down the least squares regression equation for predicting NZ median house price based on the 
month and draw it on the scatterplot. (You may round each coefficient to the nearest whole number).
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  Fig. 2    Workshop exercises using the dataset houseprice.txt       
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6    Note 

 Contributed paper presented at Eighth Australian Conference on Teaching Statistics, 
July 2012, Adelaide, Australia.     
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it is in the interests of Statistics NZ to increase the statistical skills of the users of its 
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within parts of each audience. The methodology section of Statistics NZ is working 
on how we can develop training resources for methodological skills that can be eas-
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laborate on their development?  
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1         Introduction 

 Statistics New Zealand is involved in improving the statistical skills of its own staff, 
other government departments and its clients. This means that Statistics NZ has to 
manage a diverse set of statistical training needs. These arise from the variety of 
skills and knowledge to be acquired and the range of learning styles, prior knowledge 
and perceived outcomes for learners. Statistics NZ staff are based in three cities, 
Wellington, Auckland and Christchurch, across the two main islands of New Zealand. 

 Statistical Methods (SM) is the group within Statistics NZ that provides the 
methodological statistical support. Most SM staff have mathematics or statistics 
degrees, though very few have much knowledge of data collection and analysis 
before they join SM. SM needs to provide ongoing training for all SM staff. SM is 
not responsible for more general statistics training which is co-ordinated by a sepa-
rate Statistical Education team (SE). 

 Few SM staff have much experience in providing training, though all have con-
sumed large amounts. Also there is not much time set aside to assess available train-
ing resources and develop courses. We tend to provide training that is similar to 
what was done in the past or which refl ects how the trainer was trained, as discussed 
in Martin ( 2006 ). 

 In the next section of the paper we discuss training specifi cally for SM staff. We 
provide the results of a small survey of SM staff which elicits their approaches to 
learning different topics to see what they did or preferred. The following section 
covers the issues associated with providing statistics training to a range of clients 
within Statistics NZ and externally. Next we discuss our view that there are more 
similarities in teaching statistical ideas and concepts to any person, irrespective of 
their prior experience, than differences, and the potential this gives to building and 
acquiring teaching resources. We end the paper with a summary and some tentative 
conclusions.  

2     Training the Statistical Methods Division 

 Since June 2011, the number of roles in SM has increased from 45FTE to 56FTE. 
This increase is due mainly to the need to support an organisation-wide programme 
of development called Statistics 2020. Also the training needs of new recruits have 
changed as discussed in Bagherzadeh and Giovannini ( 2006 ). Previously most new 
recruits entered SM shortly after completing undergraduate study in statistics or a 
statistics-related fi eld. Recently analysts have been recruited from other parts of 
Statistics NZ, other New Zealand organisations and overseas. 

 Analysts who are new to SM undertake IN2SM. This two-part 7-day training 
course is intended to equip them to complete standard methodology tasks indepen-
dently. IN2SM is delivered mainly in lecture style, with trainer and learners in the 
same location. Practical exercises make up a small part of the course. The cost of 
travel means that the choice of trainer is sometimes restricted and turnover of 
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trainers leads to some revision of the course material every time it is delivered. The 
material for these courses is decided upon and maintained by the methodological 
“networks” within SM; groups of analysts who have knowledge and interest in areas 
such as survey design, time series and editing and imputation. 

 Some networks offer more advanced courses, such as the Introduction to Design 
and Estimation in Practice (IN2DEEP). This is a 5-day course that has been run by 
the Business Survey Methodology Network. These courses tend to be run irregu-
larly and infrequently as they are needed less often and can be of a more practical 
nature (and therefore costly compared to other methods of learning). We estimate 
that an SM analyst spends around 5 % of their fi rst 2 years in SM completing train-
ing activities. 

 SM also offers weekly methodological seminars, conducted by videoconference. 
These are usually presented by SM analysts who spend up to an hour describing an 
interesting aspect of their recent work. They are open to learners from outside SM. 
A 3-day Professional Development Offsite course for all SM staff is run every 18 
months. This involves some presentations from people external to SM. The format 
is predominantly lecture style with some workshop-style practical activities and all 
learners are gathered in the same location. 

 In April 2012 we conducted a survey of analysts working in SM (see “Appendix” 
for details). We received 25 responses from the 61 members of SM, a response rate 
of 41 %. About two thirds of the respondents had worked in SM for less than 5 
years. We asked how they used the sources of learning that were available to them, 
not what sources they would like to use if they were available. 

 The three most used methods of learning in SM were:

•    “Another written source (e.g. book, internet)”  
•   “Analyst who previously did the task” and  
•   “Another analyst”    

 Most analysts preferred to learn about existing statistical methodologies from 
another methodologist;

  I…like learning from other people, in a coach-like arrangement. People with experience 
can provide advice and support that can’t be found in other sources of information, particu-
larly if the task or problem is unique to Statistics NZ business. I think it would be good if 
this kind of thing was a bit more formalised than it is now. (Analyst with <5 years 
experience) 

   Notes from Statistics NZ courses were used as a source of reference by about 
half of all respondents, mainly for fi nding out about new (to the analyst) subjects. 
However, this method was not favoured for learning about existing statistical meth-
odologies. Analysts preferred to do this by working with colleagues or by referring 
to another written source, such as survey documentation.

  Group discussions (e.g. in network meetings discussing a paper everyone has read ahead of 
time) or group problem-solving workshops to learn something new (e.g. how to do a 
 particular task in R or SAS) I fi nd more interesting and engaging than the lecture format that 
we tend to use for seminars and training courses. (Analyst with ≥5 years experience) 

Statistics Training for Multiple Audiences



414

   SM staff members seemed to favour multiple different ways of learning about 
software and respondents were more likely to use online learning (such as YouTube 
clips) for this type of task than any other task.

  I’ve used online courses…to learn how to do different things in SAS (analyst with <5 years 
experience) 

 We need more online stuff, both the best from external as well as much we create our-
selves in Statistics NZ. (Analyst with ≥5 year’s experience) 

   Respondents commonly reported their preference for “learning at their own 
pace” through repeatable training material, e.g. examples or exercises from in-house 
courses or through coaching or less formal discussion. 

 Few analysts used people outside of Statistics NZ as a source of learning, 
although one experienced analyst commented;

  If I have a specifi c question which no-one in SM (or that I know in wider Statistics) can help 
with, then I would contact someone from ABS or ONS if relevant. (Analyst with ≥5 years 
experience). 

3        Training Outside Statistical Methods 

 The main responsibility for general in-house and external technical training belongs 
to SE. SE organises courses to raise statistical capability. Some of these, such as 
 Public Sector-Decision Making with Offi cial Data,  which involves a workplace- based 
statistical research project, lead to qualifi cations through standards-based assessment. 
In 2011, an Offi cial Statistics postgraduate paper was offered at multiple New Zealand 
universities. Practising experts from around the country (including an SM analyst) 
gave lectures via videoconference. Students were assessed on fi ve written assign-
ments that were not just doing offi cial statistics, but also writing about them. These 
and other external training initiatives are discussed in Forbes et al. ( 2014 ). 

 SM is “contracted” by SE to provide in-house courses on various offi cial statis-
tics methods (e.g. confi dentiality, editing & imputation) as well as a course on 
Statistical Thinking (using the Wild and Pfannkuch defi nition of Statistical 
Thinking). There is overlap between the material in these courses and IN2SM. 
However, the audience for these courses generally consists of learners from survey 
output areas, IT personnel and fi eld interviewers, most with little or no university 
statistical training. As a result we have had many diffi culties in getting this training 
to work as effectively as it should. SM’s current lecture style presentations with 
some learner interaction means we tend to have a “convoy approach” to training. 
SM trainers present a single standard course designed for a particular level of prior 
knowledge and a particular style of learning. Some learners struggle to understand 
while others fi nd the presentations too simple. The timing of these courses means 
that learners nominated for a course cannot always attend due to work demands 
(e.g. imminent data release). While group instruction is effi cient for SM and its 
trainers, it does not always work well for learners. 
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 Learners are often highly motivated to learn if they can see the immediate use for 
the material. However, we have observed that learners taking courses run by SM do 
not always absorb what we would regard as the key learning. Instead they absorb a 
set of rules and processes to apply to their work. It is often diffi cult for learners and 
trainers to assess the value of learning until some months after the course. 

 SM has limited knowledge in developing, maintaining and enhancing training 
courses. The people within SM are not specifi cally employed for their previous 
teaching experience, so presenting training outside SM can be the fi rst time the 
trainer has provided statistical training. We also cannot guarantee that any person 
will present a course more than three or four times. 

 The methods of eliciting feedback about training from learners do not always 
evaluate the effectiveness of the mode of training. The World Wide Web holds some 
very useful resources to improve and enhance SM courses, but fi nding and integrat-
ing them into our training requires knowledge and time. It is necessary to have a 
range of resources available so that there is something that matches a learner’s 
knowledge, skill level and learning style with the level technical knowledge the 
learner requires. It may benefi t both learner and trainer if we could have some for-
mal assessment and accreditation for this learning, as training is often perceived as 
a more valuable activity if it results in accreditation. 

 The key is building a suite of resources that learners can use when they wish, on 
topics they want to learn and with the approach to learning that best suits them. With 
this set of resources SM can use trainers for those aspects of training where one-on- 
one is best, perhaps more acting as a guide, coach and mentor. As can be seen from 
our small survey consulting someone seen as knowledgeable is still the preferred 
way to learn. This suite of statistical training resources could also be used as a basis 
to improve statistical knowledge externally, both in government and for our data 
users. It would assist SM, as well as statistical decision makers in government and 
elsewhere, to have a deeper and broader set of learning opportunities.  

4     A New Approach 

 We should fi nd or develop resources that enable the less experienced trainers to 
deliver effective training using different modes of delivery. SM trainers can then 
focus on providing assistance to learning rather than feeling that they need to be 
“the expert” as discussed in Jorner ( 1990 ) and Martin ( 2006 ). 

 Another benefi t of having a range of resources is that it will enable more “just in 
time” training. So when a learner needs to learn something and has the time to learn, 
the resources are available as described in Talbot et al. ( 1998 ). We need to ensure 
that we have mentors and coaches available to support learners. Many people could 
help, as much of this learning is provided “on the job”. How many of us work out 
most of our fi rm’s administrative procedures from the instructions? We generally 
ask someone who knows a lot when we get stuck! 
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 We can see an opportunity to develop resources that meet the needs of many 
groups of learners. Much statistical training in formal training institutions is 
“bridging training”, targeted at learners in the workforce. SM should use the 
knowledge being built up in this area as well as supporting it. SM is committed 
to raising levels of statistical knowledge. We could be a useful supporter and 
willing party to testing and evaluating resources on people other than full-time 
tertiary students.  

5     Summary and Conclusions 

 We believe that the mode of delivery is as important as course content. We need to 
fi nd a better way of delivering improved courses for learners who are at the start of 
their careers by completely re-engineering our approach to work-based training. 
IN2SM in its present form seems to fulfi l the need to “get people going” but the value 
of having notes to refer to in the future seems limited. Also “just in time” learning 
can be excellent for fulfi lling an immediate need to complete an operational task, but 
is less suitable if knowledge needs to be retained and cross-linked. As we move 
towards new methods of collecting data, e.g. using administrative data and online 
collection of survey data, making cross-links will become even more important. 

 We are looking to use resources developed for universities and schools to improve 
our training using the co-operative approach suggested by Wild ( 2006 ). This bene-
fi ts both groups as we can provide input into developing practical training resources 
that can be seen to be relevant to students.  

6    Note 

 Contributed paper presented at Eighth Australian Conference on Teaching Statistics, 
July 2012, Adelaide, Australia.      

    Appendix: Questionnaire About Training Habits Sent to SM 
Analysts in April 2012 

  Information gathering for OZCOTS paper—“Statistics Training 
for Multiple Audiences”  

 We are interested in how SM analysts fi ll the gaps which exist in our present training 
programme: i.e. what does an analyst do when they begin a new task and fi nd that 
they need some new knowledge to complete it? 

    Please complete the [6x11] matrix below, ticking all situations that apply
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 Type of task 

 A Statistics NZ process—e.g. 
how the R&D survey 
works 

 A new subject—e.g. 
confi dentiality, E&I 

 How to do something in a 
piece of software 

 Software not previously used 
 A existing methodology as 

used in Statistics NZ—e.g. 
ARIMA modelling 

 A new skill—e.g. doing cool 
graphs 

Please list any other sources we have missed that you use (and the type of task you use them for):

Please list any methods of learning that would like to use in your work but do not currently use in 
Statistics NZ:
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