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PREFACE

Natural environmental hazards, and their potentially disastrous consequen-

cies, have been increasingly prominent over the last decade. Chief among

these are perhaps the great Sumatra-Andaman tsunami, triggered by the

earthquake of 26 December 2004, which devastated large parts of the coast-

line of the Indian Ocean; hurricane Katrina in the Gulf of Mexico in August

2005 with its deadly consequencies for the city of New Orleans; and cur-

rently the catastrophic flooding in Pakistan following the exceptional mon-

soon rains of July/August 2010. Such geophysical phenomena have their

origin in the dynamics of ocean and atmosphere on the large scales on

which coriolis effects associated with the Earth’s rotation can be of dom-

inant importance. In seeking to mitigate the disastrous consequencies of

such natural hazards, it is necessary to understand the fundamental fluid

dynamical principles that underlie these awe-inspiring phenomena of na-

ture. The extent to which climate change may influence the frequency and

intensity of such phenomena is of course a matter of great current concern,

with major political implications at a global level.

It will be no surprise therefore that one of the current priority areas

of the International Council for Science (ICSU) is “Natural and Human-

Induced Environmental Hazards and Disasters”; and it was under this head-

ing that a grant was awarded to two of ICSU’s International Scientific

Unions (IUTAM, the International Union of Theoretical and Applied Me-

chanics, and IUGG, the International Union of Geodesy and Geophysics) to

hold a two-week Spring School (19 April–2 May 2009) on the subject “Fluid

Dynamics and Geophysics of Environmental Hazards”. The School, sup-

ported by ICSU’s Regional Office for Asia and the Pacific Region (ROAP)

in Kuala Lumpur, was aimed at graduate students and young post-docs in

mathematics, physics or engineering, from Asia and the Pacific Region, with

the aim of encouraging them to undertake research in this field. It was held

at the Institute for Mathematical Sciences (IMS) of the National University

of Singapore, attracting some 50 students from Australia, Indonesia, Philip-

vii
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pines, Vietnam, Malaysia, China, Japan, Korea, Bangladesh, Pakistan, In-

dia, Sri Lanka, Georgia and Iran, as well as a number from Singapore itself

(see photograph on page ix).

Nine short courses of lectures were presented during morning sessions

of the School; chapters 1–9 of this volume contain the written version of

these lectures. Seminars on relevant topics were also held; one of these, on

“Rogue Waves” is also included in chapter 10.

By way of supplementary activity related to the lecture courses, the stu-

dents undertook research activity on 9 different projects proposed by the

lecturers. For this purpose, the students were divided into groups, 4 or 5

students in each group. The students worked on these projects, with guid-

ance from the lecturers, in afternoon sessions during the first week of the

School, and made presentations of their results during the afternoon ses-

sions of the second week. Their reports are available on the School website.

The students were uniformly enthusiastic about this style of project work,

which promoted an unusual degree of international and interdisciplinary

collaborative activity, and opened up research projects for the students to

pursue in more depth in the future.

Three posters were prepared in advance of the School in both English

and Chinese versions, for wide circulation to schools and Universities. We

are grateful to Andrew Burbanks (University of Portsmouth, UK) for help

in the design of these posters, to Weizhu Bao (NUS) who provided the

Chinese translations, and to World Scientific who printed the posters and

donated them free of charge for the benefit of the School. Versions of these

posters are reproduced on pp (xii-xiv) below.

We wish to express our thanks also to Louis Chen, Director of IMS,

for his constant support and encouragement and for the financial support

provided by IMS for the School; and to the local organising committee, par-

ticularly its co-Chairs Boo Cheong Khoo (NUS) and Pavel Tkalich (NUS).

Finally, we thank Sue Liu (DAMTP, Cambridge) who has provided invalu-

able assistance in text preparation; and Sarah Haynes of World Scientific

for her patience and understanding throughout the publication process.

September 2010 Keith Moffatt

University of Cambridge, UK

Emily Shuckburgh

British Antarctic Survey, Cambridge, UK



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

Preface ix

F
ig

.
1
.

P
a
rt

ic
ip

a
n
ts

o
f
th

e
S
p
ri

n
g

S
ch

o
o
l:

F
ro

n
t

ro
w

,
fr

o
m

le
ft

to
ri

g
h
t:

J
a
y
a
w

a
rd

en
a
,
G

er
d

T
et

zl
a
ff
,
P
a
v
el

T
k
a
li
ch

,
K

er
ry

E
m

m
a
n
u
el

,S
er

P
eo

w
T
a
n
,
L
o
u
is

C
h
en

,
K

ei
th

M
o
ff
a
tt

,
T

ie
h

Y
o
n
g

K
o
h
;
P

h
o
to

b
y

J
o
ly

n
W

o
n
g



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

x Preface

Fig. 2. Tsunami poster; Chinese version
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Fig. 3. Typhoon poster
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Fig. 4. Monsoon poster
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A BRIEF INTRODUCTION TO VORTEX DYNAMICS

AND TURBULENCE

H. K. Moffatt

Department of Applied Mathematics and Theoretical Physics
University of Cambridge

Wilberforce Road, Cambridge, UK
h.k.moffatt@cam.ac.uk

The emphasis in this short introductory chapter is on those fluid dynam-
ical phenomena that are best understood in terms of convection and dif-
fusion of vorticity, the curl of the velocity field. Vorticity is generated at
fluid boundaries, and diffuses into the fluid where it is subject to convec-
tion, stretching and associated intensification. Far from boundaries, vis-
cous effects may be negligible, and then vortex lines are transported with
the fluid. Vortex rings, which propagate under their own self-induced
velocity, are a widely observed phenomenon, and a fundamental ingre-
dient of fluid flow. Stretching and intensification is best illustrated by
the ‘Burgers vortex’ (the simplest model for a hurricane) in which these
process are in equilibrium with viscous diffusion. Instabilities of Kelvin-
Helmholtz type are all-pervasive in highly sheared flow, and inexorably
lead to transition to turbulence. In turbulent flow, the vorticity is ran-
dom, but these fundamental processes still dictate many features of the
flow. Fully three-dimensional turbulence is characterised by a cascade of
energy through a broad spectrum from large scales to very small scales
at which kinetic energy is dissipated by viscosity, a scenario that leads to
the famous (-5/3) Kolmogorov spectrum. These topics are reviewed and
discussed with a view to geophysical applications. The phenomena of
intermittency and concentrated vortices as revealed by direct numerical
simulation are also briefly discussed.

1. Introduction

Vortex (or vorticity) dynamics is concerned with the manner in which

swirling flows evolve in fluids when viscous (i.e. internal friction) effects

are relatively weak, and can be neglected in a first approximation. Such

1
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flows are controlled largely by inertial effects. An understanding of vortex

dynamics is an essential preliminary to a consideration of turbulent flows

in which the vorticity distribution is a highly complex function of position.

Its time evolution is most easily understood through the statement that

“vortex lines are frozen in the fluid”, i.e. they are transported with the

flow like material curves of fluid particles. This is not quite the whole story

however, because, insofar as the flow may be treated as incompressible, the

vorticity is intensified as the vortex lines are transported, in proportion to

the stretching of vortex line elements. This stretching is very persistent in

a turbulent flow, leading to very strong intensification of vorticity coupled

with progressive decrease of the scale of variation of the flow, an effect

usually described in terms of an ‘energy cascade’. This cascade to small

scales is ultimately controlled by viscosity, no matter how weak this phys-

ical property of the fluid may be; and one of the remarkable properties of

turbulent flow is that the rate of dissipation of energy by viscosity is in-

dependent of the value of viscosity even in the limit as this tends to zero,

and this because the smallest scales of the flow adjust in just such a way as

to dissipate the kinetic energy at the very rate at which it cascades down

from larger scales.

The central role of vorticity in describing fluid motion was recognised

by Hermann von Helmholtz (1858), who first recognised the above cru-

cial ‘frozen-in’ property. The 150th anniversary of the publication of this

seminal paper was marked by the IUTAM Symposium 150 years of Vor-

tex Dynamics, recently held at the Technical University of Denmark (Aref

2010; the 50 papers contained in this volume provide an indication of the

huge current scope and applications of the subject). The theory of vortic-

ity was taken up and enthusiastically developed by William Thomson (later

Lord Kelvin) (1867; 1869 and many subsequent papers), who proposed that

the atomic structure of the various elements might be explained in terms

of knotted vortex tubes, whose ‘knottedness’ would be conserved under

frozen field evolution. Such structures turn out to be dynamically unstable,

and Kelvin was ultimately obliged to abandon his theory of ‘vortex-atoms’;

nevertheless, his pioneering investigations opened up the new field of hy-

drodynamic instability, providing important clues concerning the ubiquity

of turbulent, as opposed to laminar, flows in all large-scale natural systems.

Figure 1 shows Helmholtz and Kelvin around 1870, when both were at the

height of their powers and creativity.
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Fig. 1. Hermann von Helmholtz (left) and William Thomson (Lord Kelvin): the early
pioneers of vortex dynamics.

2. Vorticity and the Biot-Savart law

Let u(x, t) be the velocity field in a fluid which fills all space. This is of

course an idealisation, relevant when we consider fluid behaviour that is

uninfluenced by remote fluid boundaries. We shall suppose further, for sim-

plicity, that the fluid has uniform density ρ, and that it (or rather the flow)

is incompressible, i.e. ∇ · u = 0. Under this approximation, sound waves

are filtered out of the governing Navier-Stokes equations. The vorticity field

ω(x, t) is defined by

ω = ∇× u(x, t) , (2.1)

so that immediately ∇ ·ω = 0. We can conveniently think of ‘vortex tubes’

in the flow, i.e. the set of vortex lines passing through any small material

surface element δA. The ‘circulation’ round such a tube is

Γ =

∮

C

u · dx =

∫∫

δA

ω · n dA , (2.2)

where C is a closed curve circling the tube once, and this is evidently

constant, independent of the particular cross-section of the tube that is

chosen (figure 2a). It is frequently stated that vortex lines must either be

closed curves or end on a fluid boundary, but this is incorrect: it is now
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known that in a general three-dimensional flow, the vortex lines are chaotic,

and any two neighbouring vortex lines will in general diverge exponentially

(a good example may be found in the ‘ABC’–flow studied by Dombre et al.

(1986)). For this reason, the concept of a vortex tube must be treated with

caution, particularly in a turbulent flow in which the cross-section of any

instantaneous vortex tube will become seriously deformed if followed far

enough along its length.

!

!
!

!

!

!!! " #" $"

Fig. 2. Vorticity configurations and induced velocity fields. (a) Vortex tube with circu-
lation Γ. (b) Localised vorticity field, and induced velocity, dipolar at a large distance.
(c) Vortex ring and its induced velocity.

By virtue of the incompressibility condition ∇ ·u = 0, we may introduce

a vector potential A(x, t) for u, such that u = ∇×A, ∇ ·A = 0. Then we

have immediately ω = ∇× (∇×A) = −∇2A. If the vorticity distribution

is localised (and by this, we usually mean that |ω| decreases exponentially

rapidly outside some bounded region), then the appropriate solution of this

Poisson equation is

A(x, t) =
1

4π

∫

ω(x′, t)

|x − x′|
dV ′ . (2.3)

The corresponding velocity field is then

u(x, t) = ∇× A = − 1

4π

∫

(x − x′) × ω(x′, t)

|x − x′|3
dV ′ . (2.4)

This is the ‘Biot-Savart law’, giving the velocity field u(x, t) ‘induced’ by the

vorticity field ω(x, t). It is this velocity field that transports the vorticity

field, a nonlinear feedback that encapsulates the central difficulty of the

dynamics of fluids.

If, as supposed, the vorticity field is localised, then for |x| >> |x′|,

(where x′ is any point within the vortical region), equation (2.3) may be
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manipulated to give

A(x) ∼ −(µ ×∇)
1

r
, (2.5)

where

µ =
1

8π

∫

x × ω dV , (2.6)

and r = |x|. The corresponding asymptotic behaviour of u is

u ∼ ∇(µ ·∇)
1

r
, (2.7)

an irrotational velocity field associated with an (apparent) dipole µ located

at r = 0. (The result is independent of the origin chosen for x; proof: an

exercise for the reader!) The situation is as sketched in figure 2b. Equation

(2.7) shows that the velocity field associated with an arbitrary localised

vorticity distribution is dipolar at a large distance, of order r−3 as r → ∞.

The most familiar example of a localised vorticity distribution is pro-

vided by the ‘vortex ring’ for which the vorticity field is axisymmetric and

confined to a torus, the vortex lines being circles around the axis of the torus

(figure 2c). Such vortex rings may be produced and visualised by tapping a

smoke-filled box so that air is ejected impulsively through a suitably shaped

orifice; both the vortex ring and the smoke are then transported together

by the self-induced velocity field. This was the basis of Tait’s (1867) demon-

stration which so impressed Kelvin, who proceeded to calculate the speed

of propagation V of a vortex ring of radius R, starting from the Biot-Savart

law (2.4), and on the assumption that the vorticity is uniformly distributed

across the ‘core’ of the vortex of small core radius a; his result, recorded in

an appendix to Tait (1867), was

V =
ωa2

2R

(

log
8R

a
− 1

4

)

. (2.8)

Vortex rings generated by the method of Tait (exploiting the re-

tarding effect of viscosity in the boundary layer inside the orifice)

can travel a considerable distance before being dispersed as a result

of instability or through the direct action of viscosity. Vortex rings

appear to be ubiquitous in nature, the most striking example being

the vortex/steam rings emitted in volcanic eruptions (see, for exam-

ple, the beautiful photographs by Marco Fulle of this phenomenon at

http://www.swisseduc.ch/stromboli/etna/etna00. A fine example of

the persistence of vortex rings (visualised with bubbles at their core), and



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

6 H. K. Moffatt

the playful manner in which dolphins can interact with them can be found at

http://www.metacafe.com/watch/1041454/dolphinplaybubblerings.

3. The Euler equation and its invariants

We take as a starting point the Navier-Stokes equations for a viscous in-

compressible fluid in their familiar form

∂u

∂t
+ u ·∇u = −1

ρ
∇p + ν∇2u , (3.1)

∇ · u = 0 , (3.2)

where ρ is the fluid density (here assumed constant), and ν is the kinematic

viscosity of the fluid. If, for the moment, we neglect viscous effects entirely,

we simply set ν = 0, giving the equations obtained by Euler (1755).

∂u

∂t
+ u ·∇u = −1

ρ
∇p , (3.3)

∇ · u = 0 . (3.4)

It is remarkable that, despite the fact that these Euler equations were dis-

covered more that 250 years ago (Eyink et al., 2008), we still do not know

whether the solutions that evolve from smooth initial conditions of finite

energy remain smooth for all time; or conversely, whether there exist any

smooth finite-energy initial conditions for which the solution of the Eu-

ler equations becomes singular at finite time. This ‘finite-time singularity

problem’ may seem a rather esoteric issue, of more interest to mathemati-

cians than to geophysicists or engineers; but in fact it lies at the heart of

the problem of turbulence, having an obvious bearing on the mechanism of

dissipation of energy at the smallest scales of motion, and it is therefore a

problem that merits serious study. It is known that, if a singularity occurs

at some finite time tc, say, then the time-integral of the maximum value of

the vorticity must diverge as t → tc (Beale et al., 1984). This result places

the focus of investigation firmly on the behaviour of the vorticity field in

general three-dimensional situations. We shall suppose in what follows, that

the velocity and vorticity fields do in fact remain smooth for all time, unless

otherwise stated.

The Euler equation (3.3) may be written in the equivalent form

∂u

∂t
= u × ω −∇

(

p

ρ
+

1

2
u2

)

, (3.5)
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from which, taking the curl, we immediately obtain the ‘vorticity equation’

∂ω

∂t
= ∇× (u × ω) . (3.6)

This is the equation that implies that the vortex lines behave like material

lines, and are therefore transported with the fluid. Kelvin proved, on the

basis of this equation, that the circulation, defined as in (2.2),

K =

∮

C

u · dx , (3.7)

but now for any material (i.e. ‘Lagrangian’) circuit C that moves with the

fluid, is constant. By virtue of (2.2), K is also the flux of vorticity through

C; hence any flow that stretches a vortex tube and (by incompressibility)

decreases its cross-section must proportionately intensify the vorticity in

the tube. In fact, if δx is an element of a vortex line which moves with the

fluid, then |ω| ∝ |δx|. [The corresponding result for compressible flow is

that |ω| ∝ ρ|δx|.]

There are four known invariants of the Euler equations, namely mo-

mentum P, angular momentum M, (kinetic) energy E, and helicity H. One

might naively suppose that the momentum should be given by P =
∫

ρudV ,

the integral being over the whole fluid domain. This integral is however, at

best only conditionally convergent, due to the slow O(r−3) decrease of u at

infinity. One may calculate the momentum of any given flow by supposing

that the corresponding vorticity distribution is established from a state of

rest by an impulsive force distribution at the moment under consideration

(Saffman, 1995); the result is that

P =
1

2

∫

ρx × ω dV , (3.8)

an integral that is certainly convergent for any localised vorticity distribu-

tion. It may also be verified directly from (3.6) that P is indeed constant.

Note that P = 4πµ, so that the dipole moment of a localised vorticity dis-

tribution is constant in time. This result is true also for viscous evolution

under the Navier-Stokes equations, the reason being that under the influ-

ence of viscosity, momentum is neither created nor destroyed, but merely

redistributed by the process of diffusion.

Similarly, the correct expression for angular momentum may be ob-

tained in the form

M =
1

3

∫

ρx × (x × ω) dV , (3.9)
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and this integral is also constant under either Euler or Navier-Stokes evo-

lution.

The kinetic energy (divided by density ρ) is given by the convergent

integral

E =
1

2

∫

u2 dV , (3.10)

and this is constant under Euler evolution. However, under Navier-Stokes

evolution, we have

dE

dt
= −ν

∫

ω
2 dV , (3.11)

the right-hand side representing the rate of dissipation of energy by viscos-

ity. The integral on the right is called the ‘enstrophy’ of the flow, and is

usually denoted by the symbol Ω:

Ω =

∫

ω
2 dV ,

dE

dt
= −νΩ . (3.12)

Like vorticity itself, the enstrophy has a persistent tendency to increase in

turbulent flow, a process ultimately controlled by viscosity.

Finally, the helicity H is given by

H =

∫

u · ω dV , (3.13)

and this also is an invariant of the Euler equations (Moreau, 1961; Moffatt,

1969). Like energy, it is a quadratic functional of the velocity field, but,

unlike energy, it is not sign-definite; actually it is a ‘pseudo -scalar’, changing

sign under change from a right - to left-handed frame of reference; this is why

we use the non-mirror-symmetric symbol H to denote it. By the Schwartz

inequality, it is bounded in magnitude:

|H| ≤ EΩ , (3.14)

with equality only if ω is everywhere parallel to u. Such ‘Beltrami’ flows

are evidently flows of maximal helicity. The helicity is conserved even in

compressible flows provided these satisfy the barotropic condition that pres-

sure is a function only of density (and not for example of temperature), i.e.

p = p(ρ). In fact, helicity is conserved under precisely the same conditions

under which Kelvin’s circulation theorem is satisfied and vortex lines are

frozen in the fluid. The physical interpretation of helicity is topological in

character: this integral represents the ‘degree of linkage’ of the vortex lines

of the flow, a quantity that should certainly be preserved under frozen-field
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evolution . The interpretation is most transparent for the case of two sim-

ply linked vortex tubes of circulations Γ1 and Γ2; for this configuration, it

emerges that

H = ±2nΓ1Γ2 , (3.15)

where n is the (Gauss) linking number of the two tubes, and the plus

or minus sign is chosen according as the linkage is right- or left-handed

(assuming of course, as is conventional, that we use a right-handed frame

of reference). This topological interpretation has been extended to flows for

which the vortex lines are chaotic (the generic situation) by Arnol’d (1974).

4. The stretched vortex of Burgers (1948)

In a turbulent flow, each constituent vortex tube (or portion of a vortex

tube) is subject to the stretching associated with all other vortices in the

flow. It is natural therefore to consider an idealised situation in which this

stretching is as simple as possible, i.e. axisymmetric, uniform and steady.

We consider a vorticity distribution with just one component

ω = (0, 0,ω(r)) , (4.1)

where we use cylindrical polar coordinates (r,φ, z) with r2 = x2 + y2, and

we suppose this subjected to the action of ‘uniform axisymmetric straining

flow’ with constant rate of strain γ (> 0):

U = (−2γr, 0, γz) . (4.2)

In the absence of this strain, the vortex would diffuse under the action of

viscosity; the strain and associated vortex stretching counteracts this effect

and a steady state is possible. Note that the additional velocity induced by

the vortex is given, from (2.1), by

u = (0, v(r), 0) , (4.3)

where

v(r) =
1

r

∫ r

0

ω(r′)r′ dr′ , (4.4)

and that this additional velocity has no effect on the vorticity distribution

(because ∇× (u × ω) = 0).

The vortex therefore evolves according to the equation

∂ω

∂t
= ∇× (U × ω) + ν∇2

ω ; (4.5)
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this equation has only a φ-component, which reduces to

∂ω

∂t
=

γ

2r

∂(r2ω)

∂r
+

ν

r

∂

∂r
r
∂ω

∂r
. (4.6)

The steady solution, with boundary conditions ω(0) = ω0, ω → 0 as r → ∞,

is

ω(r) = ω0 exp−(γr2/4ν) , (4.7)

a gaussian vorticity distribution, with total flux of vorticity

Γ = 2π

∫

∞

0

ω(r)r dr = 4πω0ν/γ . (4.8)

The associated velocity component v(r) is given, from (4.4), by

v(r) =
Γ

2πr

(

1 − exp

(

−γr2

4ν

))

. (4.9)

The circulation round a circle of radius r is 2πrv(r), and this tends to the

constant Γ for r > δ where δ = ν/γ is a measure of the radius of the tube.

The structure of this vortex is sketched in figure 3.

!

!

"

"#$!%

Fig. 3. The stretched Burgers vortex with circulation Γ and gaussian vorticity profile.

A remarkable feature of this vortex, as noted by Burgers (1948), is that

the corresponding rate of dissipation of energy per unit length of vortex,

namely

Φ = 2πν

∫

∞

0

ω2r dr = Γ
2γ/8π , (4.10)
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is independent of ν (for fixed circulation Γ) even in the limit as ν → 0. In

this limit, δ → 0, ω0 = O(δ−2) , and the gaussian distribution of vorticity

tends to a delta-function. Thus, the vorticity is indeed singular in the limit,

yet the rate of dissipation of energy per unit length of vortex remains finite.

If the strain field is non-axisymmetric, of the form

U(x, y, z) = (αx,βy, γz), with α < β ≤ 0 < γ , α + β + γ = 0 , (4.11)

the problem becomes much more complicated, and the behaviour is strongly

influenced by the value of the appropriate Reynolds number, here ReΓ =

Γ/ν. When ReΓ ) 1, as relevant in the context of turbulence, and when

β < 0, the rapid spin within the vortex is sufficient to minimise departures

from axisymmetry, and the solution (4.7) is still valid at leading order, the

small departures from axisymmetry in the contours of constant ω having

an interesting topological structure (Moffatt et al., 1994).

The particular situation when β = 0 provides a stretched vortex sheet

localised near the plane x = 0, also with gaussian structure. This two-

dimensional solution has been generalised by conformal mapping techniques

to provide a wide class of exact solutions of the Navier-Stokes equations ex-

hibiting a fascinating range of ‘floral’ vortical patterns (Bazant and Moffatt,

2005). For such two-dimensional solutions however, the maximum vorticity

in each sheet increases in proportion to ν−1/2 as ν → 0, and the rate of

dissipation of energy per unit area of the vortex sheets is O(ν1/2), thus

vanishing in the limit ν = 0, in striking contrast to the axisymmetric case.

This is one reason why vortex tubes, rather than vortex sheets, are the more

promising candidates for the role of typical structures within a turbulent

flow.

5. Kelvin-Helmholtz instability

In consideration of the instabilities to which fluid flows are subject, we

should distinguish between ‘fast’ instabilities, i.e. those that are of purely

inertial origin and have growth rates that do not depend on viscosity, and

‘slow instabilities’, which are essentially of viscous origin, and whose growth

rates therefore tend to zero as the viscosity ν tends to zero, or equivalently

as the Reynolds number Re = UL/ν tends to infinity. Examples of fast

instabilities are the ‘Rayleigh-Taylor instability’ that occurs when a heavy

layer of fluid lies over a lighter layer, the ‘centrifugal instability’ (leading to

‘Taylor vortices’) that occurs in a fluid undergoing differential rotation when

the circulation about the axis of rotation decreases with radius, and the
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‘Kelvin-Helmholtz instability’ that occurs in any region of rapid shearing

of the fluid. The best known example of a slow instability is the instability of

pressure-driven ‘Poiseuille flow’ between parallel planes, which is associated

with subtle effects of viscosity in ‘critical layers’ near the boundaries; the

‘dynamo instability’ of magnetic fields in electrically conducting fluids is

also diffusive in origin (through magnetic diffusivity rather than viscosity),

and may therefore also be classed as a slow instability.

Here, we shall focus on the Kelvin-Helmholtz instability, idealised as the

instability of a tangential discontinuity of velocity, which we may take to

be

U = (∓U/2, 0, 0) for y > or < 0 . (5.1)

The vorticity is then concentrated on the sheet y = 0, and given by the

delta-function

ω = (0, 0, Uδ(y)) . (5.2)

We suppose that this sheet is subjected to the sinusoidal perturbation

y = η(x, t) = η(t) exp ikx , (5.3)

with k > 0, the real part of (5.3) being understood. All perturbations may

similarly be supposed proportional to exp ikx. The flow is assumed to be

irrotational everywhere except on this disturbed sheet; the perturbation is

thus ‘isovortical’ in the sense that the disturbed vorticity is obtained by a

virtual flux-conserving displacement of the undisturbed vorticity field. The

velocity above and below the interface then takes the form

u = (−U/2, 0, 0) + ∇φ1 for y > η , (5.4)

u = (+U/2, 0, 0) + ∇φ2 for y < η , (5.5)

where, by virtue of incompressibility,

∇2φ1 = 0 and ∇2φ2 = 0. (5.6)

Since moreover the perturbation velocity must vanish as y → ±∞, it follows

that

φ1 = Φ1(t)e
−ky+ikx , φ2 = Φ2(t)e

ky+ikx , (5.7)

where Φ1(t) and Φ2(t) are to be found.

There are now two important conditions that must be satisfied on the

vortex sheet y = η(x, t). First, since this sheet moves with the fluid, its

Lagrangian derivative must vanish, i.e.

D

Dt
(y − η(x, t)) ≡ (

∂

∂t
+ u ·∇)(y − η(x, t)) = 0 on y = η . (5.8)
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Now Dy/Dt ≡ u ·∇y = ∂φ1,2/∂y according as we approach the sheet from

above or below. Also, for so long as the disturbance remains small, the

problem may be linearised, i.e. squares and products of the small quantities

η,Φ1 and Φ2 may be neglected and the jump conditions may be applied on

y = 0 instead of y = η. It follows that

∂φ1

∂y
=

∂η

∂t
− 1

2
U

∂η

∂x
and

∂φ2

∂y
=

∂η

∂t
+

1

2
U

∂η

∂x
on y = 0 . (5.9)

Second, the pressure p = cst − ρ∂φ/∂t + ρu2/2 must be continuous across

y = η, so that on linearising,

∂φ2

∂t
− ∂φ1

∂t
+

1

2
U

(

∂φ2

∂x
+

∂φ1

∂x

)

= 0 on y = 0 . (5.10)

Equations (5.9) and (5.10) may now be combined to give, after some

simple algebra, the amplitude equation

∂2η

∂t2
=

1

4
k2U2η , (5.11)

with exponential solutions η ∝ eσt where σ = ±kU/2 . Thus the mode for

which

σ = +kU/2 (5.12)

grows exponentially until the linearised theory ceases to be valid. These

modes (for varying wave-number k) are unstable, and the growth rate is

proportional to k, increasing as the wave-length 2π/k of the disturbance

decreases.

The physical mechanism of this instability is that the local strength of

the perturbed vortex sheet, given for the unstable mode by

Γ(x, t) = U +
∂φ2

∂x
− ∂φ1

∂x
= U + 2i

∂η

∂t
= U + ikUη , (5.13)

is π/2 out of phase with η ; the perturbation vorticity is maximal at the

points of inflexion where the slope of η is positive, and the induced velocity

is such as to amplify the perturbation (figure 4).

This interpretation of the instability mechanism actually continues into

the nonlinear regime, investigated by Moore (1979). Moore noted first that,

even on linear theory, some kind of singular behaviour is to be expected after

a finite time. For, by way of example, suppose that the initial disturbance

is periodic in x with period λ, with convergent Fourier series of the form

η(x, 0) =

∞
∑

n=1

An sin
nπx

λ
, (5.14)
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Fig. 4. The Kelvin-Helmholtz instability of a vortex sheet. (a) Vorticity accumulates
in the sheet at the upward sloping inflexion points. (b) Spiral wind-up after the Moore
singularity.

where

An = e−nn−p , (5.15)

with p > 0. Thus η(x, t) and all its x-derivatives exist at time t = 0. How-

ever, by virtue of (5.12), selecting only the unstable modes, the disturbance

at time t is given by

η(x, t) =
∞
∑

n=1

An exp
nπUt

2λ
sin

nπx

λ
, (5.16)

and this series diverges for t > tc = 2λ/πU , because the exponential growth

of the coefficients then defeats the power-law decay for large n.

Now nonlinear effects generate harmonics of the initial disturbance even

when this consists of a single Fourier mode, so that a series of the form (5.14)

is soon established. Moore’s achievement was to show that the exact non-

linear solution for η(x, t) becomes singular at a finite time of order λ/U at

the upward-sloping inflexion points where, as indicated above, the accumu-

lation of vorticity becomes more and more concentrated. This singularity

appears as a discontinuity of curvature, and the vortex sheet strength is cus-

pidal in form. Beyond the singularity time, observation suggests that the

sheet rolls up in a periodic sequence of spiral vortices (figure 4b), although

no analytical solution is as yet available to describe this behaviour.

What is important here is that any vortex sheet is absolutely unstable,

with a tendency to break up into a series of concentrations of vorticity, more

like vortex tubes than a vortex sheet. The vortex tube appears in general

to be a much more robust structure than the vortex sheet which has at best

a transitory existence, even in turbulent flows.
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The Kelvin-Helmholtz instability, as described above, occurs not only

for vortex sheets, but also for parallel shear flows having an inflexion point

in the velocity profile; the ‘tanh’ profile

U = (−U/2 tanh y/δ, 0, 0) , (5.17)

for which vorticity is distributed in a layer of thickness O(δ), is a useful

prototype. Such a velocity field is unstable to sinusoidal perturbations of

wavelength large compared with δ; on such scales, the velocity profile ‘looks

like’ the discontinuous profile (5.1), so it is not surprising that it exhibits

the same type of instability leading to spiral wind-up of the whole vortical

layer.

In fact, the existence of at least one inflexion point in the profile of a

parallel shear flow of an inviscid fluid is known to be a necessary condition

for (linearised) instability of the flow (see, for example, Drazin and Reid

(2005)). Plane Poiseuille flow, with its parabolic profile, is therefore stable

in the limit of infinite Reynolds number (ν = 0). The source of the (slow)

instability of this and similar flows must therefore be sought in the dual

role of viscosity, usually thought to be merely stabilising!

6. Transient instability and streamwise vortices

There is however another, potentially more potent, mechanism by which

plane parallel non-inflexional flows may be destabilised; this arises through

consideration of the shearing of disturbances of finite (rather than infinites-

imal) amplitude. Such disturbances, as might be anticipated, can be drawn

out into long structures parallel to the flow (or ‘streamwise vortices’) which,

when superposed on the underlying shear flow, provide locally inflexional

profiles, which are then subject to the Kelvin-Helmholtz instability. We

shall illustrate this behaviour by considering the simplest case of uniform

shear flow

U = (αy, 0, 0) , (6.1)

on which, at time t = 0, we superpose a sinusoidal disturbance of the form

u(x, t) = A0 exp (ik0 · x) , (6.2)

with k0 · A0 = 0 (by incompressibility). For the moment, we retain the ef-

fects of viscosity. The analysis that follows was presented by Moffatt (1967),

and developed in the context of turbulent shear flow by Townsend (1976).
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We suppose that the perturbation, although finite, is still sufficiently

weak to allow linearisation of the Navier-Stokes equation:

∂u

∂t
+ U ·∇u + u ·∇U = −1

ρ
∇p + ν∇2u , (6.3)

where p is the perturbation pressure associated with the disturbance. This

equation admits a solution of the form

u = A(t) exp (ik(t) · x) , p/ρ = P (t) exp (ik(t) · x) , (6.4)

in which both wave-vector k(t) and amplitudes A(t) and P (t) are allowed to

vary with time. Such disturbances, first recognised by Lord Kelvin (1887),

are known as ‘Kelvin modes’. We may note that for a single mode of this

kind, the omitted nonlinear term u ·∇u in (6.3) is in fact identically zero,

so that (6.4) can provide an exact solution of the Navier-Stokes equation.

However, a superposition of modes of different wave-vectors do involve sig-

nificant nonlinear interactions, which we do not consider here.

Substituting (6.4) in (6.3) gives

Ȧ + i(k̇ · x)A + αA2(1, 0, 0) + iαyk1A = −ikP − νk2A , (6.5)

and we have also, by incompressibility,

k(t) · A(t) = 0 . (6.6)

The coefficients of x, y and z in (6.5) must vanish; hence k̇1 = 0 ,

k̇2 = −αk1, k̇3 = 0, so that

k1 = k01 , k2(t) = k02 − αk1t , k3 = k03 . (6.7)

This simply describes the shearing of the wave fronts, which become more

and more aligned parallel to the plane y = 0. If k1 = 0, then the wave

vector (0, k2, k3) remains constant, whereas if k1 ,= 0, then the effect of the

shear is asymptotically to align the wave vector in the (0, 1, 0) direction

and to increase its magnitude linearly with time.

Here we may note immediately that the effect of the viscous term is

simply to introduce a factor

exp

[

−ν

∫ t

0

(k(t))2dt

]

= exp
[

−ν(k2
0t − k1k02αt2 + k2

1α
2t3/3)

]

, (6.8)

where k0 = |k0|, so that, provided k1 ,= 0, this Kelvin mode experiences

‘accelerated decay’ on a time-scale

αt = O(α/νk2
1)

1/3 . (6.9)
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Modes for which k1/k0 is small survive for a long time (when ν is small);

the exceptional modes for which k1 = 0 survive for the much longer time-

scale O(1/νk2
0), unaffected by the shear. It is the decay of all modes as

described by (6.8) that accounts for the stability of the flow U on linearised

analysis. However, before this ultimate decay sets in, the amplitude |A(t)|

may increase by an arbitrarily large factor, as we shall now show.

Noting first, from (6.6), that k̇ · A + Ȧ · k = 0, we have, from (6.5),

−ik2P = −k̇ · A + αA2k1 = 2αA2k1 , (6.10)

and the part of (6.5) not involving x, y and z is then satisfied provided

Ȧ + αA2(1, 0, 0) = −ikP = 2αA2k1k/k2 . (6.11)

Integration of the second component of this equation, then of the first and

third components, is straightforward; with the notation

l2 = k2
1 + k2

3 , tan θ = l/k2(t) , [ψ] = ψ(t) − ψ(0) , (6.12)

the solution is

A1(t) = A01 − A02

{

k2
0k

2
3

k1l3
[θ] +

k1k
2
0

l2

[

k2

k2

]}

, (6.13)

A2(t) = A02k
2
0/k2 , (6.14)

A3(t) = A03 + A02
k3k

2
0

l3

{

[θ] + l

[

k2

k2

]}

. (6.15)

These three components are plotted in figure 5 for the initial conditions

k0 = (0.1, 1, 1) and A0 = (1, 1,−1.1), for which k1/k0 ≈ 0.07, small enough

for there to be a relatively long period of approximately linear growth of

|A1(t)|. This period of linear growth increases as k1/k0 decreases. The linear

growth, or ‘transient instability’, results from the (u·∇)U = u2∂U/∂y term

in equation 6.3, which corresponds to persistent transport of mean-flow x-

momentum in the y-direction.

If a random superposition of modes with isotropically distributed initial

wave-vectors k0 is subjected to the above shearing, then the dominant

contribution to the disturbance energy will ultimately come from modes

with wave-vectors in an increasingly narrow neighbourhood of the plane

(in wave-number space) k1 = 0, i.e. from modes for which k0 · U ≈ 0.

Physically this corresponds to the emergence of structures having little or

no variation in the streamwise direction. Such structures are known, for

obvious reasons, as ‘streamwise vortices’; they grow in strength, under the

action of the mean shear, until the appearance of inflexion points in the
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Fig. 5. Evolution of A1(t) (solid curve), A2(t) (dashed), and A3(t) (dotted), as given by
(6.13)-(6.15), with initial conditions k0 = (0.1, 1, 1) and A0 = (1, 1,−1.1) (so k0 · A0 =
0); note the relatively long period of linear growth of A1(t), a symptom of transient
instability.

profile of the total x-component of velocity is inevitable. At that stage the

flow is prone to ‘secondary instability’ of Kelvin-Helmholtz (K-H) origin;

the flow becomes fully three-dimensional, and the transition to turbulence

is well underway. All this applies of course only if the viscosity parameter

ν is sufficiently weak.

The theory described above is a particular case of what is known as

‘Rapid Distortion Theory’ (RDT), which more generally describes the lin-

earised uniform distortion of a field of turbulence by a mean velocity field

of the form

Ui(x) = cijxj , (6.16)

of which (6.1) is obviously a special case. Such flows may be either elliptic or

hyperbolic in character. It is possible to incorporate additional effects rele-

vant in geophysical applications, e.g. uniform density stratification and/or

coriolis effects associated with the Earth’s rotation. Such effects have been

explored in detail by Sagaut and Cambon (2008), where extensive references

to previous work on RDT may be found.

It is also worth noting that transient instabilities, as described above,

and as greatly developed by Schmid and Henningson (1994), play an im-

portant part in more recent work in which new steady and travelling-wave

solutions of the classical problems of Couette flow and Poiseuille flow in a
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pipe have been found. The essential idea (see, for example, Waleffe (2003);

Pringle and Kerswell (2007)) is that coherent structures formed by transient

instability are unstable to K-H–type instability, and that these (secondary)

instabilities interact coherently in such a way as to regenerate the original

finite-amplitude perturbations to the flow. The highly original new ideas

and results in this area, which have a bearing on the important problem of

transition to turbulence, are among the most exciting to emerge in recent

years.

7. Turbulence, viewed as a random field of vorticity

Over the last twenty years, turbulence has been increasingly subjected to

Direct Numerical Simulation (DNS), i.e. computational treatment of the

Navier-Stokes equations without approximation, by either finite-difference

or spectral techniques, and ‘post-processing’ of the numerical output. Fig-

ure 6 shows the vorticity distribution in high vorticity regions of a field

of turbulence, from a ‘state-of-the-art’ simulation on the Earth Simulator

(Yokokawa et al., 2002); what is important to note here is the apparent

‘tube-like’ structure of this random field. We referred in the introduction to

the persistent stretching of vortex lines in a turbulent flow. Figure 6 gives

some substance to this description: each vortex tube is subject to stretch-

ing associated with the induced velocity of the whole vorticity distribution

(possibly dominated by that of neighbouring vortices), in a manner remi-

niscent of the Burgers’ vortex model of §4 above.

Of course such a description presupposes that there is indeed a system-

atic stretching effect (rather than the opposite – a systematic contraction).

This stretching arises from a natural tendency for any two fluid particles,

initially close together, to move apart under the action of a random incom-

pressible velocity field. Indeed, if δx(t) is the separation of two particles,

with δx(0) = δa assumed infinitesimally small and non-random, then it

can be shown (Orszag, 1977) that in homogeneous, isotropic turbulence

(i.e. turbulence whose statistical properties are invariant under translation

and rotation)

〈

δx2
〉

≥ δa2 . (7.1)

When coupled with an assumption concerning the ‘finite memory’ of tur-

bulence (which amounts to assuming that the turbulence field for times

greater than t + tc is uncorrelated with that at time t), this is sufficient

to establish that
〈

δx2
〉

increases systematically in time (Davidson, 2004)
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Fig. 6. Intense-vorticity iso-surfaces (|ω| > <ω>+4σ, where σ is the standard deviation
of |ω|), in a direct numerical simulation of homogeneous turbulence [from Yokokawa et al.

(2002), by permission]; this simulation was carried out in a periodic box with 40963 grid
points, and at a Reynolds number Reλ = 732; this Reynolds number is O(Re1/2), where
Re = u0L/ν. This figure shows a ‘zoomed-in’ high vorticity region of size (7482×1496)lv,
where lv is the ‘inner’ Kolmogorov scale. Vorticity fluctuations down to this scale are
reasonably well resolved.

In particular, if δx is aligned with a vortex line, this element of the vortex

line will be systematically stretched by the flow (and this applies to every

element of every vortex line!).

The essential ingredients of the dynamics of turbulence may thus be

thought of as a combination of three elements: formation of sheet-like

structures by shearing of random vorticity (the transient instability mecha-

nism); all-pervasive Kelvin-Helmholtz instability of such structures leading

to tube-like structures with possibly some remnants of spiral wind-up; and

persistent stretching of such vortices by the strain induced by the surround-

ing vorticity field. Each of these ingredients has a tendency to decrease the

scale of the velocity field, i.e. to contribute to the energy cascade towards

the smallest scales of the turbulence, a fundamental aspect of the problem

to which we now turn.

8. The Kolmogorov-Obukhov energy-cascade theory

The random character of a turbulent velocity field necessitates a statistical

treatment in which an ‘ensemble average’ 〈. . .〉 can be defined. By ‘homo-

geneous’ turbulence, as indicated above, we mean turbulence for which all
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such averages are invariant under translation, i.e. independent of the ori-

gin of the coordinate system adopted. By ‘isotropic’ turbulence, we mean

turbulence that is homogeneous and, in addition, invariant under rotation

of the frame of reference, i.e. statistically ‘the same in every direction’.

We note that, if homogeneous turbulence is subjected to uniform strain of

the form (6.16), then it remains homogeneous, but develops increasingly

marked anisotropy, even if isotropic initially. Homogeneous turbulence has

been intensively studied since the pioneering investigations recorded by

Batchelor (1953). A modern treatment of the subject, with emphasis on

the Kolmogorov (1941) theory and its later modifications, is provided by

Frisch (1995).

We restrict attention here to the situation when the mean velocity van-

ishes: 〈u〉 = 0. Then attention must be focussed on correlations such as

Rij(r) = 〈ui(x)uj(x+r)〉 , Sijk(r) = 〈ui(x)uj(x)uk(x+r)〉 , . . . , (8.1)

in standard suffix notation. Equations for such correlation tensors can be

obtained from the Navier Stokes equations in a straightforward way; the

trouble is that, due to the nonlinearity of these equations, the equation for

∂Rij/∂t involves terms like Sijk(r); more generally, the time derivative of

any nth-order correlation inevitably involves the current value of (n + 1)th

order correlations. This is the famous ‘closure problem’ that bedevils the

subject. No completely satisfactory ‘closure’ hypothesis (providing an in-

stantaneous relationship between nth-order correlations and those of lower

order) has yet been found.

There is however one equation for a second-order quantity that does not

involve higher-order quantitiesa: this is the energy equation, easily derived

from (3.1):

d

dt

1

2

〈

u2
〉

= −ν
〈

ω
2
〉

+ ε . (8.2)

The nonlinear term of (3.1) makes no contribution to this energy equa-

tion, because it simply redistributes energy over an ever-increasing range

of length-scales (as if through the generation of harmonics and sub-

harmonics). We include a term ε in (8.2), representing the rate of input

aThere is also a similar equation for the mean helicity which involves a dissipative term
−ν < ω ·∇×ω >; however, since helicity is not sign-definite, positive helicity generation
at one scale can be compensated by negative helicity generation at another, even ne-
glecting the effect of viscosity. This means that the concept of a ‘helicity cascade’ must
be treated with caution.
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of energy to the turbulence by some stirring mechanism on a scale L; on

dimensional grounds, the level of turbulent energy generated is then of order

u2
0 ≡

〈

u2
〉

∼ (εL)2/3 , (8.3)

and we assume that

Re = u0L/ν >> 1 . (8.4)

Under statistically steady conditions, from (8.2),
〈

ω
2
〉

= ε/ν , (8.5)

from which we note immediately that the enstrophy
〈

ω
2
〉

→ ∞ as ν → 0.

The picture then, as conceived by Richardson (1926) and formalised by

Kolmogorov (1941), is that energy cascades at a rate ε from scales of order

L down to scales of order lv(<< L) at which viscous effects can dissipate

the energy (to heat). The only dimensional parameters on which the scale

lv can depend are ε and ν, and it therefore follows on dimensional grounds

that

lv ∼ (ν3/ε)1/4 . (8.6)

It then follows that

lv/L ∼ Re−3/4 , (8.7)

so that there is indeed a wide range of scales between the ‘energy injection

scale’ L and the ‘dissipation scale’ lv. It is over this range that the energy

cascade can proceed.

Kolmogorov (1941) theory is concerned with the statistical properties

of turbulence on scales small compared with L, and he assumed that on

such scales, these statistical properties are isotropic and depend only on

the parameters ε and ν, as well as on the separation variable r. Moreover, if

L >> r >> lv (the ‘inertial range’ of scales), then the statistical properties

do not depend on ν. Thus, for example, the ‘second-order structure function’
〈

(u(x + r) − u(x))2
〉

must, on dimensional grounds, have the behaviour
〈

(u(x + r) − u(x))2
〉

∼ (ε r)2/3 . (8.8)

Similarly, the mean-square separation of two fluid particles
〈

(∆x)2
〉

must

increase like
〈

(∆x)2
〉

∼ ε t3 , (8.9)

for so long as this quantity remains within the inertial range, a result fore-

shadowed by Richardson (1926) in an early study of atmospheric diffusion.
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This is more rapid than conventional diffusion in three dimensions with

diffusivity D, namely
〈

(∆x)2
〉

∼ 6Dt, because, as the particles separate,

eddies on progressively larger scales contribute to the diffusive process.

An equivalent formulation of the energy cascade in wave-number space

(Obukhov, 1941) gives a result for the energy spectrum function E(k) equiv-

alent to (8.8), namely

E(k) = Cε2/3k−5/3 (L−1 1 k 1 kv = l−1
v ) . (8.10)

This function E(k) is defined in such a way that

〈

(u(x)2
〉

= 2

∫

∞

0

E(k) dk , (8.11)

so that E(k) dk is the contribution to the mean kinetic energy from wave-

numbers in the spherical shell {k, k+dk} in wave-number space. According

to the theory, the dimensionless constant C should be the same in all fields

of turbulence, irrespective of the nature of the source of energy on scales of

order L, and irrespective of the context, whether environmental, meteoro-

logical, astrophysical, or whatever. The first convincing evidence for a k−5/3

spectral range came from measurements of turbulence at a Reynolds num-

ber of order 108 in the tidal channel to the east of Vancouver Island by Grant

et al. (1962). Since then, the Kolmogorov theory (sketched schematically in

figure 7 has provided the bedrock of our understanding of turbulence.

Yet all was not well with the theory, as Kolmogorov (1962) himself rec-

ognized; for the rate of dissipation of energy is itself a function of position

and time: ε = ε(x, t), and in regions where ε > 〈ε〉, the energy cascade

presumably proceeds more vigorously, a runaway effect that is now known

to generate ‘intermittency’ in a field of turbulence, i.e. regions of relatively

intense vorticity imbedded in more quiescent regions, very much as re-

vealed by DNS. Although intermittency has at most a weak effect on the

second-order structure function and on the energy spectrum function (the

k−5/3-law being apparently quite robust), higher-order statistics are more

seriously affected, and the conceptual basis for the Kolmogorov theory is

seriously undermined. Huge research effort has been devoted to the problem

of intermittency (see, for example, Frisch (1995)), but it seems fair to say

that the phenomenon still poses a great challenge to theoreticians.

A further great challenge that remains concerns the behaviour in the

‘dissipation range’ of wave-numbers k ∼ kv and greater, where kv = l−1
v =

(ε/ν3)1/4. Here the experimental evidence is that E(k) decays exponentially

for k > kv, implying smoothness of the velocity field at the smallest scales

(always of course within the limits of a continuum description). On the other
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Fig. 7. Energy cascade according to the Kolmogorov-Obukhov scenario; energy is sup-
plied to the turbulence at a rate ε on scales of order L, and is dissipated at wave-numbers
of order kv = (ε/ν3)1/4; for wave-numbers in the inertial range L−1 $ k $ kv , the en-
ergy spectrum function follows a k−5/3 power law.

hand, we have the result (8.5) implying the divergence of enstrophy as ν →
0. This brings us back to the problem posed at the outset of precisely how

the energy of turbulence is dissipated at the smallest scales. The Burgers

model of section 4 provides an important clue and starting point, but the

crucial problem of the interaction of skewed vortices, as detected in DNS,

remains of central importance at these smallest scales. We may note that,

at a Reynolds number of order 108 as in the Vancouver tidal channel, if

L ∼ 1 km, then lv ∼ Re−3/4L ∼ 1 mm; this range of scales from kilometres

down to millimetres in a 3D field of turbulence is far beyond what can be

simulated in even the most powerful supercomputers of the current era;

hence the continuing need for theoretical analysis of turbulence in parallel

with experimental observation and carefully crafted numerical simulation.

In this brief introduction to the huge subject of vortex dynamics and

turbulence, we have only been able to scrape the surface. Many books are

now available for students wishing to pursue the subject in depth. Notable

among these is the two-volume encyclopedic work of Monin and Yaglom

(1975). The more recent volumes of Davidson (2004) and Sagaut and Cam-

bon (2008) bear testimony to the continuing vitality of the subject. These

and other books are distinguished by two asterisks (**) in the list of refer-

ences that follows.
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I thank Mark Hallworth for help with preparation of the figures.
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In this chapter, the basic mechanics of stratified, rotating fluids as the
background to geophysical and environmental flows are discussed. The
following topics are included: stable stratification and internal waves;
gravity currents; plumes and convective flows; similarity theory of the
atmospheric boundary layer; geostrophic motion and inertial waves;
geostrophic adjustment.

1. Introduction

The Earth is enveloped by two important fluids: the atmosphere and the

oceans. Both fluids are in a constant state of motion. A visit to the coast

immediately reveals the restlessness of these fluids: there are winds buffeting

the coast and waves crashing against the shore. Geophysical fluid dynamics

is the study of the motion of the atmosphere and oceans according to the

principles of dynamics and thermodynamics.

29
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2. Stratified Flows

2.1. Surface Gravity Waves

Ocean waves seen crashing onshore are examples of surface waves. Such

wave motion results when the water surface is displaced above its equilib-

rium level and gravity acts to pull it downwards. As the water falls, it does

not stop at the equilibrium level but continues beyond to form a depression

in the surface. Pressure from the surrounding water mass forces the surface

depression to rise and the rising motion again overshoots the equilibrium

level. Gravity acts once more to restore the water surface. The consequent

oscillatory motion spreads horizontally, creating surface gravity waves.

2.1.1. Dimensional analysis

A plane surface wave may be represented as a disturbance to the surface

height h

h = H + h0 exp[i(ωt − kx)] (2.1)

where H is the equilibrium height of the water measured from the bot-

tom of the ocean, h0, ω and k are the amplitude, angular frequency and

wavenumber of the wave, respectively. t denotes time and x denotes the

displacement along the direction of wave propagation. The phase speed c

of the wave is defined as

c =
ω

k
, (2.2)

and c depends on the gravitational field strength g, the equilibrium depth

H and the wavenumber k.

Using dimensional analysis, it is possible to derive the functional form of

phase velocity c, with dimensions [c] = LT−1, in terms of the above factors,

with dimensions: [g] = LT−2, [H] = L, [k] = L−1. Let c = glHmkn. Then,

LT−1 = Ll+m−nT−2l

⇒
{

l = 1
2

m = n + 1
2 or n = m − 1

2

∴ c =
√

gH(kH)n or

√

g

k
(kH)m.

Since m and n can be any number, it is conceivable that

c =
√

gH f1(kH) or

√

g

k
f2(kH). (2.3)

for some dimensionless functions f1 or f2.
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2.1.2. Exact dispersion relation

The dependence of phase velocity c on the wavenumber k can be derived

exactly from fluid dynamical considerations (see e.g. Sections 5.2 and 5.3 of

Gill (1982)). In particular, when the wave amplitude is small (i.e. h0k << 1)

and nonlinear effects can be neglected,

c =

√

g

k
tanh(kH) (2.4)

Fig. 1. The exact dispersion relation of surface waves, where c′ = c/
√

gH and k′ = kH
are non-dimensionalized phase velocity and wavenumber respectively. Note that the log-
arithm of k′ is plotted on the abscissa. Dashed lines denote the two asymptotic functions,
c′ = 1 and c′ = 1/

p

|k′|, for small and large k′, respectively.

In the shallow-water or long-wave limit, i.e. kH 1 1, tanh(kH) → kH.

Thus,

c =
√

gH. (2.5)

This result which is consistent with dimensional analysis (2.3) assuming

that the speed is independent of the wavelength, which is the physically

relevant limit for shallow water.

The phase velocity is independent of wavenumber and all long waves

travel at the same speed. For example, earthquakes on the sea floor can

excite tidal waves or tsunamis, with wavelengths up to hundreds of km
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while the ocean is at most a few km deep. Thus, a tsunami propagates

at speed
√

gH ∼ 200ms−1 ∼ 720kmh−1 without dispersion, allowing its

energy density to be maintained as it crosses a vast expanse of ocean.

As a tsunami approaches the shore, the water depth decreases slowing it

down. Since λ = 2πc/ω, and frequency ω is constant, the wavelength λ

diminishes. For the same energy density, the amplitude h0 increases until

nonlinear effects become important: the water depth at the wave crest would

be significantly larger than that at the wave trough. This causes the wave

crest to move faster than the wave trough and eventually the wave rolls over

and breaks. In fact, h0 can grow to as big as tens of metres. The large wave

amplitude allows the tsunami to propagate inland for kilometres, causing

much harm to life and property along the coast.

In the deep-water or short-wave limit, i.e. kH ) 1, tanh(kH) → 1.

Thus,

c =

√

g

k
. (2.6)

Again the above equation is consistent with dimensional analysis (2.3), but

in this case applying the reasonable assumption that in deep water the

phase velocity is independent of depth. Long waves travel faster than the

short waves so that deep-water waves are dispersive. For example, for waves

of wavelength up to tens of metres, the water depth away from the shore is

much deeper and these waves propagate dispersively.

On the other hand, as the waves approach the shore they start to prop-

agate into shallow water and their speed then depends on the local depth

H. As a wave approaches the shore obliquely (figure 2), the portion of its

wave crest that is nearer the shore is in shallower water and so, from (2.5),

propagates more slowly and so the wavecrests turn parallel to the beach.

This is why surfing towards the shore is possible no matter which direction

the arriving swell comes from!

2.2. Froude Number

Consider a river of depth H flowing with uniform velocity U. A stone is

thrown into the river and excites waves. In the river’s moving frame of

reference, the waves travel with speed c outwards in all directions from

the point of entry of the stone. But in the stationary frame, a uniform

velocity U will be superimposed on the propagation of the waves. Thus,

when U > c, all the waves will be carried downstream with a net velocity

between U − c and U + c. Conversely, for the disturbance introduced by the
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Fig. 2. Constant-phase lines such as wave crests of an approaching plane wave refracts
towards the shore due to changing depth of the water and dispersion effects.

stone to propagate upstream in the stationary frame, it is necessary that

U < c.

This different qualitative behaviour between U < c and U > c is char-

acterized by a Froude number, defined as

F ≡ U

c
. (2.7)

Flows for which F > 1 are said to be supercritical ; those for which F < 1

are said to be subcritical. When F = 1, the flow is said to be critical. Since

the phase speed of surface waves has an upper bound of
√

gH (cf. Figure

1), the Froude number for surface waves is:

F =
U√
gH

(2.8)

2.3. Stratification and buoyancy frequency

Waves, called internal gravity waves can also occur in the interior of the

atmosphere and the oceans. In both surface and internal gravity waves,

vertical displacement leads to restoring forces. In the interior of a fluid, these

restoring forces result from gravity acting on density differences caused by

displacement of fluid parcels from their equilibrium positions.

Figure 3 are salinity and temperature distributions in the Pacific and

show, with the exception of the surface near the tropics, the salinity in-
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Fig. 3. Distribution of salinity (top) and potential temperature in a north-south tran-
sect in the Pacific Ocean. Salinity is in practical salinity units (or roughly parts per
thousand by mass) and potential temperature is in degrees Celsius. Potential temper-
ature is the temperature of the sea water if it is brought adiabatically to standard sea
level pressure and it indicates the temperature of the sea water without the warming
effect of adiabatic compression in the depths of the ocean. Red and yellow denote higher
values.NEED TO ACK SOURCE
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creases and the temperature decreases with depth. Similarly, figure 4 il-

lustrates that the atmosphere gets colder with height in the troposphere

and warmer with height in the stratosphere . As a result the density of air

decreases with height througout the atmosphere. Therefore, at large scales,

both the atmosphere and ocean are stably stratified fluids with less dense

fluid lying above denser fluid.
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Fig. 4. Distribution of temperature (left) and density (right) of the atmosphere above
Singapore at 00 UTC, 20 April, 2009, as measured by a balloon radiosonde launched
from Changi Meteorological Station. The reason the density of the air decreases with
height in the troposphere, despite the fact that the temperature is also decreasing is due
to the effects of pressure. As the pressure drops with height the air expands and so its
density decreases – and this effect exceeds the influence of temperature.

Consider a small parcel of fluid of volume V being raised a height δz

above its equilibrium level in a stably stratified fluid (figure 5). The buoy-

ancy force acting on the parcel is gV δρ, where δρ is the difference between

the parcel density and that of the environment. This force is directed in the

opposite direction to the displacement providing a restoring force. Newton’s

second law implies that

ρV
d2

dt2
δz = −gV δρ.
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For small displacements, δρ ≈ −dρ
dz δz. Hence,

d2

dt2
δz + N2δz = 0. (2.9)

where N is the buoyancy frequency

N2 ≡ −g

ρ

dρ

dz
. (2.10)

For N2 > 0, which corresponds to the density decreasing with height, the

motion is an oscillation with frequency N,

δz = A cos Nt + B sin Nt, (2.11)

where A and B are constants. For both the oceans and the atmosphere,

N ∼ 10−2 s−1 and so typical wave periods are about 10-20 mins.

Fig. 5. In a stably stratified fluid, i.e. where dρ/dz < 0, upward displacement of a fluid
parcel leads to positive density difference δρ from the environment. The converse is true
for downward displacement (not shown). The result is always a restoring buoyancy force
towards the equilibrium level of the parcel.

2.4. Internal Gravity Waves

In the presence of continuous stable stratification, internal gravity waves

propagate both horizontally and vertically. Suppose an internal gravity

wave with wave vector k = (k, l,m) propagates at an angle θ to the vertical

(figure 6). For an incompressible fluid, i.e. ∇ · u = k · u = 0, the displace-

ment is in the plane normal to the wave vector. The component δs of this

displacement that is coplanar with the wave vector and the vertical has a
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vertical component δs sin θ and results in a buoyancy force per unit mass

b = N2δs sin θ. Only the component of buoyancy force δb sin θ normal to

the wave vector results in a restoring acceleration. Thus,

d2

dt2
δs = −δb sin θ,

d2

dt2
δs + (N2 sin2 θ) δs = 0.

Therefore, the frequency of the oscillations and, hence, of the wave is

ω = N sin θ,

= N
|k × ẑ|

|k|
,

ω2 = N2 k2 + l2

k2 + l2 + m2
. (2.12)

The same dispersion relation can be derived from the linearized fluid dy-

namical equations for small wave amplitudes (e.g. Sections 6.4 and 6.5 of

Gill (1982)) The phase velocity cp and the group velocity cg are defined as

Fig. 6. An internal gravity wave with wave vector (k, l, m) propagates at an angle θ

to the vertical and the resultant displacement δs and buoyancy force per unit mass
N2δs sin θ.
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cp ≡ (cpx, cpy, cpz) ≡
ωk

|k|2
=

ω

k2 + l2 + m2
(k, l, m), (2.13)

cg ≡ (cgx, cgy, cgz) ≡ (
dω

dk
,
dω

dl
,

dω

dm
). (2.14)

The phase velocity is

|cp| =
ωk

|k|2
,

=
N

|k|2

√

k2 + l2 <
N

|k|
.

Short waves propagate more slowly than long waves and so internal gravity

waves are dispersive. Using equations (2.12), (2.13) and (2.14),

cgxcpx =
k2

|k|2
d(ω2)

d(k2)
,

=
k2

|k|2
N2

|k|2
m2

|k|2
> 0. (2.15)

cgycpy =
l2

|k|2
d(ω2)

d(l2)
,

=
l2

|k|2
N2

|k|2
m2

|k|2
> 0. (2.16)

cgycpy =
m2

|k|2
d(ω2)

d(m2)
,

= − m2

|k|2
ω2

|k|2
< 0. (2.17)

Thus, the horizontal group and phase velocities always point in the same

direction, while the vertical group and phase velocities always point in

opposite directions. It can also be verified that

cp · cg = 0. (2.18)

Thus, the group velocity is normal to the phase velocity and the wave vector.

This relation results form the fact that the fluid motion is perpendicular to

the wavenumber vector (figure 6).

2.5. Mountain Waves

Mountain waves illustrate a particular application of the theory of internal

gravity waves. Consider an infinite range of hills of height z = h cos kx.

Suppose the air above the hills is stably stratified with buoyancy frequency
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N and is flowing at uniform velocity of U (figure 7). As the air flow past

the hills, internal gravity waves are excited. Assuming that the maximum

slope of the hills kh 1 1, the amplitude of the waves is small and so the

dispersion relation (2.12) is applicable.

Fig. 7. An infinite range of hills excite internal gravity waves when the mean wind above
it U is subcritical. Note that the line of constant phase is tilted upwind with height, so
that the wave vector k and hence the phase velocity points upwind and downwards,
while the group velocity cg points upwind and upwards.

In the stationary frame (as in figure 7), there is a mean wind blowing to

the right and the internal gravity waves are not moving. But in the frame

that moves with the mean wind, the basic state of the atmosphere is at

rest while the hills and the waves are propagating to the left. Thus, it is

deduced that the horizontal component of the wave vector points to the

left. On the other hand, energy is radiated by the wave in the direction

of the group velocity. This means that the vertical group velocity must

be pointing upwards as energy from the surface radiates upwards into the

atmosphere. Equation (2.17) shows that the vertical phase velocity and

hence the vertical component of the wave vector points in the opposite

direction, i.e. downwards. Therefore, the wave vector points downwards

and to the left and the line of constant phase accordingly tilts upwind with

height. Since rising air expands and cools, condensation of water vapour

can occur and form lenticular clouds upwind of hilltops.
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The stationary wave pattern above can only form if the mean wind U

is subcritical, i.e.

F =
U

N/|k|
≤ 1,

∴ |k|U ≤ N.

When U is supercritical, i.e. F > 1, all the waves are swept downwind

and at these high wind speeds the effects of stratification are relatively

unimportant.

2.6. Mass, momentum and energy fluxes

The continuity, horizontal momentum and buoyancy equations in a two-

dimensional, linear internal gravity wave propagating in the (x, z)-plane

are

∂w′

∂z
= −∂u′

∂x
, (2.19)

∂u′

∂t
= − 1

ρ0

∂p′

∂x
, (2.20)

∂ρ′

∂t
= − w′

dρ0

dz
, (2.21)

where ρ0(z) is the ambient density distribution and u′, w′. p′ and ρ′ denote

the small perturbations in horizontal and vertical velocity, pressure and

pressure respectively.

These equations show that for an internal gravity wave of the form

exp[i(ωt − kx − mz)] (i.e. plane sinusoidal waves): w′ is either in phase

(km < 0) or in anti-phase (km > 0) with u′; u′ is either in phase (ωk > 0)

or in anti-phase (ωk < 0) with p′; and w′ is π/4 radians out of phase with

ρ′. Therefore,

w′u′ ,= 0, (2.22)

w′p′ ,= 0, (2.23)

w′ρ′ = 0. (2.24)

Using relation (2.22), (2.23) and (2.24) further imply that for plane sinu-

soidal waves,

u′p′ ,= 0, (2.25)

u′ρ′ = 0. (2.26)
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Equation (2.22) shows that the vertical flux of horizontal momentum and

horizontal flux of vertical momentum are non-zero, i.e. momentum is radi-

ated by the waves. The covariance between velocity and pressure pertur-

bations is the rate at which work is done by the fluid against the pressure

force (per unit area normal to the velocity) in the wave (see Section 1.10.1

of Vallis (2006)). Hence, (2.24) and (2.26) signify that work is done by the

waves in the atmosphere and hence energy is radiated away from the sur-

face by the wave. The zero mass flux in (2.24) and (2.26)) means that no

net transport of mass occurs in a linear internal gravity wave.

3. Convection

3.1. Unstable stratification

Hot air rises because the gas expands when heated thereby reducing the

density (conserving mass). Air is well described by the perfect gas equation

ρ =
p

RT
, (3.1)

where R is the gas constant. Thus an increase in temperature leads to de-

crease in density. Differentiation of this equation shows that the coefficient

of expansion is

α ≡ −1

ρ

∂ρ

∂T
=

1

T
. (3.2)

The same is true for water, where the equation of state is approximated

about (ρ0, T0) in the form

ρ = ρ0(1 − α(T − T0)). (3.3)

Thus in a gravitational field, liquid rises when it is heated from below - as

in cooking!

3.2. Parcel argument

We repeat the argument given above considering a fluid parcel moved from

its equilibrium position, but now in a situation where the density increases

with height - an unstably stratified fluid (figure 8). The governing equation

remains as (2.9) where now the buoyancy frequency is imaginary and

N2 ≡ −g

ρ

dρ

dz
< 0.
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Fig. 8. A schematic showing the density perturbation for a small parcel raised a distance
s from its equilibrium position in a statically unstable stratification.

Write M2 = −N2 > 0, then

s(t) = AeMt + Be−Mt

In this case s(t) increases exponentially with time so that the parcel

accelerates away from its equilibrium position and the stratification is said

to be statically unstable. The motion that results is called convection.

3.3. Dimensional analysis

Fig. 9. A layer of fluid of depth H heated from below by a temperature difference ∆T .

In a layer of depth H with an imposed temperature difference ∆T in a

fluid with viscosity ν and thermal diffusivity κ under gravity there are two

governing dimensionless parameters:
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• Rayleigh number

Ra =
g ∆T

T H3

νκ

• Prandtl number

σ =
ν

κ

The Prandtl number σ depends on the physical properties of the fluid

and takes the values of σ ≈ 0.7 for air and σ ≈ 7 for water.

3.3.1. Rayleigh number

As can be seen from the perfect gas equation (3.1), the quantity

g
∆T

T
= g

∆ρ

ρ
≡ g′

is the reduced gravity (or buoyancy) associated with a temperature differ-

ence ∆T , and is a measure of the driving force of the convection. In order

to see the physical relevance of the Rayleigh number we consider the force

balance on a heated parcel of fluid.

A parcel of fluid of size a has a (positive) buoyancy force proportional

to g∆ρa3. The motion of this parcel is retarded by viscosity giving a force

balance

g∆ρa3 ∼ ρνaw, (3.4)

where w = dz
dt is its vertical velocity, and hence

dz

dt
∼ g′a2

ν
(3.5)

The buoyancy of the parcel is reduced by loss of heat by conduction

dg′

dt
∼ κg′

a2
. (3.6)

Hence

g′ ∼ g′0e
−

κt

a2 . (3.7)

where g′0 is the initial buoyancy of the parcel. So if z(0) = 0,
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z =
g′0a

4

νκ
(1 − e−

κt

a2 ). (3.8)

Thus the maximum height of rise of the parcel as t → ∞ is

zmax ∼ g′0a
4

νκ
. (3.9)

For convection to occur the parcel needs to rise at least across the depth

of the fluid layer (zmax > H) and, since a ≤ H, the largest value of zmax

is achieved when a = H. Further, since the maximum value of g′0 = g ∆T
T ,

this implies there is a critical value of the Rayleigh number Ra =
g ∆T

T
H3

νκ

that must be exceeded for convection to occur.

3.4. Convection strength

The strength of the convection is measured by the heat flux H across the

fluid layer. A nondimensional measure of the heat flux is the Nusselt number

Nu ≡ H

κ∆T
H

, (3.10)

which is the ratio of the heat flux to the conductive flux that would occur

across the fluid layer without fluid motion.

Dimensionally, the Nusselt number is a function of the two dimensionless

parameters the Rayleigh and Prandtl numbers:

Nu = f(Ra, σ). (3.11)

and for given fluid properties

Nu = f(Ra). (3.12)

3.5. High Rayleigh number

Figure 10 shows average temperature profiles across the fluid layer at dif-

ferent values of the Rayleigh number. At the horizontal boundaries, where

there is no fluid velocity as a result of the ‘no-slip’ boundary condition, heat

enters the fluid at the bottom and leaves at the top by conduction alone.

As ∆T , and hence Ra, increases it is reasonable to suppose that more heat
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Fig. 10. Profiles of temperature with increasing Rayleigh number (λ in the figure) –
note that the boundary layers at the top and bottom become thinner in order to provide
the flux by conduction from the solid boundaries. Buoyant elements break off from these
layers and drive convection in the interior: from (Gille, 1967). Note also the ‘counter-
gradient’ profile with a slightly stable interior at high Ra.

is transferred across the fluid, and so the conduction at the top and bottom

boundaries must also increase. This means that the vertical temperature

gradients at these boundaries must increase, and a smaller fraction of the

temperature drop across the fluid layer occurs in the center of the layer.

This change in the temperature profiles is seen in figure 10.

At very high values of Ra, almost all the temperature drop occurs at

the two boundaries in these two conductive boundary layers and it is rea-

sonable to suppose that changing the vertical separation between these two

layers has little effect on the overall heat flux. Mathematically, this is equiv-

alent to assuming that, as Ra → ∞, the heat flux across the fluid layer is

independent of the depth of the layer. Consequently,

Nu ∝ Ra1/3, (3.13)

or that the heat flux,

H ∝ ∆T 4/3 : (3.14)
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– the so-called ‘four-thirds’ law .

The assumption that the heat flux is independent of the depth is found

not to be generally the case. As can be seen in the scaling argument, the

parcel that satisfies the inequality (zmax > H) has a size a ∼ H. This

is observed in practice – hot fluid leaves the lower boundary and flows

across the layer in motions with scales comparable with the layer depth.

This dependence on depth is also linked to nonlinear effects such as the

generation of mean flows within the fluid. As a result of this dependence

on the layer depth, the ‘four-thirds’ law is only an approximation. A recent

discussion of these complex and subtle issues can be found in (ARFM??)

3.6. Very High Rayleigh number

As discussed above, heat leaves the boundaries by conduction. Across a

boundary layer, thickness δ the conductive heat flux is

H =
κ∆T

δ
. (3.15)

Thus

Nu =
H

δ
> 1. (3.16)

A “boundary-layer” Rayleigh number can be introduced as Raδ ≡
g∆Tδ3

Tνκ
so that equation (3.16) becomes

Nu =

(

Ra

Raδ

)1/3

> 1, (3.17)

which is in accordance with the ‘four-thirds’ law. When Raδ exceeds a

critical value Raδ
c ∼ O(103), the boundary layer itself becomes unstable.

From equation (3.17), the Rayleigh number Ra for the convecting flow

is

Ra > Raδ
c ∼ O(103), (3.18)

At these high Ra, buoyant fluid is ejected from the thin boundary layers and

the horizontal scales of these buoyant elements are comparable to δ << H.

Consequently, when viewed on the scale of the fluid layer they arise from

small sources – such buoyant elements take the form of plumes if the source

is maintained over time or thermals if the source is transient. These are

discussed in the next section.
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4. Plumes

Fig. 11. A plume from the fire in London in 2005. Note the increase in the width of the
plume with height - as a result of entrainment.

Plumes arise from sustained and localized sources of buoyancy. Common

examples are hot gases emitted from a chimney stack, air rising above a

person or piece of electrical equipment, from a thin boundary layer at high

Ra and above a fire. Dynamically plumes are characterized by the buoyancy

flux B, which for air is proportional to the heat flux H

B =
gH

TρCp
, (4.1)

where Cp is the specific heat at constant pressure.

4.1. Plumes - dimensional analysis

Plumes arising from a point source are observed to be self-similar and on av-

erage conical in shape, as can be seen in the laboratory images in figures 12

and 13.

A plume is characterized by its mean radius b, vertical velocity w and

buoyancy g′ which depend only on B and height z. The buoyancy flux

has dimensions [B] = L4 T−3. Hence, dimensional analysis implies that

the width-average vertical velocity and buoyancy, and the plume radius are

respectively given by
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Fig. 12. A laser image of a plume rising in an unstratified fluid – Jens Huber (2006)

Fig. 13. A plume rising in a stably stratified fluid – (Morton et al., 1956).

w = c1B
1/3z−1/3, (4.2)

g′ = c2B
2/3z−5/3, (4.3)

b = βz. (4.4)
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From dimensional analysis, the volume flux

Q ≡ 2π

∫

∞

0

rwdr ∝ B1/3z5/3. (4.5)

The volume flux increases with height due to entrainment of ambient fluid,

which also causes the plume buoyancy to decrease with height.

4.2. Entrainment

The continuity equation in polar coordinates is

1

r

∂(ru)

∂r
+

∂w

∂z
= 0. (4.6)

Integrate (4.6) across the plume

∫

∞

0

r
∂w

∂z
dr = −

∫

∞

0

∂(ru)

∂r
dr, (4.7)

d

dz

∫

∞

0

rwdr = −[ru]∞0 , (4.8)

1

2π

dQ

dz
= −ru|∞. (4.9)

showing that the increase in volume flux is compensated by inflow from the

ambient fluid – by entrainment.

4.2.1. Entrainment assumption

This inflow can be written in terms of an entrainment velocity ue at the

plume edge b:

bue = −ru|∞. (4.10)

Since entrainment is a turbulent process, the calculation of this inflow veloc-

ity cannot be made without recourse to some assumption. The entrainment

assumption is that the inflow velocity is proportional to mean vertical ve-

locity of plume.

ue = αw. (4.11)

It is found from experiment that the entrainment constant α ∼ 0.1.
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4.3. Self-similarity

Entrainment increases the volume flux in the plume at a rate

dQ

dz
∝ bue = αbw. (4.12)

Since w ∝ z−1/3 and b ∝ z then it follows that Q ∝ z5/3, the same depen-

dence on height as (4.5) obtained by dimensional analysis, which assumed

that the plume is self-similar. Thus the entrainment assumption is equiva-

lent to self similarity in an unstratified fluid. This relation provides a strong

argument in support of the entrainment assumption.

4.4. Plume rise in a stratified fluid

As a plume rises through a stably stratified fluid, the density of the fluid

in the plume increases with height and the density of the surrounding fluid

decreases with height. Generally, there is a height – the level of neutral

buoyancy – at which the density of the fluid within the plume equals that

of the fluid outside the plume. As the plume is carried upwards past the

level of neutral buoyancy by its upward momentum it is then denser than

the surrounding fluid and the buoyancy forces now act downwards and bring

the plume to rest. It then spreads out horizontally into the surroundings,

at a height zN .

4.4.1. Dimensional analysis

The maximum height of rise zN depends on the strength of plume B, di-

mensions [B] = L4T−3 and strength of stratification characterised by the

buoyancy frequency N , dimensions [N ] = T−1. Dimensional analysis then

implies that

zN = cB1/4N−3/4, (4.13)

where c is a dimensionless constant that needs to be determined by theory,

computation or experiment.

Figure 14 shows a compilation of plume rise data from laboratory ex-

periments to a large oil fire - and the relation holds over five decades in

plume rise height.
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Fig. 14. Height of rise in a stratified fluid - this is the second largest extrapolation of
scales in physics. From Morton, Taylor & Turner (1956).

Fig. 15. Plume in an enclosed box (Baines & Turner 1969).
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4.4.2. Impact on the external environment - the ‘filling box’ .

In an enclosed environment the plume eventually heats all the fluid. Fig-

ure 15 shows the flow generated in a closed box. When the plume is initiated

it rises to the top of the box and spreads out along the upper boundary.

Subsequently, the plume rises through some of this preheated fluid and so it

arrives at the top of the box warmer than the previous fluid. It displaces the

fluid near the top and generates a downward motion in the environment,

and creates a stable stratification outside the plume.

The time τ taken for the box to fill is the time it takes for all the fluid

in the box to pass through the plume, and this is given by the volume V

of box divided by the maximum volume flux in the plume which occurs at

the top of the box. Thus, the ‘filling box’ time – the time for all the fluid

in the box to pass through the plume is

τ ∝ V

B1/3H5/3
. (4.14)

If there are many plumes – such as in an industrial or urban setting

(figure 16) – they ’compete’ for air to entrain, providing the same effect as

being in a confined box.

Fig. 16. Smog in LA caused by the filling box process

4.5. Fires

A fire requires a mixture of fuel and oxygen – expressed as the stoichiometric

fuel-air mass ratio f , which is the reciprocal of the mass of air required to

burn a unit mass of fuel. Typically, f < 0.2 for fuels of interest, primarily

because of the low molecular weight of hydrogen, as well as the excess

nitrogen in air. This small value of f , requiring a large mass of air to burn

a unit mass of fuel, means that entrainment is important to sustain a fire.
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5. Gravity currents

5.1. Horizontal stratification

Fluid of density ρ(x) at rest under gravity g satisfies the hydrostatic relation

∂p

∂z
= −gρ (5.1)

Unless ρ = ρ(z) only, the pressure p will, in general, be different at different

horizontal locations resulting in motion. Thus a fluid can only be at rest if it

is vertically stratified; horizontal stratification always drives a flow. This is

result of baroclinic generation of vorticity which occurs when ∇ρ×∇p ,= 0.

5.2. Gravity currents

5.2.1. Dimensional analysis

Fig. 17. Schematic of a finite volume release

Consider the release of a constant volume of dense fluid in a channel as

shown in figures 17 and 18. One example in nature of such a gravity current

occurs in an avalanche (figure 19). The speed U depends on g′ and time t

and the volume of the release characterised by the height D and horizontal

extent L0. The gravity current is two-dimensional and spans the width of

the channel.

Constant velocity phase

Initially U is observed to be constant and independent of the horizontal

scale L0. In that case dimensionally

U = F
√

g′D, (5.2)
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Fig. 18. A laboratory gravity current - the fluid density increases from blue to yellow
to red. As the current progresses the densest fluid eventually leads (Linden & Simpson
1986).

Fig. 19. Avalanche in Tuca, Spain

where F is a dimensionless constant conventionally called the Froude num-

ber.
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Similarity phase

At later times the finite release size, characterised by L0, becomes impor-

tant. The flow is then determined by the total buoyancy per unit width

B = g′HL0, which is constant by conservation of mass. The dimensions of

the buoyancy [B] = L3T−2 and so matching dimensions

U = cB1/3t−1/3, (5.3)

where c is a dimensionless constant. This implies that the speed decreases

with time. As a result the Reynolds number of the current decreases until

viscous forces become important.

5.2.2. Laboratory verification

Fig. 20. The current initially travels at constant speed until the bore from the rear
wall catches up with the front –this brings the information that the release has a finite
volume (Rottman & Simpson 1983)
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5.3. The front Froude number

Both (5.2) and (5.3) have unknown constants F and c that need to be

determined by further analysis, experiments or numerical simulations. This

is a huge topic for gravity currents and one which continues to be an active

research question. There are in fact two unknowns associated with the front

of a gravity current, the speed and the depth of the current, and so two

relations are needed to determine them from an initial release.

We confine our remarks here to noting that these constants F and c are

O(1).

6. Rotating Flows

6.1. Rotating frame and the Coriolis force

The Earth rotates about its spin axis once a day. Therefore, to understand

atmospheric and oceanic motion on time scales comparable to or longer

than a day, the inertial forces that arise from the Earth’s rotation must be

considered. To clarify the physical origin of these forces, consider a particle

moving in a circle of radius r and (absolute) velocity va in a stationary

frame S, e.g. in space (Figure 21(a)). The particle undergoes centripetal

acceleration due to a net radially inward force F per unit mass

F = −v2
a

r
. (6.1)

On the other hand, in the co-moving frame P anchored to the particle,

there is no motion (Figure 21(b)) and so the force F must be balanced by

an inertial force per unit mass Fa such that

F + Fa = 0 (6.2)

Fa ≡ v2
a

r
= Ω

2
ar (6.3)

where Ωa is the rate of rotation of frame P. In this case, Fa is the centrifugal

force per unit mass arising from the rotation of frame P and acts radially

outwards.

Both the stationary frame S and the particle frame P are rather special.

Suppose now the particle is observed in a frame E, e.g. the Earth frame,

that has a rotation rate Ω that is not zero and that is also different from

the rotation rate Ωa of frame P (Figure 21(c)) In frame E, the particle’s

velocity is v = va − Ωr. Since F is a physical quantity, its value must be

invariant between the frames of reference. So in frame E, equation (6.1) is
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Fig. 21. (a) A particle moves in a circular orbit in a stationary frame S. (b) In the
co-moving frame anchored to the particle, there is no motion. (c) In Earth’s frame E
which has its own rotation rate, the particle moves at a different velocity than in frame
S in a circular orbit.

still valid:

F = −v2
a

r

= − (v + Ωr)2

r

Rearranging,

F + Ω
2r + 2Ωv = −ω2r

where ω = v/r is the angular velocity of the particle in frame E. Thus, the

centripetal acceleration −ω2r observed in frame E is the resultant of the

physical force F, the centrifugal force per unit mass Ω
2r arising from frame

E’s rotation (cf. equation (6.3) for the rotation of frame P) and the Coriolis

force per unit mass 2Ωv that arises from the motion of the particle in the

rotating frame E. If we further transform from frame E to the particle frame

P,

F + Ω
2r + 2Ωv + ω2r = 0 (6.4)

Comparing equations (6.2) and (6.4), it is clear that the centrifugal and

Coriolis forces observed in frame E are parts of the inertial force Fa expe-

rienced by the particle in its own frame P.

The above derivation could be repeated in vectorial notation to obtain

a = F + Fcf + Fco,

a ≡ ω × (ω × r), (6.5)

Fcf ≡ −Ω × (Ω × r), (6.6)

Fco ≡ −2Ω × v, (6.7)
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where Fcf and Fco are the centrifugal and centripetal force per unit mass

and a is the centripetal acceleration of the particle’s circular orbit in frame

E. All motions on Earth experience Fcf , Fco and a

6.2. Inertial oscillations

On Earth, the centrifugal force and gravity can be considered together as

one “effective gravitational force” and in this way, the centrifugal force

due to Earth’s rotation is not considered separately. Because the ocean

and atmosphere are thin layers of fluid compared to Earth’s radius, only

the vertical component of Earth’s rotation is dynamically important. At

latitude φ, this vertical component is Ω sin φ. Thus, the Coriolis force per

unit mass on Earth is effectively

Fco = f v × ẑ (6.8)

f ≡ 2Ω sin φ (6.9)

where ẑ is the unit vector pointing upwards and f is the Coriolis parameter.

Thus, Coriolis effects are small near the equator and increase towards the

poles.

Fig. 22. A ring of fluid is at rest in a frame that rotates anticlockwise. (a) The ring
expands and Coriolis force acts radially inward. (b) The ring contracts and Coriolis
force acts radially outwards. In both cases, Coriolis force has a restoring effect on the
perturbation.
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Consider a horizontal ring of fluid at rest in a anticlockwise-rotating

frame E. In the stationary frame, the ring would be rotating and possesses

angular momentum. If the ring expands, conservation of angular momentum

implies that it would rotate more slowly. So an expanding ring will develop

clockwise rotation in frame E. Figure 22(a) shows that Coriolis force acting

on the ring will tend to resist the expansion. Conversely, if the ring contracts

as in figure 22(b), conservation of angular momentum causes it to develop

anti-clockwise rotation in frame E and Coriolis force will tend to resist

the contraction. Therefore, the Coriolis effect can provide a restoring force

against perturbations. (The same restoring effect is also achieved if frame

E rotates in a clockwise direction.)

For a fluid at rest in a rotating frame, if pressure perturbations are small

enough to be neglected, velocity perturbations (u′, v′) are influenced by the

Coriolis force only.

Du′

Dt = fv′

Dv′

Dt = −fu′

}

⇒
(

u′

v′

)

∝
(

sin ft

cos ft

)

(6.10)

Velocity and hence displacement undergo circular oscillations known as

inertial oscillations (Figure 23). In the northern hemisphere where f > 0,

the oscillation is clockwise; in the southern hemisphere where f < 0, the

oscillation is anticlockwise. In both cases, the sense of inertial oscillation is

opposite to the sense of rotation of the reference frame. Thus, the motion

is said to be anticyclonic . (Cyclonic motion would correspond to the same

sense as the rotation of the reference frame.) The frequency of inertial

oscillations is maximum at f when the displacement is horizontal (compared

to that of internal gravity waves which is maximum at buoyancy frequency

N when the displacement is vertical). The typical scale of such inertial

oscillations observed on the ocean surface is about a few kilometres.

6.3. Rossby radius of deformation and eddies

When there is a horizontal density gradient, the resulting pressure gradient

will cause the denser fluid to propagate as a gravity current into the less

dense fluid. As discussed in § 5, the speed of the gravity current is
√

g′H.

When a mass of denser fluid spreads outwards into a surrounding pool of

less dense fluid in a rotating frame, the Coriolis force causes the denser fluid

to rotate anticyclonically (figures 24(a) & (b)). This produces an inward

Coriolis force that stops the outward spreading over a time scale of one

rotation period (figure 24(c)). At equilibrium, the denser fluid will have
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Fig. 23. Schematic diagram of an inertial oscillations superimposed on a mean flow in
the northern hemisphere.

spread over a characteristic distance called the Rossby radius of deformation

LR ≡
√

g′H

f
. (6.11)

Fig. 24. (a) Dense fluid starts spreading outwards into a mass of less dense fluid in
an anticlockwise-rotating frame. (b) Coriolis force causes the outward velocity to deflect
right, leading to an anticyclonic flow being set up. (c) Eventually, the dense fluid stops
spreading when it has spread about one Rossby radius of deformation LR as the inward
Coriolis force acting on the anticyclonic flow is balanced by the outward pressure gradient
force.

In a continuously stratified fluid, density or pressure anomalies prop-

agate as an internal gravity wave with speed of the order of NH. Thus,
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spreading density or pressure anomalies are limited over the Rossby radius

of deformation:

LR ≡ NH

f
. (6.12)

Thus, LR is a measure of the typical size of density or pressure anomalies in

the atmosphere or ocean. These anomalies are associated with anticyclonic

or cyclonic flow depending on the core of the anomalies being dense high-

pressure fluid or less dense low-pressure fluid, respectively. From the sense of

the associated flow, the anomalies are called anticyclonic or cyclonic eddies.

For both the atmosphere and ocean, N ∼ 10−2 s−1 and f ∼ 10−4 s−1 are

typical and thus LR ∼ 100H.

• For the atmosphere, H ∼ 10 km and so the typical eddy size is

LR ∼ 1000 km .

• For the ocean, H ∼ 1 km and so the typical eddy size is LR ∼
100 km .

6.4. Buoyancy-driven coastal currents

Fig. 25. (a) The dense fluids starts spreading outwards in an anticlockwise-rotating
frame, including along the rigid wall aligned along a radial direction. (b) Some time
later, spreading continues along the rigid wall unaffected by Coriolis effect. Meanwhile,
the protrusion of fluid along the wall also tends to spread in the normal direction to the
wall. (c) Finally a current flows along the wall with a width of the order of Rossby radius
of deformation LR.

Consider the same thought experiment as in Figure 24 except that there

is an additional vertical wall aligned in one radial direction as shown in
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Figure 25(a). Along the wall, anticyclonic flow cannot be set up due to

the physical barrier and the Coriolis force there is balanced by the normal

reaction from the wall. The dense fluid continues to spread along the wall

in the manner shown in Figure 25(b). At the same time, the protrusion of

denser fluid along the wall would also tend to spread in the normal direction

to the wall. But this normal flow is deflected anticyclonically by the Coriolis

force. Eventually, the normal flow is stopped by Coriolis force and a steady

current of width LR flows outwards along the wall as in Figure 25(c).

In the atmosphere, there are no lateral boundaries. In the ocean, coasts

provide lateral boundaries that provide a reaction to the Coriolis forces. One

example is the East Greenland Current, where cold, but less-dense arctic

water flows southward along the east coast of Greenland. This current is

responsible for much of the ice transport from the Arctic Ocean into warmer

Atlantic Ocean and plays an important role in the heat exchange between

the two oceans.
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Fluid dynamics is at the heart of our climate system, governing the
motion of the atmosphere, oceans and ice sheets. Indeed, as will be de-
scribed here, the equations of motion for a fluid on a rotating sphere
form the core of the numerical climate models used to predict future
change. The spherical shape of the Earth leads to different approxima-
tions being appropriate within and outside the tropical regions. Aspects
of weather phenomena such as mid-latitude winter storms and the trop-
ical monsoons can be understood in this way. The Pacific and Atlantic
Oceans are bounded in longitude by the continents, whereas the South-
ern Ocean is not. This leads to the dominance of different physical pro-
cesses and hence different circulation patterns. Some processes, such as
those associated with the El Niño Southern Oscillation, can only be un-
derstood in terms of the coupled dynamics of the atmosphere and ocean.
In both the atmosphere and the oceans, global-scale overturning circu-
lations transport heat as well as chemical species around the Earth. The
physical mechanisms responsible for these aspects of the climate system
are reviewed, and their potential for change with increased atmospheric
greenhouse gas concentrations is discussed.

1. Introduction

Fluid dynamics is fundamental to our understanding of the atmosphere

and oceans and their role in determining the Earth’s weather and climate.

With ever increasing concern as to how humans are influencing the climate

system, it is vitally important to understand the relevant physics. The entire

system is immensely complex, but simplifications based on fluid dynamics

enable us to make predictions concerning the weather for the next few

63
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days and the climate for the next hundred years. The emphasis in this

chapter is on the large-scale circulation – that is on scales of several hundred

kilometers and more in the atmosphere and a few tens of kilometers and

more in the ocean. We will consider the forcing mechanisms that drive these

circulations and the dynamics that governs them. Rotating fluids such as

the atmosphere and oceans have unusual properties. We will see how fluid-

dynamical principles provide strong constraints that organize these fluid

flows on Earth and help determine our weather and climate.

The Earth is an almost perfect sphere with a mean radius of a =

6370 km. It is subject to a gravitational acceleration of g = 9.81 ms−1

and has a rotational period of τ =24 h, which corresponds to an angular

velocity of Ω = 2π/τ = 7.27 × 10−5 s−1. The atmosphere and oceans are

thin films of fluids on the spherical Earth under the influence of: (i) gravity,

(ii) the Earth’s rotation and (iii) heating by solar radiation.

2. Forcing of the atmosphere and ocean circulation

2.1. Atmospheric properties

We first consider the properties of the atmosphere. Global mean surface

pressure ps is 1013 hPa and the global mean density of air at the surface

ρs is 1.235 kg m−3. The air in the atmosphere is mixture of “ideal” gases:

nitrogen (N2) and oxygen (O2) are the largest by volume, but other gases

including carbon dioxide (CO2), water vapor (H2O), methane (CH4) and

ozone (O3) also play significant roles in influencing the atmospheric cir-

culation via their radiative effects. Atmospheric water vapour is present in

variable amounts (typically about 0.5% by volume). The amount is strongly

dependent on the temperature and it is primarily a consequence of evapo-

ration from the ocean surface. It plays a key role in determining the climate

as it strongly absorbs radiation in the infrared, the region of the spectrum

at which the Earth radiates energy back out to space.

To a good approximation the atmosphere as a whole behaves as an

ideal gas, with each mole of gas obeying the law pVa = RgT , where p is the

pressure, Va is the volume of one mole, Rg is the universal gas constant and

T is the absolute temperature. If Ma is the mass of one mole, the density

is ρ = Ma/Va, and the ideal gas law may be written as

p/ρ = RT , (2.1)

where R = Rg/Ma is the gas constant per unit mass. The value of R depends

on the composition of the sample of air. For dry air it is R = 287 J kg−1 K−1.
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In a mixture of ideal gases, each gas has a “partial pressure”, which

is the pressure the gas would have if it alone occupied the volume. The

total pressure of a gas mixture is the sum of the partial pressures of each

individual gas in the mixture (this is Dalton’s law). Thus, for example, for

moist air with pressure p, p = pd+pw where pd is the partial pressure of dry

air and pw is the partial pressure of the water vapour in the air. If a closed

container filled with moist air is brought to temperature T , the amount of

the water that is in liquid form and in gaseous form when thermodynamic

equilibrium has been reached (i.e. when the rate of evaporation equals the

rate of condensation) can be measured. The partial pressure of the water

vapour at thermodynamic equilibrium is known as the “saturation vapour

pressure”. As the temperature increases, this saturation vapour pressure

varies according to the Clausius-Clapeyron equation dpw

dT = Lpw

RwT 2 , where L

is the latent heat of vapourisation per unit mass and Rw is the specific gas

constant for the vapour. If L is a constant (a fairly good approximation at

typical atmospheric temperatures), this can be integrated to give pw(T ) =

Ae−L/RwT , and hence the saturation vapour pressure increases strongly

with temperature in the atmosphere.

Another key property is the “specific heat capacity”, c, which is the

measure of the heat energy required to increase the temperature of a unit

quantity of air by one unit. The specific heat of substances are typically

measured under constant pressure (cp). However, fluids may instead be

measured at constant volume (cV ). Measurements under constant pressure

produce greater values than those at constant volume because work must

be performed in the former. For dry air, cp = 1005 J kg−1 K−1 and cV =

718 J kg−1K−1. Finally, air is compressible, so if p increases at constant T

then ρ increases, and it has a large coefficient of thermal expansion, so if T

increases at constant p then ρ decreases.

For descriptive purposes, the atmosphere is divided into layers in the

vertical direction, according to the variation of temperature with height.

The layer from the ground to about 10-15 km, in which temperature de-

creases with height, is called the “troposphere”. It is bounded above by the

“tropopause”. From the tropopause to about 50 km is a layer in which the

temperature increases with height called the “stratosphere”. Further layers

are found above this, but it is the troposphere and the stratosphere that

are the most important for determining weather and climate, and so we

will concentrate exclusively on the dynamics of these two regions.
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2.2. Solar forcing

The forcing of atmosphere comes from the Sun, however interactions with

the land and the oceans are also important. The atmosphere is continually

bombarded by solar photons at infrared, visible and ultraviolet wavelength.

Some solar photons are scattered back to space by atmospheric gases or re-

flected back to space by clouds or the Earth’s surface; some are absorbed

by atmospheric gases or clouds, leading to heating of parts of the atmo-

sphere; and some reach the Earth’s surface and heat it. Atmospheric gases

(especially CO2, H2O and O3), clouds and the Earth’s surface also emit

and absorb infrared photons, leading to further heat transfer between one

region and another, or loss of heat to space.

The amount of energy that the Earth receives from the Sun has varied

over history, however at present the incident solar flux, or power / unit area,

of solar energy (the so-called “solar constant”) is F = 1370 W m−2. Given

that the cross-sectional area of the Earth intercepting the solar energy flux

is πa2, where a is the Earth’s radius, the total solar energy received per unit

times is Fπa2 = 1.74 × 1017 W. As noted above, not all this radiation is

absorbed by the Earth; a significant fraction is directly reflected. The ratio

of the reflected to incident solar energy is called the “albedo” α. Under

present conditions of cloudiness, snow and ice cover, on average the albedo

is α = 0.3; i.e., 30% of the incoming solar radiation is reflected back to

space without being absorbed. That means

final incoming power = (1 − α)Fπa2 . (2.2)

In physics, a “black body” is an idealized object that absorbs all radi-

ation that falls on it. No radiation passes through it and none is reflected.

Because no light is reflected or transmitted, the object appears black when

it is cold. However, a black body emits a temperature-dependent spectrum

of light. We have just described how the Earth reflects much of the ra-

diation that is incident upon it, nevertheless as an approximation we can

assume that it emits radiation in the same temperature-dependant way as

a black body. This emitted radiation is given by the Stefan-Boltzmann law

which states that the power emitted per unit area of a black body at ab-

solute temperature T is σT 4, where σ is the Stefan-Boltzmann constant

(σ = 5.67× 10−8 Wm−2K−4). This power is emitted in all directions from

the surface of the Earth, which has an area of 4πa2. Thus, in this model, if

the Earth has a uniform temperature Te,

final outgoing power = 4πa2σT 4
e . (2.3)
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This gives a definition of the “emission temperature” Te. It is the tem-

perature one would infer by looking back at the Earth from space if a

blackbody curve was fitted to the measured spectrum of outgoing radia-

tion. Assuming that the Earth is in thermal equilibrium, the incoming and

outgoing power must balance. Therefore, from equations (2.2) and (2.3) we

find

Te =

[

(1 − α)F

4σ

]1/4

. (2.4)

On substituting standard values for α, F and σ, we find Te ≈ 255 K. This

value is in the right ballpark, but is more than 30 K lower than the observed

mean surface temperature of about 288 K.

By considering the simplest possible model of the climate system, i.e.,

that the Earth receives energy from the Sun, directly reflects back about

30% and emits radiation as a blackbody, we have captured some of the

key aspects. However, comparison with observations of surface tempera-

ture have demonstrated that this very simplified model must have some

important missing ingredients which we will now explore.

2.3. Greenhouse effect

As has been mentioned above, atmospheric constituents emit, absorb and

scatter radiation. To develop our simple model of the climate system we

need to take this in to consideration. Hence we now assume that our sys-

tem has a layer of atmosphere of uniform temperature Ta. This atmosphere

is assumed to transmit a fraction τsw of incident solar (shortwave) radia-

tion and a fraction τlw of any incident thermal (longwave) radiation, and

to absorb the remainder. This is to mimic the effects of the atmospheric

constituents.

We have seen that taking into account the albedo effects and the dif-

ference between the area of the emitting surface 4πa2 and the intercepted

cross-sectional area of the solar beam πa2, the mean unreflected incoming

solar flux at the top of the atmosphere FS (power per unit area) is

FS =
1

4
(1 − α)F , (2.5)

with FS ≈ 240 W m−2. Of this, a proportion τswFS reaches the ground and

the remainder is absorbed by the atmosphere. In our revised model, we will

assume that the ground has a temperature Tg, and that it emits as a black

body. This gives an upward flux of Fg = σT 4
g , of which a proportion τlwFg
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Fig. 1. A simple model of the greenhouse effect. The atmosphere is taken to be a shallow
layer at temperature Ta and the ground a black body at temperature Tg. The various
solar and thermal fluxes are shown (see text for details).

reaches the top of the atmosphere with the remainder being absorbed by

the atmosphere. The atmosphere is not a black body and instead it emits

radiation following Kirchhoff’s law, such that the emitted flux is Fa =

(1 − τlw)σT 4
a both upwards and downwards, where Ta is the temperature

of the atmosphere. This is illustrated in figure 1.

Assuming that the system is in equilibrium, these fluxes must balance.

At the top of the atmosphere we have FS = Fa+τlwFg and at the ground we

have Fg = Fa + τswFS . By eliminating Fa, and using the Stefan-Boltzmann

law for Tg, we find that

Tg =

[

(1 − α)F

4σ

1 + τsw

1 + τlw

]1/4

, (2.6)

or from equation (2.4),

Tg = Te

(

1 + τsw

1 + τlw

)1/4

. (2.7)

This gives us a revised estimate of the temperature at the surface which

varies according to the proportion of shortwave and longwave radiation that

the atmosphere transmits. Reasonable values for the Earth’s atmosphere

are τsw = 0.9 and τlw = 0.2, i.e., the atmosphere transmits considerably

more shortwave solar radiation than longwave thermal radiation. When we

include these values we find that the surface temperature is Tg ≈ 286 K,
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which is much closer to the observed value of TE ≈ 288 K. Including an

atmosphere that allows greater transmission of shortwave radiation than

longwave radiation has had the influence of increasing the surface temper-

ature. This is known as the “greenhouse effect”a.

2.4. Radiative transfer

We now investigate in a little more detail the transfer of energy within the

atmosphere by photons, or “atmospheric radiative transfer”. The Sun has a

temperature of TS ≈ 6000 K and emits shortwave radiation at ultraviolet,

visible and infrared wavelengths between about 0.1 and 4µm. The Earth,

by contrast, has a much lower temperature, TE ≈ 288 K, and emits radi-

ation at infrared wavelengths between about 4 and 100µm. Gases in the

atmosphere act to absorb radiation of certain wavelengths, notably, O3 in

the ultraviolet, and CO2 and H2O in the infrared. The interested reader is

referred to Kiehl and Trenberth (1997) for figures showing the absorption of

shortwave and longwave radiation at different wavelengths by the different

gases. We have noted earlier that temperature and pressure decrease with

altitude in the troposphere and this is critical to a full understanding of

the greenhouse effect. At the surface, the relatively high temperature and

pressure means that gases absorb radiation in broad bands around spe-

cific wavelengths (collision-induced broadening), but these bands reduce in

width with altitude as the pressure and temperature decrease. As radiation

emitted from the Earth’s surface moves up layer by layer through the atmo-

sphere, some is stopped in each layer. Each layer then emits radiation back

towards the ground and up to higher layers. However, due to the reduction

in width of the absorption bands with altitude, a level can be reached at

which the radiation is able to escape to space. Adding more greenhouse

gas molecules means that the upper layers will absorb more radiation and

the altitude of the layer at which the radiation escapes to space increases,

and hence the radiation escapes from a layer with lower temperature. Since

colder layers do not radiate heat as well, all the layers from this height to the

surface must warm to restore the incoming/outgoing radiation balance.(See

Pierrehumbert (2010) for more details.)

aNote that equation (2.6) indicates that if the atmospheric constituents were to change in
such a way that the transmission of longwave radiation were reduced further, this simple
model would predict that the temperature at the surface would increase. However, an
increase in concentration of radiatively active gases will generally also lead to a decrease
in the transmission of shortwave radiation and to a change in the albedo, and so detailed
considerations are required to determine the exact impact.
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It has become standard to assess the importance of a factor (such as

an increase in a radiatively active atmospheric constituent) as a potential

climate change mechanism in terms of its “radiative forcing”. This is a

measure of the influence the factor has in altering the balance of incoming

and outgoing energy, and it is defined as the change in net irradiance (i.e.

the difference between incoming and outgoing radiation) measured at the

tropopause. For carbon dioxide the radiative forcing is given to a good

approximation by a simple algebraic expression: ∆F = 5.35× ln C
C0

Wm−2,

where C is the concentration of carbon dioxide and C0 is a reference value

taken to be 278 ppm. For a doubling of carbon dioxide values above pre-

industrial values, this gives a radiative forcing of approximately 3.7 W m−2.

Radiative forcing can be used to estimate a subsequent change in equi-

librium surface temperature (∆TS) arising from that radiative forcing via

the equation: ∆TS = λ ∆F , where λ is the “climate sensitivity” and ∆F is

the radiative forcing. For our very simplest climate model, we found that

the emitted radiation per unit area was F = σT 4
e , from which we inferred a

value of Te ≈ 255 K. We can estimate the climate sensitivity in the absence

of any feedbacks in the system λ∗ by considering the change in radiative

forcing after a new steady state is reached: ∆F =
(

δF
δT

)

|T=Te
∆T ∗

S . This

gives a climate sensitivity in the absence of feedbacks of λ∗ = (4σT 3
e )−1,

or 0.26 K/(Wm−2). Using this to estimate the temperature increase due

to a doubling of carbon dioxide in the absence of feedbacks gives ∼ 1 K.

In reality, feedbacks in the system (for example changes to the albedo and

the water vapor content of the atmosphere) will influence the temperature

change. The Fourth Assessment Report (AR4) of the Intergovernmental

Panel on Climate Change (IPCC) stated that the climate sensitivity (tak-

ing into account relevant feedbacks ‘is likely to be in the range 2◦C to 4.5◦C

with a best estimate of about 3◦C, and is very unlikely to be less than 1.5◦C.

Values substantially higher than 4.5◦C cannot be excluded, but agreement

of models with observations is not as good for those values.’ The greatest

uncertainty concerns the influence of cloud-related feedbacks.

In addition to the radiatively active gases, aerosols (particles with a

size of 1-10µm diameter) can influence atmospheric radiative transfer. Such

aerosols include sulphate, black carbon, organic carbon, mineral dust and

sea salt. They have a direct effect of scattering (leading to a negative radia-

tive forcing) and absorbing both shortwave and longwave radiation (lead-

ing to either positive or negative radiative forcing). They also can have

an indirect effect by altering microphysics, amount and lifetime of clouds

(potentially leading to a large negative radiative forcing, although there is
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considerable uncertainty). Explosive volcanic eruptions can lead to short-

lived (a few years) change in the radiative forcing (a negative influence)

arising from sulphate aerosol injected into the stratosphere (e.g. the erup-

tion of Mount Pinatubo in 1991).

2.5. Climate change

Global atmospheric concentrations of carbon dioxide, methane and nitrous

oxide have increased markedly as a result of human activities since 1750

and now far exceed pre-industrial values determined from ice cores spanning

many thousands of years. The global atmospheric concentration of carbon

dioxide has increased from a pre-industrial value of about 280 ppm to 379

ppm in 2005, methane has increased from 715 ppb to 1774 ppb, and nitrous

oxide from 270 ppb to 319 ppb. The global increases in carbon dioxide con-

centration are due primarily to fossil fuel use and land use change, while

those of methane and nitrous oxide are primarily due to agriculture. Associ-

ated with these changes has been a change in the radiative forcing. The total

change to the radiative forcing between 1750 and 2005 was estimated to be

1.6 Wm−2, with a range of [0.6 to 2.4] W m−2 (see Figure SPM.2. of IPCC

AR4 Working Group I for a breakdown into the different components). The

majority of this increase is due to anthropogenic forcing, although there is

also a small estimated increase of approximately 0.12 W m−2 arising from

a gradual increase in solar output during the industrial era.

The IPCC AR4 concluded that the ‘warming of the climate system is

unequivocal, as is now evident from observations of increases in global av-

erage air and ocean temperatures, widespread melting of snow and ice, and

rising global average sea level.’ The increase in global average surface tem-

perature from 1850-1899 to 2001-2005 was 0.76 [0.57 to 0.95] ◦C. The av-

erage atmospheric water vapour content has increased since at least the

1980s over land and ocean as well as in the upper troposphere, in a manner

broadly consistent with the extra water vapour that warmer air can hold.

Observations since 1961 show that the average temperature of the global

ocean has increased to depths of at least 3000 m and that the ocean has

been absorbing more than 80% of the heat added to the climate system.

Such warming causes seawater to expand, contributing to sea level rise.

Mountain glaciers and snow cover have declined on average in both hemi-

spheres. In addition, global average sea level rose at an average rate of 1.8

[1.3 to 2.3] mm/year over 1961 to 2003, with contributions from thermal

expansion, melting glaciers and ice caps, and and losses from the ice sheets
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Fig. 2. Zonal mean atmospheric temperature change from 1890 to 1999 (C per century)
as simulated by the PCM model from (a) solar forcing, (b) volcanoes, (c) well-mixed
greenhouse gases, (d) tropospheric and stratospheric ozone changes, (e) direct sulphate
aerosol forcing and (f) the sum of all forcings. Plot is from 1,000 hPa to 10 hPa (shown
on left scale) and from 0 km to 30 km (shown on right). Reproduction of Fig 9.1 of IPCC
AR4 Working Group I.

of Greenland and Antarctica. The reader is referred to the IPCC report for

a full description of the observed changes.

Climate models can be used to predict the expected responses – in terms

of patterns of variation in space, time or both – to external forcing. Figure 2

illustrates the zonal average temperature response in one climate model to

several different forcing agents over the last 100 years: (a) solar forcing, (b)

volcanoes, (c) well-mixed greenhouse gases, (d) tropospheric and strato-

spheric ozone changes, (e) direct sulphate aerosol forcing and (f) the sum

of all forcings. The simulated response to solar forcing is a general warming

everywhere, and to volcanic sulphate aerosol is a surface and tropospheric

cooling and a stratospheric warming that peak several months after a vol-

canic eruption and last for several years. The simulated responses to an-

thropogenic forcings are different to these natural forcings. Greenhouse gas

forcing produces warming in the troposphere, a cooling in the stratosphere

and somewhat more warming near the surface in the Northern Hemisphere
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due to its larger land fractionb. The combined effect of tropospheric and

stratospheric ozone forcing is to warm the troposphere, due to increases

in tropospheric ozone, and cool the stratosphere, particularly at high lati-

tudes where stratospheric ozone loss has been greatest, and sulphate aerosol

forcing results in cooling throughout most of the globe. The net effect of

all forcings combined is a pattern of warming in the northern hemisphere

near the surface that is dominated by the greenhouse gas contribution, and

cooling in the stratosphere that results predominantly from greenhouse gas

and stratospheric ozone forcing.

2.6. Further atmospheric properties

We now consider some further properties of the atmosphere that are im-

portant for determining its dynamics. Each portion of the atmosphere is

approximately in what is known as “hydrostatic balance” (usually valid on

scales greater than a few kilometers). This means that the weight of the

portion of atmosphere is supported by the difference in pressure between

the lower and upper surfaces and that the following relationship between

density ρ and pressure p holds to a good approximation

gρ = −∂p

∂z
, (2.8)

where g is the gravitational acceleration and z is the height. The ideal gas

law (2.1) can be used to replace ρ in this equation by p/RT . In the simplest

case of an isothermal temperature profile where T = T0 = constant, the

equation can be integrated to obtain

p = p0e
−gz/RT0 . (2.9)

The quantity H = RT0/g, known at the “scale height”, is the height over

which the pressure falls by a factor of e. If T0 = 240 K (a typical value

for the troposphere) then H ≈ 7 km. In general the temperature does not

vary greatly in the atmosphere, certainly not by orders of magnitude as the

pressure and density do. This means that equation (2.9) yields profiles of

pressure decreasing exponentially with height that are a good approxima-

tion to reality.

The first law of thermodynamics states that the increase in internal

energy of a system δU is equal to the heat supplied plus the work done on

bLand regions have a shorter surface response time to the warming than do ocean regions.
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the system. This can be written as

δU = T δS − pδV , (2.10)

where S is the “entropy” of the system, T is the temperature and V is the

volume. For a unit mass of ideal gas, for which V = 1/ρ, it can be shown

that U = cV T , where cV is the specific heat capacity at constant volume.

Thus

δS = cp
δT

T
− R

δp

p
, (2.11)

where cp = cV + R is the specific heat capacity at constant pressure. (Note

that if Q is the amount of heat absorbed by the system, δS = δQ/T .)

An “adiabatic” process is one in which heat is neither lost nor gained

so that δS = 0. In this case, equation (2.11) can be integrated. If T =

θ when p = p0, then θ = T (p0/p)R/cp . The quantity θ is known as the

“potential temperature”. It is the temperature a portion of air would have

if, starting from temperature T and pressure p, it were compressed until its

pressure equalled p0. Surfaces of constant potential temperature are known

as “isentropic” surfaces.

For an incompressible fluid, if the background temperature increases

(decreases) with height, then a fluid parcel displaced adiabatically upwards

will be cooler (warmer) than its surroundings and this will fall back down

(continue to rise). Thus the fluid is said to be stable (unstable). For a

compressible fluid, the same the same argument holds, but it is the potential

temperature, rather than the temperature that is the relevant quantity.

Hence a compressible fluid is said to be stable if the background potential

temperature increases with height (this means that it is often useful to use

potential temperature as a vertical co-ordinate).

The rate of decrease of temperature with height is known as the “lapse

rate” Γ, i.e. Γ = −dT
dz . From equation (2.11) for an adiabatically rising

parcel, if the atmosphere is in hydrostatic balance (2.8), then

−
(

dT

dz

)

parcel

=
RT

cpp

(

dp

dz

)

parcel

=
g

cp
≡ Γa . (2.12)

Here Γa is known as the “dry adiabatic lapse rate” and it is about

10 K km−1. Now we can revisit the example of a fluid parcel being dis-

placed adiabatically upwards. If the background temperature falls more

rapidly with height than the adiabatic lapse rate, i.e. Γ > Γa, then the par-

cel will be warmer than its surroundings and will continue to rise and the

atmosphere is unstable. On the other hand, if Γ < Γa then the atmosphere
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is stable. In general, the atmosphere is stable to this “dry convection”, but

it can be unstable in hot, arid regions such as deserts. Convection carries

heat up and thus reduces the background lapse rate until the dry adiabatic

lapse rate is reached.

Water vapour in the atmosphere plays an important role in the dynam-

ics of the troposphere. Latent heating and cooling can transfer heat through

the Earth system (e.g., evaporation of droplets of sea-water and subsequent

condensation into droplets at another location in the atmosphere transfers

heat from the ocean to the atmosphere). Water vapour also influences con-

vection. As a moist air parcel rises adiabatically, p falls, so T falls, the

water vapour condenses, and latent heat is released. The moist adiabatic

lapse rate is less than for dry air (and thus is more easily exceeded).

Convective processes in the atmosphere strongly influence the vertical

temperature structure in the troposphere. Simple 1-D radiative equilib-

rium calculations predict that the temperature would decrease sharply with

height at the lower boundary, implying convective instability. Calculations

including both radiative and convective effects, adjusting the temperature

gradient to neutral stability where necessary, and taking into account the

effects of moisture, predict a less sharp decline in temperature through the

troposphere in agreement with observations (see Manabe and Wetherald

(1967)). These calculations indicate two distinct regions of the atmosphere:

the troposphere where the temperature structure is strongly influenced by

convective processes and the stratosphere where the temperature structure

is determined predominantly by radiative processes.

2.7. Oceanic properties

Next we consider the properties of the oceans. Just over 70% of the Earth’s

surface is covered by water. The average depth of the oceans is about 3.7 km,

but in places it exceeds 6 km. The volume of the oceans is ∼3.2 × 1017 m3,

and the total heat capacity of the oceans is about one thousand times as

large as that of the atmosphere. The oceans store 50 times more carbon

than the atmosphere and takes up roughly one third of the carbon dioxide

released by human activities each year. Thus the oceans play a critical role

in determining our climate. In addition, changes in sea surface tempera-

ture can directly influence the atmosphere and its weather systems (e.g.

hurricane formation and the El Niño Southern Oscillation).

The density of fresh water is maximum at 4◦C, with a value of

0.999×103 kg/m3 (fresh water colder than this is less dense). The mean den-
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sity of sea water is only slightly greater, with a value of 1.035×103 kg/m3.

The density depends on temperature, salinity and pressure in a complex

and nonlinear way, however, temperature typically influences density more

than salinity in the parameter range of the open ocean. In discussions of

ocean dynamics, the buoyancy, b is often used where b = −g ρ−ρo

ρ
, where ρ

is the density of a parcel of water and ρo is the density of the background.

Thus if ρ < ρo the parcel will be positively buoyant and will rise. Since the

density does not vary greatly in the ocean (by only a few %), we can write

the buoyancy as b = −g σ−σo

ρref
, where σ = ρ − ρref and ρref=1000 kg/m3.

The surface layer of the ocean, known as the “mixed layer”, is strongly

stirred by the winds. Over this layer (typically 50-100 m) the temperature

and salinity, and hence density, vary little with depth. Below this is a layer

where the vertical gradients of temperature and density are greatest, called

the “thermocline”. This is about 600 m deep in mid-latitudes and about

100-200 m deep at low latitudes. The waters of the thermocline are warmer

and saltier than the deep ocean below, which is known as the “abyss”.

The ocean, like the atmosphere, is a stratified fluid on a rotating Earth,

and therefore there are many similarities in terms of their dynamics. How-

ever there are also differences. The oceans are bounded by solid continents,

in the ocean the vertical density stratification is weaker than in the atmo-

sphere (and this influences the scales of instabilities) and water is (almost)

incompressible. In addition, with the exception of the Southern Ocean, the

major ocean basins are laterally bounded by continents, allowing large-scale

horizontal pressure gradients to develop in a way that is impossible in the

atmosphere. The timescales of variability are typically longer than those in

the atmosphere. The surface mixed layer, which is directly influenced by

the atmosphere, exhibits variability on diurnal, seasonal and interannual

timescales. However the ocean interior only varies significantly on decadal

to centennial and longer timescales. Finally, water vapour plays an impor-

tant role in the dynamics of the atmosphere (especially the troposphere)

and salinity in the dynamics of the oceans.

2.8. Ocean forcing

The forcing of the oceans is rather different to that of the atmosphere. As we

have discussed, a significant fraction of solar radiation passes through the

atmosphere to heat the Earth’s surface and drive convection from below.

In the ocean, convection is driven by buoyancy loss from above as the
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ocean exchanges heat and freshwater at the surface (including through brine

rejection in sea ice formation).

The heat flux at the ocean surface has four components: (i) sensible

heat flux (which depends on the wind speed and air/sea temperature dif-

ference), (ii) latent heat flux (from evaporation/precipitation), (iii) incom-

ing shortwave radiation from the sun, and (iv) longwave radiation from the

atmosphere and ocean. The net freshwater flux is given by evaporation mi-

nus precipitation, including the influences of river runoff and ice formation

processes.

Winds blowing over the ocean surface exert a stress on it and directly

drive ocean circulations, particularly in the upper kilometre or so. This

means that at the surface there is a strong similarity between the pattern

of ocean currents and the atmospheric winds. The wind stress is typically

parametrised by τwind = ρacDu2
10, where ρa is the density of air, u10 is the

wind speed at 10m and cD is a drag coefficient (a function of wind speed,

atmospheric stability and sea state). It can be shown that the wind stress

gives rise to a force per unit mass on a slab of ocean of

Fwind =
1

ρref

∂τwind

∂z
. (2.13)

Below the surface, the winds, flow over topography, the tides and other

processes indirectly influence the circulation.

3. Dynamics of the atmosphere and oceans

3.1. Role of dynamics

We will now focus on the dynamics of the atmosphere and oceans and the

processes that determine the weather and climate. By “weather” we usually

mean events associated with atmospheric flows with length scales of 100 m

or more and time scales of a few days or less. Different components of the

atmosphere vary on different timescales (individual clouds vary on time

scales of less than an hour, whereas mid-latitude weather systems vary on

time scales of several days). By “climate” we usually mean the state of

the atmosphere on longer time scales – years to decades. It can also be

described as the probability distribution of the variable weather.

We have seen that the vertical temperature variation in the troposphere

and stratosphere can be characterised in terms of the influence of radiative

and convective processes. We now consider what determines the pole-to-

equator temperature variation. Tropical regions receive more incoming so-

lar radiation than polar regions because the solar beam is concentrated
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Fig. 3. Annual mean absorbed solar radiation, emitted longwave radiation and net
radiation (based on fig. 5.5 of Marshall and Plumb (2008)).

over a smaller area due to the spherical curvature of the Earth. However,

observations indicate that in the annual mean the tropical regions emit less

radiation back to space than they receive; and that the polar regions emit

more radiation than they receive (see figure 3). This implies that there must

be a transport of energy on the Earth from the equator to the pole that

takes places in the atmosphere and/or the ocean. By considering the equa-

tions of motion for a rotating stratified flow, we will examine the processes

driving poleward energy transport. We will see that in the atmosphere, the

processes involved also give rise to the jet streams and mid-latitude weather

systems.

3.2. Rotating fluids

In considering the flow of a fluid, it is useful to describe the evolution of

a parcel of fluid as it follows the fluid. The time-variation of properties of

such a parcel can be very different to the time-variation of the properties at

a fixed point in space. A meteorological example of this is given by clouds

which form under certain conditions when wind belows over mountains. As

the air is forced upwards over the mountains, it cools, and this means that if

the air is sufficiently saturated in water vapour, water vapour will condense

and form a cloud. The location of such a cloud is geographically tied to the

mountain and thus the time derivative at a fixed point in space of the cloud

amount will be zero. However, following the flow, an air parcel will pass in

and out of cloud as it flows over the hill and into its lee. The rate of change

of a quantity C = C(x, y, z, t) (where in our example about C would be the

cloud amount) following the flow is known as the “Lagrangian derivative”
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and is given by

DC

Dt
≡ ∂C

∂t
+ u ·∇C . (3.1)

When the wind blows it carries properties, such as heat, moisture and

pollutants, with it. This is described by the term u · ∇ which represents

“advection”.

We want to write down the equations of motion for the fluid flow. There

are five key variables: the velocity (u, v, w), the pressure p and the temper-

ature T (in the atmosphere humidity is an important variable and in the

ocean salinity is). Correspondingly, there are five independent equations:

Newton’s second law (3 equations), conservation of mass (1 equation) and

the first law of thermodynamics (1 equation).

Newton’s second law states that in an inertial frame,

Du

Dt
= −1

ρ
∇p + g∗ + F , (3.2)

where − 1
ρ
∇p is the pressure gradient force of relevance for fluids, g∗ is

the gravitational force and F is the sum of the frictional forces, all per unit

mass. To represent the weather we observe, it is natural to describe the flow

seen from the perspective of someone on the surface of the Earth, and thus

we need to consider the motion in the rotating frame of the Earth. Newton’s

second law as described above holds in an inertial frame of reference. When

it is translated into a rotating frame of reference, additional terms are

introduced that are specific to that frame. For example, consider a rotating

frame where the angular rotation of the frame is expressed by the vector

Ω pointing in the direction of the axis of rotation, and with magnitude

equal to the angular rate of rotation Ω = 7.27 × 10−5s−1 (one revolution

per day). The flow velocity in the rotating and inertial frames are related

by uinertial = urotating + Ω × r and the Lagrangian derivative is given by
(

Duin

Dt

)

in

=

(

Durot

Dt

)

rot

+ 2Ω × urot + Ω × Ω × r . (3.3)

Thus the additional terms that are introduced when considering Newton’s

second law in a rotating frame are 2Ω × urot, the “Coriolis acceleration”

and Ω × Ω × r, the “centrifugal acceleration”. It is convenient to combine

the centrifugal force with the gravitational force in one term g = −gẑ =

g∗+Ω×Ω×r, where ẑ represents a unit vector parallel to the local vertical.

The gravity, g, defined in this way is the gravity measured in the rotating

frame, g = 9.81ms−2.
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The thinness of the atmosphere/ocean enables a local Cartesian co-

ordinate system, which neglects the Earth’s curvature, to be used for many

problems. Taking the unit vectors x̂, ŷ and ẑ to be eastward (zonal), north-

ward (meridional) and upward, respectively, the rotation vector can be

written in this co-ordinate basis as Ω = (0, Ω cos φ,Ω sin φ) for latitude

φ. In the atmosphere |u| ∼ 10 ms−1 (less in the ocean) and so Ωu 1 g.

In addition, both in the atmosphere and the ocean, vertical velocities w,

typically ≤ 10−1 ms−1, are much smaller than horizontal velocities. Hence

2Ω×u 4 f ẑ×u, where f = 2Ω sin φ. This means we can write equation (3.2)

as

Du

Dt
+

1

ρ
∇p − g + f ẑ × u = F . (3.4)

In the local Cartesian system, considering the vertical direction, if fric-

tion Fz and vertical acceleration Dw/Dt are small (as is generally true for

large-scale atmospheric and oceanic systems), then we have

Du

Dt
+

1

ρ

∂p

∂x
− fv = Fx (3.5)

Dv

Dt
+

1

ρ

∂p

∂y
+ fu = Fy (3.6)

1

ρ

∂p

∂z
+ g = 0 , (3.7)

where the vertical direction gives the equation for hydrostatic balance (2.8)

introduced earlier. For large-scale atmospheric motions (∼100 km), the

Coriolis force is significant. It deflects moving air to right (left) in northern

(southern) hemisphere. More generally, angular momentum from rotation

and the constraints it imposes give rotating fluids unusual and sometime

counter-intuitive properties, as we shall see.

The remaining two equations are the conservation of mass (the mass of

a fixed volume can only change if ρ changes and this requires a mass flux

into the volume)

Dρ

Dt
+ ρ∇ · u = 0 , (3.8)

and the first law of thermodynamics (see equation (2.11))

DQ

Dt
= cp

dT

dt
− 1

ρ

Dp

Dt
. (3.9)

Here DQ/Dt is “diabatic heating rate” per unit mass. In the atmosphere

it is mostly due to latent heating/cooling (condensation/evaporation) and

radiative heating/cooling.
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A useful quantity for analysing atmosphere and ocean dynamics is the

“potential vorticity” since it is conserved following adiabatic, frictionless

flow. There are a number of different formulations of the potential vorticity

that are applicable to different problems, but in essence it is a measure of

the ratio of the absolute vorticity to the absolute depth of a vortex. The

simplest form of relevance to a homogeneous fluid is PV = (f+ζ)/H, where

ζ is the relative vorticity and H is the depth of the fluid. For a stratified

fluid the simplest form is Ertel’s potential vorticity, PV = 1
ρ
ζ ·∇θ.

3.3. Weather and climate models

The equations of motion we have just derived are a simplified form of the

equations that are at the heart of weather and climate models. Such “gen-

eral circulation models” (GCMs) solve numerically discretised versions of

the equations of motion. Computational constraints mean that there is a

limit to the scale of motion that these models can directly resolve. In the at-

mosphere, large-scale motion such as planetary (Rossby) wave disturbances

(∼104 km) and synoptic-scale disturbances (weather systems) (∼2000 km)

are well captured. However smaller scale motion such as deep/shallow con-

vection (1∼100 km), gravity waves (∼1-1000 km) and boundary-layer tur-

bulence (∼1 m-2 km) generally need to be parametrised - i.e., represented

approximately in terms of the larger scale resolved variables. Similarly in the

ocean, small-scale processes are parametrised (indeed the scales of motion

are typically ten times smaller in the ocean than in the atmospherec, making

the problem even more challenging). The forcing of an atmospheric general

circulation model may include specified solar input, radiatively active gases

(including O3, CO2 and CH4), sea surface temperature and sea-ice. What is

included or not in the model depends on whether the processes are impor-

tant over the timescale for which the model is being used to project (hours

to weeks for weather models, decades to centuries for climate models). For

climate projections, coupled models are usually employed in which separate

models of the atmosphere, ocean, cryosphere, biosphere and some chemical

cycles are linked together in such a way that changes in one may influence

another.

cSee later discussion of Rossby radius.
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Fig. 4. Cyclonic geostrophic flow around a low pressure centre in the northern hemi-
sphere.

3.4. Dynamical processes

To understand the behaviour of different processes, including those related

to weather systems, it is useful to consider the relative magnitudes of the

different terms in equation (3.4). For this purpose we introduce the Rossby

number Ro, which is the ratio of acceleration terms to Coriolis terms. For

large-scales in atmosphere, the typical velocity, length and time scales are

U ∼ 10 ms−1, L ∼106m and T ∼105s. This means ∂u
∂t ∼ U

T ≈ 10−4ms−2,

u ·∇u ∼ U2

L ≈ 10−4ms−2 and f ẑ×u ∼ fU ≈ 10−3ms−2 (in mid-latitudes)

and hence that Ro = U
fL ∼ 0.1. In the ocean, in mid-latitude gyres, the

typical scales are U ∼ 0.1 m s−1 and L ∼106m, so Ro ∼ 10−3. Therefore in

both cases, because the Ro number is small, we can neglect the acceleration

terms in favour of the Coriolis terms. In addition, away from boundaries

the friction is negligible, so in the horizontal we have

f ẑ × u +
1

ρ
∇p = 0 . (3.10)

This approximation is known as “geostrophic balance”. It is a balance be-

tween the Coriolis force and the horizontal pressure gradient force and is

used to define the “geostrophic wind” ug given by

(ug, vg) =

(−1

fρ

∂p

∂y
,

1

fρ

∂p

∂x

)

. (3.11)

Geostrophically balanced flow is normal to the pressure gradient, i.e. along

contours of constant pressure. In the northern (southern) hemisphere, mo-

tion is therefore anticlockwise (clockwise) around the centre of low pressure

systems (see figure 4). Note also that the wind depends on magnitude of

pressure gradient: it is stronger when the isobars are closer. When the wind

swirls anticlockwise in the northern hemisphere or clockwise in the south-

ern hemisphere, it is called “cyclonic” flow; the opposite direction is called

“anticyclonic” flow. A hurricane is a cyclone.
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Analysis of the equations provides information regarding the vertical

variation of the geostrophic velocities. In the case where ρ and f are con-

stant, by taking the horizontal derivatives of the geostrophic wind, it can

be shown that it is horizontally non-divergent. Taking vertical derivative of

the geostrophic wind and using the hydrostatic balance equation gives that
(

∂ug

∂z ,
∂vg

∂z

)

= 0, and the equation for the conservation of mass (3.8) then

gives that
∂wg

∂z = 0. Under slightly more general conditions, namely for a

slow, steady, frictionless, “barotropic” (density depends only on pressure so

ρ = ρ(p)) fluid, it can be shown that the horizontal and vertical compo-

nents of the velocity cannot vary in the direction of the rotation vector Ω.

This is known as the “Taylor-Proudman theorem”. It means that vertical

columns of fluid remain vertical (they cannot be titled or stretched); such

columns of fluid are known as “Taylor columns”. However, in general in the

atmosphere and ocean, density does vary on pressure surfaces as it varies

with, e.g., temperature; the fluid is said to be “baroclinic”. If the density

can be written as ρ = ρref + σ where σ 1 ρref (this is generally the case

in the ocean), then replacing ρ by ρref in the denominator of equation

for the geostrophic wind (3.11) and taking ∂/∂z, then making use of the

hydrostatic balance (3.7), gives
(

∂ug

∂z
,
∂vg

∂z

)

=
g

fρref

(

∂σ

∂y
,−∂σ

∂x

)

. (3.12)

This is a simple form of the “thermal wind equation”. Larger density

variations in the atmosphere mean that the equivalent expression is most

straightforward when written in pressure rather than height coordinates in

this case. Taking ∂/∂p, using the hydrostatic relation and the ideal gas law,

it can be shown that
(

∂ug

∂p
,
∂vg

∂p

)

=
R

fp

(

∂T

∂y
,−∂T

∂x

)

. (3.13)

As we have discussed before, there is a pole-to-equator temperature gradi-

ent in the atmosphere (f−1∂T/∂y < 0 in both hemispheres) which implies

through equation (3.13) that ∂u/∂p < 0, i.e. that with increasing height

the winds become more eastward (westerly) in both hemispheres. Consis-

tent with this, strong jet streams are observed in mid-latitudes of both

hemispheres, with the strongest westerly winds in the upper troposphere

(see figure 5).

On planetary scales, variations in f become important. It is there-

fore useful to introduce the “β-plane approximation” for f in which it

is restricted to vary linearly with the northward direction y such that
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Fig. 5. Zonally averaged temperature (grey contours, interval 5 K, minimum value
200 K at the equator at 100 hPa) and zonally averaged zonal winds (black contours, in-
terval 5 m/s, maximum value 40 m/s at 30◦N and 200 hPa). Values typical of December-
February.

f = f0 + βy, where β = df
dy = 2Ω

a cos φ. Then the divergence of the

geostrophic flow (equation 3.11) is given by

∇h · ug = −β

f
vg . (3.14)

In the incompressible ocean, the horizontal divergence of geostrophic flow is

associated with vertical stretching of water columns in the interior (where

the flow is geostrophic) because ∇h · ug + ∂w
∂z = 0. In this case the vertical

and meridional (i.e. northward) currents are related by

βvg = f
∂w

∂z
. (3.15)

Close to boundaries, geostrophic balance no longer holds because fric-

tional effects become important and so

f ẑ × u +
1

ρ
∇p = F . (3.16)

The result is that there is an “ageostrophic” component of flow (high to low

pressure), u = ug +uag. This effect is important in the lower ∼1 km of the

atmosphere and the upper ∼100 m of the ocean. The geostrophic flow is hor-

izontally nondivergent (except on planetary scales), but the ageostrophic

flow is not. Wind that deviates towards low pressure systems near the

surface are convergent and through mass continuity there must be an as-

sociated vertical velocity away from the surface. This is known as “Ekman

pumping”. In the atmosphere Ekman pumping produces ascent, cooling,
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clouds and possibly rain in low pressure systems. In the ocean it is a key

component of the circulation in gyres. For an incompressible flow (such

as water in the ocean) with ∇ · u = 0, when the geostrophic flow is non-

divergent, the vertical velocity w is given by

∇h · uag +
∂w

∂z
= 0 . (3.17)

A more accurate approximation to the equations of motion for large-

scale low-frequency motions away from the tropics, where the Rossby num-

ber is small, Ro 1 1, is given by the “quasi-geostrophic equations”. The

reader is referred to Andrews (2010) for a derivation and further explana-

tions. Usefully, these equations can be combined into one equation. When

friction and diabatic heating are neglected this is given by

Dgq

Dt
≡ ∂q

∂t
+ ug

∂q

∂x
+ vg

∂q

∂y
= 0 , (3.18)

where

q = f0 + βy +
∂2ψ

∂x2
+

∂2ψ

∂y2
+

∂

∂z

(

f2
0

N2
B

∂ψ

∂z

)

(3.19)

is the “quasi-geostrophic potential vorticity”. Here ψ is the geostrophic

streamfunction and NB is a buoyancy frequencyd and the β-plane approx-

imation has been used.

Wave-like motions frequently occur in the atmosphere and oceans. One

important class of waves are known as “Rossby waves”. The Rossby wave

is a potential vorticity-conserving motion that owes its existence to an isen-

tropic gradient of potential vorticity. By considering small-amplitude dis-

turbances to a uniform background flow, (U, 0, 0), governed by the quasi-

geostrophic equations, a wave-like solution can be found

ψ′ = R ψ̂ exp[i(kx + ly + mz − ωt)] , (3.20)

with a dispersion relation

ωRossby = kU − βk

k2 + l2 + f2
0 m2/N2

B

. (3.21)

The zonal phase speed of the waves c ≡ ω/k always satisfies (U−c) > 0, i.e.,

the wave crests and troughs move westward with respect to the background

flow.

dSee previous chapter of this volume for definition.
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The Coriolis parameter is much smaller in the tropics than in the extra-

tropics and consequently the “equatorial β-plane approximation”, in which

f ≈ βy (where β ≡ 2Ω/a), sinφ ≈ y/a (where y is the distance from

the equator) and cosφ ≈ 1, is used to explore the dynamics. Eastward

and westward propagating disturbances that are trapped about the equa-

tor (i.e. they decay away from the equatorial region) are possible solutions.

Non-dispersive waves that propagate eastward with phase speed c =
√

gH

(where H is an equivalent depth) are known as equatorial Kelvin waves.

Typical phase speeds in the atmosphere are cKelvin =20-80 ms−1 and in the

ocean cKelvin =0.5-3 ms−1. Another class of equatorial waves are westward

propagating equatorial Rossby waves whose dispersion curves are given ap-

proximately by ωeqRossby = −βk/(k2 + (2n + 1)β/cKelvin), where n is a

positive integer. See Gill (1982) for more details.

3.5. General circulation of the atmosphere

The “general circulation” is usually taken to mean the global-scale atmo-

spheric flow that is averaged in time over a period sufficiently long to re-

move random variations associated with individual weather systems, but

short enough to retain monthly and seasonal variations. If the Earth was

not rotating, then the circulation would be driven by the pole-to-equator

temperature difference, with warm air rising at low latitudes and sinking at

high latitudes. On the rotating Earth, as air moves away from the equator in

the upper troposphere, it gains an eastward (westerly) velocity component

from the Coriolis effect. In the tropics the Coriolis parameter f = 2Ω sin φ is

small, but in mid-latitudes it has a significant influence. Thus the overturn-

ing circulation is confined to low latitudes - if it extended all the way to the

poles, the westerly component arising from the Coriolis effect would become

infinite. Moist air rises near the equator in the “inter-tropical convergence

zone (ITCZ)”, and dry air descends in the subtropical dessert regions at

about 20-30◦. This is known as the “Hadley circulation”. In the upper tro-

posphere, at the poleward extent of this circulation, is the strong westerly

flow of the jet streams (see figure 5). The jet streams are strongest in win-

ter, with average speeds of around 30 ms−1. We have seen that the vertical

gradient of this westerly flow is in thermal wind balance with the horizontal

temperature gradient. The equatorward return flow at the surface, where

friction is important, is weak and ageostrophic, but the Coriolis effect still

provides an easterly component to the flow, resulting in the northeasterly

(southeasterly) trade winds in the northern (southern) hemisphere. The
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Fig. 6. Slopes of parcel trajectories relative to the zonal mean potential temperature
surfaces for a baroclinically unstable disturbance in a rotating frame.

mean motion of an air parcel in this overturning circulation is given by the

time-averaged “residual mean meridional circulation”e.

The westerly flow in the mid-latitude jet streams is hydrodynamically

unstable and can spontaneously break down into “eddies”, which manifest

themselves as travelling weather systems. Such eddies play a vital role in

transporting heat, moisture and chemical species in the latitude/height

plane. So what is the mechanism for the instability? A rotating fluid will

adjust to geostrophic equilibrium, rather than to rest. In this configuration

it has potential energy which is available for conversion to other forms by

a redistribution of mass. However, having available potential energy in the

fluid is not sufficient for instability since rotation tends to inhibit the release

of this potential energy.

If a parcel of air moves upward in a “wedge of instability” between a

sloping surface of constant potential temperature and the horizontal, and is

replaced by a similar parcel moving downward, the potential energy will be

reduced. The released available potential energy is converted to kinetic en-

ergy of eddying motions in a process known as “baroclinic instability”. The

westerly flow in the mid-latitude jet streams has both horizontal and verti-

cal mean-flow shears. The vertical shear of the mean flow is in thermal wind

balance with a horizontal temperature gradient, providing available poten-

eThis is different to the Eulerian mean circulation in which so-called Ferrel cells are
observed in mid-latitudes and the reader is referred to e.g. Vallis (2006) for further
details of these two descriptions.
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tial energy for baroclinic instabilityf . The baroclinic instability process is

associated with a poleward and upward transport of heat. This completes

the description of the poleward heat transportg in the atmosphere that we

earlier inferred must exist to explain the observed latitudinal variation of

outgoing versus incoming radiation: in the tropics heat is transported pole-

ward by the Hadley circulation and at higher latitudes baroclinic eddies are

mainly responsible for the heat transport.

Analysis of idealised flows (the classic example is known as the “Eady

problem”) can provide an indication of the typical properties of baroclinic

instability. The reader is referred to Holton (2004) for more details. Baro-

clinic instability is a wave instability. The wavelength at which the instabil-

ity is greatest in the Eady problem is Lmax ≈3.9LR, where LR = NH/f0 is

the “Rossby radius”, and the growth rate is σ ≈0.3U/LR. Applying typical

values for the atmosphere (H ∼ 10 km, U ∼10 ms−1 and N ∼10−2 s−1)

gives Lmax ≈4000 km and ω ≈0.26 day−1. For the ocean, H ∼1 km,

U ∼0.1 ms−1 and N ∼10−2 s−1, giving Lmax ≈400 km and ω ≈0.026 day−1.

The atmospheric values are broadly consistent with the observed spatial

and growth rates of mid-latitude weather systems. In the ocean, the simple

scenario on which these values are based is not quantitatively applicable,

but the values give a qualitative sense of the scale and growth rate of in-

stabilities in the ocean relative to the atmosphere. The regions of greatest

baroclinic instability (eddy activity) in the oceans are the major currents:

the Gulf Stream, the Kuroshio and the Antarctic Circumpolar Current.

3.6. Ocean circulation

In the ocean there is a global-scale “meridional overturning circulation”,

a system of surface and deep currents that encompasses all basins h. This

fThe horizontal shear in the flow allows for a second instability, known as “barotropic
instability” which extracts kinetic energy from the mean-flow field.
gIn addition to transporting heat, the general circulation also transports angular mo-
mentum. The Hadley circulation is associated with a poleward transport of westerly
momentum at upper levels and equatorward transport of easterly momentum at lower
levels. Mid-Latitude eddies also transport angular momentum, mostly transporting west-
erly momentum poleward.
hThe meridional overturning circulation used to be called the “thermohaline circula-
tion”, due to role of density differences, controlled by temperature and salinity changes,
in determining the flow. However this term is no longer in common oceanographic use
since it does not reflect the fact that the winds play a primary role in driving the cir-
culation, and the tides and internal mixing processes are also important for determining
the interior density distribution.
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circulation transports heat, and also salt, carbon nutrients and other sub-

stances around the globe, and connects the surface ocean and atmosphere

with the huge reservoirs of the deep ocean. As such, it is of critical im-

portance to the global climate system. We have discussed above the re-

quirement for a poleward heat transport in the atmosphere and/or ocean

to explain the observed incoming/outgoing radiation profiles. Detailed cal-

culations indicate that the bulk of the required transport is carried by the

atmosphere in the middle and high latitudes, but the ocean makes up a con-

siderable fraction, particularly in the tropics. Heat is transported poleward

by the ocean in the overturning circulation if waters moving poleward are

compensated by equatorward flow at colder temperatures. In the Atlantic,

heat transport is northward everywhere, however, in the Pacific the heat

transport is directed poleward in both hemispheres and the Indian Ocean

provides a poleward transport in the southern hemisphere. The net heat

transport is poleward in each hemisphere.

Ocean surface waters are only dense enough to sink down to the deep

abyss at a few key locations, in particular the northern North Atlantic and

around Antarctica. Deep ocean convection occurs only in these cold high

latitude regions, where the internal stratification is small and surface den-

sity can increase through direct cooling/evaporation (warm surface water

flows northward in the North Atlantic, and in winter, the wind cools and

evaporates the water, and North Atlantic Deep Water is formed) or brine re-

jection in sea-ice formation (Antarctic Bottom Water is formed around the

Antarctic coast, in particular the Ross and Weddell Seas). North Atlantic

Deep Water flows south as a deep western boundary current and eventually

enters the Southern Ocean where it mixes with other water masses to be-

come Circumpolar Deep Water. Ultimately the deep water is brought up to

the surface by vertical mixing (tides and winds are the primary sources of

energy for this) and by the overturning circulation in the Southern Ocean.

The surface ocean currents are dominated by closed circulation pat-

terns known as “gyres”. In the northern hemisphere there are anticyclonic

gyres in the subtropics of the Pacific and Atlantic with eastward flow at

mid-latitudes and westward flow at the equator. The current speed at the

interior of these gyres is "10 cm s−1, but at the western edge there are

strong poleward currents (Kuroshio in the Pacific and Gulf Stream in the

Atlantic) with speeds #100 cm s−1. In the subpolar regions of the north Pa-

cific and Atlantic there are cyclonic gyres with southward flowing western

boundary currents (Oyashio Current in the Pacific and Labrador Current

in the Atlantic). In the tropics the flow is largely zonal (i.e. east-west).
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Just north of the equator in each ocean basin is an eastward flowing cur-

rent (counter to the prevailing winds), known as the Equatorial Counter

Current, flanked by westward flowing currents to the north and south. In

the southern hemisphere, subtropical gyres are also evident, however the

flow is dominated by the Antarctic Circumpolar Current which has typical

surface currents of ∼30 cm s−1. See Marshall and Plumb (2008) for figures

indicating the surface currents.

The sea surface is higher (with respect to the “geoid”) to the south of the

eastward flowing Gulf Stream than to the north of it, resulting in a pressure

gradient force directed northward to balance the southward Coriolis force

(the sea surface is about 1 m higher in the subtropics than at the pole).

A major contributor to the spatial variation in height of the ocean (known

as the “steric effect”) is the expansion (contraction) of water columns that

are warm (cold) relative to their surroundings. The sea surface is high over

the warm subtropical gyres and low over the cool subpolar gyres. Pressure

gradients associated with sea-surface tilt are largely compensated by verti-

cal thermocline undulations of about 400 m, ensuring that abyssal pressure

gradients and geostrophic flows are much weaker than at the surface.

As noted earlier, winds blowing over the ocean surface exert a stress on

it and directly drive ocean circulations close to the surface in the so-called

“Ekman layer”. At the surface, z = 0, the stress is τ(0) = τwind and this

decays over the depth δ 4 10 − 100 m of the Ekman layer so τ(−δ) = 0.

The ageostrophic component of motion, uag, is obtained by substituting

the force arising from the wind (2.13) into the equation for motion near a

boundary (3.16), giving f ẑ × uag = 1
ρref

∂τ
∂z . By integrating this equation

over the depth of the Ekman layer, it can be shown that the lateral mass

transport over the layer is given by

MEk ≡
∫ 0

−δ

ρrefuagdz =
τwind × ẑ

f
. (3.22)

Thus the mass transport in the Ekman layer is directed to the right of the

wind in the northern hemispherei. Winds at the surface are 45◦ to the left

of the winds aloft, and surface ocean currents are 45◦ to the right of the

iFurther analysis indicates that the horizontal currents are expected to spiral anticy-
clonicly with depth from an initial direction of 45◦ to the right (left) of the wind in
the northern (southern) hemisphere, and to decay exponentially in magnitude. Similar
Ekman spirals exist at the bottom of the ocean and the atmosphere. In this case the
direction of the flow close to the boundary is 45◦ to the left (right) of the flow outside
the boundary layer in the northern (southern) hemisphere and the direction of rotation
is anticylonic with distance above the bottom.
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Fig. 7. Schematic (following L. Talley) indicating the Ekman and Sverdrup transports
associated with wind-driven ocean gyres.

wind at the surface. Therefore we expect currents at the sea surface to be

nearly in the direction of winds above the planetary boundary layer, which

are parallel to lines of constant pressure (see figure 7).

In the anticyclonic subtropical gyres, Ekman transport results in con-

vergence. Mass conservation then implies downwelling, or Ekman pumping.

In the cyclonic subpolar gyres there is divergence and Ekman suction. The

vertical velocity at the surface is zero and so integrating equation (3.17)

over the Ekman layer gives a vertical velocity at the base of the Ekman

layer wEk of

wEk =
1

ρref
∇h · MEk (3.23)

=
1

ρref

(

∂

∂x

τwindy

f
− ∂

∂y

τwindx

f

)

. (3.24)

In the interior, the flow is in geostrophic balance and the verti-

cal/meridional currents are related by equation (3.15). Thus there is ex-

pected to be a equatorward (poleward) component to the horizontal veloc-

ity where wEk < 0 (wEk > 0) with typical values of about 1 cm/s. This

means that in the subtropical gyres, the interior flow is equatorward.

The incompressibility condition together with equation 3.16 with wind

forcing can be used to show that the meridional velocity v is given by
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βv = f ∂w
∂z + 1

ρref

∂
∂z

(

∂τy

∂x − ∂τx

∂y

)

. The full depth-integrated flow V can be

obtained by integrating this meridional velocity from the bottom of the

ocean (z = −D, w = 0 and τ = 0) to the surface (z = 0, w = 0, τ = τwind)

to give

βV =
1

ρref
ẑ ·∇× τwind . (3.25)

This is known as “Sverdrup balance”. The depth-integrated meridional

transport is related to the curl of the wind stress and this dictates the

sense of motion in the subpolar and subtropical gyres (see figure 7). In

the Southern Ocean, at levels where no topography exists to support zonal

pressure gradients, there can be no mean meridional geostrophic flow and

therefore the above Sverdrup approximation does not apply (see Rintoul

et al. (2001)).

The motion in the interior of the ocean gyres can be understood by con-

sidering conservation of potential vorticity, which for a homogeneous fluid is

given by PV = (f + ζ)/H. Ekman pumping (suction) squashes (stretches)

water columns in the interior, however, by moving equatorward (poleward)

these columns are able to conserve their potential vorticity. This is the Sver-

drup flow, which is equatorward in the subtropical gyres and poleward in

the subpolar gyres and is in geostrophic balance with an east-west pressure

gradient. The gyre circulations are closed by strong, narrow boundary cur-

rents on the western boundaries where friction means the flow is no longer

in geostrophic balance. These currents are on the western, rather than east-

ern side because, in the subtropical (subpolar) gyres where the Sverdrup

transport is equatorward (poleward), the wind puts anticyclonic (cyclonic)

vorticity into the ocean which is removed by friction at the boundary as

the flow returns poleward (equatorward) on the western side.

3.7. Tropical Ocean-Atmosphere Coupling

We now turn our attention to tropical dynamics. The dynamics of the

ocean and atmosphere in the tropics are highly coupled. On interannual

timescales, the upper ocean responds to the past history of the wind stress

and the atmospheric circulation is largely determined by the distribution of

sea surface temperatures (SSTs). Latent heat release is the primary energy

source for the atmospheric circulation.

The ITCZ is a narrow band of deep convective clouds near the equator.

Much of the water vapour needed to maintain the convection is supplied by
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the converging trade winds in the lower troposphere. The convective heat-

ing produces large-scale mid-tropospheric temperature perturbations and

associated surface and upper level pressure perturbations, which maintain

the low-level flow. The zonal mean of the vertical mass flux associated with

the ITCZ constitutes the upward mass flux of the mean Hadley circulation.

During the course of a year, the pattern of solar forcing migrates, north

in northern summer, south in southern summer. Thus the entire Hadley

circulation shifts seasonally such that the upwelling branch and associated

rainfall are found on the summer side of the equator. The degree to which

this happens is strongly controlled by local geography: seasonal variations

over the oceans, whose temperature varies relatively little through the year,

are weak, while they are much stronger over land. The migration of the main

area of rainfall is most dramatic in the region of the Indian Ocean, where

intense rain moves onto the Asian continent during the summer monsoon.

There are strong longitudinal variations associated with variations in

the tropical SSTs due mainly to the effects of the wind-driven ocean cur-

rents. There are several overturning cells along the equator associated with

diabatic heating over equatorial Africa, Central and South America, and

Indonesia. The dominant cell is over the equatorial Pacific and is called the

“Walker circulation”. There is low surface pressure in the western Pacific

and high surface pressure in the eastern Pacific resulting in a pressure gra-

dient that drives mean surface easterlies (the Coriolis force is negligible in

this region). The easterlies provide a moisture source for the convection in

the western Pacific in addition to that provided by the high evaporation

rates caused by the warm SSTs there (the “warm pool”). The atmospheric

circulation is closed by descent over the cooler water to the east.

From equation (3.16) with the frictional term being given by the wind

stress (2.13), it can be shown that in the tropical region, where f 4 βy, the

wind stress gives rise to a meridional flow in the ocean

−βyv =
1

ρref

∂τx

∂z
. (3.26)

Thus a westward wind stress across the Pacific gives rise to poleward flows

either side of the equator in the oceanic Ekman layer, which by continuity

drive upwelling near the equator. In addition, since the Pacific is bounded

to the east and west, the westward wind stress results in the thermocline

being deeper in the west than the east. Thus the cold (and nutrient-rich)

deep water upwells close to the surface in the east, cooling the SSTs there,

whereas in the west the cold water does not reach the surface and the
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Fig. 8. Schematic (following NOAA/PMEL) of the typical atmosphere/ocean condi-
tions during La Niña and El Niño events.

SSTs remain warm. The upwelled region is associated with a geostrophic

current in the direction of the winds, since in the limit y → 0, equation (3.7)

gives βu = −ρ−1
ref∂2p/∂y. The deepening of the thermocline causes the sea

surface to be higher in the west, assuming that flow below the thermocline

is weak. Thus there is an eastward pressure gradient along the equator

in the surface layers to a depth of a few hundred meters. Away from the

equator, below the surface, this is balanced by an equatorward geostrophic

flow. At the equator, where f = 0, there is a current directly down the

pressure gradient, i.e., to the east, the Equatorial Counter Current. At the

surface at the equator, the eastward pressure gradient is balanced by the

wind stress τx.

The east-west pressure gradient across the Pacific undergoes irregular

interannual variations with a period in the range ∼2-7 years. This “see-saw”

in pressure, and its associated patterns of wind, temperature and precipi-

tation is called the “Southern Oscillation”. An index of the oscillation (the

Southern Oscillation Index, SOI) can be obtained by considering the pres-

sure difference between Tahiti in the central Pacific and Darwin Australia in

the western Pacific. The negative phase of the SOI represents below-normal

sea level pressure at Tahiti and above-normal sea level pressure at Darwin

and vice-versa for the positive phase. SSTs in the eastern Pacific are nega-

tively correlated with the SOI, i.e., warm SSTs coincide with anomalously

high pressure in the west and low in the east. The phase of the oscilla-

tion with anomalously warm SSTs is known as “El Niño”, and the phase

with anomalously cold SSTs is known as “La Niña”. The entire coupled

atmosphere-ocean response is known as the El Niño Southern Oscillation

(ENSO).
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During an El Niño event, the warm pool is shifted eastward from the

Indonesian region, and with it the region of greatest convection and the

atmospheric circulation pattern associated with it. The adjustment of the

Walker circulation, which corresponds to a negative SOI, leads to a weak-

ening of the easterly trade winds, reinforcing the eastward shift of the warm

SSTs. The sea surface slope diminishes, raising sea levels in the east Pacific

while lowering those in the west. Ekman-driven upwelling reduces, allowing

SSTs to increase (see figure 8). The ocean adjusts over the entire basin to a

local anomaly in the forcing in the western Pacific through the production

of internal waves in the upper ocean. These move both east and west from

the anomaly. Eastward propagation of a wave of depression on the thermo-

cline deepens the thermocline in the east Pacific about two months later,

relaxing the basin-wide slope of the thermocline. In the coupled system, the

ocean forces the atmospheric circulation (through the response to changed

boundary conditions associated with the El Niño SST fluctuations) and the

atmosphere forces the oceanic behaviour (through the response to changed

wind stress distribution associated with the Southern Oscillation).

Wave propagation in the ocean is key to the temporal evolution of an

El Niño event. The SST anomaly in the western Pacific gives rise to a west-

erly wind anomaly over the central Pacific which excites oceanic waves.

An equatorial Kelvin wave propagates rapidly to the east deepening the

thermocline and reinforcing the initial warm SST anomaly in a positive

feedback. Equatorial Rossby waves which propagate slowly (with group ve-

locity about a third of the Kelvin wave) to the west are also excited. When

the Kelvin wave hits the coast on the eastern side (after about 2 months), its

energy feeds westward Rossby waves and poleward coastal Kelvin waves.

On the western side, when the Rossby waves hit the coast, some energy

feeds an eastward propagating Kelvin wave which raises thermocline back

towards its original location, reducing the initial SST anomaly and provid-

ing a negative feedback. The propagation times of the waves means that the

negative feedback is delayed. A simple model of such a “delayed oscillator”

with realistic parameters gives oscillations in the period range of 3-4 years

(see Holton (2004) for more details).

Recently a new distinct mode of variability has been identified, asso-

ciated with a particular pattern of central Pacific temperature anomalies.

This mode is known as El Niño Modoki and is discussed in detail in a later

chapter of this volume.
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4. Conclusions

In this chapter we have demonstrated how basic fluid dynamical princi-

ples can be used to understand the essential elements that determine the

Earth’s climate and a range of weather and climate processes including

mid-latitude storms, ocean gyre circulations and the El Niño Southern Os-

cillation. Some of these processes will be examined in more detail in later

chapters. Importantly, the equations of fluid dynamics provide the core of

numerical models that can be used to predict future weather and climate.

We have discussed how changes to the atmospheric concentrations of green-

house gases lead to changes in the radiative forcing. This in turn leads to

changes to the dynamics of the atmosphere and, via changes to the sur-

face forcing, of the oceans. As a consequence, the dynamical processes we

have described in this chapter may be subject to change in the future, for

example mid-latitude storms, the monsoons, El Niño, and the overturning

circulation of the ocean.
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Tropical oceans play a major role in natural variability of the world
climate. Anomalous coupled ocean-atmosphere phenomena generated in
the tropical oceans produce changes in global atmospheric and oceanic
circulation that influence regional climate conditions even in remote re-
gions. On the inter-annual time-scale, the El Niño /Southern Oscillation
(ENSO) of the tropical Pacific Ocean is known as a typical example
of such phenomena and has received worldwide attention because of
its enormous societal impact. Recently a new mode of variability has
been identified with a distinct central Pacific warming pattern. This ‘El
Niño Modoki’ mode involves ocean-atmosphere coupled processes, indi-
cating the existence of a unique atmospheric component during the evo-
lution, analogous to the Southern Oscillation in the case of El Niño. The
Modoki’s impact on world climate is very different from that of ENSO.
Interestingly, the Modoki’s influences over regions such as the Far East
including Japan and the western coast of USA are almost opposite to
those of the conventional ENSO. Modoki events have been more frequent
and persistent during recent decades. Inter-annual variability originat-
ing in the tropical Indian Ocean includes an ocean-atmosphere coupled
phenomenon known as the Indian Ocean Dipole (IOD). The IOD has
a unique teleconnection pattern that implies regional climate variability
and thus societal impacts in various parts of the globe. These phenomena
are described and discussed in detail in this chapter.

1. Introduction

The Earth’s climate fluctuates around a normal state, which is generally

determined by an average of atmospheric conditions over a 30-year period.

99
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In simple terms this means that the mean climate at a given location is

the average weather condition over a long period of time. The significant

climate fluctuations that we commonly refer to - while describing unusual

characteristics of a season - are on the time-scales of years to decades.

Any fluctuation beyond these time scales is normally described as climate

change, which may arise due to both natural and anthropogenic (human-

induced) factors. Thus, climate change is the change in the background

state that anchors the climate fluctuations.

The natural elements of climate include atmosphere, hydrosphere,

cryosphere (ice), biosphere and geosphere. Besides these natural elements,

the climate system is also influenced by anthropogenic elements arising from

increasing use of natural resources since the industrial revolution. Society’s

awareness of rising global temperature has stimulated intense interest in re-

search on anthropogenic climate change. The global warming related to this

anthropogenic climate change remains one of the big challenges for society

to manage. However, short-term variations in climate, which are directly

related to abnormal weather, extreme phenomena and associated socio-

economic impacts, pose no less of a challenge for seasonal to inter-annual

climate predictions. Such short-term climate predictions are required for

planning a wide range of weather and climate sensitive issues and most

importantly for the development of adaptation policies.

Our natural climate is made up of several components, each of which is

complex and capable of altering the course of the climate system on which

civilisation is dependent. We must take into account the fact that the state

of the atmosphere, often equated with the state of climate, is influenced

by numerous processes that are internal to atmosphere as well as arising

from interactions with oceans, ice and ecosystems. On a basic level, the

seasonal variation of climate is determined by the 23.4◦ tilt of the Earth’s

axis of rotation. This tilt causes the Northern Hemisphere to come closer to

the Sun and gain maximum solar energy during boreal summer. Six months

later, the Northern Hemisphere is tilted away from the Sun and experiences

winter while the Southern Hemisphere experiences the summer conditions.

Leaving apart this north-south variation of seasonal climate, the regional

variations of the mean climatic conditions are decided mainly by internal

dynamics and physics. For example, the same amount of heat is received

over the whole of the tropical oceans, yet ocean upwellings cause cooler

sea surface temperature (SST) in the eastern Pacific and along some other

coasts (Fig. 1a, 1b). The upwelling is caused by prevailing local winds over

those regions, the effect of the Earth’s rotation known as the Coriolis effect ,
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and friction in the surface boundary layer of the ocean - all of which cause a

net transport of upper ocean water perpendicular to the winds. This water

transport known as Ekman transport is to the right of the wind direction

in the Northern Hemisphere and to the left in the Southern Hemisphere.

Fig. 1. Seasonal SST, surface wind and rainfall for (a) June-August and (b) December-
February. Schematic diagrams of ocean-atmosphere conditions related to (c) El Niño,
(d) La Niña, (e) El Niño Modoki and (f) positive Indian Ocean Dipole (pIOD)



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

102 S. Behera and T. Yamagata

The tropical oceans also play a vital role in the global heat budget.

Approximately one third of the net solar radiation (about 100 Wm−1) pen-

etrates through the ocean surface, which causes the tropical oceans to be

constantly heated by the atmosphere from the surface. The upper 10 m of

oceans has the same mass as that of the entire atmosphere and the up-

per 4 m has a similar capacity to store heat. The tropical oceans circulate

the heat through a number of oceanic processes. Upwelling, which brings

subsurface waters to the surface, enables the equatorial ocean to absorb

atmospheric heat flux. These warm waters are subsequently transported to

higher latitudes by the western boundary currents that are largely driven

by Earth’s circulation regime. This warm water formation and escape pro-

cess in the upper tropical oceans is the opposite of the cold water formation

process in the polar oceans, both of which are critical for the global heat

budget.

In the atmosphere, solar heating in the equatorial region causes air to

rise and move poleward. The warm air from the equator begins to cool and

sink at about thirty degrees north and south of the equator. The subtropical

deserts are associated with this sinking in the atmosphere. Between thirty

degrees latitude and the equator, most of the sinking air moves back to the

equator and the associated winds are commonly known as the trade winds

. The rest of the sinking air moves toward the poles. These air movements

are affected by the Coriolis effect, and in the tropics the trade winds appear

to curve to the west (Fig. 1b) because of this effect.

The trade winds blowing over warm equatorial oceans cause lower at-

mospheric moisture convergence in what is known as the inter-tropical con-

vergence zone (ITCZ) . The ITCZ often appears disconnected over land

and ocean. It is associated with deep atmospheric convection, heavy pre-

cipitation (contour lines in Fig. 1a, 1b), and weak mean wind speeds. To-

gether with the atmospheric circulation, the tropical ocean circulation and

dynamical conditions create a unique environment for ocean-atmosphere

interactions, which are so critically important for global climate variability

and change. Because of its large heat capacity, the tropical ocean provides

a ‘long-term memory’ for the atmosphere, while in turn the atmosphere

helps to drive the slow variations in the ocean through ocean-atmosphere

interactions.
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2. The Tropical Climate Modes

The regional distributions of seasonal SST and surface winds are determined

by a delicate balance among various elements of ocean and atmosphere.

For example, the seasonal trade winds and associated Walker circulation in

the tropical Pacific cause warm water to pile up on the western side and

cold water to upwell on the eastern side (Fig. 1a, 1b). Differences in water

masses on either side of the Pacific cause a slope in the thermocline (the

depth of water sensitive to climate variations). This slope is maintained

by the prevailing winds. The balance between the thermocline slope and

the prevailing winds get disturbed by intermittent development of anoma-

lous ocean-atmosphere coupled modes. In the Pacific, the dominant coupled

mode is known as the El Niño/Southern Oscillation (ENSO).

2.1. The ENSO

El Niño is traditionally known as an abnormal warming of sea surface in

the eastern tropical Pacific. This warming is the oceanic component of the

ENSO phenomenon. The atmospheric component is the Southern Oscilla-

tion defined as the sea-level pressure difference between Tahiti and Darwin,

and captures the seesaw in the atmospheric sea-level pressure between the

eastern and western tropical Pacific. Bjerknes (1969) suggested that the El

Niño and the Southern Oscillation are in fact just two different aspects of

the same phenomenon, and demonstrated a remarkable correlation between

Darwin atmospheric pressure and water temperature off Peru, two locations

separated by the vast span of the Pacific Ocean. He further hypothesized

that ocean-atmosphere interaction is at the heart of the ENSO phenomenon

(Fig. 1c, 1d) and suggested that an initial change in the ocean could af-

fect the atmospheric conditions, which would in turn induce changes in

oceanic conditions to reinforce the initial anomalies. For example, if SSTs

in the equatorial eastern Pacific become anomalously warm, it will reduce

the east-west gradient in SST. The atmosphere will respond by reducing

the east-west gradient in sea level pressure, and consequently relaxing the

strength of the easterly trade winds that are important to maintain the

zonal thermocline slope and the east-west distribution of heat content. The

relaxation of the easterly winds in turn will cause an eastward surge of warm

water along the equator, positively reinforcing the initial warm SST anoma-

lies. Thus, positive ocean-atmosphere feedback of Bjerknes type amplifies

small initial perturbations into large anomalies and eventually evolves as an
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El Niño event (Fig. 1c). The canonical picture of ENSO based on a variety

of observations is basically consistent with the Bjerknes hypothesis.

The peak SST warming in the eastern equatorial Pacific associated with

an El Niño event is generally observed in December and January. This

property has been referred to as the seasonal phase-locking of ENSO to

the annual cycle. Furthermore, ENSO events typically last 12-18 months

and occur every two to seven years. While Bjerknes’ mechanism explains

why the system has two favored states (warm and cold) it does not explain

why there is an oscillation between them. That is broadly explained by the

equatorial ocean dynamics, involving the depth of the thermocline (or the

amount of warm water above the thermocline). The changes in the depth

of this warm layer associated with ENSO are a consequence of wind-driven

ocean dynamics by which the wind and SST changes in the ENSO cycle are

tightly locked together. It is observed that the sluggish thermocline changes

are often not in phase with that of SST and wind, and this delay in the

response of the thermocline is important for the slow propagation of the

ENSO signal.

The equatorial wave-guide plays a crucial role in giving rise to the quasi-

oscillatory nature of ENSO and many studies have investigated it by simu-

lating the coupled tropical ocean-atmosphere system with models of varying

complexity (e.g., Cane and Zebiak (1985); Philander (1990); McCreary and

Anderson (1991); Neelin et al. (1998); Chang et al. (2006)).The oceanic

Kelvin and Rossby wavesa (Fig. 2) help to propagate energy and momen-

tum received by the ocean from the wind stress. The propagation speeds of

similar atmospheric waves are far greater than that of their oceanic coun-

terparts. Therefore, the adjustment time-scale of the tropical atmosphere

to changes in SST is much shorter (10 days or less) than the adjustment

time-scale of the equatorial ocean to changes in wind stress (approximately

six months). The short adjustment time of the atmosphere supports the as-

sumption that the atmosphere is in a statistical equilibrium with the SST

on time-scales longer than a few months. Thus, the memory of the state

of the climate system primarily resides in the ocean. On the other hand,

oceanic Kelvin and Rossby waves can be strongly modified by the air-sea

coupling. The Bjerknes feedback can destabilize these waves, giving rise

aThe circulations of the atmosphere and ocean with large spatial scales are influenced by
the Earth’s rotation or the Coriolis effect and dominantly appear as waves. Most of these
waves are known as Rossby waves (or planetary waves). Kelvin waves are found along
the equator and along coastlines, where the Coriolis acceleration vanishes. For detailed
explanations of these waves, please refer to Gill (1982).
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to unstable coupled modes that resemble the slow westward propagating

oceanic Rossby mode and the eastward propagating oceanic Kelvin mode.

In fact, the coupling between the atmosphere and ocean generates a breed

of modes whose characteristics depend on the time-scale of dynamical ad-

justment of the ocean relative to the time-scale of the SST anomaly, which

is related to the air-sea coupling.

Fig. 2. Schematic diagram showing westward propagating Rossby waves and eastward
propagating equatorial Kelvin waves.

Stability analysis of a simple ENSO model linearized around a given

mean state reveals a variety of structures of the coupled modes in a pa-

rameter space. The coupled mode most relevant to ENSO appears to re-

side in a parameter regime where the time scales associated with the local

air-sea interaction are comparable to the dynamical adjustment time of

the tropical Pacific Ocean. The evolution of the coupled mode in this pa-

rameter regime can be described in two phases. During the development

phase, the Bjerknes positive feedback dominates and causes the anomalies

to grow. During the decay phase, the equatorial wave adjustment process

of the ocean delays the termination through a negative feedback. Rossby

wave packets carry off equatorial thermocline anomalies of opposite sign to

the equatorial anomaly generated by the Bjerknes feedback to the western

boundary at which the waves are reflected into equatorial Kelvin waves and

the thermocline anomalies propagate eastward (Fig. 2) along the equator.

They then counteract the Bjerknes positive feedback and cause the system

to turn from warm to cold states and back again. The time-scale that is

associated with the ocean wave adjustment imparts the “memory” of the

coupled system that is essential for the oscillations in this ENSO paradigm.

The above description of ENSO physics is based on a linear, determinis-

tic framework. It offers a basic understanding of the evolution and duration,

as well as the oscillatory nature of ENSO events. However, the detailed fea-
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tures of ENSO events can vary considerably from event to event, including

when and where the initial warming starts and whether the initial signal

propagates eastward or westward. The hypotheses that are used to explain

the causes of ENSO irregularity can be broadly grouped into three gen-

eral categories. The most widely used hypothesis of ENSO variability is

often referred to as the delayed oscillator. It relates to the underlying dy-

namics and emphasizes the oceanic wave propagation. The second category

regards the recharge-discharge of the equatorial ocean heat content as the

essence of the ENSO oscillation. This hypothesis highlights the importance

of nonlinearity (Timmermann et al., 2003) that arises from strong air-sea

feedback in an unstable dynamic region. In this regime, not only can ENSO

be described as a self-sustained oscillator but also it can interact nonlin-

early with either the annual cycle (e.g. Jin et al. (1994)) or other coupled

modes (e.g. Mantua and Battisti (1995)) giving rise to deterministic chaos.

The loss of predictability in this regime is primarily due to uncertainty in

the initial conditions.

The third category of ENSO hypothesis expresses a somewhat opposite

view to the second category. The ENSO coupled mode is imagined to be a

stable damped regime, and thus the ENSO cycle cannot be self-sustained

without external noise forcing (e.g. Flügel et al. (2004)). Weather noise

generated by the internal dynamics of the atmosphere plays a fundamental

role in not only giving rise to ENSO irregularity but also in maintaining

ENSO variance. In between these two extreme viewpoints lies the hypoth-

esis of the first category, which assumes ENSO to be self-sustained (due to

weak nonlinearity) and periodic (Schopf and Suarez, 1988). In this regime,

ENSO’s behavior is governed by the temporal characteristics of the sin-

gle most dominant coupled mode together with the influence arising from

weather noise (e.g. Chang et al. (2006)). And the predictability comes from

the oscillatory nature of the dominant mode (Chen et al., 2004) while the

loss of predictability is primarily due to noise.

2.2. The ENSO Modoki

El Niño Modoki has recently been identified as a coupled ocean-atmosphere

phenomenon in the tropical Pacific Ocean and has been shown to be quite

different from the canonical El Niño in terms of its spatial and temporal

characteristics as well as its teleconnection patterns (Ashok et al., 2007;

Weng et al., 2007; Ashok and Yamagata, 2009). The definition of “El Niño”

has evolved over several decades. Traditionally the term “El Niño” was



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

Dynamics of the Indian and Pacific Oceans 107

used for the canonical El Niño associated with warming in the eastern

tropical Pacific. This definition is sometimes generalized by considering the

warming in the central tropical Pacific as El Niño. However, as we realize

now, this broad definition may mix-up the canonical El Niño with the El

Niño Modoki (Ashok et al., 2007; Weng et al., 2007; Ashok and Yamagata,

2009).

The importance of studying the difference between El Niño Modoki

(Fig. 1e) and the canonical El Niño (Fig. 1c) lies in their unique influences

on the surrounding climate. It is recognized that the main characteristics

of these two phenomena and their associated climate impacts during re-

cent boreal winters are fundamentally different. Therefore, mixing El Niño

Modoki signal with that of the canonical El Niño blurs their characteristic

teleconnections and singular impacts on regional climate in the Pacific Rim.

Differences in zonal SST gradients in the tropical Pacific associated with

those two phenomena (Fig. 3) cause disparities in the Walker circulation.

Furthermore, the regional meridional circulations that link these tropical

phenomena with the subtropical/extratropical systems will generate differ-

ent teleconnection patterns associated with the variations in the tropical

Walker circulation. Thus, atmospheric circulations arising from variations in

zonal SST gradients between the canonical El Niño and the El Niño Modoki

in the tropical Pacific cause different types of anomalous climate conditions

in the Pacific Rim (Ashok et al., 2007; Weng et al., 2007, 2009a,b).

In Empirical Orthogonal Function/Principal Component (EOF/PC)

analysisb of the tropical Pacific SST anomalies (derived from Hadley Centre

Global Sea Ice and Sea Surface Temperature Analyses), the EOF1 pattern

captures the essential features of El Niño. This mode explains about 45%

of the tropical Pacific SST variability for the period 1979-2004. The EOF2,

which explains 12% of the SST variability for the corresponding period,

captures a zonal tripole pattern in the tropical region. In this pattern both

eastern and western tropical Pacific SST anomalies have loadings of the

same sign, while those of the central tropical Pacific are of opposite sign

(cf. Ashok et al. (2007)). In higher latitudes, the positive loadings in the

central equatorial Pacific spread eastward in both hemispheres, and this

boomerang pattern straddles the tongue of negative loadings in the equa-

torial eastern Pacific (Weng et al., 2007, 2009a). A typical pattern of El

bEOF/PC analysis is a statistical analysis method employed to extract the dominant
modes of variability from a dataset. It produces a set of structures in the spatial dimen-
sion (EOFs) and a set of corresponding structures in the time dimension (PCs).
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Fig. 3. Composites of summer SSTA of the three strongest events of a) El Niño Modoki
(1994, 2002, and 2004) and b) El Niño (1982, 1987, and 1997).

Niño Modoki is seen in the boreal summer of 2004 and an opposite event,

called a La Niña Modoki (Pseudo-La Niña), is observed in 1998; such events

are characterized by the anomalously cold SST anomaly on the central Pa-

cific flanked by the warm SST anomalies on either side. Like ENSO, the

nomenclature of ENSO Modoki assumes both warm and cold phases of its

behavior. Though the correlation between PC1 and Nino3 index (an index

of SST anomalies from eastern Pacific used to measure ENSO intensities)

is very high (0.98), the correlation between PC2 and Nino3 index is neg-
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ligible (-0.09) (Ashok et al., 2007). Thus, the El Niño Modoki events are

not necessarily related to the conventional El Niño events and an ENSO

Modoki index (EMI) is derived based on the unique tripolar nature of the

SST anomalies:

EMI = SSTABOX A − 0.5 · SSTABOX B − 0.5 · SSTABOX C (2.1)

The square bracket in Equation 2.1 represents the area-averaged SST

anomaly (SSTA) over each of the regions A (165◦E-140◦W, 10◦S-10◦N),

B (110◦W-70◦W, 15◦S-5◦N), and C (125◦E-145◦E, 10◦S-20◦N), respec-

tively.

2.2.1. Ocean-atmosphere coupling

The ocean-atmosphere coupling during ENSO Modoki events are demon-

strated by Ashok et al. (2007) from lead/lag correlation between the EMI

and satellite derived sea surface height (SSH)c anomalies and the regression

of the EMI with the wind anomalies (derived from NCEP-NCAR reanalysis

data). Correlations between EMI and SSH anomalies are seen in the central

and western tropical Pacific when the former lags the latter at 12 months

lag (Fig. 4a). The signal, apparently excited by westerly wind anomalies

in the western Pacific, helps the ENSO Modoki evolution by transporting

the warm water from the off-equatorial regions to the equator. This intro-

duces downwelling equatorial Kelvin waves that subsequently deepen the

thermocline in the central Pacific. In the following months, positive cor-

relations between EMI and SSH anomalies become larger and the signal

propagates westward together with the corresponding correlations of 10m

temperature anomalies (derived from Simple Ocean Data Assimilation). At

6 months lag, we observe easterly wind anomalies in the eastern Pacific in

addition to the anomalous westerlies in the western Pacific (Fig. 4c). Since

these winds cause convergence in the central Pacific, the thermocline in the

central Pacific further deepens. With increasing easterlies in the eastern

Pacific, the equatorial Rossby waves may deepen the thermocline off the

equator and thus intensify the warming in the central Pacific. This is indi-

cated by the high correlations around central Pacific at zero lag (Fig. 4e).

After the peak phase of the event, anomalous easterlies in the eastern Pa-

cific are strengthened, and the equatorial upwelling is also strengthened.

The associated downwelling Rossby waves propagate west. Together with

cSea surface height is derived from the altimeter data of several satellites; Geosat,
TOPEX/POSEIDON and Jason.
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the weakening of westerlies in the western Pacific, the downwelling Rossby

waves smear out the cold anomaly in the western Pacific and eventually

terminate the Modoki event (Fig. 4f-j).

2.2.2. ENSO Modoki vs. ENSO Impacts

Associated with these two tropical phenomena in the equatorial Pacific, we

notice markedly different SSTA patterns in extratropics. For example, a

large-scale warm SST anomaly in the extratropical North Pacific is seen

during summer of an El Niño Modoki (Fig. 3a) while a large-scale cool

anomaly prevails during summer of an El Niño (Fig. 3b). Such a differ-

ence may imply that the extratropical low system in the El Niño Modoki

case (Fig. 3a) could be locally excited by a warm SSTA in that oceanic

region, which is synchronized with the warming of the central tropical Pa-

cific (Weng et al., 2007). The extratropical SST anomalies seem to be a

forcing for such a cyclonic low while the cool SST anomalies in the extrat-

ropical North Pacific in the El Niño case (Fig. 3b) seem to be a response to

the anomalous low system when frequent cyclonic activities over the season

reduce solar input and cool the sea surface temperature. Nevertheless, other

factors may play important roles when the extratropical regions are weakly

associated with weak El Niño Modoki events.

The persistent summer drought in the western United States is caused

not only by below-normal rainfall (Fig. 5a), but also by above-normal tem-

perature in El Niño Modoki summers (Weng et al., 2007). The surface tem-

perature related to El Niño Modoki is warmer than normal in the western

states, while cooler than normal in the central and eastern states. However,

the El Niño-related temperature in most areas of the United States, ex-

cept for the southeastern and northwestern states, is basically cooler than

normal (Weng et al., 2007). Combined effects of rainfall and temperature

anomalies mean that the El Niño Modoki-related warmer surface temper-

ature anomaly in the western United States exacerbates the drought due

to less rainfall there. It is consistent with the relationship between pre-

cipitation and surface temperature over land in summer (Trenberth and

Shea, 2005). Thus the northwestern USA is easily susceptible to persistent

drought if El Niño Modoki events continue from summer to winter seasons.

This may have been the situation in the beginning of the 21st century when

the drought in the northwestern USA was sustained for several years (Weng

et al., 2007). In the eastern North Pacific, El Niño Modoki is associated with
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Fig. 4. Lag/lead correlations of monthly EMI with SSH anomalies (shading) and ocean
temperature anomalies at 10 m depth (contours). Positive (negative) correlation coeffi-
cients correspond to high (low) sea level anomalies. Regressed winds with EMI are shown
only if the correlation coefficient between EMI and respective wind components exceeds
0.24. The positive (negative) numbers to the left indicate the months by which the EMI
leads (lags) the anomaly distribution fields. Adapted from Ashok et al. (2007)

a positive modified Pacific-North American (PNA) patternd. The tropical

dThe PNA teleconnection pattern is one of the most prominent modes of low-frequency
variability in the Northern Hemisphere extratropics. The positive phase of the PNA
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storm activities near Japan and the southeastern United States may be

enhanced during El Niño Modoki events. In the tropical region, SSTA as-

Fig. 5. Composites of June-August rainfall anomalies (shaded) and geopotential height
anomalies of the three strongest events of a) El Niño Modoki (1994, 2002, and 2004) and
b) El Niño (1982, 1987, and 1997).

pattern features above-average geopotential heights in the vicinity of Hawaii and over
the intermountain region of North America, and below-average heights located south
of the Aleutian Islands and over the southeastern United States. The PNA pattern is
associated with strong fluctuations in the strength and location of the East Asian jet
stream.
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sociated with the El Niño Modoki appears as a warming in the central

part of the Pacific with cooling in east and west. It seems to have direct

and indirect influences on the rainfall anomalies (Fig. 5a) in the Pacific

Rim countries associated with the anomalous two-cell type Walker circu-

lation. The anomalous SST gradients and the moisture distribution cause

anomalous subtropical and extratropical responses (Weng et al., 2007).

The poles of SSTA and associated atmospheric fields in the tropical

Pacific are basically the joint regions of multiple “boomerangs” of these

fields. The arms of these “boomerangs” extend eastward and poleward in

the Pacific, with the northern arms being stronger in the boreal winter

season. In the western North Pacific El Niño Modoki is associated with

a positive Pacific-Japan patterne , enhanced western-north Pacific sum-

mer monsoon and weakened East Asian summer monsoon, which causes

droughts in much of Japan and the central eastern China, while flood in

southern China (Weng et al., 2007, 2009b). Different patterns with alter-

nating wet/dry “boomerangs” between the two phenomena cause different,

and even opposite, precipitation and temperature anomalies for a given re-

gion. A common feature of the two phenomena is that the outer arms of

the “boomerangs” are discontinuous, suggesting more interactions between

tropical and subtropical/extratropical systems there. The “boomerang”

arms appear at lower latitudes in the western Pacific and higher latitudes

in the eastern Pacific where the direct influence of the two tropical phenom-

ena could reach. This also explains why the East Asian winter monsoon -

influenced by the two phenomena - is limited to lower latitudes, including

the southeastern China, Taiwan, and southern Japan.

The location of a wet “boomerang” is closely related to the path of mois-

ture transport from the tropics to the subtropics. The wet “boomerang”

arms may cause the so-called “atmospheric river” (Newell et al., 1992; Ralph

et al., 2004). During El Niño Modoki (Fig. 6a), the anomalous low-level

southwesterlies from the central tropical Pacific to the eastern subtropical

North Pacific are associated with the northern arm of the wet “boomerang”,

which involves a northward migration of the ITCZ. The low-level flows act

like an “atmospheric river” in the climate sense, carrying the moisture from

the tropical Pacific to the southwestern USA through the wet “boomerang”

arm. The characteristic atmospheric circulation patterns during El Niño

eThe Pacific-Japan (PJ) teleconnection pattern is one of the dominant atmospheric
anomaly patterns that influence summertime weather conditions over the Far East. It
is characterized by anomalous convective activity over the tropical Northwestern Pacific
and a meridional dipole of anomalous circulation in the lower troposphere.
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Modoki winter may provide a favorable climate background to anchor the

“atmospheric river” on the weather scale. Such an “atmospheric river” was

seen in southern California in the early January of 2005, during an El Niño

Modoki winter, which caused a meter of rainfall and massive mudslides in

southern California (Kerr, 2006). Such a case is less likely to occur dur-

ing an El Niño winter, because the anomalous southwesterlies carry the

moisture from the eastern tropical Pacific to the Caribbean, the Gulf of

Mexico, and the southern and southeastern USA (Fig. 6a), but unlikely

to the southwestern USA (Weng et al., 2009a). Although the southwestern

USA may also be wet during an El Niño, the moisture is more likely to be

transported from the mid-latitudes by the westerlies in the southeastern

flank of the anomalous Aleutian Low, which may cause much of the west-

ern USA to be wet. Thus, based on this analysis, the northward shift of the

ITCZ that brings moisture from the tropical Pacific to the southwestern

USA is more likely to occur during an El Niño Modoki winter than during

an El Niño winter (Fig. 6b).

2.3. The Indian Ocean Dipole

Unlike the Pacific Ocean, the interannual variability in the tropical Indian

Ocean has received less attention. This is mainly because the variability

in the basin is more complex due to the changing monsoon winds and the

complex geometry. The southwest monsoon winds that dominate the annual

cycle produce strong upwelling along the Somali coast of the western Indian

Ocean (Fig. 1a). However, weakening of these winds, during monsoon tran-

sition seasons of spring and fall, gives rise to warmer SSTs mainly caused by

weaker upwelling and higher solar insolation. During transition seasons, the

otherwise weak equatorial winds become stronger and the eastward winds

generate the strong equatorial currents known as the Yoshida-Wyrtki jet,

which transports the warm waters to the east. Anomalous events evolve,

sometimes owing to an imbalance between the equatorial winds and the

east-west slope in the equatorial Indian Ocean.

Recent studies show that these anomalous events in the basin are man-

ifestations of an ocean-atmosphere coupled phenomenon known as the In-

dian Ocean Dipole (IOD) mode (Saji et al., 1999; Webster et al., 1999;

Yamagata et al., 2004). During a positive IOD event, eastern tropical In-

dian Ocean becomes colder than normal while the western side becomes

warmer (Fig. 1f). These changes in the SSTs during the IOD events are

found to be associated with related changes in the surface wind and rain-
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Fig. 6. Same as figure 5 but for December-February.

fall. Equatorial winds reverse direction from westerlies to easterlies during

the peak phase of the positive IOD events together with abundant rain-

fall over western Indian Ocean/East Africa and scarce rainfall over eastern

Indian Ocean/Indonesia (Fig. 1f). This is similar to the Bjerknes-type of

air-sea interaction in the tropical Pacific (Bjerknes, 1969). However, the

dipole pattern is not restricted only to the SST anomalies in an IOD event.

The thermocline changes in response to the equatorial winds through the

oceanic adjustment process during IOD events (Rao et al., 2002). It rises
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in the east and deepens in the central and western Indian Ocean. The sea-

sonal southeasterly winds along the Sumatra coast are also strengthened

during the positive IOD events and cause SST cooling by coastal upwelling

(Vinayachandran et al., 1999, 2002) and evaporation (Behera et al., 1999).

The dipole pattern related to IOD is identified in heat content/sea level

anomalies (Rao et al., 2002), outgoing longwave radiation (OLR) anoma-

lies (Behera et al., 1999) and sea level pressure anomalies (Behera and

Yamagata, 2003). Therefore, dipole mode indices are derived using several

ocean-atmosphere variables; SSTA, wind, sea surface height, satellite de-

rived sea level anomalies and OLR anomalies (cf. Fig. 1 of Yamagata et al.

(2003)).

2.3.1. Ocean-atmosphere coupling

The dipole mode, originally introduced using the SST anomalies, is cou-

pled strongly with subsurface temperature variability. Rao et al. (2002)

discussed how the evolution of the dominant dipole mode in the subsur-

face is controlled by equatorial ocean dynamics forced by zonal winds in

the equatorial region. The subsurface dipole provides a kind of delayed os-

cillator mechanism (cf. Schopf and Suarez (1988)) required to reverse the

phase of the surface dipole in the following year through propagation of

oceanic Rossby/Kelvin waves (Feng and Meyers, 2003), which is also con-

firmed from coupled model studies (Gualdi et al., 2003; Yamagata et al.,

2004). Thus, the turnaround of the subsurface dipole leads to the quasi-

biennial oscillation of the tropical Indian Ocean (Rao et al., 2002; Feng and

Meyers, 2003). The ocean dynamics may play an important role for the

quasi-biennial oscillation in the Indo-Pacific sector through changes in the

Asian monsoon .

Xie et al. (2003) suggested that Rossby waves in the southern Indian

Ocean play a very important role in air-sea coupling and that these cou-

pled Rossby waves are dominantly forced by ENSO. In subsequent studies,

Yamagata et al. (2004) and Rao and Behera (2005) have distinguished re-

gions that are influenced by IOD and ENSO (Fig. 7). They showed that

the wind stress curl associated with the IOD forces the westward propa-

gating downwelling long Rossby waves north of 10◦S that increase the heat

content of the upper layer in the central and western Indian Ocean during

positive IOD events (Fig. 7 left panels). The heat content anomaly main-

tains the SST anomaly that influences the wind stress anomaly, thereby

completing the ocean-atmosphere feedback loop. In contrast, the ENSO in-
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fluence dominates over the upwelling dome south of 10◦S in the southern

Indian Ocean (Fig. 7 right panels). A similar north/south displacement in

the response of sea level to wind forcing is found in the study by Wijffels

and Meyers (2004). The cause of this is not very clear at this stage but the

ENSO-related variation of the southern trade winds is one possible candi-

date. Another possible candidate is the Indonesian throughflow; the oceanic

anomaly of the Pacific origin may propagate westward and enhance local

air-sea coupling south of 10◦S (e.g. Webster et al. (1999)).

The Indonesian throughflow apparently plays a role in the decadal vari-

ability of ENSO and IOD. Using an output from a 200-year integration

of the SINTEX-F1 Coupled Atmosphere-Ocean General Circulation Model

(CGCM) , Tozuka et al. (2007) have found that the first EOF mode of the

decadal (9-35 years) sea surface temperature anomaly represents a basin-

wide uniform mode that has close connection with the Pacific ENSO-like

decadal variability. On the other hand, the second EOF mode has shown a

clear east-west dipole pattern in the Indian Ocean and has close relations

with variations in the Indonesian throughflow and the heat transport in

southern Indian Ocean. Since the pattern resembles the interannual IOD

despite the longer time scale, the mode is named as the “decadal IOD”.

One of the most interesting interpretations found in this study is that the

decadal air-sea interaction in the tropics could be a statistical artefact and

the decadal IOD may be interpreted as decadal modulation of interannual

IOD events.

2.3.2. Triggering and termination processes

The precondition for IOD evolution is another issue that requires more re-

search. Several studies indicate the presence of a favorable mechanism in the

eastern Indian Ocean that combines cold SST anomalies, anomalous south-

easterlies and suppression of convection into a feedback loop (Saji et al.,

1999; Behera et al., 1999). However, recent studies suggest a few alterna-

tives: atmospheric pressure variability in the eastern Indian Ocean (Gualdi

et al., 2003), favorable changes in winds in relation to the Pacific ENSO

and the Indian monsoon (Annamalai et al., 2003), oceanic conditions of the

Arabian Sea related to the Indian monsoon (Prasad and McClean, 2004)

and influences from the southern extratropical region (Lau and Nath, 2004).

It has also been found from observed data that the equatorial winds in the

Indian Ocean are related to variabilities in pressure and trade winds of the

southern Indian Ocean (Hastenrath and Polzin, 2004). All these studies fall
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Fig. 7. Partial correlation between the September-November DMI and the south Indian
Ocean SSH anomalies (left panels) for different latitude bands from SINTEX-F1 simu-
lation results. The corresponding correlation for the October-December Niño-3 index is
shown on the right panels. Values shown are statistically significant at 99% level using
a 2-tailed t-test.
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short on more than one occasion to answer the failure (or success) of IOD

evolution in spite of favorable (or unfavorable) precondition (Behera et al.,

2006, 2008); e.g. no IOD formation in 1979 (Gualdi et al., 2003) and the

aborted IOD event of 2003 (Rao and Yamagata, 2004).

The intraseasonal oscillation (ISO) also known as the Madden-Julian

oscillation (MJO) in atmospheric variability of the Indian Ocean shows

pronounced seasonality with the strongest activity in boreal winter and

spring (Madden and Julian, 1994; Gualdi and Navarra, 1998). Since the

ISOs originate in the tropical Indian Ocean they play a significant role in

the IOD evolution. In recent studies, Rao and Yamagata (2004); Rao et al.

(2007) have examined the possible link between the ISO activity and the

IOD termination using multiple datasets. They observed strong 30-60 day

oscillations of equatorial zonal winds prior to the termination of all IOD

events, except for the event of 1997. This may be a reason why the 1997 IOD

event was sustained until early February 1998 instead of usual termination

around December. Thus the strong westerlies associated with the ISO excite

anomalous downwelling Kelvin waves that terminate the coupled processes

in the eastern Indian Ocean by deepening the thermocline in the east, as

discussed by Fischer et al. (2005) for the 1994 IOD event. Gualdi et al.

(2003) suggested that the anomalously high ISO activity in the northern

summer of 1974 might explain the aborted IOD event in that year.

2.3.3. IOD impacts

Like ENSO, the IOD can exert its influence on various parts of the globe via

atmospheric teleconnection (Saji and Yamagata, 2003) and by interacting

with other modes of climate variability. Through the changes in the atmo-

spheric circulation, IOD influences the Southern Oscillation (Behera and

Yamagata, 2003), the ENSO (Izumo et al., 2010), rainfall variability dur-

ing the Indian summer monsoon (Behera et al., 1999; Cherchi et al., 2007),

the summer climate condition in East Asia (Guan et al., 2003), the African

rainfall (Behera et al., 2005), the Sri Lankan Maha rainfall (Zubair et al.,

2003), the Australian rainfall (Ashok et al., 2003) and the Brazil (Chan

et al., 2008) rainfall.

The precipitation over the northern part of India, the Bay of Bengal,

Indochina and the southern part of China was enhanced during the 1994

positive IOD event (Behera et al., 1999; Saji and Yamagata, 2003). The

positive IOD and El Niño have opposite influences in the Far East, including

Japan and Korea (Saji and Yamagata, 2003). Positive IOD events give
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rise to warm and dry summers in East Asia as is seen during 1961 and

1994 (Guan et al., 2003; Yamagata et al., 2004).

Several studies have found that the equivalent barotropic high known

as the Bonin High was strengthened during positive IOD events over East

Asia (e.g. Yamagata et al. (2004)). The anomalous pressure pattern that

is often linked to the unusually hot summer is recognized as a whale tail

pressure pattern by the Japanese weather forecasters. The tail part, which

is corresponding to the Bonin High, is equivalent barotropic in contrast to

the larger head part, which corresponds to the baroclinic Pacific High. The

IOD-induced divergent flow over the Tibetan Plateau (Sardeshmukh and

Hoskins, 1988) excites a Rossby wavetrain, which propagates northeastward

from the southern part of China to Japan (Fig. 8). This is quite similar to

Pacific-Japan pattern (Nitta, 1987) albeit the whole system is shifted a lit-

tle westward to give rise to the Indian Ocean-Japan pattern. In the latter

case, the convective anomalies in the eastern Indian, associated with the

IOD, give rise to anomalies in the Philippines region and those anomalies

subsequently influence Japan. For example, in a positive IOD event, sub-

sidence over the eastern Indian Ocean will give rise to higher convective

activity over Philippines and that in turn will cause subsidence over Japan

like the Pacific-Japan pattern.

Fig. 8. Schematic diagram showing the IOD influence on the East Asia summer condi-
tions.

In another process, the IOD-induced diabatic heating around India ex-

cites a long atmospheric Rossby wave to the west of the heating. The latter
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is similar to the monsoon-desert mechanism that connects the circulation

changes over the Mediterranean Sea/Sahara region with the heating over

India (Rodwell and Hoskins, 1996). The westerly Asian jet acts as a waveg-

uide for the eastward propagating tropospheric disturbances to connect the

circulation change around the Mediterranean Sea with the anomalous cir-

culation changes over East Asia (Fig. 8). This mechanism called the “Silk

Road process” may contribute to strengthening the equivalent barotropic

Bonin High in East Asia.

The IOD has a paramount impact on the October-December short rains

variability of East Africa. Behera et al. (2003, 2005), using observed data

and SINTEX-F simulations, found that positive IOD (El Niño) events are

related to enhanced (reduced) rainfall in East Africa. The anomalous west-

ward low-level winds in response to the anomalous zonal gradient of SST

enhance the moisture transport to the western Indian Ocean and augment

seasonal atmospheric convection in East Africa. Simulated correlation pat-

terns are consistent with the observed variation of rainfall anomalies in the

East African region (Behera et al., 2005). The relationship is so robust that

the raw Dipole Mode Index (DMI)f values of July and August could pre-

dict 92% of anomalous years of short rains. This is possible because the

slow propagation of the air-sea coupled mode in the western Indian Ocean

gives rise to predictability of the IOD-induced short rains at least a season

ahead (Yamagata et al., 2004; Behera et al., 2005; Rao and Behera, 2005).

On the eastern side, over the Indonesian region, the model rain anomaly

suggests stronger influence of the IOD as compared to the ENSO.

In the Southern Hemisphere, the impact of the IOD is notable in several

parts of Australia (Ashok et al., 2003) and Brazil (Chan et al., 2008); posi-

tive IOD events cause warm and dry conditions over northern Brazil. Rossby

wavetrains that are prominent in the Southern Hemisphere are shown to

be responsible for the IOD teleconnection.

2.3.4. IOD predictions

As in the case of ENSO, CGCMs are proving to be useful in predictability

experiments of the IOD. Using the NASA Seasonal-to-Interannual Predic-

tion Project (NSIPP) coupledmodel system, Wajsowicz (2005) has shown a

remarkable predictability of the IOD at 3 months lead-time for the decade

fThe DMI describes the variability of the Indian Ocean Dipole (IOD) and is defined as the
SST anomaly difference between the eastern and the western tropical Indian Ocean (Saji
et al., 1999).
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1993-2002. In her results, the forecast skill of the eastern pole deteriorates

at 6 months lead-time. In another study using the SINTEX-F prediction

system, Luo et al. (2007) showed higher skills for the IOD predictions at a

lead of 4 months. They also found that the seasonal predictability suffers

in the Indian Ocean due to an intrinsic winter prediction barrier. In the

western Indian Ocean, several warm SST anomalies (during 1983, 1987,

1991, 1997/98, and 2003) and cold anomalies (1985, 1989, 1996, and 1999)

can be predicted reasonably well up to 9-12-months ahead. This is mostly

associated with the large influence of ENSO on the western Indian Ocean

SST anomalies, which their model predicts very well at longer lead times.

In contrast, they reported a rather challenging task to predict the SST

anomaly in the eastern Indian Ocean. Nevertheless, the model can skilfully

predict the signal there up to about 2 seasons ahead.

Considering the complicated and delicate physical processes govern-

ing the IOD and the sparse subsurface ocean observations available in

the Indian Ocean, it is encouraging to find that current state-of-the-art

oceanatmosphere coupled models are capable of predicting the extreme IOD

episodes at a lead of 23-seasons. In the presence of chaotic and energetic

intraseasonal oscillations in the Indian Ocean, it is understood that a large

number of ensemble members of model predictions could improve the long-

range forecasts of IOD (Luo et al., 2007). Nevertheless, substantial amounts

of effort are required to improve the performance of both atmospheric and

oceanic GCMs in simulating the tropical Indian Ocean climate. The flat

zonal thermocline, a bias found in several prediction models, in the equa-

torial Indian Ocean associated with too weak westerly winds in the model

predictions may affect the probability density function of IOD predictions,

favoring the occurrence of strong events.

The Indonesia throughflow that carries the water from the western Pa-

cific to the eastern Indian Ocean must also be resolved in a more precise

way in next-generation coupled models. Errors in the initial subsurface

conditions in the tropical Indian Ocean may largely affect the IOD pre-

dictions in some circumstances. This situation is expected to improve with

improvements of ocean observations in this area. Current international ef-

forts by the World Climate Research Programme/Climate Variability and

Predictability (WCRP/CLIVAR) and the Earth Observing System/Global

Earth Observation System of Systems/Global Ocean Observing System

(EOS/GEOSS/GOOS) to establish a long-term monitoring system in the

tropical Indian Ocean (similar to its counterpart the Tropical Atmosphere

Ocean/Triangle Trans-Ocean Buoy Network (TAO/TRITON) in the Pa-
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cific) will increase the forecast skills of IOD by providing better initial

conditions.

3. IOD, ENSO and ENSO Modoki Interactions

The importance of the remote influence of the Pacific ENSO on the Indian

Ocean has long been recognized. In fact, traditionally it was assumed that

the variability in the Indian Ocean sector is completely dominated by the

remote influence of ENSO with very little variability arising from the lo-

cal air-sea feedback. Indeed, a basin-wide SST anomaly of almost uniform

polarity, which is highly correlated with ENSO in the Pacific, is present as

the most dominant interannual mode in the Indian Ocean (Cadet, 1985).

The basin-wide anomaly is often first established in the west and spreads

eastward as the ENSO event matures.

While the ENSO related basin-wide warming in the Indian Ocean is

easier to understand and predict, the ENSO and IOD interaction cannot

be explained easily. The mechanism through which ENSO exerts its influ-

ence on the IOD is not clearly understood. One possible candidate is the

zonal Walker circulation. Yamagata et al. (2003) have demonstrated that

an anomalous Walker cell exists only in the Indian Ocean during pure IOD

events. In another study based on data analyses, Meyers et al. (2007) also

reported independent evolution of IODs. Those linear analyses do not ex-

clude the possibility of nonlinear interaction between the anomalous Walker

cells of the Indian and Pacific Oceans associated with IOD and ENSO when

they co-occur. From a case study of the 1997-98 El Niño event, Ueda and

Matsumto (2000) suggested that the changes in the Walker circulation re-

lated to the El Niño could influence the evolution of IOD through changes in

the monsoon circulation. Conversely, Behera and Yamagata (2003) showed

that IOD modulates the Darwin pressure variability, i.e., one pole of the

Southern Oscillation.

The other mechanism is related to oceanic processes and the passage of

ENSO signals through the Indonesian throughflow. It is understood that

the mature ENSO signal in the western Pacific intrudes into the eastern

Indian Ocean through the coastal wave-guide around the Australian conti-

nent (Clarke and Liu, 1994; Meyers, 1996). The associated changes in SST

due to the propagation of coastal Kelvin waves along the west coast of Aus-

tralia, which is known as the Clarke-Meyers effect (Yamagata et al., 2004),

apparently cause some local air-sea interaction in boreal fall in this region

just like the annual coupled mode in the eastern Pacific. Note that the SST
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anomalies around Australian coast related to the Indonesian throughflow

are not necessarily linked to the evolution of IOD, though some models

suggest this possibility due to apparent model biases. The exact nature of

the impact of the ENSO and IOD interactions through the oceanic route is

not fully understood at this stage.

The IOD and ENSO interaction has been extensively studied using the

SINTX-F coupled model. Behera et al. (2006) reported results from a Pa-

cific Ocean/atmosphere decoupled (noENSO) experiment in addition to a

globally coupled control experiment. In the former, the ENSO variability is

suppressed. The ocean-atmosphere conditions related to the IOD are realis-

tically simulated by both experiments, including the characteristic east-west

dipole in SST anomalies. In the EOF analysis of SST anomalies from the

noENSO experiment, the IOD takes the dominant seat instead of the basin-

wide monopole mode. Moreover, the coupled feedback among anomalies of

the upper-ocean heat content, SST, wind and the Walker circulation over

the Indian Ocean are reproduced. This demonstrates that the dipole mode

in the Indian Ocean is mainly determined by intrinsic processes within the

basin.

The amplitudes of SST anomalies in the western IOD pole of co-

occurring IODs are aided by dynamical and thermodynamical modifications

related to the ENSO-induced wind variability. Anomalous latent heat flux

and vertical heat convergence associated with the modified Walker circula-

tion contribute to the alteration of western pole anomalies (Behera et al.,

2006). Ocean dynamics also play a role in deciding the strength of western

warming. Though the Rossby wave phase speed remains unchanged in both

model experiments, the amplitude of the downwelling Rossby waves in the

western part is stronger in the positive IODs that co-occur with El Niños.

In the absence of ENSO variability in the noENSO experiment, the in-

terannual IOD variability is dominantly biennial (Behera et al., 2006). In

another sensitivity experiment, where the ocean and atmosphere are decou-

pled in the tropical Indian Ocean (noIOD experiment), the ENSO period-

icity is protracted to a 5-6 years spectral peak (cf. Fig. 6 in Behera et al.

(2006)). These model experiments show that the frequency modulation of

IOD and ENSO to a great extent is determined by their interaction. In

the absence of such an interaction, the basin size and land-sea distribution

perhaps decide their intrinsic periodicity. It is noted that the Walker cell

in the Indian Ocean intensifies during the peak season of the IOD with up-

per (lower) tropospheric divergence (convergence) in the west and opposite

conditions in the east during IOD and ENSO co-occurrences (Behera et al.,
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2006). However, lower tropospheric convergence is stronger for the noENSO

IODs as compared to that for the co-occurring IODs. This suggests that

stronger winds related to the lower tropospheric convergence in the west

lead to higher evaporative loss and colder SST in the noENSO IODs.

These results are supported by several other model studies. In one of

the early CGCM studies, Iizuka et al. (2000) found a remarkable similarity

between observed and model IOD from their moderately high resolution

CGCM. In another CGCM study, Yu et al. (2002) decoupled the Pacific

ENSO from IOD and have demonstrated that the model IOD evolves with-

out the ENSO forcing. Most of the other model studies (Gualdi et al.,

2003; Yamagata et al., 2004; Behera et al., 2006) reported an independent

IOD mode except for the model study of Baquero-Bernal et al. (2002). The

origin of this discrepancy apparently lies in the interpretation of model

results in the later study, rather than the model resolutions, as the IOD

is well-simulated in moderate resolution CGCMs developed for long-term

climate studies (Lau and Nath, 2004). From a 900-year GFDL CGCM ex-

periment, Lau and Nath (2004) found recurrent evolution of IOD patterns.

As in the observation, some strong IOD episodes are found in their model

results in the absence of ENSO influences.

Besides ENSO and IOD interactions, the ENSO Modoki also interacts

with the IOD. The condition in April-May 2007, following the IOD and El

Niño of 2006, had an El Niño Modoki, with warm SST anomalies just west

of the dateline flanked by cold anomalies in eastern Pacific and in the seas

surrounding Maritime Continent. At this time, the eastern Indian Ocean

was warmer than normal, in the phase of turning to the negative IOD. The

associated SST gradient and atmospheric conditions with subsidence over

the Maritime Continent then favored easterlies to develop in the eastern

equatorial Indian Ocean (Behera et al., 2008). The unusual incidence of

the 2007 IOD in relation to the interaction between the Indian and Pacific

Oceans has been verified using 200-yr SINTEX-F1 model results from which

four incidences of successive positive IOD events were identified. From the

observation and model results, it has been found that the atmospheric con-

ditions related to warm anomalies in the central Pacific caused the easterly

anomalies in the equatorial Indian Ocean in April-May. This then lead to

the formation of a successive positive IOD event during boreal fall.
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4. Discussions

Variability of the atmospheric and oceanic conditions in Indian-Pacific

Oceans gives rise to an array of naturally occurring ocean-atmosphere cou-

pled modes. Regional climate variations in different parts of the world are

influenced by one or a combination of these climate modes. In the past, ma-

jor attention has been paid to El Niño/Southern Oscillation (ENSO), which

is the dominant coupled mode of the tropical Pacific Ocean, and its impact

on climate variability. We now realize that the tropical Indian Ocean has

a unique mode of climate variability known as the Indian Ocean Dipole,

and that there is a second mode in the Pacific called the El Niño Modoki.

Both these modes have significant impacts on regional climate variations

world-wide. Research initiatives are needed to understand the real impacts

of these modes on society by understanding their roles in the generation

of extreme weather events and by improving their predictability at longer

lead times.

Several studies have already shown the ENSO influence on the Indian

Ocean, but how the IOD influences El Niño and its predictability remained

until recently an important issue to be understood (Izumo et al., 2010).

On the basis of various forecast experiments, by activating and suppressing

air-sea coupling in the individual tropical ocean basins using SINTEX-F

prediction results, Luo et al. (2009) have shown that the extreme IOD

played a key role in driving the 1994 El Niño Modoki, in contrast to the

traditional El Niño theory. The El Niño Modoki has been occurring fre-

quently in recent decades (Tozuka et al., 2008), coincident with a weakened

atmospheric Walker circulation in response to anthropogenic forcing. Luo

et al. (2009) suggested that the extreme IOD may significantly enhance El

Niño and its onset forecast. Usually, most of the strong El Niño events are

accompanied by positive IOD events. The co-occurrence of positive IOD

helps to strengthen the Walker circulation in the Pacific associated with an

El Niño. However, this relationship is dependent on the phase of the IOD

evolution as it is found out from the 2006 El Niño that remained weak in

spite of its co-occurrence with a positive IOD event. In this case the late de-

velopment of 2006 IOD event could not strengthen the El Niño amplitude.

Therefore, future changes of the seasonality in the IOD evolution might be

important for understanding and predicting future El Niño amplitudes.

Extreme positive IODs have significant contributions to El Niño onset

and its long-lead predictability, and hence may have large indirect world-

wide climate impacts. The Indo-Pacific inter-basin coupling is crucial to
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the evolution of both El Niño and extreme IOD and their predictions at

long-lead times. After their onsets, however, contributions of the inter-basin

coupling to their subsequent growth become limited owing to the dominant

role of the local Bjerknes feedback in the individual ocean basins. It is sur-

prising that El Niño-like signal can be fully generated by extreme IOD as

in 1994, in contrast with classical ENSO theory (see Neelin et al. (1998) for

a review). Better understanding of how El Niño and IOD might evolve and

influence each other under global warming may have important implications

for the future projection of the climate on Earth. Noticing the more frequent

occurrences of extreme IOD and El Niño Modoki in recent decades (Ashok

and Yamagata, 2009), perhaps in association with the weakened Walker

circulation in response to anthropogenic forcing (Vecchi et al., 2006), it is

conceivable that the intensified IOD activity (Behera et al., 2008; Abram

et al., 2008) will play a more important role in El Niño evolution under the

present global warming trend. This may have implications for our future

projection of ENSO in a warmer world.
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Tropical cyclone activity has long been understood to respond to chang-
ing properties of the large-scale atmospheric and oceanic environment.
In this essay, I review evidence for changing tropical cyclone activity,
and the controversy surrounding the quality of the data itself and the
attribution of these environmental changes to various natural and an-
thropogenic causes. At the same time, there is growing evidence that
global tropical cyclone activity may itself affect climate in such a way as
to mitigate tropical climate change but amplify climate change at higher
latitudes. I will review this evidence and suggest possible routes forward
in exploring these effects.

1. Introduction

It has been understood for some time (Palmén, 1984) that tropical cy-

clones respond to climate change on a variety of time scales. Empirical

studies (Gray, 1968) have established that tropical cyclone activity is sen-

sitive to a variety of environmental conditions, including the magnitude

of the shear of the horizontal wind through the depth of the troposphere,

sea surface temperature, low level vorticity, and the humidity of the lower

and middle troposphere. Theory has so far established only a bound on

aThis chapter first appeared in the Bulletin of the American Meteorological Society
(BAMS), digital edition, ES10 May 2008; c©American Meteorological Society. Reprinted
with permission.
bCorresponding Author Contact Information: Rm 54-1620 MIT, 77 Mass Ave., Cam-
bridge, MA 02139. Phone: (617) 253-2462. Email: emanuel@texmex.mit.edu
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the intensity of tropical cyclones (Emanuel, 1987), though empirically, this

bound has been shown to provide the relevant scaling for the intensity

of real storms (Emanuel, 2000). This bound, referred to as the “potential

intensity”, has the units of velocity and is a function of the sea surface tem-

perature and the profile of temperature through the troposphere and lower

stratosphere (Bister and Emanuel, 2002); it is a far more physically-based

quantity than SST.

While there has been some advance in the theory of tropical cyclone

intensity, the question of frequency is more vexing. About 90 tropical cy-

clones develop each year around the globe, with a standard deviation of 10;

at present, we lack a theory that predicts even the order of magnitude of

this number. Although there has been little progress in developing a theory

governing the rates of occurrence of tropical cyclones, a number of empirical

indices have been developed, beginning with that of Gray (1979). Recently,

the author and David Nolan (Emanuel and Nolan, 2004) incorporated po-

tential intensity in an empirical index of the frequency of tropical cyclone

genesis, called the Genesis Potential Index (GPI):

GPI ≡ |105η|3/2

(

H

50

)3 (

Vpot

70

)3

(1 + 0.1Vshear)
−2

, (1.1)

where η is the absolute vorticity in s−1, H is the relative humidity at

600 hPa in percent, Vpot is the potential intensity in m s−1, and Vshear is the

magnitude of the vector shear from 850 to 250 hPa, in ms−1c. This index

was fitted to the annual cycle of genesis in each hemisphere, and to the

spatial distributions of storms each month of the year, as described in some

detail in Camargo et al. (2007), who also showed that the GPI captures

some of the dependence of genesis rates on El Niño/Southern Oscillation

(ENSO). The high power with which the potential intensity enters this

empirical index suggest that it plays an important role in the frequency as

well as intensity of tropical cyclones, but it must be stressed that a good

theoretical understanding of the environmental control of storm frequency

is lacking.

While theory is still deficient, there has been some progress in using

climate models to simulate the effects of climate change on tropical cyclone

activity, as reviewed in section 4. At present, global models are too coarse to

cThe numerical factors in (1.1) are designed to yield values of the GPI of order unity,
but the absolute magnitude of the GPI is regarded as arbitrary.
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resolve the inner cores of intense tropical cyclones, and their ability to simu-

late the full intensity of such storms is therefore seriously compromised. Yet

this approach is beginning to yield interesting and possibly useful insights

into the effect of climate change on storm activity.

In this essay, I will review evidence from the instrumental record of

changing tropical cyclone activity, including a discussion of various prob-

lems with the tropical cyclone data itself, and also briefly review the bud-

ding new field of paleotempestology. Section 4 describes the debate over

attribution. The fifth section reviews the use of global models to deduce

the effects of climate change on tropical cyclones, and presents some results

of a new method of deriving tropical cyclone climatology from global grid-

ded data, such as contained in the output of global climate simulations, and

in the final section I argue that global tropical cyclone activity is responsi-

ble for some or perhaps most of the observed poleward heat transport by

the oceans, thereby constituting an essential element of the global climate

system. A summary is provided in section 7.

2. Tropical cyclone variability in the instrumental record

Beginning shortly after WWII, aircraft have surveyed tropical cyclones in

the North Atlantic and western North Pacific, though aircraft reconnais-

sance in the latter basin ended in 1987. During the 1960s, earth-orbiting

satellites began to image some tropical cyclones, and by about 1970 it can

be safely assumed that hardly any events were missed. Before the aircraft

reconnaissance era, tropical cyclone counts depended on observations from

ships, islands and coastal locations. Detection rates were reasonably high

only in the North Atlantic, owing to dense shipping, but even here, the

precise rate of detection remains controversial (Holland, 2007; Landsea,

2007). Estimates of the intensity of storms as measured, for example, by

their maximum surface wind speeds, are dubious prior to about 1958, and

some would say, prior to 1970 in the Atlantic and western North Pacific.

Elsewhere, there are only very spotty estimates prior to the satellite era.

Satellite-based estimates of intensity commenced in the 1970s and have

improved along with the spatial resolution of satellite imagery, but the

accuracy of such estimates is still debated. Intensity estimates based on

aircraft measurements are prone to a variety of biases owing to changing

instrumentation and means of inferring wind from central pressure, as de-
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scribed in the online supplement to Emanuel (2005a)d. Some indication of

the nature of these problems is evident in Figure 1, which shows a variety of

estimates of tropical cyclone power dissipation in the western North Pacific

since 1949. (The power dissipation is defined as the integral over the life

of each storm of its maximum surface wind speed cubed, also accumulated

over each year; see Emanuel (2005a)).

Fig. 1. Power dissipation (colored curves) in the western North Pacific according to
data from the U.S. Navy Joint Typhoon Warning Center as adjusted by Emanuel
(2005a) (blue) unadjusted data from the Japanese Meteorological Agency (green), and
re-analyzed satellite data from Kossin and Vimont (2007) (red). The black curve repre-
sents a scaled July-October sea surface temperature in the tropical western North Pacific
region. All quantities have been smoothed using a 1-3-4-3-1 filter.

Note that the adjusted estimate from the Joint Typhoon Warning Cen-

ter agrees well with the unadjusted estimate from the Japanese Meteoro-

logical Agency and that both are well correlated with sea surface temper-

ature prior to the cessation of aircraft reconnaissance in 1987; after that

time, there is much more divergence in the estimates and less correlation

dThe online supplement is available at
ftp://texmex.mit.edu/pub/emanuel/PAPERS/NATURE03906 suppl.pdf
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with sea surface temperature (SST). There is a general upward trend in

SST and tropical cyclone power dissipation, but there are also prominent

decadal fluctuations in both. The general upward trend in power dissipation

was pointed out by the author (Emanuel, 2005a) and is consistent with the

finding by Webster et al. (2005) that the global incidence of intense tropical

cyclones is generally trending upward.

In the North Atlantic, tropical cyclone records extend back to 1851, but

are considered less reliable early in the period, and intensity estimates are

increasingly dubious as one proceeds back in time from 1970. (A discussion

of the sources or error may be found in the online supplement to Emanuel

(2005a)d and in (Emanuel, 2007)). A vigorous debate has ensued over the

quality of the wind data (Emanuel, 2005b; Landsea, 2005; Landsea et al.,

2006), and even the annual frequency of storms is open to question prior to

1970 (Holland, 2007; Holland and Webster, 2007; Landsea, 2007). Similar

questions have been raised about the veracity and interpretation of the

record of storms in the western North Pacific (Chan, 2006).

Here, on the premise that storms were more likely to be detected near

the time of their maximum intensity, we define a “storm maximum power

dissipation” as the product of the storm lifetime maximum wind speed

cubed and its duration, summed over all the storms in a given year. Fig-

ure 2 compares this quantity to the sea surface temperature of the tropical

Atlantic in July through October, going back to 1870. Except for the pe-

riod 1939 - 1945, the correspondence between power dissipation and SST

is remarkable, even early in the period. Since 1970, the r2 between the two

series is 0.86.

The very low power dissipation during WWII may reflect a dearth of

observations owing to enforced radio silence on ships during the war. In the

Atlantic, variations in the power dissipation reflect variations in numbers of

storms to a large degree (Emanuel, 2007). While some have argued that the

number of Atlantic storms may have been grossly underestimated prior to

the aircraft and/or satellite eras (Landsea, 2007), statistical analyses of the

likelihood of ships encountering storms suggest that the counts are good to

1 or 2 storms per year back to 1900 (Tom Knutson, personal communica-

tion), and it is also possible to overestimate storm counts owing to multiple

counting of the same event encountered infrequently. In addition, Holland

and Webster (2007) point out that the large increases during the 1930s and

1990s both occurred during periods when measurement techniques were

relatively stable; the advent of aircraft reconnaissance in the 1940s and the

introduction of satellites during the 1960s were not accompanied by obvious



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

138 K. Emanuel

Fig. 2. Storm lifetime maximum power dissipation in the North Atlantic according to
data from the NOAA National Hurricane Center as adjusted by Emanuel (2005a) (green).
The blue curve represents August-October sea surface temperature in the tropical North
Atlantic, from 20-60 W and from 6 to 18 N. Both quantities have been smoothed using
a 1-3-4-3-1 filter. The sea surface temperature is the HADSST1 data from the United
Kingdom Meteorological Office Hadley Center.

increases in reported activity. Even with fairly liberal estimates of storm

undercounts in the early part of the Atlantic record, the correlation with

tropical Atlantic SST remains remarkably high (Mann et al., 2007).

3. Paleotempestology

A number of remarkable efforts are underway to extend tropical cyclone

climatology into the geological past by analyzing paleo proxies for strong

wind storms. One technique looks at storm surge-generated overwash de-

posits in near-shore marshes and ponds; this was pioneered by Liu and Fearn

(1993) and has been followed up with analyses of such deposits in various

places around the western rim of the North Atlantic (Liu and Fern, 2000;

Donnelly and co authors, 2001a,b; Donnelly, 2005; Donnelly and Woodruff,

2007). Another technique makes use of dunes of sand, shells and other de-

bris produced along beaches by storm surges (Nott and Hayne, 2001; Nott,

2003). Very recently, new techniques have been perfected that makes use

of the anomalous oxygen isotope content of hurricane rainfall (Lawrence

and Gedzelman, 1996) as recorded in tree rings (Miller et al., 2006) and
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speleothems (Frappier et al., 2007a). Collectively, these methods are begin-

ning to reveal variability of tropical cyclone activity on centennial to mil-

lennial time scales. For example, the recent work of Donnelly and Woodruff

(2007), analyzing overwash deposits near Puerto Rico, reveals centennial

variability of Atlantic tropical cyclones that is highly correlated with prox-

ies recording long-term variability of ENSO; the same record shows a pro-

nounced upswing over the last century that may reflect a global warming

signal. The interested reader is directed to reviews by Nott (2004); Liu

(2007); Frappier et al. (2007b).

4. Attribution

The North Atlantic is the only basin with a reasonably long time series of

tropical cyclone records, and it is clear from Figure 2 that there is variability

on a broad spectrum of time scales. A Fourier decomposition of the de-

trended, unfiltered time series of storm maximum power dissipation shows

prominent spectral peaks at around 3, 5, 9, and 80 years. Similar spectral

peaks are evident in the de-trended SST data. The first two of these are

likely associated with El Niño/Southern Oscillation (ENSO), known to have

a strong effect on Atlantic hurricanes (Gray, 1984). The longest period

spectral peak at 80 years is of dubious significance, given that the time

series is only ∼130 years long, but it is clear from inspection of Figure 2

that both SST and tropical cyclone power have see-sawed up and down on

a multi-decadal time scale over the past century or so.

Mestas-Nuñez and Enfield (1999) examined rotated empirical orthogo-

nal functions (EOFs) of the detrended global SST and identified the first

six of these with modese of the ocean-atmosphere system. The first EOF

had time scales of many decades and maximum amplitude in the North

Atlantic; this was later identified as a prominent cause of both SST and

Atlantic tropical cyclone variability on multi-decadal time scales (Golden-

berg et al., 2001) and christened the “Atlantic Multi-Decadal Oscillation”,

or “AMO” (Kerr, 2000). What began as an EOF ended up as a mode, even

though there are only two troughs and one peak in the time series. It is

important to recognize that this EOF is global, and while it has large am-

plitude in the North Atlantic, its amplitude is almost as large in the North

Pacific. Furthermore, it turns out that the time series of the amplitude of

this first EOF is barely distinguishable from the detrended time series of

eThis is technically an incorrect term, as modes are not mathematically equivalent to
EOFs.
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August-October tropical North Atlantic SST, so that there is little advan-

tage in referring to this EOF versus the raw SST. We can ask the somewhat

more direct question: What caused the tropical North Atlantic SST (and

tropical cyclone power) to see-saw as it did during the 20th century, as

evident in Figure 2?

Figure 3 provides one clue. This compares the 10-year running averages

of the August-October SST of the so-called “Main Development Region”

(MDR) of the tropical North Atlantic (between Africa and the eastern

Caribbean) with the northern hemisphere mean surface temperature (in-

cluding land). The excellent correspondence between the two time series

would seem to imply that on decadal time scales, over the last 100 years

or so, the tropical North Atlantic is simply co-varying with the rest of the

northern hemisphere. Occam’s Razor would lead one to suspect that varia-

tions of the two series have a common cause, though it has been suggested

that the North Atlantic might be forcing the rest of the hemisphere (Zhang

et al., 2007).

Fig. 3. Ten-year running averages of the Atlantic Main Development Region (MDR)
SST (blue) and the northern hemispheric surface temperature (green), both averaged
over August-October. The long-term mean has been subtracted in both cases. The United
Kingdom Meteorological Office Hadley Center supplies the SST data (HADSST1) and
the northern hemispheric surface temperature (HADCRU).
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The decadal variability in the northern hemispheric surface temperature

has been addressed in a number of studies, as summarized in the most recent

report of the Intergovernmental Panel on Climate Change (IPCC, 2007).

In contrast to Mestas-Nuñez and Enfield (1999); Goldenberg et al. (2001)

and others, the IPCC report attributes most of the decadal variability to

time-varying radiative forcing associated principally with varying solar ra-

diation, major volcanic eruptions, and anthropogenic sulfate aerosols and

greenhouse gases. This also helps explain the overall trend, which was dis-

regarded in the EOF analyses. In particular, the warming of the last 30

years or so is attributed mostly to increasing greenhouse gas concentra-

tions, while the cooling from around 1950 to around 1980 is ascribed, in

part, to increasing concentrations of anthropogenic sulfate aerosols. Mann

and Emanuel (2006) pointed out that the cooling of the northern hemi-

sphere relative to the globe from about 1955 to 1980, evident in Figure 3,

might very well be explained by the concentration of sulfate aerosols in

the northern hemisphere. While there is still a great deal of uncertainty

about the magnitude of the radiative forcing due to sulfate aerosols, the

time series of sulfate concentration is strongly correlated with the differ-

ence between global and northern hemisphere surface temperature (Mann

and Emanuel, 2006). The important influence of anthropogenic effects in the

time history of SST is also emphasized in the work of Hoyos et al. (2006);

Trenberth and Shea (2006); Santer and co authors (2006); Elsner (2006);

Elsner et al. (2006). The author (Emanuel, 2007) emphasizes that the ther-

modynamic control on tropical cyclone activity is exercised not through

SST but through potential intensity, which in the North Atlantic has in-

creased by 10% over the past 30 years. This increase, which is greater than

predicted by single-column models for the observed increase in SST, can be

traced to increasing greenhouse gases, decreasing surface wind speed in the

Tropics, and also to decreasing lower stratospheric temperature (Emanuel,

2007).

Thus there are two school of thought about the decadal variability of

tropical North Atlantic SST and tropical cyclone activity. The first holds

that the multidecadal variability is mostly attributable to natural oscilla-

tions of the ocean-atmosphere system (Goldenberg et al., 2001; Kossin and

Vimont, 2007), while the second attributes it to time-varying radiative forc-

ing, some of which is natural. These two schools are not mutually exclusive,

as the response to time-varying radiative forcing can be greatly modified

by natural modes of the system.
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Those who attribute Atlantic SST and tropical cyclone variability to a

putative AMO often refer to paleo proxy evidence for its existence. The

most prominently cited among this evidence is the work of Gray et al.

(2004), who looked at the first five principal components of variability in

tree rings around the rim of the North Atlantic. They fitted these com-

ponents to the instrumental record of North Atlantic SST, capturing the

prominent variability apparent in Figure 2, and then, using the same curve

fit, inferred North Atlantic SST from tree rings back to the middle of the

16th century. Although the record obviously shows the observed multi-

decadal variability of the 20th century, close inspection of the reconstructed

SST prior to this shows that most of the variability was on somewhat longer

time scales, casting doubt on the existence of a quasi-periodic mode. In fact,

the only real evidence for the existence of such a mode comes from coupled

climate models (Delworth and Mann, 2000), and although many of them

exhibit prominent quasi-periodic variability on time scales greater than a

decade, the period of such oscillations varies greatly from model to model.

It is left to the reader to judge whether the existence of such modes in freely

run coupled climate models constitutes strong or weak evidence for such

modes in nature.

5. Simulating global warming effects on tropical cyclones

Another approach to understanding how climate change might affect trop-

ical cyclone activity is to simulate changing tropical cyclone activity using

global climate models. Unfortunately, the horizontal resolution of today’s

generation of global models is nowhere near sufficient to resolve the intense

inner cores of tropical cyclones, and numerical resolution experiments (Chen

et al., 2007) suggest that grid spacing of no more than a few kilometers is

necessary for convergence. Nevertheless, there are quite a few studies of the

response of tropical cyclone activity to global warming using global mod-

els (Bengtsson et al., 1996; Sugi et al., 2002; Oouchi et al., 2006; Yoshimura

and Noda, 2006; Bengtsson et al., 2007). A related approach involves em-

bedding finer resolution regional models within global climate models, so

as to better simulate tropical cyclones (Knutson et al., 1998; Knutson and

Tuleya, 2004; Knutson et al., 2007). Although results can differ greatly from

model to model, there is a general tendency for global warming to reduce

the overall frequency of events, to increase the incidence of the most intense

storms, and to increase tropical cyclone rainfall rates.
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Another approach to downscaling global models to derive tropi-

cal cyclone climatologies was presented by the author and his col-

leagues (Emanuel, 2006; Emanuel et al., 2006); this has recently been ex-

tended to account for varying genesis rates (Emanuel et al., 2008). Using

certain key statistics from the output of climate models, this technique

synthesizes very large numbers (∼104) of tropical cyclones using a 3-step

process. In the first step, the climate state is “seeded” with a large num-

ber of candidate tropical cyclones, consisting of warm-core vortices whose

maximum wind speed is only 12 m/s. These candidate storms then move

according to a “beta-and-advection” model (Marks, 1992), which postulates

that tropical cyclones move with a weighted tropospheric mean large-scale

flow in which they are embedded, plus a correction owing to gyres gener-

ated by the storm’s advection of planetary vorticity; here the large-scale

flow is taken as the climate model-simulated flow. Finally, in the third step,

the storm’s intensity evolution is simulated using a deterministic, coupled

ocean-atmosphere tropical cyclone model phrased in angular momentum

coordinates, which achieve very high spatial resolution in the critical cen-

tral core region. In practice, most of the seeds die a natural death owing

to small potential intensity, large wind shear, and/or low humidity in the

middle troposphere. We show that the climatology of the survivors is in

good accord with observed tropical cyclone climatology.

While details of this technique and the results of applying it to a suite

of global climate models are presented in Emanuel et al. (2008), we here

present one critical result of comparing tropical cyclone activity in the

late 20th century to that of the late 22nd century as simulated by global

climate models under IPCC scenario A1b, in which atmospheric CO2 con-

centrations continue to increase to 720 ppm by 2100, after which they are

held constant. Figure 4 shows the percentage increase in “coastal power

dissipation” in 5 ocean basins using 7 climate models, deduced using 2000

synthetic events in each model, in each basin, and for each of the 20th cen-

tury and A1b simulations. Coastal power dissipation is just the sum over

a given year of the cube of the maximum wind speed at the time that a

storm makes landfall, and is a rough measure of potential destructiveness of

tropical cyclones. Results vary greatly from model to model, reflecting the

general uncertainties remaining in the field of climate modeling. There is a

general tendency for the frequency of events (not shown) to decline, as is

the case with direct simulations using global models; this is partially offset

by a tendency for increased intensity. In addition, changes in the general

circulation result in changing storm tracks, which also influences coastal
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Fig. 4. Percentage increase in coastal tropical cyclone power dissipation between the
last 20 years of the 20th century and the last 20 years of the 22nd century, based on
2000 synthetic storms in each of 5 ocean basins for each of 7 global climate models. The
22nd century statistics are taken from models forced according to IPCC scenario A1b.
From Emanuel et al. (2008)

power dissipation. The decline in frequency of events in these simulations

is owing to the increase in the magnitude of an important non-dimensional

parameter in the intensity model. This parameter, χm, is defined

χm ≡ sm − s∗m
s∗0 − sb

(5.1)

where sm is the moist entropy of the middle troposphere (near the level

where it attains a minimum value), s∗m is its saturation value, s∗0 is the moist

entropy of air saturated at sea surface temperature and pressure, and sb

is the moist entropy of the boundary layer. This quantity is non-positive,

and its magnitude measures the degree of thermodynamic inhibition to

tropical cyclone formation. It is easy to show that at constant relative hu-

midity, the numerator of (5.1) scales with the saturation specific humidity,

as dictated by Clausius-Clapeyron. On the other hand, the denominator

measures the air-sea thermodynamic disequilibrium which, at constant sur-

face wind speed, is proportional to the surface turbulent energy flux into

the atmosphere. This, in turn, rises only slowly with global warming, since
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surface evaporation is constrained to balance the net surface radiative flux,

which changes only slowly, once the surface temperature becomes fairly

large. Thus global warming has the effect of decreasing tropical cyclone

frequency. At the same time, potential intensity generally increases with

warming, so that some increase in the frequency of the most intense events

is to be expected.

6. Effect of tropical cyclones on climate

Discussions of tropical cyclones and climate almost always assume that

any changes in tropical cyclone activity are passive; i.e. there is little or

no feedback of tropical cyclones on the climate system. Globally, tropical

cyclones contribute only a few percent of the total precipitation (and thus

latent heat release) in the tropics; on the other hand, their precipitation

efficiency is anomalously high, so that they may serve to dehydrate the

tropical atmosphere to some degree. This might serve to cool the tropics,

owing to the decline of the greenhouse effect of water vapor. Because of

the very high specific entropy content of the tropical cyclone eyewall, they

can extend further into the lower stratosphere than most convection; so it

is possible that they play a role in the regulation of stratospheric water

vapor. But perhaps their greatest influence on climate is exerted through

the oceans.

Tropical cyclones are observed to vigorously mix the upper ocean (Leip-

per, 1967). The mechanism for doing this is somewhat indirect. Because of

their horizontal scale and translation speeds, tropical cyclones are particu-

larly efficient in exciting near-inertial oscillations in the upper ocean (Price,

1981). Vertical shear of ocean currents across the base of the mixed layer is

almost invariably unstable, resulting in small scale turbulence that mixes

colder thermocline waters across into the mixed layer, thereby cooling it

and warming the upper thermocline (Price, 1981). This mixing occurs on

time scales of 6-24 hours associated with the passage of storms and the

near-inertial response to the time-varying wind stress they produce. The

mixing itself does not change the column-integrated enthalpy; enthalpy is

merely redistributed in the vertical. However, the cold anomaly produced

at the surface is observed to recover over a period of about 10 days (Nel-

son, 1996), owing to a reduction in the turbulent enthalpy flux to the at-

mosphere. This wake recovery is associated with a net, column-integrated

enthalpy increase in the ocean. Assuming that all of the cold anomaly re-

covers, the author (Emanuel, 2001) estimated that global tropical cyclone
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activity results in an average net heat input rate of to the tropical oceans,

a number comparable to the total poleward heat transport by the oceans.

Recently, a more conservative estimate of around was made by Sriver and

Huber (2007), who used European Center re-analyses to estimate cold wake

recoveryf . Figure 5, from that paper, shows the estimated vertical diffusivity

induced by global tropical cyclone activity.

Fig. 5. Vertical diffusivity induced by tropical cyclones, estimated from European Cen-
ter for Medium Range Weather Forecasts re-analyses, reproduced from Sriver and Huber
(2007). The panel at right shows the zonal average.

Experiments with ocean models show that spatially and temporally iso-

lated mixing events are as effective as broadly distributed mixing in in-

ducing a poleward heat transport in the ocean (Scott and Marotzke, 2002;

Boos et al., 2004), so that much of the upper ocean heat uptake induced by

tropical cyclone mixing is exported toward higher latitudes, though some

may return to the atmosphere locally in the tropics in the subsequent cool

season.

It is possible that the cold wake may recover only through a very shal-

low depth, leaving a dipole temperature anomaly (or “heton”) in the upper

ocean, with very little change in the column-integrated enthalpy. In prin-

fCold wakes were assumed to penetrate only to 50 m depth, and SSTs are updated
as infrequently as 7 days in the re-analyses, leading to underestimation of cold wake
magnitude, so that this estimate is conservative.
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ciple, the total heat uptake during wake recovery should be reflected in

an elevation of the sea surface, which is detectable using satellite-based sea

surface altimetry. Using the hydrostatic equation, the change in column en-

thalpy content, ∆k, should be related to the change in sea surface elevation,

∆k, by

∆k =
ρcl

α
∆z, (6.1)

where ρ is the density of seawater, cl its heat capacity, and α its coeffi-

cient of thermal expansion. Figure 5 of Emanuel (2001), reproduced here as

Figure 6, shows sea surface elevation as a function of time and cross-track

distance during the wake recovery of Atlantic Hurricane Edouard in 1996.

One observes that the sea surface rises mostly to the right of the storm

track, where the largest near-inertial response and cooling occurs, and that

the surface rises by about 5 cm. According to (6.1), this gives a heat uptake

of about 8×108 Jm−2, which, when integrated over the approximately 800

km width and 3000 km length of the wake, yields a total heat uptake of

around . If there were 15 such events globally each year, the average rate of

induced heat uptake would be about 1×1015W, consistent with the earlier

estimate by Emanuel (2001). In particular, the magnitude of the sea surface

height response evident in Figure 6 suggest that wake recovery was deep in

this case.

The implications of this for climate dynamics should not be understated.

As pointed out by the author (Emanuel, 2001), increased tropical cyclone

activity in a warmer climate would result in increased tropical heat export

by the oceans, mitigating tropical warming but amplifying the warming of

higher latitudes. This inference is supported by recent numerical simula-

tions using a coupled climate model in which upper ocean mixing is related

to a proxy for tropical cyclone activity (Korty et al., 2008). This effect offers

a potential explanation for the equable nature of very warm climates such

as that of the early Eocene; high levels of tropical cyclone activity in such

warm climates could drive a strong poleward heat flux in the ocean, even

in the face of relatively weak pole-to-equator temperature gradients, thus

helping to keep such gradients weak. (Today’s coupled climate models are

notoriously bad at reproducing such weak temperature gradients, perhaps

because they have no representation of tropical cyclone-induced ocean mix-

ing.) It may also help explain why most of the observed heat uptake by the

oceans over the past 50 years has been in the subtropics and middle lati-
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tudes (Levitus et al., 2005), whereas coupled models typically show most

of the heat uptake occurring in subpolar regions (Manabe et al., 1991).

Fig. 6. Cross-track sections of the sea surface height anomaly from TOPEX/POSIDEN
at 10 day intervals in August-September, 1996. Hurricane Edouard passed this transect
on Julian Day 239. The height anomaly corresponding to the vertical separation between
the transects is 20 cm. The transect is centered at 19.2N, 56W and the time of the transect
is indicated at left by Julian day. The anomalies represent differences from the sea surface
height averaged over the month preceding Julian Day 220. (Analysis and figure courtesy
of Peter Huybers.)
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Clearly, tropical cyclone-induced heat uptake may be an important el-

ement of climate dynamics and should remain an active research topic for

the next few years at least.

7. Summary

Tropical cyclones respond to climate change in a number of ways. Their

level of activity appears be controlled primarily by four factors: poten-

tial intensity, vertical shear of the horizontal environmental wind, low-level

vorticity, and the parameter defined by (5.1) and measuring the specific

humidity deficit of the middle troposphere. Records of tropical cyclones

are best and longest in the North Atlantic, are somewhat less reliable in

the western North Pacific, and are dubious elsewhere, particularly before

the satellite era. In the North Atlantic region, tropical cyclone power dis-

sipation is highly correlated with tropical sea surface temperature during

hurricane season, on time scales of a few years and longer. The tropical

North Atlantic sea surface temperature is in turn highly correlated with

northern hemisphere surface temperature, at least during hurricane season,

on time scales of a decade and longer. The weight of available evidence

suggests that multidecadal variability of hurricane season tropical Atlantic

SST and northern hemispheric surface temperature, evident in Figure 3,

is controlled mostly by time-varying radiative forcing owing to solar vari-

ability, major volcanic eruptions, and anthropogenic sulfate aerosols and

greenhouse gases, though the response to this forcing may be modulated

by natural modes of variability. The increase in potential intensity of about

10% in the North Atlantic over the last 30 years was driven by increas-

ing greenhouse gas forcing, declining lower stratospheric temperature, and

decreasing surface wind speed (Emanuel, 2007); this increase is consistent

with the ∼60% increase in tropical cyclone power dissipation during this

time.

Explicit simulations of tropical cyclones using global climate models as

well as a variety of downscaling techniques all show a general tendency

toward decreasing tropical cyclone frequency and increasing intensity and

rainfall rates, although there is much variability from model to model and

from ocean basin to ocean basin. The increased intensity is related to in-

creasing potential intensity as the climate warms, while the increased rain-

fall rate is a straightforward consequence of increased atmospheric humid-

ity, according to Clausius-Clapeyron. The decreasing frequency of tropical

cyclones appears to be owing to an increase in the magnitude of the ther-



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

150 K. Emanuel

modynamic inhibition to genesis, as given by the parameter χm defined

by (5.1); this is a predictable consequence of global (as opposed to local)

warming.

Tropical cyclones may affect climate through drying of the troposphere

and especially by mixing the upper tropical oceans. Available evidence sug-

gests that global tropical cyclone activity may be an important or even

dominant mechanism in maintaining poleward heat flux by the oceans.

Since tropical cyclones both respond to and affect climate change, their

existence modifies climate dynamics in a way that may help explain both

the pattern of recent heat uptake by the oceans, and the peculiar features

of very warm climates such as that of the early Eocene. Further research

needs to be undertaken to explore these ideas.
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It is now realised that air quality is determined not only by local emis-
sions and local meteorology, but also by long-range atmospheric trans-
port of chemical species from emission regions that may be thousands of
kilometres from the region of interest.

Predicting and understanding air quality requires consideration of
many different processes, including emissions, boundary layer physics,
chemical reactions and interactions with clouds and particles. These lec-
ture notes focus on the role of atmospheric transport and mixing, em-
phasising the fundamental ideas and describing relevant mathematical
models. In many parts of the atmosphere large-scale quasi-horizontal
flow appears to play the dominant role in transport and in the stirring
process that leads ultimately to true (molecular) mixing at very small
scales. This means that calculations based on large-scale meteorologi-
cal datasets can give valuable quantitative information on transport. To
make local predictions requires more detailed information on transport,
e.g. from regional-scale models.

1. Motivation

The effect of pollution on air quality has been a concern for at least the

last 150 years or so and in some cases for longer. Poor air quality originally

resulted primarily from coal burning, both domestic and industrial. By the

1950s a distinct problem of photochemical smog resulting primarily from

car exhausts had been identified. This was particularly serious in large cities

such as Los Angeles where topography favoured the trapping (and subse-

quent photochemical evolution) of polluted air. In such cases the problem
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is essentially one of local emissions in a given urban area (perhaps a very

large urban area such as the Los Angeles basin) leading to an adverse effect

on air quality in that same area.

However more recently the non-local effects of air pollution have been

recognised. One example is that of acid rain where the effect of emission of

sulphur compounds as part of coal burning is felt 100s of kilometers away

through rainfall that is significantly more acidic than normal, with adverse

effects on vegetation and on soil and freshwater ecosystems. Another ex-

ample is that of low-level ozone , which results from emissions of nitrogen

oxides and hydrocarbons (known as ozone precursors). Low-level ozone is

potentially harmful to human health and to agriculture (Amann et al., 2008;

Royal Society, 2008). Ozone concentrations in emission regions are some-

times relatively low in emissions regions, e.g. in the centre of cities, because

high concentrations of nitrogen oxides limit ozone concentrations. However

away from these regions, e.g. in suburbs and surrounding rural areas, ni-

trogen oxide concentrations decrease and ozone concentrations therefore

increase. (A corollary is that reduction of nitrogen oxide emissions in city

centres, e.g. through installation of catalytic convertors on car exhausts,

has actually increased local ozone concentrations.) It has been recognised

for some time that since, away from the Earth’s surface, the lifetime of

tropospheric ozone is relatively long (perhaps 20 days or more) ozone con-

centrations in Europe, for example, are determined not locally, but by pre-

cursor emissions over a broad continental region and efforts to limit or even

reduce ozone concentrations have had to focus on continent-wide emissions

of the ozone precursors. Indeed it is now clear that local concentrations of

ozone are affected by intercontinental transport e.g. Akimoto (2003) and

the hemispheric, or indeed global, aspects of air quality are being now being

recognised. Ensuring air quality standards are met therefore requires not

just regional but global policies on emissions (Derwent et al., 2006).

It has also been recognised that emissions from non-industrial sources

such as agricultural waste burning and forest fires make a significant contri-

bution to gases such as carbon monoxide. In South East Asia such biomass

burning has had a large-scale effect on air quality, particularly during 1997,

but also in several subsequent years, with the effects being felt well over

1000km away from the primary burning regions. The problems experienced

in 1997 and subsequently have prompted the formulation of an ASEAN

agreement on Transboundary Haze Pollution.

Quantitative prediction of air quality is therefore now seen to require

not only modelling of local emission and transport, but also transport on a
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regional and indeed even global scale. Of course incorporation of processes

on this range of scales may not be possible in a single numerical model,

and specific problems will require a specific focus. But an effective overall

scientific perspective does need to take account of the global as well as local

aspects of the problem.

The recognition that local, regional and hemispheric-scale processes are

relevant to air quality broadens the range of physical processes that are rel-

evant and that must be incorporated in predictive numerical models. Such

models must represent emissions, chemical evolution, and transport and

mixing by the atmospheric flow. Numerical modelling is a well-developed

field and many sophisticated approaches have been devised to represent the

effects of different processes. The purpose of these notes is not to describe

state-of-the-art numerical modelling, but to set out some of the basis physi-

cal processes of atmospheric transport and mixing that must be represented

in models. A much broader review of atmospheric composition change, its

implications for global and regional air quality, and modelling approaches

is provided in Monks et al. (2009).

2. Transport and mixing in the atmosphere

The dynamics of the atmospheric flow, which determines the transport and

mixing properties is discussed in earlier chapters of this volume and only a

brief summary of some key points is given below. Detailed treatments may

be found in textbooks such as those by (in increasing levels of sophistication

and detail) Houghton (Houghton, 2002), Holton (Holton, 2004) and Vallis

(G.K.Vallis, 2006).

A major role in determining the nature of the atmospheric flow is played

by stable density stratification , which tends to inhibit vertical motion. The

primary physical quantity determining density variations is temperature,

however density variations associated with pressure also need to be taken

into account and it turns out that the most appropriate density variable is

potential temperature, θ = T (p/p∗)
−κ where T is temperature, p is pres-

sure, p∗ a constant reference pressure and κ is a constant, equal to 2/7. θ is

conserved by an air parcel in adiabatic motion – it therefore allows assess-

ment of the effects of vertical displacements. If θ increases upwards then an

air parcel that is displaced upwards will find itself denser than its surround-

ings and will therefore tend to return to its original level – i.e. the density

stratification is stable. On the other hand if θ decreases upwards then an

air parcel displaced upwards will find itself lighter than its surroundings
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and will tend to move further upwards – i.e. the density stratification is

unstable. More precisely an appropriate measure of stability is the square

of the buoyancy frequency (g/θ)(dθ/dz) = (g/T )(dT/dz + κg/R) where

g is the gravitational acceleration, R is the gas constant and the second

term in the sum follows from the hydrostatic equation and the gas law. If

dT/dz+κg/R is positive then the stratification is stable and if it is negative

the stratification is unstable.

This dependence of stability on vertical temperature gradient motivates

the conventional division of the atmosphere into layers according the verti-

cal temperature gradient. In the troposphere (the lowest 10 km or so of the

atmosphere) the temperature decreases with height and whilst the associ-

ated density stratification is stable (since −dT/dz < κg/R), the stability

is relatively weak. In the stratosphere (roughly 10-50km) the temperature

is constant with height or increases with height and the stability is much

stronger than in the troposphere. The dynamical differences between tro-

posphere and stratosphere, due to the differing stability, are mirrored in

chemical differences with, for example, water vapour concentrations in the

troposphere being much higher than in the stratosphere and, conversely,

ozone concentrations being much lower. (The explanation lies in transport

and mixing together with the different sources and sinks of different chem-

ical species.) The transition from troposphere to stratosphere has conven-

tionally been viewed as sharp and the location of the transition is called

the tropopause. However for many purposes it is better to consider the

transition as taking place over a tropopause layer of finite thickness.

The stabilisation due to density stratification (and to some extent ro-

tation) mean that three-dimensional turbulence (i.e. the sort of turbulence

that would be observed in a wind tunnel, or in a strongly stirred labora-

tory tank) is confined to relatively localised regions of the atmosphere. In

the troposphere these regions include the atmospheric boundary layer (the

lowest kilometer or so of the atmosphere where dynamical effects of direct

contact with the Earth’s surface overcome the stabilisation) and to con-

vective clouds (where the stabilisation is overcome by dynamical effects of

moist processes such as condensation). However, even in the tropics, where

moist dynamics is most important, convective clouds fill a relatively small

fraction of the total area. Elsewhere in the troposphere and stratosphere

there are localised regions of turbulence resulting from dynamical instabili-

ties such as the breaking of inertia-gravity waves. Even in the troposphere,

the time scale on which air masses encounter these turbulent regions might

be relatively long – several days or more. Evidence for this comes, for exam-
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ple, from the observations of thin layers with a distinct chemical signature,

which are likely to have been transported thousands of kilometers from

their formation regions (Newell et al., 1999).

In considering flow outside of regions of three-dimensional turbulence,

potential temperature θ (which increases upwards) is a useful vertical co-

ordinate. Processes which change the potential temperature of an air par-

cel are relatively weak (molecular dissipation in 3-D turbulence, radiative

transfer) and therefore to a reasonable approximation – on a time scale of

a few days in the troposphere and longer in the stratosphere – air parcels

move along surfaces of constant θ. The implication is that air parcels can

move rapidly along θ surfaces, but only slowly across them.

Figure 1 shows longitudinally averaged temperature and potential tem-

perature (θ) fields for the atmosphere, which gives a good impression of

the typical configuration of the θ-surfaces in a latitude-height cross section.

Note that in the weakly stable troposphere the θ-surfaces are relatively

widely separated in the vertical, whilst in the strongly stable stratosphere

they are closer together. In the extratropical troposphere the θ-surfaces

slope strongly, indicating a rapid route for transport from the surface (or

the boundary layer) to the upper troposphere, or vice versa. This is an

important aspect of the intercontinental transport of pollution mentioned

in §1. The tropopause is marked in Figure 1 by the thick curve. Note that

outside of the tropics the θ-surfaces, e.g. the 320K surface, cut across the

tropopause implying the possibility of rapid transport from the stratosphere

to the troposphere and even to the surface and, again, vice versa. The

part of the stratosphere, marked as shaded in 1, that is accessible from

the troposphere via θ surfaces is sometimes called the lowermost strato-

sphere (Holton et al., 1995). If there were unrestricted rapid motion along

θ-surfaces then one might expect significant differences between this part

of the stratosphere and that above. The differences are not so great, oth-

erwise the shaded region might have been historically identified as tropo-

sphere rather than stratosphere. This illustrates the important point that

whilst rapid transport along θ-surfaces is possible, it is not guaranteed. It

turns out, for example, that transport along the 320K θ-surface is relatively

inhibited in the region of the tropopause (and if it was not then the dynam-

ical and chemical contrast between troposphere and stratosphere on that

θ-surface would disappear). This inhibition of transport is consistent with

the presence of the subtropical jet in this region in each hemisphere, i.e.

at 30-40 degrees of latitude and between 8-12 km in altitude. (See further

comments in §3.6.)
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Fig. 1. Reproduced from Holton et al. (1995). Latitude-altitude cross section for Jan-
uary 1993 showing longitudinally averaged potential temperature (θ) (solid contour)
and temperature (dashed contours). Contours, e.g. θ-contours, in this cross-section cor-
respond to surfaces in the 3-D atmosphere. The heavy solid contour (cut off at the 380K
θ contour) denotes the tropopause defined as the 2-PVU potential vorticity contour. (See
Holton et al. (1995) for more details.) Shaded areas denote the ‘lowermost stratosphere’,
being the part of the stratosphere which contains θ-surfaces which enter the troposphere.
Data are from United Kingdom Meteorological Office analyses. Copyright 2003 American
Geophysical Union. Reproduced by permission of American Geophysical Union.

The processes that are involved in quasi-horizontal transport along θ-

surfaces include synoptic-scale weather systems, larger scale ‘planetary’

waves that modulate the circulation on scales of thousands of kilometers

and, in the tropics, large-scale circulations associated with features such as

monsoons , driven by spatial variations in sea-surface temperatures and by

heating contrasts between land and ocean. All of these flows vary strongly

in longitude. Local variations are, of course, important in determining local

chemical distributions, but it is also the case that the averaged effect of the

longitudinally varying flows needs to be taken account in explaining the

height-latitude variation of the distributions of different chemical species.

The longitudinally varying flow has a dual character, with some aspects of

its behaviour appearing organised and wave-like and other aspects exhibit-

ing considerable nonlinearity and randomness. In the latter respect the flow

might therefore be regarded as a kind of turbulence, closely related to the

two-dimensional turbulence studied in idealised numerical simulations and

in laboratory experiments where there is rapid rotation or strong density
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stratification (and very different from three-dimensional turbulence). (See

e.g. Chapters 8 and 9 of the book by Vallis (G.K.Vallis, 2006).)

3. Fundamentals of transport and mixing

3.1. Definitions

The atmospheric flow (or any other flow) affects the distribution of chemical

species through at least three distinct processes. Firstly it moves chemical

species away from their source regions, where they might be emitted by nat-

ural processes or by human activity or produced in-situ by suitable chemical

reactions, e.g. photochemical production, to other regions where they might

be detected by suitable measurement, or indeed they might be destroyed by

chemical reaction or absorbed at the land or sea surface or onto cloud par-

ticles. This process by which chemical species are carried away from source

regions to some other part of the flow is called transport. Unless the flow

is uniform is space, it not only carries chemical species from one location

to another, but it also distorts the spatial structure of chemical concen-

tration fields, typically making the spatial structure more complicated by

drawing it out into thin filaments or sheets. This process of distortion is

called stirring. Ultimately molecular diffusion acts to homogenise chemical

concentration fields. This latter process is called mixing. Note that if two

chemical species A and B, which potentially react together, are emitted in

different regions then the final state of mixing is essential for the reaction

to proceed. Stirring may lead to thin interleaved filaments or sheets con-

taining either A or B, but the molecules of A or B are separate. It is only

when mixing occurs at the molecular level, through the action of molecular

diffusion, that the reaction may proceed.

[Note that in some descriptions the term ‘mixing’ is used without the re-

quirement for molecular diffusion – e.g. a flow may be described as strongly

mixing if it is strongly stirring, since only a small molecular diffusion is

needed to change from a ‘stirred’ state to a ‘mixed’ state. But in the chem-

ical context the distinction is very important.]

3.2. Evolution equations

In considering transport, stirring and mixing it can be useful to consider

the evolution in time t of either either the position X(t) of a marked par-

ticle or the concentration field χ(x, t) of a chemical species, with x being

position. Given a velocity field u(x, t) the position of a marked particle
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evolves according to

dX

dt
= u(X, t), (3.1)

and the concentration field evolves according to

Dχ

Dt
= ∂χ

∂t + u.∇χ = κ∇2χ (3.2)

(Estimate) χU
L

κχ

L2

where κ is the molecular diffusivity. The operator D/Dt = ∂/∂t + u.∇ is

called the advective derivative and represents the rate of change following

a fluid particle. Note that if the molecular diffusivity were zero then (3.2)

would simply imply that concentration following a fluid particle is constant.

(3.1) would then provide all the information needed to predict the evolution

of the chemical concentration.

A rough estimate of the magnitude of each of the terms on the right-

hand side of the concentration equation (3.2) is given below the equation,

assuming that U is a velocity scale and L is a length scale. Note that the

ratio of the first (advective) term to the second (molecular diffusive) term

is given by dimensionless number, conventionally named the Peclet number

Pe =
UL

κ
. (3.3)

Pe ) 1 means that diffusion is weak relative to advection. Note that Pe

is the ratio between the time for diffusion over distance L, equal to L2/κ

divided by the time for advection L/U .

For the near-surface atmosphere the molecular diffusivity κ ∼
10−5m2s−1. If we take (for the purposes of argument) U = 1ms−1 and

L = 1m, this implies that Pe ∼ 105 or equivalently that the time for

diffusion through distance L, 105s, is 105 times greater than the time for

advection through distance L, 1s. The effects of molecular diffusivity are on

this basis expected to be very weak. However the effects of molecular diffu-

sion cannot be neglected entirely, since this would rule out any molecular

mixing (so, for example, two species A and B released in different regions

of the flow could never come together to react).

A crucial point here is that Pe depends on the assumed length scale, L

which might be regarded as externally imposed, by the flow geometry, or by

the inherent length scales in the flow. But in fact, for the above estimates of

terms in equations (3.2) to apply, L must be the length scale of the concen-

tration field. An important property of many (but not all) fluid flows is that
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the evolution of the chemical concentration field as predicted by (3.2) tends

to reduce systematically the actual length scale of the concentration field,

l say, until the time scale for diffusion is comparable to that for advection.

The reduction in scale is achieved by the stirring process, and when l is

small enough for diffusion to be effective the stirring is followed by mixing.

3.3. Stretching in linear flows

More precise insight into the stirring process can be obtained by considering

a simple model in which the scale of the concentration field is much less

than the scale of the velocity field. On the scale of the concentration field

the velocity field can be approximated by a Taylor expansion. The first

(constant) term may be removed by transforming to a frame of reference

moving with the local flow velocity, leaving a velocity field that is a linear

function of space,

u(x, t) 4 A(t).x (3.4)

where A(t) is the the local velocity gradient tensor ∇u with components

∂ui/∂xj . Note that if the flow is incompressible then ∇.u = 0 implying that

the trace of the tensor A must be zero for each t. Incompressibility turns

out to be a a good approximation for atmospheric flows that are important

for transport and mixing.

This leads to a simplied evolution equation for a line element l(t), i.e.

the line joining two nearby marked points,

dl

dt
= A(t).l (3.5)

which may be derived from (3.1) by considering two nearby solutions X1(t)

and X2(t) = X1(t)+ l(t). The corresponding equation for scalar concentra-

tion is that

∂χ

∂t
+ (A(t).x).∇χ = κ∇2χ. (3.6)

A(t) is velocity gradient tensor following a fluid particle. It is therefore the

time history of this tensor following the flow that determines the stretching

process and its coupling to mixing.

Both equations are significant simplifications over their analogues for

general flow, but even so solving them for general A(t) is not straightfor-

ward. It is useful to consider the simplest possible case of two-dimensional

flow where the velocity field u is a linear function of space u = A.x with

A constant in time. ∇u is therefore constant in space and time (and is
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therefore constant following fluid particles). There are three possible sorts

of behaviour for these flows, illustrated by the following three examples.

The first is steady ‘pure-strain’ flow u = (Γx,−Γy), where Γ is constant.

Then

A =

(

Γ 0

0 −Γ

)

and it follows that the solution of (3.5) is

l(t) = (l1(t), l2(t)) = (l1(0)eΓt, l2(0)e−Γt).

Thus in this case, unless the initial direction of l is perfectly aligned

with the y-axis, which is the compression direction for this strain field, |l|

increases exponentially with t, and l becomes more and more closely aligned

with the x-axis, which the stretching direction.

The second is steady unidirectional shear flow u = (Λy, 0) where Λ is

constant. Then

A =

(

0 Λ

0 0

)

and l(t) = (l1(t), l2(t)) = (l1(0) + l2(0)Λt, l2(0)), implying that |l| increases

linearly with t.

A third is the rotational flow u = (−Ωy, Ωx) where Ω is constant. Then

A =

(

0 −Ω

Ω 0

)

and l(t) = (l1(t), l2(t)) = (l1(0) cos Ωt − l2(0) sinΩt, l2(0) cos Ωt +

l1(0) sinΩt), implying that |l| stays constant with time – the vector l simply

rotates at angular velocity Ω.

The above three examples illustrate the three possible sorts of behaviour

for a line element in a two dimensional flow that is a linear time-independent

function of space. In this two-dimensional case the behaviour is determined

by detA. If detA < 0 then l increases exponentially with time, if detA = 0

then l increases linearly with time and if detA > 0 then l oscillates with

no systematic increase in time. In a corresponding three-dimensional flow

there are similar possibilities, though the criteria are more complicated.

Some insight into the case where A is time-dependent can be obtained

by considering the case of a pure strain that is randomly varying in time –

a simple case is where the magnitude of the strain rate is constant, equal

to Γ, say, but the axes of strain randomly change direction after a time

interval δ. The average effect of the stretching over each time interval δ
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may be calculated by noting that the effect is equivalent to that of a strain

field with stretching axis in fixed direction, e.g. as considered above, but

acting on a line element that is randomly oriented at the beginning of the

time interval. If the line element is initially given by (cos θ, sin θ) then the

effect of the strain field acting over time δ is to deform the line element to

(eΓδ cos θ, e−Γδ sin θ). Anticipating that increase in length will be exponen-

tial in time, it is useful to consider the change in log |l(t)| over time δ which

is given by

log{|l(δ)|/|l(0)|} = 1
2 log{e2Γδ cos2 θ + e−2Γδ sin2 θ}. (3.7)

The average value of this quantity, obtained by integrating with respect

to θ from 0 to 2π and then dividing by 2π is 1
2 log{ 1

2 (1 + cosh 2Γδ)} and

the average rate of stretching s over many time intervals δ is therefore

s = 1
2δ−1 log{1

2 (1 + cosh 2Γδ)}. A key quantity in determining the size of

s is the product Γδ. When Γδ 1 1, i.e. the direction of the strain field

changes on a time that is much less than the inverse strain rate Γ
−1, the

above expression reduces to s 4 1
2Γ

2δ = Γ × 1
2Γδ. s is therefore much less

than the stretching rate for the steady strain field. When Γδ ) 1, i.e. the

direction of the strain field changes on a time that is much greater than the

inverse strain rate Γ
−1 the corresponding expression is s 4 Γ−δ−1 log 2. s in

this case is therefore close to the stretching rate for the steady strain field,

but slightly reduced, as a result of the fact that each time the strain field

reorients, it takes some time for the line element to align in the stretching

direction.

The important point is that for all values of Γδ there is exponential

stretching, even though the average strain field at any fixed point is appar-

ently zero (in the sense that at the beginning of each time interval δ is as

likely to be aligned in the compression direction of the strain field as in the

stretching direction). The conclusion is that exponential stretching of line

elements is something rather robust which does not depend, for example,

on steadiness of the strain field. More sophisticated mathematical models of

a randomly varying strain field can be formulated, but the general property

of all such models is that if the strain has correlation time τ and magnitude

Γ then the stretching rate s ∼ Γmin{Γτ, 1}. Note, recalling (3.5) for exam-

ple, that τ is the correlation time, of the strain, following a fluid element,

sometimes known as the Lagrangian correlation time. (See also chapter 1

of this volume for a discussion of exponential stretching in 3-dimensional

isotropic turbulence.)
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So far we have not mentioned the dynamics of the flow – it is, of course,

the dynamics that determines the time evolution of A. In a turbulent flow

the time evolution might be modelled by a random function – ‘random

straining model’ implying exponential increase in length with time. We

might conclude that in complex flows exponential stretching is ‘usual’. Cases

such as the steady shear flow are ‘unusual’. For ‘most’ A(t), |l(t)| increases

exponentially with time, i.e. as eλt where λ may be time-dependent but

does not decrease or increase systematically with time. Indeed for a given

fluid line element l it is useful to define

λ =
1

t
log{

|l(t)|

|l(0)|
} (3.8)

as a measure of stretching rate.

There are of course parts of atmospheric flows where, at least on lim-

ited time scales, exponential stretching does not hold and the behaviour is

more like that of steady shear flow. These include the interior of long-lived

coherent eddies (which might be eddies in the turbulent boundary layer

or larger-scale flows such as hurricanes or extratropical cyclones) or strong

jets (such as the subtropical jet).

3.4. The relation between stretching and mixing

To emphasise the implications of material line lengthening and relative

dispersion for stirring and mixing, it is useful to consider the evolution of a

small material surface (assumed smaller than the length scale on which the

velocity field varies) that is initially a sphere (or, in two-dimensions, a small

material contour that is initially a circle). The tendency of line elements to

stretch implies that the sphere is deformed into an ellipsoid, at least one

axis of which systematically increases in time. In an incompressible flow the

volume of the sphere remains constant with time, therefore the systematic

increase in length of one axis is inevitably accompanied by the systematic

decrease in length of another axis. This is a manifestation of the scale

reduction that leads to mixing. In a compressible flow there is no absolute

constraint on the volume of the sphere, but nonetheless it is the case that in

almost all flows the density will not systematically reduce, implying again

that one axis must systematically reduce in length. The geometry of the

ellipsoidal material surface becomes more complicated when its maximum

dimension becomes as large as the length scale on which the velocity field

varies. The surface is then strongly distorted and folded as different parts

of the surface sample very different velocity gradients.
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How is this picture affected by molecular diffusivity? It was noted earlier

that the relative size of advective and diffusive terms is Pe = UL/κ. In

the local view expressed by (3.6) there is no obvious velocity scale and it

is best to consider the typical value, S of the velocity gradient, implying

an alternative definition Pe = SL2/κ and a length scale (κ/λ)1/2 above

which advection dominates and below which molecular diffusion dominates.

Following the picture presented above, a circular patch of tracer of radius

r0 ) (κ/λ)1/2 will stretch and thin into an ellipse until its minor axis

r0e
−λt ∼ (κ/λ)1/2. After this the minor axis decreases no further (since the

broadening effect of diffusion is balanced by the narrow effect of continued

stretching) but the major axis continues to increase as r0e
λt. Since area

increases as eλt the typical tracer concentration must reduce as e−λt (as

patch mixes with its environment). When r0e
λt becomes comparable to the

length scale on which the velocity field varies the elliptical patch folds back

on itself to become a lengthening filament, but the typical width remains

as (κ/λ)1/2.

The relevance of deformation of material surfaces or curves to the evolu-

tion of the concentration of a chemical species is emphasised by noting that

a similar picture holds in backward time. Neglecting the effects of diffusiv-

ity for the present, the values of concentration in a small spherical region

will be the values that were present in the same material region at the ini-

tial time. If that material region is stretched (in backward time) to length

scales greater than those on which the concentration varies in the initial

condition, then that stretched region, and hence the small spherical region

will contain a wide range of different concentration values. It can therefore

be safely assumed that the effect of diffusivity will be to homogenize those

values over the small spherical region region. These complementary views

in forward and backward time are pictured schematically in Figure (2). The

intimate relation between relative dispersion, i.e. the separation of nearby

particles, and mixing has been exploited in many theoretical studies of the

mixing problem.

3.5. ‘Type I’ and ‘Type II’ flows

The stirring and mixing process has so far been described as completely

generic. One could equally well be considering the mixing of a smoke plume

from a factory into the surrounding boundary layer air, or the mixing into

the upper troposphere of boundary layer air that has been lifted in a con-

vective cloud or a convective complex, or the mixing of stratospheric ozone-
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t = 0
t = T

Fig. 2. Schematic of the deformation of two material curves/surfaces. The top panel
shows a small circle at time t = 0, which is then deformed into an ellipse (while its
maximum dimension is less than the characteristic scale of the flow) and then into a
more complex structure (as different parts of the curve experience very different velocity
fields). The bottom panel shows a small circle at time t = T , which originated from a
complex filamental structure at t = 0. This structure may be obtained by deforming
the circle in backward time. The values of chemical concentration inside the circle at
t = T are just those sampled by the filamental structure at time t = 0. (Note that the
two panels do not imply any kind of reversibility – the lower panel corresponds to a
particular choice of initial condition that evolves into a circle at time T . If the evolution
were continued after time T the circle would stretch and eventually become geometrically
complex, much as in the top panel.)

depleted Antarctic air into mid-latitudes as the polar vortex breaks up in

the late spring. These examples range in scales from a hundred metres or

so to several thousand kilometres. But the flows that are responsible for

stirring and mixing in each of the cases are very different and that has

important implications for the stirring and mixing process.

There are two important paradigms for transport and mixing in complex

flows. The first, which we might call a ‘Type I’ flow, is exemplified by three-

dimensional turbulent flow. The classical Kolmogorov theory of such flow

(see Chapter 1) states that energy is put into system at large scale and

is dissipated at small scale. A key parameter, indeed the only externally
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imposed dimensional parameter is the energy input rate per unit volume ε.

If the energy injection scale is L and the velocity on that scale is U then ε can

be estimated as ε ∼ U3/L. Dimensional analysis implies that at scale l, the

velocity u ∼ ε1/3l1/3 and therefore that the velocity gradient, and hence the

stretching rate, u/l ∼ ε1/3l−2/3. The stretching rate therefore increases as l

decreases. This implies that the velocity gradient has a complex structure

in space and time, and also that the tracer field at scale l is dominated by

the local stretching characteristics of the flow, so that it too has a complex

structure in space and time. Note that the Peclet number at scale l, Pel say,

is estimated to be ul/κ ∼ ε1/3l4/3/κ which is O(1) when l ∼ κ3/4ε−1/4, with

the latter scale being that on which molecular mixing occurs. (We assume

that this scale is no less than the scale at which energy dissipates, which

follows if the diffusivity for the tracer is no less than the kinematic viscosity

ν. This assumption is good for most chemical species in the atmosphere.

However it is not good for many common chemical species dissolved in

water, so needs to considered carefully for the ocean.) Now consider the

time needed for a tracer structure starting with scale L to be deformed so

that diffusive mixing becomes important. At any scale l the time to reduce

in scale by a factor of 2 can be estimated as ε−1/3l2/3 and the time to the

mixing scale is therefore estimated by ε−1/3L2/3(1 + 2−2/3 + 2−4/3 + · · · +

κ1/2L−2/3ε−1/6). Since the series is a geometric series and converges as the

number of terms increases, this time is relatively insensitive to κ and well

estimated by ε−1/3L2/3 which is the eddy turnover time on scale L. This

implies that the time scale for molecular mixing (or ‘micromixing’) starting

with a concentration distribution varying on length scale L is similar to,

i.e. some modest multiple of, the time scale for advective rearrangement

of the concentration field, sometimes called ‘macromixing’ over the length

scale L.

The second type of flow, a ‘Type II’ flow, has a smooth structure in

space and time, so that the velocity gradient also has such a smooth struc-

ture. However this does not imply simplicity for particle trajectories. The

mathematical theory of dynamical systems, which when applied to parti-

cle motion in smooth flows implies the phenomenon of ‘chaotic advection’,

shows that particle trajectories can be very complex. (What is meant by

‘chaotic’ is that particle trajectories are quasi-random, in other words that

the position of a particle at one time gives little information on its position

at some future time. Equivalently, nearby particles separately exponentially

in time or stretching of material line elements is exponential in time.) Since

these flows are smooth, the local velocity gradient and hence local stretch-
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ing rate, are well estimated by the large scale velocity gradient U/L where

U and L are defined as above. In this case the time to stretch by a factor of

2 is independent of scale and the consequence is that the time for a tracer

structure to be deformed from the large scale L to the scale (κL/U)1/2

where molecular diffusion is important is estimated by (L/U) log UL/κ, i.e.

it depends logarithmically on κ. This implies that the time for ‘micromixing’

is larger, by a factor log UL/κ, than the time scale L/U for ‘macromixing’.

Furthermore, because the velocity gradient is a smooth function of space,

the direction of stretched filaments is also a smooth function of space. Since,

when the diffusivity κ is small the filaments are very thin, this implies that

the filaments must be locally undirectional. (In a ‘Type I’ flow on the other

hand, the velocity gradient, and hence the direction of stretched filaments,

varies strongly on small scales.)

In the atmosphere the ‘Type I’ paradigm applies to the active turbu-

lent regions – the planetary boundary layer and actively convecting regions

both in the tropics and the extratropics. The ‘Type II’ paradigm applies

to flows dominated by stable stratification and rotation, i.e. the large-scale

flow in the troposphere and stratosphere due to synoptic-scale baroclinic

eddies (extratropical cyclones and anticyclones ), large-scale waves and non-

convecting regions of monsoon circulations and tropical cyclones .

3.6. Stirring and transport in quasi-two-dimensional flows

The previous sections have emphasised the importance of the quasi-

horizontal large-scale flow, a ‘Type-II’ flow in long-range atmospheric trans-

port. Therefore it is worth considering simple mathematical models of trans-

port and stirring in such a flow. A convenient idealisation is to consider a

two-dimensional and incompressible flow. For such a flow the velocity com-

ponents u and v in the x and y directions respectively may be represented

in terms of a streamfunction ψ(x, y, t) as u = −∂ψ/∂y and v = ∂ψ/∂x.

This might be seen as a model of the flow on an single isentropic surface

in the atmosphere – this flow would not be exactly incompressible but the

implications for transport and mixing are small.

A first idealisation might be a steady flow, with ∂ψ/∂t = 0. For such

steady flows the streamfunction ψ is constant following fluid particles. This

puts a very strong constraint on fluid transport – the streamlines – con-

tours of ψ – are fixed curves and particles can move only along these

curves, not across. The streamlines might be regarded as ‘transport bar-

riers’. Furthermore in steady flows the stretching of fluid elements, and
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hence the stirring, is weak, just as the stretching in a linear shear flow

was shown to be weak in §3.3. This can be seen, at least for the case of

closed streamlines, by the following argument. Consider a line element l(t)

which at time t = 0 has one end at x0, on the streamline ψ(x) = Ψ,

and the other end on the neighbouring streamline ψ(x) = Ψ + δΨ, im-

plying that l(0).∇ψ(x0) = δΨ. Now suppose that the time taken for a

particle starting on the streamline ψ = Ψ to move around that stream-

line once is T (Ψ). After this time one end of the line element will have

returned to its original position x0. However the other end, on the stream-

line T (Ψ + δΨ), would take T (Ψ + δΨ) to return, implying that at time

T (Ψ) it is displaced by −T ′(Ψ)u(x0) = −l(0).∇ψ(x0)T
′(Ψ)u(x0) from

its original position. This displacement is the change in l over the time

T (Ψ). We deduce that l(T (ψ)) = M l(0) where the matrix M has elements

Mij = δij − T ′(Ψ)ui(x0)∂ψ/∂xj(x0). The fact that u(x0).∇ψ(x0) = 0 im-

plies that (Mn)ij = δij − nT ′(Ψ)ui(x0)∂ψ/∂xj(x0) and hence |l(nT (Ψ)|

increases only linearly with n.

If the flow is time dependent, then the strong constraints on particle

transport and on stretching are relaxed, since particles no longer remain

on a fixed streamline for all time. There have been many studies over the

last thirty years or so of the changes in transport and mixing that occur as

a flow changes, through suitable change in one or more parameters, from

a steady flow to one in which there is strong time dependence and the

resulting behaviour is described, for example, Meiss (1992) and Wiggins

(1992). A typical example is where a specified time periodic perturbation

is added to a time-independent streamfunction. Studies of these flows are

usually ‘kinematic’ in the sense that no attention is paid to whether the

flows are dynamically consistent – the velocity field is simply assumed and

the transport and mixing properties investigated.

An example of the changes in transport and mixing as a time-periodic

component is added to a steady flow is illustrated in Figure 3. In the un-

derlying steady flow particle trajectories lie along streamlines which are

therefore transport barriers. The top panel of Figure 3 shows the stream-

lines for the example case. Dots and crosses indicate stagnation points,

with dots being elliptic (a line element centred at this point in the steady

flow would rotate but not be stretched systematically) and crosses being

hyperbolic (a line element centred at this point in the steady flow will be

stretched systematically). When a time-periodic perturbation of very small

amplitude is added to the steady flow ‘most’ of the transport barriers corre-

sponding, in the purely steady case, to streamlines are preserved. Between
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the surviving barriers there are thin regions in which particle trajectories

are chaotic and stretching of material line elements is exponential in time,

with the thickest regions usually centred on the location of streamlines of

the unperturbed flow that pass through hyperbolic stagnation points . This

is show in the middle left hand panel of Figure 3, for ε2 = 0.125 with ε2
being the amplitude of the time periodic component. What are shown are

‘Poincaré sections’ consisting of a large set of points on a given trajectory at

time intervals corresponding to the time period of the flow. Three different

Poincaré sections, corresponding to three different initial conditions, are

shown, as light, middle and dark grey. The light and middle grey sections

have the form of single curves and correspond to transport barriers that

have been preserved from the steady case. The dark grey section, which in-

cludes the hyperbolic stagnation point in the unsteady flow, fills out a finite

area and corresponds to a thin mixing region. As the amplitude of the per-

tubation increases further barriers disappear and mixing regions increase

in thickness. Thus in the bottom left-hand panel of Figure 3, for ε2 = 0.025

the dark grey section, mapping out a single mixing region, has increased

in size from ε2 = 0.0125, but the light and middle grey sections still cor-

respond to single curves and therefore to barriers. Note in particular that

the light grey curve corresponds to a barrier that separates the ‘northern’

part of the domain from the ‘southern’ part of the domain. Increasing ε2
further to 0.05, shown in the middle right-hand panel, suggests a significant

change, as the light grey section now fills a finite area and therefore corre-

sponds to a mixing region. The light grey and dark grey mixing regions still

appear to be distinct, suggesting that they may be separated by a barrier

(which would still in effect divide ‘northern’ and ‘southern’ parts of the

domain). In fact increasing the length of the calculation shows that there is

no absolute barrier, but it is clear that there is nonetheless significant or-

ganisation to the transport which inhibits exchange between the ‘northern’

and ‘southern’ parts even if it does not prevent it. Finally, as illustrated in

the bottom right-hand panel, increasing ε2 further again, to 0.075, allows

rapid exchange between ‘northern’ and ‘southern’ parts so that there is a

single large mixing region, filled by both light grey and dark grey sections.

Figure 3 illustrates this for a particular example of a flow, but the general

pattern of behaviour seen here is generic.

Whilst the real large-scale atmospheric flow is certainly not time peri-

odic, it shares some of important features described above. In particular

there are apparently strong barriers to transport associated with the sub-

tropical jets , with neighbouring regions of mixing on both poleward and
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Fig. 3. Reproduced from Shuckburgh and Haynes (2003). Variation of transport and
mixing in a simple time-periodic flow on a sphere as the unsteady (time-periodic) com-
ponent is increased. Top panel: streamlines of the underlying steady flow. Lower panels:
Poincaré sections showing points on a given trajectory at time intervals corresponding to
the time period of the flow, for different values of ε2 which is the amplitude of the time
periodic component. Three different Poincaré sections, corresponding to three different
initial conditions for trajectories, are shown in each case, as light, medium and dark
grey. See text for further details and explanation. Copyright 2003 American Institute of
Physics. Reproduced by permission of American Institute of Physics.
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equatorward sides. (See comments on Figure 1.) The precise ‘cause-and-

effect’ relation between jets and transport barriers is subtle. For example

in a kinematic model where a systematic jet is added to a simple background

eddy field the transport in the cross-jet direction will often be inhibited,

i.e. the jet seems to cause the transport barrier. On the other hand, the

dynamics of rotating stratified flow is such that the presence of a transport

barrier naturally leads to the formation of a jet, i.e. the transport barrier

seems to cause the jet. These issues are discussed further in Haynes et al.

(2007) and Dritschel and McIntyre (2008).

4. Modelling approaches

There are many highly developed methods of calculating atmospheric chem-

ical fields. Some of these have been motivated by research, e.g. using such

calculations as an aid to interpreting chemical measurements in a field cam-

paign or even as a guide to where and when to take observations, whilst

others have been motivated by practical concerns, e.g. predicting the ef-

fects of accidental chemical release or establishing the origin of industrial

pollutants. Most weather forecasting agencies now provide some kind of

air quality forecast and there has already been significant progress towards

integrating chemical measurements and chemical model calculations in the

same way that meteorological measurements and meteorological models

have been integrated over the last forty years (e.g. see Geer et al. (2006)).

The essence of a chemical calculation is to solve the advection-diffusion

equation (3.2) for each chemical species, with production and destruction

reaction terms on the right-hand side. This first of all requires velocity fields

and these may be be taken from from an observational dataset or else gen-

erated by a meteorological numerical model. The former is made possible

by the fact that major weather forecasting centres archive global datasets

of velocity, temperature and other quantities, which are generated during

the forecast process. These datasets are not ‘pure’ observational data, but

are the product of an ‘analysis’ procedure which finds a best fit of the un-

derlying numerical model to the available data. Part of the reason why this

procedure is necessary is that observational data is provided at irregular

space and time intervals that cannot straightforwardly be inserted into a

meteorological numerical model and neither, of course, could it be straight-

forwardly be used in a chemical calculation. In the case of velocity fields

generated by a meteorological model, the chemical calculation may be ‘off-

line’, meaning that the velocity fields are stored at suitable time intervals



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

Transport and mixing of atmospheric pollutants 177

during the integration of the meteorological model and then later used for

the chemical calculation (the term ‘chemical transport model (CTM) is

often used for the associated numerical model with which the chemical cal-

culation is performed), or ‘on-line’ meaning that the chemical calculations

are carried out concurrently with the dynamical calculations required for

the meteorological model, which may be a local or global forecast model,

or a climate model.

In either ‘on-line’ or ‘off-line’ cases the spatial resolution of the veloc-

ity field will typically be 10-100km for current global analysis datasets or

global numerical models, or 1-10km for local or regional numerical mod-

els. In some flows, and certainly in ‘Type I’ flows where there is an active

role for small scales, the effects of these small scales must be represented

through ‘parametrization’, i.e. artificial terms in the model equations which

represent the effects of small-scale processes. Again the development of suit-

able parametrizations has been an important part of the development of

meterological models, for weather forecasting or climate, and for chemical

calculations those parametrizations must be adapted, or new parametriza-

tions developed. For example, parametrization of the effects of cumulus

convection (which occurs on length scales too small to be represented at

all in most models) has been a major effort in meteorological modelling

since the associated physical processes, such as transport of water vapour

and heating by condensation, play a major role on the larger scale. Corre-

spondingly over the last ten years or so there has been a major effort to

extend cumular parametrizations to include transport of a wider class of

chemical species (water vapour is a chemical species, but it is peculiar in

that its concentration is strongly limited by temperature) and to include

representation of cloud-processing effects such as removal of water-soluble

species by precipitation. See e.g. Tost et al. (2010) for recent discussion.

Of course there are many other processes that need to be included in mod-

els, with representation of emissions, either natural or anthropogenic, being

particularly important. Again see Monks et al. (2009) for a recent review

of the broad subject of global and regional air quality including modelling.

In meteorological modelling the dynamical equations are almost invari-

ably solved by Eulerian techniques, where the functions describing the var-

ious dynamical quantities are represented on a fixed spatial grid (or there

is some equivalent representation such a fixed set of basis functions) and a

corresponding approximation to the governing equations is solved. However

in solving for chemical fields there remains a genuine choice between the

Eulerian approach based on (3.2), and the Lagrangian approach based on
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(3.1) following the trajectories of air parcels and at the same time solving

the chemical equations for the evolution of the concentrations of different

species in the air parcel. The Lagrangian approach, at least in its simplest

form, regards air parcels as isolated from their surroundings, and therefore

implicitly neglects the molecular mixing effects of the diffusive terms on

the right-hand side of (3.2). But Eulerian approaches tend to overestimate

these mixing effects, essentially because they cannot represent variations in

chemical concentrations on scales smaller than the grid scale. As has been

discussed in §2, generation of small scales is an essential part of the route

to molecular mixing and for the foreseeable future Eulerian models will not

be able to resolve the scales at which mixing actually occurs.

Note that parametrizations of unresolved processes can be introduced

into the Lagrangian approach just as they can into the Eulerian approach.

For example, the effect of small-scale turbulence in the boundary-layer,

which in an Eulerian approach might be represented by parametrized flux

terms, perhaps augmented diffusive fluxes or some suitable generalization,

can in the Lagrangian approach be represented adding random displace-

ments to the trajectories (Stohl et al., 2005). The same sort of approach

can represent encounter with convective clouds (Forster et al., 2007).

One of the great practical advantages of the Lagrangian approach is sim-

plicity, both practical and conceptual, but this has to be balanced against

the artificiality of the ‘no mixing assumption’.

5. Examples

The following section will describe some examples of recent combined ob-

servational and modelling studies of atmospheric chemistry which highlight

the different approaches used, both in observation and modelling.

5.1. The 2000 ACTO campaign – combining chemical

measurements and backward trajectory calculations

(Methven et al 2003)

The ACTO (Atmospheric Chemistry and Transport) aircraft campaign was

based in Prestwick, Scotland, during May 2000. Instruments on a C-130 air-

craft of the UK Meteorological Research Flight were used to make measure-

ments to the northwest of Scotland of various meteorological parameters,

plus concentrations of chemical species including ozone and carbon monox-

ide. The Methven et al. paper (Methven et al., 2003) discusses results from

the campaign and gives some nice examples of the sort of work that it is now
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possible using a combination of chemical data and trajectory calculations

based on velocity fields from global meteorological datasets (as described

in the previous section).

Fig. 4. Reproduced from Methven et al. (2003). The right panel shows Meteosat water
vapor channel brightness temperature at 12:46 UT, 19 May 2000. Dark shading indicates
dry air which originates from the stratosphere (often called a ‘dry intrusion’). The left
panel shows a RDF3D simulation of specific humidity at 12UT, zooming in on the flight
domain. The darkest shading is for log(q) < 4.6, the lightest shading is for log(q) > −2.2.
The bold dotted line is the aircraft flight track, and the bold solid line is the same track
shifted to be relative to the air at 12 UT. The arrows show the direction of flight. (The
dashed line XY marked a particular great circle section and is not relevant in these notes.)
Copyright 2003 American Geophysical Union. Reproduced by permission of American
Geophysical Union.

Figure 4 shows (right-hand panel) satellite measured ‘brightness tem-

perature’ in the upper troposphere which gives an estimate of water vapour

concentrations. Dark colours correspond to dry air, so it can be seen that

a filament of dry air runs north-south along the west coast of Scotland, the

Irish Sea and south-west England. This dry filament has been draw out of

the lowermost stratosphere, essentially along the 315K (and neighbouring)

potential temperature surfaces. (Recall Figure 1.)

The left-hand panel of Figure 4 is a reconstruction of the water vapour

concentration on the 383 hPa pressure level, corresponding roughly to the

centre of the vertical layer sampled by the satellite instrument. The recon-
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struction has been performed using a technique known as ‘Reverse Domain

Filling (RDF) Trajectories’. This technique uses trajectories integrated

backwards in time from points distributed across the domain of interest

–in this case points distributed in the horizonal on the 383 hPa pressure

level. Note that whereas forward trajectory calculations from a region give

information on where the air parcels in that region will be transported in

future, backward trajectory calculations given information on the origin

of those air parcels, i.e. where they have come from in the past. (Recall

Figure 2. Reading the top part from left to right corresponds to forward

trajectories from the circular region. Reading the bottom part from right

to left corresponds to backward trajectories from the circular region.) A

backward trajectory approach therefore allows construction of a field of

chemical concentration from the corresponding field known at some earlier

time (specifying a suitable initial condition). The value of the concentration

at any point is simply determined by following a backward trajectory from

that point to the earlier time and then setting the value equal to that of the

known concentration field at the position of the backward trajectory at that

earlier time. (In practice the known concentration field will be defined on a

spatial grid and will therefore have to be interpolated to the position of the

backward trajectory which will be unlikely to fall exactly on a grid point.)

In the case shown in Figure 4 the relevant chemical species is water vapour

and the known concentration field, is taken, just as the velocity fields for

the trajectory calculations, from global meteorological analysis datasets, in

this case from the European Centre for Medium Range Weather Forecast-

ing (ECMWF) taken 2 days before the time of the reconstruction. There

is close correspondence, in both thickness and orientation, between the ob-

served (right-hand panel) and predicted (left-hand panel), indicating the

success of the backward trajectory approach, or more specifically the RDF

approach, in this case.

For the case of Type-II flows, the backward trajectory approach po-

tentially gives the possibility of predicting chemical concentration features

on length scales that are significantly smaller than either the length scale

on which the velocity field is resolved or that on which the initial chem-

ical concentration field are resolved. The former follows because the flow

is Type-II and therefore advection and stretching are dominated by large

(and therefore resolved) scales. The latter follows on the principle that an

initial concentration field may be large-scale (and therefore resolved) and

then subsequently deformed by the flow to give much smaller scales (as

depicted by the top part of Figure 2). Thus the dry filament shown in
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Figure 4 might have arisen from deformation over the previous 2 days of

a feature that was initially much larger scale. Of course in practice the

chemical concentration field at the time at which the initial condition is

applied is never completely large-scale. Also the choice of the time at which

the initial condition is applied (2 days before the observation for the case

shown in Figure 4) is somewhat arbritrary. If the time difference between

initial condition and prediction is small then advective effects will be mod-

est and there will not be time for the development of filaments from initially

large-scale features. If the time difference is many days then the process of

scale-reduction and filamentation shown in the top part of Figure 2 will

give a concentration field with strong variation at very small scales. But,

in reality the variation in the concentration field at small scales will be

limited by molecular diffusion (probably enhanced by the effects of small-

scale Type-I three-dimensional turbulent flow). A further difficulty is that

small errors in the trajectory calculation imply errors in the position of fil-

amentary structures and the thinner the filament, the more signficant these

errors appear.

Figure 5 shows selected back trajectories from the region of the air-

craft measurements. The trajectories separate in backward time (recall the

lower part of Figure 2) suggesting that the air sampled in the measure-

ment regions converged from a large range of locations. In fact from the

trajectories three clearly distinct regions can be identified from where this

air originated. One region (A) is in the mid-troposphere in Eastern At-

lantic, another region (S) is the lower stratosphere over central Canada,

and another (E), is the lower troposphere over central Europe.

Features corresponding to these different regions of origin can also be

clearly identified in Figure 6 which shows time series of measured quantities

from one particular flight, together with results from backward trajectory

calculations to the points (in space and time) along the flight path. In

each panel the thicker line is the measurement and the thinner dashed and

solid lines respectively correspond to the backward trajectory reconstruc-

tion or to a related ‘air-mass average’ reconstruction (see Methven et al.

(2003), for further details) which is based on using potential temperature

(more precisely equivalent potential temperature which allows for the ef-

fect of latent heating due to condensation) and water vapour to specify air

mass properties. For (a) pressure and (b) potential temperature the initial

condition for the backward trajectory reconstruction comes from ECMWF

data. Pressure is, of course, the concentration field of a chemical species

and which does not obey equation (3.2), so the ‘reconstructed’ quantity in
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Fig. 5. Reproduced from Methven et al. (2003). Three-day back trajectories from region
of observation, shown in longitude-latitude in upper panel and longitude-pressure in
lower panel. Copyright 2003 American Geophysical Union. Reproduced by permission of
American Geophysical Union.

this case is the pressure 2 days earlier of an air parcel arriving at a given

point on the flight track. On the other hand potential does satisfy (3.2),

so the ‘reconstructed’ can be compared directly against the observation.

For (e) ozone and (f) carbon monoxide the initial condition comes from

an Eulerian global chemical transport model. In this case the thin dotted

line shows the back-trajectory prediction and the thin solid line shows the

prediction according to a calculation that integrates the chemical reaction

equations along the trajectory. The difference between solid and dotted lines

in each case therefore corresponds to the amount of chemical production

(or destruction if negative) along the trajectory.

Air from each of these regions has a different chemical signature. That

from region A is moist and relatively low in ozone (O3) and carbon monoox-
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Fig. 6. Reproduced from Methven et al. (2003). Time series of observations (thick lines)
along the ACTO flight on 19 May 2000 compared to results from trajectory simulations.
(a) Pressure and (b) log(q), where q is concentration of water in g kg−1. Thin dotted
lines show values interpolated from global meterological data to the trajectory origins at
12UT, 17 May 2000. Solid lines show an ‘air-mass average’ of these modeled values. ‘A’,
‘E’ and ‘S’ denote air masses that, according to the back-trajectory calculations, have
apparently come from identified source regions (see text). (c) and (d) not shown. (e)
Ozone and (f) carbon monooxide concentrations. Dotted line is air-mass average at origin
of trajectories. Solid is prediction of chemical model integrated along the trajectory.
Copyright 2003 American Geophysical Union. Reproduced by permission of American
Geophysical Union.

ide (CO). That from region S is dry, high in O3 and low in CO. That from

region E is similar to that from A in that it is moist (both regions are in

the troposhere) but different in that it is relatively polluted and therefore

high in CO and in O3 (some of which is likely to have formed through

photochemical production as air moves from region E to the region of mea-

surement). Comparison with the detailed chemical fields measured by the

aircraft, as shown in Figure 2, shows that the positions and chemical char-
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acteristics of the different air masses are generally well predicted by the

back trajectory calculation, even, in many cases, down to small-scale fea-

tures. For example the thin dotted line in (b), the simple back trajectory

reconstruction of water vapour concentration , is in qualitative agreement

with the measurement, but the filament boundaries are in slightly differ-

ent locations. This is a manifestation of the displacement error mentioned

above. Additionally in the features labelled A and E the predicted water

vapour concentration is much larger than the measured concentration. This

is because in reality condensation has occurred in these air masses as they

have moved towards the measurement point over the previous 2 days. The

use of the air-mass average removes these displacement errors, since the

predicted quantity is now specified as a function of the measured quantity.

5.2. ‘Around the world in 17 days’ – transport of smoke

from Russian forest fires (Damoah et al 2004)

In May 2003 forest fires in southeast Russia gave rise to smoke plumes

which extended very large distances across the Northern Hemisphere and

were clearly detected by several different satellite instruments. Indeed the

plumes, which were advected by the eastward winds in the Northern Hemi-

sphere upper troposphere, could be traced all the way around the globe

and back to Scandinavia and Eastern Europe. Whether or not these sorts

of plumes from high latitude fires, which can sometimes penetrate the lower

stratosphere, have a significant effect on regional-scale chemical distribu-

tions is still open to question, but they certainly provide a good opportunity

to test modelling skill in atmospheric transport and chemistry. Damoah et al

(Damoah et al., 2004) report satellite observations of the May 2003 plumes

and show that a numerical model can successfully predict their evolution

over the 17 days or so taken for transport around the globe.

The model used by Damoah et al. (2004) is a trajectory model (FLEX-

PART), similar to that used in the Methven et al. work (Methven et al.,

2003) reported previously. FLEXPART (e.g. Stohl et al. (2005)) has been

widely used to study many different aspects of atmospheric chemistry

and transport. It uses velocity fields from global meteorological analysis

datasets. The version used by Damoah et al. (Damoah et al., 2004) in-

cludes a parametrization of small-scale three-dimensional turbulence, in-

corporated by adding stochastic fluctuations to the analysis velocity fields,

and also a parametrization of convection, incorporated by adding random

displacements to the trajectories, with the probability distribution for the
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displacement set by convective mass fluxes (Forster et al., 2007). The smoke

plumes in this model are represented by starting trajectories at the loca-

tions and times of the fires, with each trajectories representing the path

of an air parcel containing a specified mass of carbon monoxide and then

defining the smoke distribution at subsequent times by the spatial density

of the air parcels. The positions of the fires were detected using the MODIS

(Moderate-Resolution Imaging Spectroradiometer) fire product which iden-

tifies hot spots. The mass of CO emitted in one day from a hot spot was

assumed to be proportional to the area of that hot spot as identified during

that day.

Figure 7 shows the total column CO tracer as simulated by the FLEX-

PART calculation. The left-hand panels shows the results of a calculation

based on winds from an ECMWF dataset. The right-hand panels show the

results of a corresponding calculation based on winds from the Global Fore-

cast System (GFS) of the National Centre for Environmental Prediction in

the US. Generally the two calculations are in good agreement with each

other, giving confidence in the wind data which, whilst based on largely

the same observational data, is processed completely independently be-

tween the two cases. Panel (a) shows that the CO tracer arising from the

fires separates into two patches, one of which is advected northwest towards

Scandinavia and the other of which is advected eastward over Japan and

then further over Canada and back towards northern Europe. It is this sec-

ond patch which is the main focus of attention in Damoah et al. (2004). The

evolution shown in Figure 7 is, of course, a further demonstration of the

stirring and mixing processes described in §3. In this case smoke emissions

over a limited spatial region, but for a relatively long time period lead to a

large patch of the CO tracer, which is subsequently advected by the large-

scale flow. The fact that the tracer reaches regions remote from the source

region demonstrates transport, the deformation of the region contain the

tracer demonstrates stirring, the fact that the different parts of the initial

patch are transported to different locations demonstrates dispersion. The

general decrease in peak tracer concentrations and the fact that the region

occupied by the tracer appears to increase suggests mixing, but whether

or not the this mixing is an artificial mixing implied by the FLEXPART

approximation to the evolution of a continuously distributed tracer or a

real mixing that would be consistent with small-scale observations of the

evolving aerosol is harder to tell.

More detail is shown in Figures 8 and 9 which show both the calculated

CO tracer, using ECMWF winds, and also images from the Sea-viewing
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Fig. 7. Reproduced from Damoah et al. (2004). Total CO tracer columns from FLEX-
PART simulations using ECMWF data (left column) and GFS data (right columns) on
(a) 18 May 2003 at 00UTC, (b) 21 May at 00 UTC, (c) 22 May at 06 UTC, (d) 26
May at 06UTC and (e) 31 May at 00UTC, respectively. Reproduced by permission of
European Geophysical Union.

Fig. 8. Reproduced from Damoah et al. (2004). (c) FLEXPART ECMWF CO tracer
columns over the Bering Sea and adjacent regions with superimposed contours of the
500 hPa geopotential surface, based on GFS analyses, contour interval 5 dam, on 22May
00UTC. Green areas represent land surface, oceans are white. The red rectangle shows
approximately the area shown in panel (d); (d) SeaWiFS image showing smoke over
Alaska at 23UTC on 21 May; Whitish colors are snow, ice and clouds, whereas the
blue-grey indicate smoke. Reproduced by permission of European Geophysical Union.
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Fig. 9. Reproduced from Damoah et al. (2004). (c) FLEXPART ECMWF CO tracer
columns over the north-east Atlantic, Europe and Greenland with superimposed contours
of the 500 hPa geopotential surface, based on GFS analyses, contour interval 5 dam, at
27 May 15UTC; (d) Image of SeaWiFS sensor showing smoke over Scandinavia on 27
May, 2003 at 12:54 UTC. Reproduced by permission of European Geophysical Union.

Wide Field Sensor (Sea WiFS) instrument on the Sea Star satellite, which

detects aerosol (i.e. smoke particles in this case). More detail is shown in

Figures 8 and 9, which show rather good agreement between the calculated

CO tracer and the Sea WiFS aerosol. In Figure 8 there is a large region

of aerosol over western Alaska, including the Aleutians. In Figure 9 there

is aerosol extending from the North Sea across Denmark and into the rest

of Scandinavia. The conclusion here is that the FLEXPART model has

significant skill in predicting the spread of the aerosol over many thousands

of kilometers and over a period of several days.

5.3. ‘Observational and modeling analysis of a severe air

pollution episode in western Hong Kong’ (Fung et al

2005)

This third example is concerned with a severe air pollution episode in the

western part of Hong Kong in late December 1999 (Fung et al., 2005).

Consistent with the emphasis elsewhere in these lecture notes, Fung et al.

(2005) argue that this episode was not due to emissions within Hong Kong

itself, but due to biomass burning about 100km to the east.

Figure 10 shows concentration of nitrogen dioxide NO2 at two different

observing stations in Hong Kong . The solid line shows Tung Chung station

which is in western Hong Kong, in an open area on the outskirts of the

territory. The dashed line shows Causeway Bay station, which is in the
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most densely occupied central urban area. It is therefore not surprising

that nitrogen dioxide concentrations at Tung Chung are generally lower

than those at Causeway Bay. However Figure 10 shows that for periods

during 28th to 31st December, nitrogen dioxide concentrations at Tung

Chung significiantly exceed those at Causeway Bay, and indeed exceed those

observed at Causeway Bay at any time during the 8-day period shown.

Peak concentrations at Tung Chung are considerably greater than values

considered to be potentially harmful to human health.

Fig. 10. Reproduced from Fung et al. (2005). Concentration of nitrogen dioxide (NO2)
at Tung Chung station (solid line) and Causeway Bay station (dashed line) from 25 Dece-
meber 1999 to 2 January 2000. The pollution episode which lasted for three consecutive
days (28-30 December 1999) falls during the middle of this period. Daily highs and lows
of NO2 concentration during the episode are indicated by times Ti (i = 1, 2, 3, 4). Note
that T1 corresponds to panel (b), T2 to panel (c), and T3 approximately to panel (d) of
Figure 11. Copyright 2005 American Geophysical Union. Reproduced by permission of
American Geophysical Union.

Fung et al (Fung et al., 2005) use a variety of evidence to argue that the

high levels of NO2 observed at Tung Chung result not from local emissions

but from burning of vegetation in a region about 100km to the north of

Hong Kong. This includes information on the chemical composition of the

polluted air, but the most straightforward are satellite images which show

the presence of fires and the resulting smoke and haze which extends across

the western half on Hong Kong, where Tung Chang is located, but which is

much less apparent over the eastern part where Causeway Bay is located.

The previous sections, §5.1 and §5.2, have discussed successful applica-

tion of transport calculation based on wind fields from large scale meteoro-

logical datasets. An important point made in Fung et al. (2005) is that when
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considering local variation in pollutant concentration in a region of complex

topography such as Hong Kong, the usefulness of transport calculations will

be strongly limited by the spatial and temporal resolution of the wind field,

and that provided by the large-scale meteorological datasets is unlikely to

be sufficient. Therefore the approach taken in Fung et al. (2005) is to use

velocity fields predicted by a regional-scale meteorological model to drive a

particle-based transport calculation. The regional-scale model is based on a

set of four nested domains, with the spatial resolution becoming finer from

the outermost domain to the innermost (varying from a horizontal grid

size of 40.5 km for the outermost domain to 1.5 km for the innermost do-

main). Even for the innermost domain it is accepted that turbulent velocity

fluctuations at unresolved scales are potentially important and the effect

of these is represented by adding random fluctuations to the velocity field

used to advect the particles. (This approach is well-developed for ‘Type I’

turbulence which is what is being represented here.) The parameters for

the random fluctuations are set in part by the predicted characteristics of

the sub-grid-scale parametrised turbulence in the meteorological model.

Figure 11 shows calculated distributions of particles released in four

different locations. The red and green particles are respectively released at

100m and 200m in the region to the north of Hong Kong where the fires

occured. The light and dark blue particles on the other hand are released to

the west of Hong Kong to highlight the existence of a convergence region in

the horizontal flow, which is argued to favour trapping of pollutant species

and therefore to contribute to the large concentrations observed at Tung

Chung. Panels (a), (b) and (d) show daytime conditions where the complex

pattern of the blue particles reveals the complicated circulation caused by

land-sea contrasts and topographic effects. Other diagnostics show that at

these times there is transport of pollutant downwards of pollutant species

from the top of the planetary boundary layer. At night time on the other

hand, shown in panel (c) the pattern of circulation is much simpler and the

red and green particles are simply advected to the south and south-west

without any tendency for trapping.

The study in Fung et al. (2005) therefore shows convincingly that remote

sources of pollution can be very important for air quality in urban areas,

but also that, particularly in a region such as Hong Kong, that local details

of the flow must be included in any transport calculation in order to capture

the spatial and temporal variations in concentration of pollutant species.
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Fig. 11. Reproduced from Fung et al. (2005). Tracer plumes, indicated by particle po-
sitions, at different times during the pollution episode. (See text for further details.) The
contours correspond to topographic height. Tick marks on x and y axes are at intervals
of 1 km. Copyright 2003 American Geophysical Union. Reproduced by permission of
American Geophysical Union.

6. Conclusion

There are many different aspects of atmospheric physics and chemistry that

are relevant to understanding and predicting air quality. These notes have

focussed on the fluid dynamics of transport and mixing, in particular, while

giving an impression of how this topic relates to the broader question of

how to use atmospheric models to understand observations and to make

useful predictions. The reader is reminded of Akimoto (2003) and Monks

et al. (2009) as articles that give a much broader perspective.
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It is certainly the case that, whilst in the past weather forecasting and

climate prediction on the one hand and air quality on the other have been

regarded as separate issues, the strong relation between them is now ac-

cepted. Therefore (e.g. see Monks et al. (2009)) it needs to be accepted

that future strategies for minimising climate impact, e.g. by reducing emis-

sions of long-lived greenhouse gases, and or for improving air quality, e.g.

by changing engine technology, need to be considered together, since there

are trade-offs – some options that are beneficial for one are adverse for the

other. It is also the case that prediction of future air quality not only needs

to take account of likely changes in emissions, but also the fact that those

emissions are into a background atmosphere that is different from our cur-

rent atmosphere. Finally some aspects of climate change themselves have

air quality implications. These include, for example, the possibility of more

summer heatwaves. A study of the effects of the 2003 European heatwave

over the UK (Lee et al., 2006) suggests that, not only did the associated an-

ticyclonic circulation and elevated temperatures lead to high values of ozone

from remote sources, but also that increased emissions of ozone precursors

from vegetation as a result of the high temperatures might also have sig-

nificantly enhanced local ozone concentrations. Another larger-scale effect

might be that the effects of climate change on the coupled troposphere-

stratosphere system are such that the transport of ozone from stratosphere

to troposphere increases, implying an increase in background concentra-

tions of ozone in the troposphere (Zeng and Pyle, 2003). This means that

the maximum concentrations ozone arising in polluted regions will also typ-

ically increase and therefore, potentially, that concentrations regarded as

potentially harmful to health will be encountered more frequently.
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Extreme precipitation (rain) and subsequent flooding is a major envi-
ronmental hazard. Methods have been developed, mainly on a statis-
tical basis, to estimate maximum probable or even maximum possible
precipitation. Higher resolution weather forecast models, with complex
representation of the physical processes involved, can be used for calcu-
lation of maximum precipitation. This requires input data with known
probabilities, but also allows for estimation of the sensitivities of relevant
parameters. Orographic (mountain) structures are a major influence in
the formation of very high precipitation. The model applied here is used
to study the sensitivity of orographic influence. The long-term climatic
development of heavy precipitation and floods in Europe during recent
centuries will be used to illustrate these numerical studies.

1. Motivation

Rain is one of the key phenomena characterizing weather and climate, both

on a global scale and locally. In weather and climate, rain is described by

frequency of occurrence, together with its scale in time and space. Major

deviations from long-term average conditions, i.e. extreme events, may have

adverse effects, and often cause disasters. To reduce these adverse effects

and thus to prepare better for the occurrence of rare events, a good un-

derstanding of the underlying physical processes is necessary. A statistical

treatment requires a data base of sufficient quality and length, often not

available. To estimate the size of extreme rain events, physical modeling at

least allows us to perform sensitivity studies.

Over the last two decades the number of disasters has increased from

year to year (Rodriguez et al., 2009). Weather related phenomena were

195
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responsible for most of these disasters, a major proportion of these being

river floods, a consequence of heavy rains. To quantify the adverse effects of

disasters, three scaling parameters have been suggested (Guha-Sapir et al.,

2004): the number of fatalities, the material damage, and the number of

people affected, whether by homelessness, health, or evacuation, the last

of these being most widely used for comparison of disasters on the global

scale.

Globally the number of people falling victim to floods has increased

by 40% in the last two decades. This overall increase is mainly due to an

increase of small-scale flood events (Hoyois et al., 2007), while the larger

ones actually contributed very little because such events are relatively rare.

The countries affected were found all around the globe, including countries

in mid-latitudes. In the following we focus on extreme rain events in the

mid-latitudes extending over large areas.

The availability of estimates of the upper physical limit of the amount

of rain that may fall in any given river catchment area is relevant for the

design of flood protection and preparedness. In most cases, series of rain

observations on their own do not allow such estimates. To fill this gap the

concept of PMP, probable maximum precipitation, was introduced some

time ago (WMO, 1973; DVWK, 1997). This is based on statistical meth-

ods, combining maximum observed rain with maximum water vapor content

of the atmosphere. For mid-latitude conditions, PMP estimates distinguish

between large-scale rain events with a typical horizontal length scale of the

order of 1000 km, and convective scale events extending from below 10 km

to 100 km. The dominant weather processes in the mid-latitudes belong to

the larger length-scale. To estimate maximum rains on this scale two meth-

ods will be used. The first takes the information available from the global

climatic setting, deducing maximum rains from this limited information.

The second applies a full scale three-dimensional model and calculates the

sensitivities of the maximum rains to the parameters involved.

2. Climatic Setting

The Sun supplies Planet Earth with a continuous flow of radiation energy,

which drives the weather processes and the formation of all the rain. At the

top of the atmosphere, on a surface perpendicular to the solar radiation,

the average solar energy flux density amounts to about 1370 W m−2. The

amount of absorbed solar energy decreases from equator to pole, because

of the spherical shape of the Earth. In the simplest situation when the
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Sun lies in the Earth’s equatorial plane, the radiation flux density at the

poles drops to zero, and the shaded half of Earth does not receive any solar

radiation at all. Some variations of the solar radiation are associated with

the orbital parameters of the Earth, and are not considered here. Within

the atmosphere and at the surface, about 70% of the total incident radiation

is absorbed and heats the Earth.

The Earth itself radiates to space and on average sends back the ab-

sorbed solar radiation, thus maintaining long-term energy equilibrium. The

average energy budget of the Earth in the Northern Hemisphere shows a

surplus area south of about 30◦N, and an approximately equal deficit area

between 30◦N and the pole. At the same time the long-term average of

temperature also remains constant in both these zones. To maintain this

situation, a horizontal energy flux from the equatorial surplus zone to the

polar deficit zone is required. The global temperature distribution shows an

average temperature decrease from equator to pole. In the mid-troposphere,

temperature differences between the equatorial and the polar region amount

to about 15 K in northern summer, 35 K in northern winter, and 24 K av-

eraged over the year.

The annual average of the vertically integrated columnar tropospheric

water vapor content amounts to about 45 kg m−2 close to the equator, and

about 12 kg m−2 in the polar region, with a global average of 25 kg m−2.

The liquid water content of the atmosphere is most important when creating

rain. However, the absolute columnar liquid water content is about two to

three orders of magnitude less than that of water in the vapor state.

Water vapor is brought into the atmosphere from evaporation and/or

transpiration at the surface. A phase change between water vapor and liquid

water consumes or releases energy. The latent heat of condensation is about

2.5 · 106 J kg−1. Averaged over time and over the Earth’s surface, rain

and evaporation are in equilibrium. However, locally and for short periods

there is no such equilibrium. From theoretical estimates, the amount of

evaporation cannot exceed a value of about 7 mm day−1 in horizontally

homogeneous conditions.

There is no rain without clouds. Both rain and clouds consist of con-

densed water vapor. On average, about 0.3% of the atmosphere consist of

water vapor. The Clausius-Clapeyron relationship describes the exponential

increase of the saturation water vapor pressure E as a function of temper-

ature. As a rule of thumb E doubles with a 10 K increase of temperature,

or changes by 20% for a 3 K change of temperature.
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Rain consists of drops of typical diameter 2 mm, and terminal fall ve-

locity of about 6 m s−1. The global annual average rainfall is close to 1000

liters per square meter of the Earth’s surface. This is equivalent to 1000 mm

of rain, the most widely used unit for rain. Rain is the only rechargeable

supply of fresh water and therefore of prime importance to humanity and

to the biosphere.

In mid-latitudes, rain falls on average about 5% of the time in any

year. Globally averaged, the amount of rain is 2.7 mm day−1, with a range

from 0 to about 30 mm day−1. In the mid-latitudes, negative effects have

to be expected when rainfall is more than about 50 mm day−1. Values

greater than 100 mm day−1 occur rather frequently; the world maximum

that has been recorded is 1900 mm day−1 (Wiesner, 1970). An amount of

100 mm day−1 is equivalent to an energy flux of 3000 W m−2, more than

double the maximum incoming solar radiation at the top of the atmosphere.

Neither the atmospheric water vapor reservoir nor the supply from local

evapotranspiration can account for such rains.

In addition, there is no transport of liquid water from the Earth’s surface

into the cloud layer levels of the atmosphere. There is also no relevant

reservoir of liquid water in the atmosphere. In most clouds with about 104

to 106 water droplets per liter, the liquid water content does not exceed

0.5 g m−3, small in relation to the rains mentioned even when integrated

over the whole troposphere. The water vapor content in lower cloud levels

generally exceeds the liquid water content by a factor of 10 to 100. Thus

the supply of water vapor for rain formation needs horizontal water vapor

transport into the raining area.

3. Horizontal Energy Transport in the Atmosphere

Transport of energy from the equatorial surplus zone to the polar deficit

zone occurs mainly within the atmosphere. The poleward energy fluxes

are largest at the latitude of the equilibrated energy budget, i.e. at about

30◦N. Further north, the flux gradually decreases. The basic formulation

of transport Tr consists of three components: the meridional transport

velocity v, the density of the transporting medium ρ, and the gradient of

the transported energy Ψ:

Tr(λ, t) = ρv
dΨ

dy
, (3.1)

Tr (in W m−2 m−1) across a fixed latitudinal circle and integrated with re-

spect to height over the whole troposphere is a function of longitude λ and
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time t. In atmospheric conditions the transportable forms of energy (per

unit mass, and measured in J kg−1) are the potential energy P , the sensible

heat H, the latent heat L and the kinetic energy K (eqs. 3.2 to 3.5). To

achieve effective transport it is necessary to have a gradient of the trans-

ported energy along a trajectory.

P = gz (3.2)

H = cpT (3.3)

L = L′q (3.4)

K =
v2

2
, (3.5)

where g is the gravitational acceleration, z the height, cp the specific heat

at constant pressure, L′ the latent heat of condensation, q the specific hu-

midity (i.e. mass of water vapor per unit mass of air), and v the meridional

velocity. These and all other dimensional variables are assumed to be mea-

sured in SI units unless stated otherwise. Kinetic energy is irrelevant for

energy transport (Oort, 1971) and is therefore neglected in the following.

The cubic expansion coefficient of air provides the basis for a linear in-

crease of potential energy with temperature. The same increase applies to

sensible heat. Latent heat energy depends on q, and saturation vapor pres-

sure is a function of temperature alone. Therefore, all three forms of energy

depend on temperature, which is therefore the prime variable determining

the total energy content of an air parcel.

To get the average transport across a circle of latitude, we need to av-

erage the transports of potential energy, sensible heat and latent heat over

this circle and over time. We can split Tr into its average and fluctuating

contributions:

Tr = Tr + Tr′ . (3.6)

Assuming the density fluctuations to be small compared to the mean value

(e.g. Oort (1971)), the transport averaged over longitude λ and time t can be

presented as vΨλ,t (as the result of two consecutive averaging operations):

vΨλ,t = (v̄ + v′λ + v′

t)(Ψ̄ + Ψ′

λ + Ψ′

t) , (3.7)

The index λ denotes averaging over a full latitudinal circle, t a long term

average (i.e. 30 years). Overbar is the average, prime the deviation from
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the average. Hence, v′

λ is the deviation from the longitudinal average of the

meridional velocity and v′

t the deviation from the temporal average.

This can then be summarized to three terms:

vΨλ,t = vλ,tΨλ,t + [(Ψ̄t)′λ(v̄t)′λ]λ,t + [v′

tΨ
′

t]λ,t . (3.8)

The first term here describes the long-term average of energy transport

uniform round a circle of latitude. Transport of this kind in one layer of the

atmosphere must be compensated by a counter-transport at another level;

the axis of the resulting meridional circulation is horizontal. The second and

the third terms describe energy fluxes that arise from deviation from the

average on a latitudinal circle, for stationary and unstationary conditions

respectively. Flow across one part of the circle has to be compensated by

counter-flow across another part, implying rotation around a vertical axis

in the form of stationary and propagating tropospheric waves.

The meridional circulation does not extend beyond about 30◦ N (e.g. Hart-

man (1994)). Momentum balance and observed zonal flow are in agreement

there, reaching about 70 m s−1 in the upper part of the troposphere. North

of this latitude, in mid-latitudes, atmospheric flow and energy transport are

dominated by waves. To provide poleward energy transport, these waves

must be baroclinic , i.e. pressure and density surfaces must intersect.

4. Rain Making

In the atmosphere an upward moving air parcel follows a dry adiabatic

lapse rate (eq. 4.1), as derived from the first law of thermodynamics:

dT

dz
= − g

cp
, (4.1)

where T is temperature, z is the geometric height, g is the gravitational

acceleration, and cp is the specific heat of air.

The numerical value of the dry adiabatic lapse rate is close to

−1 K (100m)−1. Moving an air parcel upwards requires buoyancy. The up-

ward motion has to happen simultaneously in a column of some vertical

extent, maximally the whole troposphere. Rain can only occur when such

upward motion allows the parcel to reach the dew point temperature, i.e.

the temperature at which water vapor condenses onto small condensation

nuclei, thus producing small droplets and/or ice crystals. In areas of further
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cooling or lifting, these droplets grow until they reach the size of raindrops.

Water droplets or ice crystals grow most efficiently when both phases coex-

ist. This is because the saturation water vapor pressure over ice is smaller

than that over water, supplying ice crystals with the water molecules evap-

orated from the water droplets. This allows a fast growth, increasing the

terminal fall velocity of the particles. While they fall, these particles can

even accelerate their growth rate. They collide with slower falling droplets

and particles, finally forming rain drops. In order to produce a significant

quantity of rain, this process must be sustained for some time, typically sev-

eral hours. The simplest geometrical setting is that in which all processes

necessary to form rain happen in a horizontally homogeneous column with

vertical orientation.

As already mentioned, the specific humidity q describes the proportion by

mass of water vapor in an air parcel:

q = 0.622
e

p − 0.378e
≈ 0.622

e

p
, (4.2)

where 0.622 is the ratio of the gas constants of water vapor and dry air, p

the air pressure and e the water vapor pressure. The specific humidity of an

air parcel is conserved when no sinks or sources are present. When an air

parcel is lifted to the condensation level, the saturation specific humidity

is reached. If the lifting is continued beyond this level, condensation occurs

(and so q decreases). The mass of water vapor transported through a certain

level, TrW (in kg m−2 s−1), is given by

TrW = ρwq . (4.3)

The vertical velocity w can be approximated by ∆z/∆t, where ∆z is the

height through which the air parcel is lifted in time ∆t. The rate of pro-

duction of condensed vapor CO (condensate, in kg m−2 s−1) in the column

is then given by the difference ∆q between the lower and upper levels of a

selected layer of depth ∆z:

CO = ρ0w∆q = ρ0
∆z

∆t
∆q , (4.4)

where ρ0 is the mean air density in the layer. The amount of condensate

depends linearly on the vertical velocity w while its dependence on ∆q is

actually more complicated for the following reasons. In the whole layer,

the temperature is assumed to be equal to the dew point temperature.
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Below the condensation level the dry adiabatic lapse rate applies, but this

is not so above the condensation level, because the latent heat released by

condensation warms the air. The quantity of ∆q influences the temperature

at the upper portions of the air layer, providing feedback between T and q

at this level. This has to be considered when determining the value of CO

as a function of ∆q. The vertical temperature gradient within a cloud layer

is given by the moist adiabatic lapse rate dTm/dz, combining the effects of

the dry adiabatic lapse rate −g/cp and the effects of latent heat warming

when an air parcel rises:

dTm

dz
= − g(1 + L′q

RT )

cp + L′q 1
E

dE
dT

. (4.5)

dTm/dz is in K m−1, R is the specific gas constant for dry air, and the sat-

uration water vapor pressure E is a function of temperature T . This lapse

rate depends on the temperature and the dew point temperature at the

lower condensation level, thus determining ∆q in any layer of depth ∆z.

Since the specific humidity q is a linear function of saturation water va-

por pressure (eq. 4.2), the specific humidity depends exponentially on this

quantity. The lower the temperature is, determining the saturation specific

humidity, the closer the moist adiabatic lapse rate approaches the dry one.

To illustrate the sensitivity of the condensate CO with respect to vertical

velocity w and specific humidity ∆q some examples are shown in Table 1.

The layer is taken to be located between the pressure levels 950 hPa at the

lower level, and 850 hPa at the upper. The air density ρ0 = 1 kg m−3 is

assumed to be constant in the whole layer. A 10 K temperature difference

is selected in the examples, because this produces a factor of 2 in the water

vapor saturation pressure and also in the specific humidity. The resulting

condensate CO does not show the same dependence (Table 1).

Halving q at the lower level increases the moist adiabatic lapse rate (eq. 4.5).

As a result the temperature lapse rate in the layer changes from ≈ −4.3 K

(20◦ C at the lower level) to −5.3 K (10◦ C at the lower level). The amount

of condensate produced in the layer decreases by only about a quarter. This

damps the influence of temperature changes at the lower cloud level. In the

mid-latitudes at average condensation level the temperature difference be-

tween summer and winter is about 10◦ C causing relatively small effects on

the condensate production in the lower layers of the troposphere.

Mid- and upper levels are generally colder, so the dependence of con-

densate on temperature is different here from that at lower levels. In fact,
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Table 1. Condensate in mm/time interval for selected examples
of vertical velocity w, T and q at lower condensation level of an
air layer with ∆z ≈ 1000m, and ρ0 ≈ 1kg/m3.

CO CO
in mm/1h in mm/day

w = 0.2m/s ≈ 1000m/1.5h
T950 = 20◦ C (∆T ≈ −4.3K) 1.5 34

w = 0.2m/s
T950 = 10◦ C (∆T ≈ −5.3K) 1.2 28

w = 0.1m/s
T950 = 10◦ C (∆T ≈ −5.3K) 0.6 14

by lowering the temperature by 10 K in an elevated layer (e.g. 500 hPa),

the condensate CO decreases by more than just one quarter. This explains

why deep atmospheric lifting (through the entire troposphere) is necessary

to produce extreme rain events in the warmer regions.

5. Baroclinic Instability and the Synoptic Scale

Energy transport in mid-latitudes occurs, as described above, in baroclinic

waves with a vertical axis of rotation, requiring a poleward decrease of tem-

perature. The total temperature difference between equator and pole varies

between 15 and about 35 K in winter. The mid-latitudes extend over about

5000 km, half the distance between equator and pole. Therefore, a horizon-

tal temperature difference of 20 K over this distance may be assumed to

drive the waves in these mid-latitudes.

The increase of the geostrophic wind with height is described by the thermal

wind equation (e.g. Holton (1992)):

dvg

dz
=

g

fT
k ×∇hT , (5.1)

where vg is the geostrophic wind, f the Coriolis parameter (the vertical

component of the Earth’s angular velocity), T the layer-averaged tempera-

ture, k the unit vertical vector, and T the temperature, and other symbols

are as defined previously. This equation also serves to quantify baroclinic-

ity.

With the above poleward temperature gradient (and no pressure differ-

ences at the surface), this thermal wind equation implies a westerly wind

of about 10 m s−1 in the mid-troposphere and about 20 m s−1 at the top
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of the troposphere.

The development of the baroclinic waves needed to transport energy pole-

wards is described by the baroclinic instability theory of Charney (1947).

Calculations based on this theory (e.g. Holton (1992)) show that baroclinic

wave growth starts at a minimum thermal wind speed of about 8 m s−1 in

the mid-troposphere at a wave length of about 4000 km. Stronger thermal

winds enhance the growth rate of baroclinic waves, and so increase the en-

ergy transport.

Rotational motion within the waves, including meridional flow, is strongest

near the wave troughs and crests, often developing closed circulations at the

surface. The circulation is clockwise (anticyclonic) at the crests and anti-

clockwise (cyclonic) in the troughs. The detailed configuration of the cy-

clones and the anti-cyclones has been well-known for a long time (e.g. Berg-

eron (1928)). The typical south-north extent of a cyclone is about 2000 km,

with the temperature gradient not being evenly distributed across the en-

tire cyclone.

The length scale of these waves is called the synoptic scale, as used in

mid-latitude weather analysis and forecast. On this scale, the pressure field

is hydrostatic to high accuracy (e.g. Holton (1992)). The mass budget of a

control volume then gives a simplified form of the equation of continuity:

∇ · v =
∂u

∂x
+

∂v

∂y
+

∂w

∂z
. (5.2)

Here, for simplification, a purely zonal flow is assumed. Thus, with v = 0

the above equation simplifies to:

∂u

∂x
= −∂w

∂z
or as differences : ∆u = −∆x

∆w

∆z
. (5.3)

This equation expresses the fact that any horizontal wind divergence is

associated with a vertical wind component.

To arrive at the vertical velocity, equation 5.3 can be integrated to give:

w = −
∫

du

dx
dz (in difference form : w = −∆u

∆x

∫

dz ) . (5.4)

The vertical velocity w thus depends on the horizontal divergence and the

depth of the layer. When considering the whole troposphere the effective
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average value for the divergence is found in the mid-troposphere, close to

the altitude of 3 km below which rain is formed most effectively.

When two air masses with different temperature are placed next to each

other, the interface cannot be oriented vertically, but must be slanted. The

angle of slope was derived by Margules (1906). For most frontal systems, the

frontal interface exhibits a slope close to 1:100. The troposphere is about 10

km high, implying that such a frontal interface typically covers a horizon-

tal extent of about 1000 km, containing a large share of the temperature

difference between 30◦ N and the pole. No other process is available on the

synoptic scale to provide greater horizontal temperature gradients.

6. Horizontal Wind Speed and Wind Divergence

To estimate the horizontal wind divergence the difference form of equa-

tion (5.1) may be applied (assuming only north-south temperature gradi-

ents):

∆u = − g

fT̄

∆T

∆y
∆z , (6.1)

∆u is the zonal wind speed difference through a tropospheric layer of depth

∆z, T̄ the average temperature of the layer and ∆T/∆y the meridional

temperature gradient.

Assuming homogeneous surface pressure and a horizontal temperature dif-

ference of 20 K, the resulting wind speed difference ∆u is about 25 m s−1

at 3 km height, and about 80 m s−1 at the top of the troposphere.

The integrated vertical velocity w can now be estimated from equa-

tion (5.4). The plausible maximum divergence occurs when the wind ve-

locity is reduced to zero, resulting in a vertical velocity of 0.25 m s−1, an

average for the layer of the troposphere where most rain is produced. At

higher altitudes, the temperature and the specific humidity drop, so that

the fomation of condensate is small (see eqs. 4.2 and 4.4).

7. Propagation Speed of Synoptic Weather Systems

To obtain rain rates at a given location, the typical duration of a rain event

is needed. This is determined by the spatial extent of the weather system

(see section 5) and its propagation speed, which must be estimated. For

this purpose simple, analytically solvable models of baroclinic instability
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are considered. Such models are usually based on linearization of the quasi-

geostrophic potential vorticity equation around a suitable base flow with

suitable boundary conditions.

For example, in the model of Eady (1949), it is assumed that the flow

is confined to a channel oriented in the zonal (west-east) direction, with

periodic boundary conditions in this direction. Furthermore, it is postu-

lated that the troposphere has a rigid upper lid, that the base flow has

a constant density, and that the potential vorticity gradient in the inte-

rior between the upper lid and the flat bottom vanishes (see e.g. Pedlosky

(1992)). The last assumption is achieved by postulating that the Coriolis

parameter vanishes and that the eastward base flow increases linearly with

height from Ubottom = 0 to Utop.

The solution of the Eady model features two so-called “edge-waves” with ex-

trema at the top and bottom (Davies and Bishop, 1994; Faulwetter, 2006).

The top wave propagates at a speed Utop + ctop and the bottom wave at a

speed Ubottom+cbottom = cbottom, where ctop is negative and cbottom positive.

As the zonal wavelength increases, the vertical extent of the waves increases

and the two waves interact more and more with each other, in such a way

that that their propagation speeds are modified. Above a certain threshold

wavelength, this leads to a so-called “phase-locking” between the waves, i.e.

the waves propagate simultaneously at a speed

c = Utop + ctop = cbottom = 0.5 Utop . (7.1)

At a given zonal wavelength, phase-locking occurs for two configurations:

either the bottom wave lags behind the top wave at a certain phase differ-

ence or the top wave lags behind the bottom. In the latter case the wave

is tilted westwards, a configuration that extracts energy from the base flow

leading to amplification in time. It can be shown that the most unstable

Eady wave has a zonal wavelength of approximately 2L, where L is the

characteristic horizontal length scale. With 1000 km < L < 2000 km this

yields wavelengths between 2000 km and 4000 km for the most unstable

waves, in agreement with the estimate given above.

The above estimate c = 0.5 Utop for the propagation speed of baroclinic

synoptic systems clearly suffers from the strong assumptions that are the

basis of the Eady model. However, it is possible to relax these assumptions.

A modified version of the Eady model that allows for a non-zero Coriolis

parameter yields 0.4Utop < c < 0.5Utop (Lindzen, 1994). If the constraints
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of a rigid upper lid – a constant base flow density and zero interior potential

vorticity gradient – are relaxed, the Charney model can be obtained (Char-

ney, 1947), which yields propagation speeds that are near to the minimum

speed of the zonal base flow, rather than the mean speed as in the Eady

model (Pedlosky, 1992).

Hence, according to these simple models, the propagation speed of synoptic-

scale baroclinic weather systems is not larger than 0.5 Utop, which typically

yields speeds in the range of 10 m s−1.

8. Conceptual Results for Rain

The above considerations may be summarized as follows. Mid-latitude

weather is dominated by baroclinic waves, because they are needed for

global energy transport. These waves have a length scale of several 1000

km, feeding on the mid-latitude north-south temperature difference of about

20 K. The maximum concentration of this difference occurs in frontal sys-

tems, with an overall horizontal extent of about 1000 km. This allows us to

estimate the difference of the wind velocities between the cold and warm

air masses, the maximum horizontal divergence and the vertical velocity.

The propagation velocity can be estimated from the baroclinicity of the

base flow.

The maximum rainfall in stationary conditions is estimated using equa-

tion (4.4). This equation assumes strictly vertical motion, all condensate

falling vertically as rain. This means that there is no condensate left for

liquid water storage in the atmosphere, forming clouds. A mid-latitude

maximum rainfall is then estimated with a layer-averaged vertical velocity

of 0.25 m s−1 and a surface dew point temperature of 20◦ C. Equation (4.4)

then implies rainfall of about 200 mm day−1. The frontal rain band does

not extend over the whole troposphere and over the whole front, but shows

a breadth of about 300 to 600 km, the cloud reaching from the surface to

about 6 km height (see tilted frontal surface mentioned above). If the front

propagates at the velocity of the wave and perpendicular to its temperature

gradient, the rain reduces to about 65 to 130 mm during such an intense

frontal rainfall event.
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9. Three Historical Mid-Latitude Extreme Rain Events

The most evident consequence of abundant rain is flooding. In mid-latitudes

many people live in flood-prone areas, mostly river valleys. Rivers are fed

by rain waters collected in catchment areas determined by the landscape

topography. The further downstream a location is sited, the greater the

upstream catchment area from which runoff waters are concentrated. The

susceptibility to the rise of water levels beyond threshold values depends on

many parameters, and is difficult to quantify. However, protection against

such events is standard procedure in order to provide attractive living condi-

tions in river plains. The conflict between wanted use of land close to rivers

and unwanted flooding by high water levels is inherent and longstanding;

in general it is no solution of the flood problem to suggest abandonment of

all flood-prone areas!

There are two kinds of floods, inundations and flash floods, both caused

by heavy rainfall. Flash floods occur in areas usually extending over a few

km2 up to several 100 km2. In mid-latitudes they are caused by small-scale,

non-hydrostatic weather events, for example convection. In these events the

water levels rise fast, within hours or even minutes, and return to normal

within hours. Most of the destruction originates from the sheer mechani-

cal forces of the running water. In many cases these floods occur in more

mountainous terrain where river beds slope steeply.

By contrast, inundations occur in large river basins extending over many

1000 km2. They are characteristed by a slow rise of water level, occasion-

ally taking days until the peak level is reached. The total duration may be

several weeks. The damage is caused by the flood waters remaining for days

or weeks. The baroclinic waves on the synoptic scale can bring rain to large

river catchment areas of several 10000 km2. Rainfall often exceeds 200 mm

day−1 in those cases.

It should be noted that river beds are formed by the past history of the

flowing river waters and that flood events are an essential part of this his-

tory. This is because of the non-linear relationship between water level and

landscape formation, estimated to follow a one-third to one-fifth power law.

Hence it is no surprise to find still today in the terraces of the river Main

(Germany) traces of the major flood of the year 1342, even though the river

bed has been heavily transformed by human activities since then (Bork and
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Kranz, 2008). The most extreme events have the gravest consequences and

demand attention. We present some outstanding examples here by way of

illustration.

9.1. Central Europe: Elbe 2002

In the summer of 2002 heavy flooding occurred in the river Elbe, whose

catchment area extends over about 55000 km2. Along the river, the flood

level rose to a peak value in the course of several days, returning to average

after about three weeks. The maximum water level reached 9.45 m above

the reference value in the city of Dresden, the highest value on record for

more than 500 years. The rains causing the flood covered almost all of the

catchment area, including the neighboring countries, Poland and the Czech

Republic. The bulk of the rain fell on 11th and 12th August. On the whole,

the average rainfall over the catchment area was 140 mm. The maximum

runoff through the river bed in Dresden at the peak water level was 5800

m3 s−1. This means a runoff of about 10 mm day−1 or 70 mm week−1 when

applied to the whole catchment area.

This weather event was exceptional, warm humid Mediterranean air being

transported northwards (e.g. Rudolf and Simmer (2002); Mudelsee et al.

(2006)). The baroclinic wave also propagated northwards into regions east

of the areas of heavy rainfall. On 12th August, the flow of warm, humid air

finally came from the north (forming a curve around the northern fringes of

the cyclone), directed towards the Erzgebirge mountains which fall within

the river Elbe catchment area. Baroclinicity shows up in the eastern parts

of Germany (fig. 1, left), where the isotherms and the isobars cross each

other. The scale of this baroclinic area has the extent of the synoptic scale.

Rains causing the flood exceeded the monthly average rain by a factor of

about 2 (fig. 1, right). The average rainfall in the Elbe catchment area was

140 mm. Near the Erzgebirge mountains’ crest the rainfall reached nearly

400 mm. As a consequence, some of the Elbe contributary catchments ar-

eas suffered from heavy flash flood events. On the other hand, the synoptic

scale of the rain event is emphasized by the southern extension of the areas

with large rainfall, actually extending into other catchment areas, which

also experienced flooding (Rudolf and Simmer, 2002).
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Fig. 1. Characterization of the synoptic situation causing heavy rain in the catchment
area of the river Elbe. The relative topography depends on the temperature of the layer
between the 1000 hPa and 500 hPa pressure levels; the isobars at the surface describe
the flow field. The most baroclinic part of a wave is located in major parts of eastern
Germany and the neighboring countries, causing heavy rains there. Right: Monthly rain
in central Europe for the month of August 2002. More than 80% of the flood-causing
rains in Austria, the Czech Republic and the eastern parts of Germany occurred on 11th
and 12th August. (Data: NCEP Reanalyses; GPCC monthly precipitation.)

Fig. 2. Left: The weather situation shows a synoptic-scale weather system with the
frontal system extending from east to west over England (low values of surface pressure).
In the flood affected areas the daily rain amounts reached some 80% of the total monthly
rains observed in July 2007. Right: Monthly deviation from the long term monthly av-
erage over Great Britain and Ireland for July 2007. In parts of England about 300% of
the long term July rains were observed (an anomaly of 200%).
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Fig. 3. Left: A rain-bringing cyclone located over the Missouri river catchment area,
feeding the central Mississippi river. The synoptic-scale extent and the frontal character
are apparent. Right: The monthly rainfall in the central and upper Mississippi river
catchment areas surpasses about three times the average monthly amount of rain with
more than 500 mm per month, of which about 150 mm of rain fell on the 20th July 1993.

9.2. England 2007

The 2007 floods were the product of several rainfall events, starting in June

and ending only towards the end of July. They caused several floods in

different parts of England. Most of the events affected more than 60000

km2, almost half the country. The floods were caused by synoptic-scale

events, but also in some locations by a series of convective events. For the

month of July 2007, the deviation from the average July rainfall was more

than 200% in the flooded areas (fig. 2, right). The most significant rainfall

event occurred on 20th July when, in one day, about twice as much rain

fell compared to an entire average month. The maximum values observed

reached about 120 mm of rainfall in one day, and that in terrain with rather

small terrain height differences. The rains were caused by a synoptic-scale

weather system, propagating across the country from south to north. The

front was already rather old, but nevertheless active, clearly visible in the

baroclinicity (fig. 2, left). The frontal system extended from east to west,

with England situated at the tip of the frontal process.

9.3. Mississippi 1993

The Mississippi floods of 1993 provide another good example of synoptic-

scale rain. The floods affected an area of almost one million square kilome-
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ters in the Midwest of the United States. Heavy rain and flooding occurred

from May to September with repeated rain events and subsequent flood

waves. The sequence of the rains was such that the flood levels rose step-

wise with each rain event, because the waters of the preceding rain event

had not run off through the river bed. The flood period ended only in Octo-

ber, some areas having been continuously flooded for more than 4 months.

Overall, the 1993 Midwest flood was among the most damaging natural

disasters ever to hit the USA, with damage exceeding 15 billion dollars, 50

fatalities and many people evacuated for months (Larson).

The weather of 4th July 1993 is chosen to show the type of rainfall-inducing

pattern. Figure 3 (left) shows a cyclone situated over the northwestern part

of the Great Plains. On its eastern flank a southerly baroclinic flow devel-

oped, with frontal systems bringing large amounts of rain. The baroclinicity

is quite strong, both on the east side of the cyclone with warm air advec-

tion, and on the west side with cold air advection. The maximum daily

rain reached values of about 150 mm, close to the maximum as estimated

above, at the same time being close to the average monthly amount. Fig-

ure 3 (right) shows the deviations from long-term July rain. In the most

severely hit areas the monthly rainfall totals reached 4 times the long-term

value. At the same time it is clear that there were several events with heavy

rainfall.

10. Orographic Precipitation Modeling

Comparable to lifting processes taking place at frontal surfaces, orographic

obstacles (i.e. mountains) act as a source for lift if the upstream air is

forced to flow over the obstacle. Provided the air mass contains a sufficient

amount of moisture, this lifting can result in condensation and hence rain-

fall or snow as described above.

The intensity of orographic precipitation enhancement depends crucially

on three main ingredients:

• the orographic lifting woro proportional to the wind speed U per-

pendicular to the ridge/hill crest and the terrain slope dH/dx,

• the stability of the inflowing air mass and

• the vertical profile of specific humidity q and hence the relative

humidity rH.
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The vertical velocity induced by orography can be computed from the lower

boundary condition

woro = U
dH

dx
. (10.1)

The magnitude of woro is therefore easily defined at the surface, but the

vertical structure w(z) depends on several non-trivial factors. In most real

cases, the orography-induced lifting vanishes at some height above the sur-

face. Although about one third of the column’s moisture is contained within

the lowest 1500 m, the remaining two thirds play an important role when it

comes to extreme events. The maximum precipitation intensity is therefore

critically dependent on the degree of vertical decay w∗(z) of the surface-

induced lifting woro.

The vertical profile of atmospheric moisture content, represented by the

specific humidity q and the relative humidity rH, influence both the in-

tensity and the horizontal distribution of orographic rainfall. On the one

hand, the specific humidity profile determines the amount of condensate

released during the condensation process (see eq. 4.4). On the other hand,

the degree of saturation given by the relative humidity is essential for the

condensation level height and for the static stability of the air mass. Lower

condensation levels (or higher relative humidities) allow the formation of

clouds farther upstream of the crest, thus increasing the time for particles

to form. Moreover, the vertical extent of the air lifted by orography and

experiencing condensation increases as well. Because of the lowered stabil-

ity of a saturated air mass compared to unsaturated air, the suppression of

orographic lifting by mountain waves will be less pronounced.

The atmospheric stability can be described with several parameters, the

most important for orographic precipitation being the moist Brunt-Vaisala

frequency (BVF, after Lalas and Einaudi (1974)):

N2
m =

g

T0

(

dT

dz
− dTm

dz

)(

1 +
L′q

RT

)

− g

1 + qw

dqw

dz
, (10.2)

with the moist adiabatic lapse rate dTm/dz (eq. 4.5) and the total water

content qw = q + qc. At higher values of Nm the atmosphere is more stable.

Increased stability suppresses lifting not only for thermodynamic reasons

(since warmer air aloft ”generates“ negative buoyancy), but also enhances

the formation of mountain waves (see Smith (1979) among others). These
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waves typically propagate vertically while their axis of phase is tilted up-

stream. The degree of this tilting defines the upper limit of the orographic

lifting, because the lifting zone is overlayed by sinking air within the lee

branch tilted upstream (see fig. 4 in section 10.2).

The moist BVF approaches zero in the case of neutral stratification, that

is a saturated air mass with the temperature lapse rate being equal to

the moist adiabatic lapse rate dTm/dz. In this situation, air flowing over

an obstacle can rise freely and without the formation of mountain waves.

This is supported by numerical experiments over small hills and under

undisturbed ambient conditions (Miglietta and Rotunno, 2005). For taller

obstacles, non-linear effects such as the drag exerted by the pressure differ-

ence between the windward side and the lee (called “form drag”) tend to

re-establish a wave-like vertical velocity pattern including tilt. Moreover,

the creation of a saturated air column with dT/dz = dTm/dz requires some

sort of lifting before reaching the orography. Lifting is mostly associated

with a frontal system, which in turn requires at least some stability in the

vertical. A neutrally stratified air mass will therefore be limited to small

spatial and/or temporal “windows”, with the rest of the air mass being in

the state often called “near-neutral”.

10.1. Non-Hydrostatic Numerical Modeling: the Meso-Scale

Numerical Weather Prediction Model COSMO

Since non-linear effects present great analytical difficulties, it is necessary to

turn to numerical models in order to determine the vertical velocities over

orography. Numerical models also allow for the inclusion of microphysical

processes such as the formation, growth and evaporation of hydrometeors

via physical parametrizations. As an example of state-of-the-art numerical

weather prediction (NWP) models, the COSMO model (originally devel-

oped by the German Weather Service) is presented here. A detailed de-

scription is given in Doms and Schaettler (2002).

This is a non-hydrostatic numerical weather prediction model that uses

a fully compressible formulation of the primitive equations. As it is de-

signed as a limited area model, it is possible to use a grid of equidistant

cells in the horizontal plane. To ensure this, the model equations are actu-

ally formulated on a rotated geographical coordinate system which virtually

“moves” the model domain towards the equator. The vertical coordinate is
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of the generalized terrain-following type. An extensive package of physical

parametrizations is provided to represent subgrid-scale processes such as

turbulence, radiation or microphysics.

10.1.1. Basic Equations

As opposed to coarse-grid hydrostatic models which diagnose vertical mo-

tion from an equilibrium condition, a non-hydrostatic set of equations in-

volves prognostic treatment of the three-dimensional distribution of the

pressure perturbation (or equivalently density). Thus, an additional equa-

tion of mass is coupled with the prognostic equations of momentum, heat

and water species:

ρ
dv

dt
= −∇p + gρ − 2Ω × (ρv) −∇ · t (10.3)

ρ
de

dt
= −p∇ · v −∇ · (Je + R) + ε (10.4)

ρ
dqx

dt
= −∇ · Jx + Ix (10.5)

dρ

dt
= −ρ∇ · v , (10.6)

where the index x can be d, v, l or f , representing dry air (d), water vapor

(v), liquid water (l) and frozen water (f) such as snow or ice, respectively.

In order to satisfy the conservation of mass in the total volume, the sum

of the specific masses of all constituents must equal unity, and the sum of

sources and sinks Ix must be zero; similarly for the sum of the diffusion

fluxes Jx.

The symbols used in equations (10.3)-(10.6) represent the following vari-

ables:

ρ ... density,

v ... (horizontal wind) velocity vector,

t ... time,

p ... pressure,

g ... acceleration of gravity,

Ω ... angular velocity of the Earth’s rotation,

t ... stress tensor due to viscosity,

e ... specific internal energy,

Je ... diffusion flux of internal energy (heat flux),
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R ... flux density of solar and thermal radiation,

ε ... kinetic energy dissipation due to viscosity,

qx ... water constituents,

Jx ... diffusion flux of constituent x,

Ix ... sources and sinks of constituent x.

The derivative operator ρdψ
dt is equivalent to ∂(ρψ)

∂t +∇ ·(ρvψ), which would

be required to express the set of equations in flux form.

The set of equations (10.3)-(10.6) requires some simplification before the

model can be easily integrated in time. Moreover, to obtain a closed set

of prognostic equations, the fluxes of the water constituents Jx, their rates

of phase change (incorporated in the source terms Ix), the sensible heat

flux Js (included in the internal energy term Je), the radiative flux R and

the stress tensor t have to be known. This is achieved by several physi-

cal parametrization schemes which attempt to provide a grid-scale average

value of unresolved subgrid-scale processes.

10.1.2. Physical Parametrizations

Mesoscale numerical models with typical grid spacings of ∼ 1−10 km do not

resolve physical processes that act on smaller scales (spatial and temporal).

These processes include all molecular interactions such as radiation, micro-

physics and molecular transfer processes. Furthermore, microscale phenom-

ena such as turbulent fluxes cannot be treated explicitly as well. The same

applies for convective motion developing in unstable enviroments if the hor-

izontal model grid spacing exceeds approximately 2 to 4 km. All of those

subgrid-scale processes have to be expressed in terms of their grid-scale

averages; this is realized by a package of physical parametrizations.

10.1.3. Microphysics

Microphysical processes play an important role during the life cycle of pre-

cipitation. Every kilogram of water vapor which is cooled below its dew-

point (or equivalently, lifted above the condensation level) will undergo

microphysical changes before it finally falls to the ground as rain or snow.

After the particles have formed by nucleation of individual water vapor

molecules (the condensation process), they grow to sizes of a few hundred

micrometers or more due to diffusion and coalescence with other particles.

After reaching a certain mass threshold, the particles cannot continue to
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remain in suspension, and they fall to the ground as precipitation. Even

at this stage, microphysical changes continue to occur due to evaporation

of drops or crystals while falling through unsaturated air below the cloud

base.

All of these processes have to be represented with balance equations which

are connected via conversion rates of the individual water constituents (va-

por, cloud water, cloud ice, rain, snow, hail). These equations involve nu-

merous empirical constants which have to be determined experimentally or

at least have to be estimated. The reader is referred to the model’s manual

for details.

A major issue of microphysics is to account for the formation time of par-

ticles. The ambient conditions (temperature, relative humidity, turbulence

and condensation nuclei) affect the nucleation and growth rates, and there-

fore influence both location and intensity of precipitation.

Another important aspect of precipitation physics within the model is the

drift of the particles with the wind. In the COSMO model and most other

high resolution models, precipitation drift is taken into account, also called

“prognostic treatment” of precipitation.

Parametrizing microphysical processes remains a challenge since most of

the processes involved are either poorly understood or only examined in

laboratory experiments to date. This is especially true for environments in-

volving the ice phase – affecting practically all clouds at upper levels of the

troposphere. However, for extreme rain events, the effects of microphysics

(delayed particle formation, evaporation etc.) are negligible in a first ap-

proximation. For conditions of strong uplift in a warm atmosphere, it is

legitimate to consider only the instantaneous conversion of water vapor

surplus into liquid water. The condensation rate is then given by equa-

tion (4.4), which assigns the amount of water vapor ∆q exceeding the

saturation specific humidity qsat to condensate. This approach is called

“saturation adjustment” and is the basic part of the microphysics package.

Nearly all other processes tend to reduce the condensation rate.
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10.1.4. Convection - Parametrized vs. Explicit

Lifting that acts on scales larger than a few model grid cells will finally

result in saturation, followed by condensation, which can be captured by

the microphysical parametrization. This type of precipitation formation is

referred to as grid-scale or resolved precipitation, taking place in fronts or

over orography.

All updrafts which are roughly equal to or even smaller than the size of

a single model grid cell will not lead to saturation of sufficiently large mag-

nitude within the cell. Thus, subgrid-scale condensation due to convective

updrafts will be underestimated by the model. Besides a poor precipitation

distribution, this can have negative impact on the model’s evolution of the

flow, since convective instability will be able to grow in absence of a vertical

mixing process such as convection.

A parametrization of subgrid-scale (convective) precipitation fills this gap

and acts to reduce static instability. Given suitable conditions, i.e. an un-

stable environment and a certain threshold of moisture convergence, the

parametrization will trigger convective up- and downdrafts within individ-

ual grid cells. The air column will then produce rain/snow/hail at the rate

of moisture convergence into the cell until the convergence falls below a cer-

tain threshold. This technique is commonly employed by mass-flux-scheme

parametrizations (see Tiedtke (1989)).

For very high resolution models, whose horizontal grid spacing does not

exceed approximately 2 to 4 km, the convective motion can be adequately

resolved, making convective parametrization obsolete. The COSMO model

at 2.8 km grid-cell size falls within this range.

10.1.5. Turbulence

Atmospheric turbulence contributes significantly to the flux of heat, mo-

mentum and moisture between the surface and the free atmosphere. In the

COSMO model, the parametrization of those fluxes can be handled either

on a fully three-dimensional basis in small-scale simulations, or assuming

horizontal homogeneity (so that turbulence affects only vertical transport)

in coarser-grid simulations.

A traditional way to handle subgrid-scale turbulence is to treat it as a
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diffusive mechanism. The rate of turbulent mixing is then computed from

the mixing quantities Mv, MT and Mq,x. In a modified set of model equa-

tions (10.3)-(10.6), these quantities MΨ are related to the divergence of the

turbulent fluxes FΨ of momentum, heat and moisture:

ρ MΨ = −∇ · FΨ . (10.7)

By applying a parametrization based on K-theory for the turbulent flux Fψ

of the variable ψ,

Fψ = −Kψ ·∇ψ , (10.8)

these can be expressed by the gradient of the variable ψ and a diffusion

coefficent Kψ which is itself a defined constant for horizontal and verti-

cal fluxes of heat and moisture, Kh,h and Kh,v, while for momentum it is

set to Km,h and Km,v. The diffusion coefficients Km and Kh are stability-

dependent and are usually estimated through a mixing length approach

(see Blackadar (1962)).

We should note that turbulence can be parametrized in much more com-

plex ways (e.g. by three-dimensional closure techniques based on turbulent

kinetic energy) which are beyond the scope of the present treatment.

10.2. Sensitivity Studies of Orographic Precipitation using

the COSMO Model

The COSMO model has been used in sensitivity studies to investigate the

structure of the vertical velocity induced by orography. By way of example,

we describe here a situation in which a bell-shaped ridge is placed in a

northerly flow, in the absence of any synoptic- or meso-scale disturbances.

In this way it is possible to trace the vertical velocity pattern in the vicinity

of the obstacle without superimposed lifting and/or sinking belonging to

fronts or other inhomogeneities.

A bell-shaped ridge of height H = 800 m and with the half width a = 20

km was chosen in order to represent the basic geometry of a typical low

mountain range resembling the Erzgebirge mountains in eastern Germany.

The atmospheric flow was established by different upstream vertical tem-

perature profiles, but in every case being horizontally homogeneous. The

Coriolis force has been included in all of the runs to better capture the non-

linear effect of “blocking” (see this section) which is reduced if the Coriolis

force is considered (Pierrehumbert and Wyman, 1985).
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The ridge is oriented perpendicular to the incident flow, so that the oro-

graphically induced vertical velocity woro at the surface can be computed

from equation (10.1). This value is reached in almost all of the numeri-

cal simulations which show no significant blocking of air on the windward

(upstream) side. Depending on the static stability of the air mass – varied

through the upstream vertical temperature gradient –, woro vanishes more

or less quickly with increasing height, as seen in figure 4 (left).

The upstream tilting of the mountain wave increases with increasing stabil-

ity (reduced temperature gradient), while the vertical wavelength decreases.

Thus, the upward directed branch of orographic lifting will not reach the

middle and upper troposphere in stably stratified air masses.

Even in near-neutral flow conditions (thick contours in fig. 4), with a satu-

rated moist adiabatic temperature profile upstream, the ascending branch

reaches heights of only a little more than 4 km above the surface before it

is displaced by the first descending wave trough above that height. This is

in agreement with other numerical studies of near-neutral flows (Miglietta

and Rotunno, 2005) over orographic obstacles of this size. Only for very

small hills does the mountain wave tilt vanish, allowing nearly undisturbed

rising on the windward slope. The non-linear interaction of the flow with

orography, made up of form and wave drag, will induce waves as long as the

incoming air mass is not convectively unstable. Such unstable flow regimes

are treated in numerous recent studies (e.g. Miglietta and Rotunno (2009)

or Kirshbaum and Durran (2004)), but are not discussed further here.

The horizontal wind speed of the impinging air is directly proportional

to the orographic lifting near the surface. Thus, doubling the wind speed

would double the magnitude of lifting. Again, there are restrictions that

complicate this simple relation. One of these is the degree of blocking of air

on the windward side. The blocked air mass creates a kind of an air cush-

ion that can be considered as the “new orography”. The incoming air will

rise over the cushion instead of directly following the slope of the terrain.

As a result, the induced precipitation is generated further upstream of the

mountain crest and is also weaker due to the reduced effective slope.

If this blocking is strong, the air will likely flow round the mountain in-

stead of over it. This behavior is made easier during periods of weak wind

and/or taller mountain height, but it is also influenced by the static sta-

bility since colder air near the surface cannot climb up the hill as easily

as would warmer air. Precipitation due to blocked air may extend tens of
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Fig. 4. Vertical velocity induced by orography as simulated by the COSMO numerical
model. Left: Variation of the upstream static stability; thin lines represent stable condi-
tions, medium thickness reduced stability and thick lines mark the case of near-neutral
stratification. Right: Near-neutral flow over an idealized ridge resembling the Erzgebirge
mountains. Flow is from the right (north) with U = 15m/s in both figures.

kilometers upstream of the main slope where pure orographic lifting could

not explain its intensity.

Different orographic shapes also exhibit modified mountain wave patterns,

which further modify the lifting process. An asymmetric ridge profile with

moderate windward slope and steeper slope on the lee side enhances the lee

branch of the wave, which in turn reduces the upper limit of orographic lift.

This can be explained by the increasing drag resulting from the amplified

downward motion in the lee. Although the two ridges in figure 4 posess

similar windward terrain slopes (in terms of woro), the orographic lifting is

more shallow over the asymmetric ridge. The orographic rain rate in this

example drops from 4 mm h−1 (millimeters per hour) over the bell ridge to

slightly above 2 mm h−1 over the idealized Erzgebirge ridge. However, not

all of this decrease is attributed to the asymmetry; some is attributed to

the non-uniform windward slope, maximal near the crest, and also to the

enhanced blocking; the direct comparison is not shown here.

In any case, for the purpose of estimating maximum orographic precipi-

tation, it is necessary to assume a gradual decay of the surface-induced

vertical velocity with increasing height. If no scaling is applied to woro, the
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precipitation intensity is not representative of “classic” upslope motion of

stable or neutral air, but falls into the regime that is influenced by con-

vection. Although the spectrum of vertical motion can be quite complex

for different conditions, a simple scaling with an upper limit of orographic

lifting in the middle troposphere gives reasonable results.

10.3. Estimating Maximum Orographic Precipitation

As opposed to statistical approaches combining observed precipitation ex-

tremes with maximized observed atmospheric conditions (PMP), the tech-

nique presented in this section predicts the maximum possible (orographic)

precipitation for given climatic conditions. This is advantageous for moun-

tainous regions with low density of observing stations or with only short

recording periods. On the other hand, the method is limited to this partic-

ular lifting process.

The estimation described in the following assumes a near-equilibrium be-

tween moisture supply and moisture conversion due to orographic uplift.

By using a simple diagnostic maximum precipitation model after Tetzlaff

and Raabe (1999), the horizontal and vertical distributions of the rainfall

production rate can be visualized for various profiles of orography as well as

for varying upstream atmospheric conditions. Since the model is designed

for stationary flow (not changing in time), the computational cost is min-

imal because only one integration time-step is needed for each grid cell

(as opposed to the prognostic formulation of complex numerical weather

prediction (NWP) models). This allows very high resolution computations

with grid spacings of less than 1 km.

The model requires the vertical decay rate of orographic lifting – as dis-

cussed in the previous section – as a critical external parameter since it

is not designed to compute the complex mountain wave dynamics. In the

following, the surface-induced vertical velocity woro is scaled with the ex-

ponential function

w(z) = woro w∗(z) = woro exp

[

− z

Hscale

]

, (10.9)

where Hscale = 4000 m is the height at which w is decreased by a factor 1/e.

This profile is similar to that seen in figure 4, but with somewhat higher

extent at mid-tropospheric levels since this is a maximization approach.
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Precipitation is formed when parcels of air rise beyond the condensation

level, become saturated and continuously release the surplus of water va-

por as condensate (eq. 4.4, applied for each model layer over each grid cell).

The condensation process is assumed to be instantaneous, and the drift of

falling particles with the mean horizontal wind is included in the model.

The terminal fall velocity of precipitation particles is adopted from Sinclair

(1994), with the maximum fall velocities of rain and snow being 7 and 2 m

s−1, respectively.
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Fig. 5. Orographic precipitation rate [mm/h] over a bell-shaped mountain of height H =
800 m and half width a = 20 km, computed with a diagnostic maximum precipitation
model. The air flow is from the left at U = 15 m/s. The precipitation rate is shown for
the cases with and without horizontal drift of the drops/crystals.

For the given flow over a bell-shaped ridge described in section 10.2,

the diagnostic model predicts a maximum rain rate of about 4.5 mm h−1

some kilometers upstream of the mountain crest (fig. 5). The influence of

precipitation drift can be clearly seen: it shifts the precipitation maximum

towards to crest and it reduces the maximum value. The same flow config-

uration treated with the COSMO model produces about 4 mm h−1. This
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suggests that the chosen configuration does not suffer significant reduction

from small-scale or non-linear effects or due to air flowing around the ob-

stable.

For the more realistic orographic profile shown in figure 6, the diagnos-

tic model predicts higher rain rates than the numerical model. Depending

on the resolution of the underlying orography, the diagnostic model com-

putes 5 and 7 mm h−1 for grid spacings of 2.8 and 0.8 km, respectively.

The rainfall in the COSMO model hardly exceeded 2 mm h−1, but with

the maximum located upstream of the steepest slope. This demonstrates

the complications that can arise from complex dynamic interactions such

as those discussed in section 10.2.
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Fig. 6. Orographic precipitation rate [mm/h] along the northern slope of the Erzgebirge
mountains. Left: using the COSMO model’s orography at 2800m grid spacing. Right:
using a higher resolution orography at dx = 800m. The air flow is from the left at
U = 15m/s. The precipitation rate is shown for the cases with and without horizontal
drift of the drops/crystals.

The flood event of August 2002 in Central Europe affected large por-

tions of the Erzgebirge mountains in eastern Germany. Near the crest, more

than half of the total rainfall of about 300 mm day−1 was generated by

orographic enhancement within the strong northerly flow. The rainfall in-

tensities given in figure 6 (right) match the average orographic fraction of

the observed amounts (see Zimmer et al. (2006)). The (simple) diagnostic

model is able to predict the upper limit of the orographically induced pre-

cipitation in cases of non-blocked flows if a valid assumption regarding the

vertical velocity profile can be applied.
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The orographic lifting in the above examples was on the order of woro ≈
0.1..0.5 m s−1. Given a suitable arrangement of fronts, the contributions of

frontal lifting (w ≈ 0.1..0.2 m s−1) and orographic lifting may add. That

is why extreme precipitation events in mid-latitudes are mainly found on

the slopes of mountain ranges which are crossed by propagating frontal

systems. Among these are the coastal parts of the Rocky Mountains of

North America or the Norwegian mountain range in Northern Europe. On

occasion, the orographic lifting can reach values of ≈ 1 m s−1 over several

hours, when strong winds transport saturated masses of air towards the

mountain crest. Frontal systems alone cannot supply such an intense lifting

over a comparable area and time period. In this way, orographic lifting on

the steepest slopes can produce rain rates of about 20 mm h−1.

11. Convective Precipitation

The term “convection” commonly refers to a process involving vertical mo-

tion due to static instability. Instability is generated by vertical tempera-

ture gradients exceeding the adiabatic lapse rate. A parcel of air becomes

positively buoyant if it is warmer than the surrounding air mass while it

rises. In unsaturated air, the temperature gradient has to be stronger than

the dry adiabatic lapse rate dT/dz ≈ −1 K (100m)−1 (eq. 4.1). Dry con-

vection is usually limited to the atmospheric boundary layer during times

of strong solar radiation and is often associated with rising thermals of

surface-warmed air.

If the air becomes saturated (i.e. above the condensation level), positive

buoyancy emerges from the release of latent heat due to condensation. This

is the case if the moist adiabatic lapse rate dTm/dz (eq. 4.5), which the sat-

urated parcel is following upwards, is smaller than the ambient temperature

lapse rate. If the temperature difference is integrated over the entire column

in which the deviation is positive, the resulting quantity is a measure of the

convective available potential energy (CAPE):

CAPE =

∫

g
Tpar − Tenv

Tpar
dz , (11.1)

where Tpar and Tenv represent parcel and environmental temperature.

In an idealized framework, the potential energy represented by CAPE can

be converted completely into kinetic energy during the ascent of the par-

cel. Because internal energy (sensible and latent heat, H and L) is already
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incorporated in CAPE, the balance equation for energy simplifies to:

0 = P + K = P +
U2

2
. (11.2)

Inserting CAPE for potential energy P and w for U , the maximum (verti-

cal) velocity for moist convection is given by

wmax =
√

2CAPE . (11.3)

The climatology of CAPE varies greatly with latitude as it depends

strongly on the available temperature and moisture near the surface (a

warmer temperature yields weaker moist adiabatic lapse rates, allowing

greater positive deviations of the rising parcel). During the warm season,

CAPE can reach values as much as 2000 to 4000 J kg−1 in the mid-

latitudes, while in some parts of the globe it can exceed 6000 J kg−1, for

example during early monsoon in Southern Asia.

Applying equation (11.3) for CAPE = 2000 J kg−1 results in a maximum

vertical velocity of more than 60 m s−1. Recalling the typical vertical motion

within baroclinic lows on the order of 0.1 m s−1, this suggests devastating

rainfall production rates around 2400 mm h−1 (according to equation (4.4),

including the entire column). Fortunately, there are (at least) four limiting

factors that restrict convective processes of that strength to short temporal

and spatial scales. These are

• the restoring force of non-hydrostatic pressure perturbations (grow-

ing rapidly with increasing diameter of the updraft),

• the limited buoyancy in case of wide updrafts (because buoyancy

emerges from the temperature difference over a limited horizontal

distance),

• the supply of unstable air feeding the convective updraft, and

• the fact that the rising air is accelerated during its ascent, so that

wmax is reached only near the top of the cloud, while w is much

lower near the surface.

In reality, convective updrafts are further slowed due to the inclusion of

unsaturated cooler environmental air (“entrainment”) and the mass of the

produced condensate (“water loading”).

If all the reducing factors are included, the vertically averaged ascent rate

of such a convective “turret” can reach 10 m s−1 for diameters of up to a

few kilometers. This translates to a rain rate of roughly 7 mm per minute
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in a warm and unstable air mass, a value which is occasionally observed

during intense (not only tropical) showers. The horizontal extent and du-

ration of such events are limited by the restraining effects mentioned above

(see Zimmer (2008) for details on a diagnostic approach of maximum con-

vective precipitation).

The great diversity of shapes and sizes of convection complicates the es-

timation of areal coverage and mean intensity of convectively dominated

systems, in contrast to the approach in section 8. While individual convec-

tive cells will provide the maximum convective precipitation over areas of a

few to some tens of square kilometers, organized convection as in Mesoscale

Convective Systems (MCS) will have the same effect for much larger areas,

but at reduced intensity.

11.1. Mesoscale Convective Systems

Mesoscale convective systems (MCS) consist of numerous individual con-

vective cells, each living no longer than one hour, but contributing to the

larger-scale lifting. Through the existence of a main region of converging

air near the surface, a sequence of individual cells supports the longevity

of the system by converting convective available potential energy (CAPE)

into upward motion.

Unlike a baroclinic synoptic-scale vortex, an MCS develops some distance

away from the main frontal boundary, an area which still needs to be sup-

portive for large-scale ascent. Due to the vast diversity of convective ar-

rangement and intensity under different synoptic forcing, MCS’s can take

on various shapes and sizes. One of the most important types is the so-called

squall line, consisting of a leading line of convective cells and followed by a

trailing region of stratiform precipitation (e.g. Houze (1997)).

The horizontal extent can reach several hundreds of kilometers perpendic-

ular to the direction of movement and ≈ 100 km along its path. As those

systems effectively convert available moisture into rainfall, they can con-

tribute significant portions to warm-season precipitation in parts of the

mid-latitudes.

The lifetime of such a system depends on several factors, such as the synop-

tic forcing, the ambient conditions (CAPE and wind shear) and the system’s
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intensity itself. An estimate of the lifetime can be attempted using some

empirical assumptions concerning size and intensity of large MCS’s embed-

ded in the general (westerly) flow. For a balanced mass flux, the upward

motion within the precipitating part of the system requires compensating

subsidence (see e.g. Fritsch (1975)), generally occuring outside of that area.

If the subsiding air is assumed to spread across the entire warm quarter of

a low-amplitude baroclinic wave minus the rainfall-generating area of the

MCS,

Lx

2

Ly

2
−AMCS ≈ 1000km ·500km−100km ·500km = 450000km2 , (11.4)

the vertical motion wsink outside of the MCS needs to fulfill the equation

AMCS wMCS + Asink wsink = 0 . (11.5)

Given strong ascent within the upward branch, wMCS ≈ 0.5 m s−1, corre-

sponding to an average rainfall rate of roughly 20 mm h−1, the subsidence

amounts to

wsink = −AMCS wMCS

Asink
≈ −0.05 m s−1 . (11.6)

Since the subsiding air warms the middle and upper levels most (as a con-

sequence of the strongest ascent at those levels), the convective instability

represented by CAPE gradually decreases with time. In this example it van-

ishes after about 8 hours, if the initial value is assumed with 2500 J kg−1

(a typical upper limit for active weather conditions in mid-latitudes).

The above result can be considered a rough estimate, but it will be dif-

ferent in situations of rapid MCS propagation, that is if the subsiding air

adjacent to the MCS’s rainfall area does not fully modify the inflowing un-

stable air mass at the front side of the rainfall area (“leading edge”). This

would allow longer lifetimes, the same applying for reduced precipitation

intensity (hence weakened subsidence) or larger subsidence areas. However,

in the above example, the MCS would cross one location in less than 3

hours, dropping roughly 50 mm of rain over some ten thousand square kilo-

meters during its lifetime.

12. Conclusion

The estimates of maximum mid-latitude synoptic-scale rain applying a sim-

ple conceptual approach show a maximum of about 200 mm day−1. Often
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larger daily amounts of rain are observed in mid-latitude weather con-

ditions. Other supporting processes are needed to allow their formation.

Orography is frequently responsible for such an enhancement. Smaller-

scale events are influenced by convective-scale processes allowing higher

rain rates per time on smaller areas. Meso-scale convective processes need

synoptic-scale conditions to develop properly, but in addition combine with

convective processes, which do not reach the dimensions of the synoptic

scale however.

Rainfall induced by synoptic-scale processes is closely coupled to frontal

zones. Because these fronts do not cover the same area as the driving

synoptic-scale process, the “synoptic-scale rain” overlaps with smaller,

meso-scale events in terms of size. Hence, synoptic-scale lifting processes

extend over several 10000 km2, mesoscale convective systems over not more

than a few 10000 km2, and convection over some 10 to 100 km2.

As a rough estimate, the area-average maximum rainfall reaches about 0.1

mm min−1 for the synoptic scale in flat terrain, up to 0.3 mm min−1 in

orographically structured terrain and in mesoscale convective systems, and

7 mm min−1 for individual convective cells. The typical maximum duration

of the rainfall periods over one location is 24 hours for the synoptic-scale

rain, 3 hours for mesoscale convective systems, and about half an hour for

individual convective cells.
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Deutscher Verband für Wasserwirtschaft und Kulturbau (DVWK),

Wirtschafts- und VerlagsgesellschaftGas und Wasser 112.

Eady, E. T. (1949). Long waves and cyclone waves, Tellus 1, pp. 33–52.

Faulwetter, R. (2006). Optimal growth of Eady edge waves, Meteorologische

Zeitschrift 15, 423-437.

Fritsch, J. M. (1975). Cumulus dynamics: Local compensating subsidence

and its implications for cumulus parameterization, Pure and Applied Geo-

physics 113, 1, pp. 851–867.

Guha-Sapir, D., Hargitt, D. and Hoyois, P. (2004). Thirty years of natural

disasters, .

Hartman, D. L. (1994). Global Physical Cimatology (Academic Press).

Holton, J. R. (1992). Introduction to Dynamic Meteorology, 3rd edn. (Aca-

demic Press).

Houze, R. A. (1997). Stratiform precipitation in regions of convection: A

meteorological paradox? Bulletin of the American Meteorological Society

78, 10, pp. 2179–2196.

Hoyois, P., Below, R., Scheuren, J. M. and Guha-Sapir, D. (2007). Annual

disaster statistical review 2006, .

Kirshbaum, D. J. and Durran, D. R. (2004). Factors governing cellular

convection in orographic precipitation, Journal of the Atmospheric Sciences

61, 6, pp. 682–698.

Lalas, D. P. and Einaudi, F. (1974). On the ocrrect use of the wet adia-

batic lapse rate in the stability criteria of a saturated atmosphere, J. Appl.

Meteor. 13, pp. 318–324.

Larson, L. W. (????). IAHS Conference on Destructive Water, Anaheim

California], 24th-28th June 1996, Pages = 12 pages, Title = The Great

USA Flood of 1993, Year = 1996 .

Lindzen, R. S. (1994). The Eady problem for a basic state with zero PV

gradient but beta non-zero, Journal of the Atmospheric Sciences 51, 22,

pp. 3221–3226.
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An overview is presented of the physical and biological factors that cause
disasters and of their relationships in quantitative terms to the outcomes
of these disasters. The chapter begins with an introduction to the atmo-
sphere, which is the starting point of all hydro-meteorological disasters,
including the different processes and links that lead to precipitation. The
relationship between precipitation and runoff, or floods, including their
forecasting techniques is described. The chapter also covers the types and
causes of water-related environmental disasters. A quantitative descrip-
tion of mixing processes by Fickian diffusion and by convective dispersion
is given. The governing equations and simplifications for conservative and
non-conservative types of pollutants, point and non-point sources of pol-
lution, reaction kinetics for non-conservative pollutants, and modeling
approaches, are presented. As the health of a water body is measured
by the dissolved oxygen concentration, an introduction to the oxygen
sag curve in rivers is also given. Finally, an overview of environmental
accidents such as oil and toxic waste spills and an introduction to ecolog-
ical disasters such as eutrophication and growth of harmful algal blooms
such as ”red tides”, is presented.

1. Introduction

Disasters can be broadly classified as natural or human induced. The for-

mer type is difficult if not impossible to prevent whereas the latter type is

preventable. In terms of the cost and damage induced by various types of

natural disasters, ‘water-related disasters’ by far exceed those by any other

natural disaster. In this context, water-related disasters include all types

of floods, land and mud slides, storm surges, tsunamis, tidal waves, debris
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flow, avalanches, droughts, and all types of cyclones. In addition to such

geophysical disasters, water-related biological disasters such as epidemics

and endemics also take a significant toll in terms of human lives. Human in-

duced disasters include various types of pollution, accidents, and wildfires,

among others. In the modern world, pollution of the water environment is a

major environmental disaster in many regions, with some places reaching ir-

reversible conditions. The objective of this chapter is to highlight the causes

and mechanisms of such disasters, explore how they can be modelled, and

predict the outcomes of impending disasters with a view to mitigate their

effects. A better understanding of the initiation and fate of any disaster is

important for taking preventive and mitigative actions.

Natural disasters have taken place from time immemorial. In the past,

biotic populations living under natural conditions and in harmony with

nature were able to live with disasters by adapting their lifestyles or by

changing their habitats. With exponential increase in human population

and increasing urbanisation, natural conditions no longer exist in many

places. With increased population density and high value added infrastruc-

ture, the impacts have increased manifold.

Definition of a disaster depends upon the agency or organisation that

collects and disseminates data. There is a wide variation in the crite-

ria used for inclusion in databases. One of the comprehensive databases

on disaster information is the Emergency Events Database (EMDAT),

which is located in the University Catholic Louvain, Brussels, Belgium

(http://www.EMDAT.net), and which is updated regularly. They define

an event as a disaster if there have been more than 10 deaths or more

than 100 people displaced, or if the government of the affected country has

declared a state of emergency and asked for international assistance.

According to a report (Adikari et al., 2008) by the International Centre

for Water Hazard and Risk Management (ICHARM) based on data com-

piled by EMDAT, there have been 3,050 incidents of flood disasters dur-

ing the period 1900-2006 causing economic damage to the extent of some

US$342 billion. During the same period, there have been 2,758 incidences of

windstorm disasters causing US$536 billion worth of damage. Fig. 1 illus-

trates the trends for water-related disasters on a 3-year period basis. The

numbers of people who lost their lives have been in excess of 6.8 million

and 1.2 million respectively for flood and windstorm disasters. These two

types of disasters alone accounted for over 56% of all natural disasters in

that period. Of the 1,000 worst natural disasters in terms of the number

of human casualties that occurred during 1900-2006, floods accounted for
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345, windstorms for 252 and droughts for 273 (Fig. 2). All these facts and

figures illustrate the importance of hydro-meteorological disasters. It is also

important to note that not only the numbers of disasters are increasing but

also the number of people affected too because of migration of people into

areas with better economic prospects.

Fig. 1. Trends in different types of disasters.

Environmental disasters are mainly human induced and are therefore

preventable. There are disasters caused by actions over a long period of

time, as well as those caused by accidents. In the water sector, these include

the pollution of water bodies including rivers, streams, lakes and reservoirs,

groundwater as well as coastal waters. The problem of understanding wa-

ter pollution involves the study of the fate and transport of any pollutant

introduced (deliberately or by accident) into a water body. In general the

fate and transport are governed by principles of fluid mechanics. However,

in real life, it is often difficult to quantify the problem in terms of fluid me-

chanics without making assumptions and simplifications. Some approaches

for particular cases are described in the next sections.

Except for tsunamis and tidal waves, all the hydro-meteorological dis-

asters are caused by rain or snowfall. Drought, which is lack of sufficient

rainfall, can lead to shortage of water for agriculture, industry and domestic

use that can lead to a disaster if it continuously prolongs for long periods of
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Fig. 2. Statistics of the 1000 worst disasters in the period 1900-2006.

time. Under such conditions, the quality of water gets deteriorated resulting

in undesirable microorganisms that can cause diseases to grow thereby end-

ing up with water-borne diseases, which in uncontrollable situations may

lead to epidemics. Thus rainfall can be considered as the triggering cause

of almost all water-related disasters.

2. Hydro-Meteorology

2.1. Weather

2.1.1. Weather charts

Usually wind speeds are plotted in weather charts in knots (1 knot =

1.15 mph = 1.85 km/hr = 0.5 m/s). The effect of wind is categorised accord-

ing to Beaufort scale (1806) which in simplified form is given in Table 1. A

front is a narrow zone of transition between air masses of contrasting physi-

cal properties. They include stationary fronts which remain stationary over

a certain area, cold fronts in which the cold (denser) air is moving into

warm (lighter) air, warm fronts in which warm (lighter) air is replacing the

cold (denser) air by overrunning, and occluded fronts in which cold fronts

which travel twice as fast as warm fronts eventually catch up and merge to

form an occluded front.
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Table 1. The Beaufort scale for wind effects

Force Specifications Equivalent mean wind
for use on land speed 10m above ground

(Knots) (m/s)

0 Calm, smoke rises vertically 0 0

1 Light air; wind direction shown 2 1.0
by smoke drift, not by vanes

2 Light breeze; wind felt on face 5 2.57
leaves rustle; vanes move

3 Gentle breeze; leaves and small 9 6.3
twigs moving; light flags lift

4 Moderate breeze; dust and loose 13 6.68
paper lift; small branches move

5 Fresh breeze; small leafy trees 19 9.77
sway; crested wavelets on lakes

6 strong breeze; large branches 24 12.3
sway; telegraph wires whistle;

umbrellas difficult to use

7 Near gale; whole trees move; 30 15.4
inconvenient to walk against

8 Gale; small twigs break off; 37 19.0
impedes all walking

9 Strong gale; slight structural 44 22.6
damage

10 Storm; seldom experienced on 52 26.7
land; considerable structural

damage; trees uprooted

11 Violent storm; rarely 60 30.8
experienced; widespread damage

12 Hurricane; at sea visibility is >64 >32.9
badly affected by driving foam

and spray; sea surface
completely white

Jet streams are easterly winds (speeds > 100 knots) flowing round the

entire hemisphere from west to east in the form of a meandering river. In

the tropics the core of the jet stream is located at about 13 km (150 mb).

In the extra tropical latitudes (20-40◦) it is located at around 12 km.

2.1.2. Atmospheric properties

An “air parcel” refers to a small volume of air, which has uniform temper-

ature, pressure, humidity, density etc. It may expand, contract as it moves

but the matter contained within it remain constant (Fig. 3). It is similar

to the ‘control volume’ concept.



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

238 A.W. Jayawardena

Fig. 3. An ascending air parcel

The “lapse rate” refers to the temperature gradient with respect to al-

titude. There are 3 types of lapse rates in meteorology. The dry adiabatic

lapse rate refers to the temperature gradient when there is no heat added

or taken away from the atmospheric process. In this case the change in tem-

perature is caused by the change in pressure (expansion and contraction).

The dry adiabatic lapse rate Γd is given by

Γd = −dT

dz
=

g

cp
,

T1

T2
=

(

p1

p2

)(γ−1)/γ

, (2.1)

where g is the gravitational acceleration and cp is the specific heat capacity

at constant pressure. A parcel of air flowing over a mountain can be adia-

batic. The approximate value of the dry adiabatic lapse rate is 9.8◦C/km.

The environmental (ambient) lapse rate is the actual temperature gradient

that exists in the environment. It can take a wide range of values. When the

moist unsaturated parcel of air rises it will at some altitude reach satura-

tion and condensation will result. This adds the latent heat of condensation

to the thermodynamic process resulting in a decrease of the lapse rate to

a value of approximately 6◦C/km. The lowered lapse rate is referred to as

the saturated or moist lapse rate.

When phases change, heat must be added or taken away without any

change of temperature. The processes of changing phases from solid to liq-

uid and liquid to gas are endothermic or energy absorbing. The reverse

processes of changing phases from gas to liquid and liquid to solid are

exothermic or energy releasing. Latent heat of vapourisation (or condensa-

tion) is the amount of heat needed to be added (or released) to change phase

from liquid to vapour (or vapour to liquid) and has a value of 2500.78 kJ/kg
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at 0◦C. The rate of change of latent heat of evaporation with absolute tem-

perature is equal to the difference between the specific heat at constant

pressure of the vapour and the specific heat of liquid:

dLev

dT
= −2.3697kJ/kg◦C (2.2)

Therefore, the latent heat of evaporation at 100◦C is approximately

2263.81 kJ/kg (≈540 Cal/g). Latent heat of melting, or fusion (which is

equal to the latent heat of freezing) is the amount of heat needed to be added

(or released) to change phase from solid to liquid (or liquid to solid) and has

a value of 334 kJ/kg at 0◦C. Some substances undergo phase changes from

solid to gas or vice versa without going through the intermediate stage.

Latent heat of sublimation is the amount of heat needed to be added (or

released) to change phase from solid to vapour (or vapour to solid) and has

a value of 2834 kJ/kg at 0◦C (≈ 680 Cal/g). Frost formation is an example

of deposition, which is the reverse of the process of sublimation.

If a parcel of air lifted to a certain height returns to its original level

when released, then the condition is stable. If it remains at that height the

condition is neutral. On the other hand, if it continues to rise further when

released, the condition is unstable. These three conditions can be explained

with respect to the lapse rates. Instability can occur if the parcel of air is

warmer, or, if the parcel of air contains more water vapour than dry air

(molecular weight of water vapour is less than that of dry air in the ratio

18:29). The former condition is maintained when the atmospheric lapse rate

exceeds the dry adiabatic lapse rate. It is also possible for vertical lifting

to take place in a stable environment when the surface temperature is very

high, e.g. over forest fires, chimneys, explosions etc.

2.1.3. Energy in the atmosphere

Energy in the atmosphere is composed of solar energy, terrestrial energy

and tidal energy. The latter two types are small compared to solar energy.

Solar energy comes from the Sun mostly in the form of short wave radiation

(visible, ultra violet and infra red rays are all at the short wave end of

the spectrum). The solar radiation which is received at the surface of the

Earth is partly reflected back into the outer space as long wave radiation.

Of the 1380 W/m2 (solar constant) of energy received at the top of the

atmosphere, only about 350 W/m2 is received on average at the Earth’s

surface. The energy that is absorbed by the Earth’s surface is used to heat
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the unsaturated air in contact by conduction which then gets lifted by

convection, orographic or frontal mechanisms.

Energy utilised in the atmosphere comes from two sources - the heat

content of rising air and the heat released by water vapour when condensing

to form clouds. The first source is indirectly from solar radiation. In a typical

thunderstorm of approximately 5 km in diameter, there may be 500,000

tons of condensed water. In producing these droplets, a quantity of energy

equivalent to about 3.5×108 kWh would have been released. If the air is dry,

relatively small quantities of energy are available. Energy in the atmosphere

is dissipated mainly as kinetic energy in various wind systems (lightning also

discharges some amount of energy). A comparison of the approximate orders

of magnitude of the energy of various wind systems is given in Table 2.

Intense vortices in the atmosphere can be taken as signs that the atmosphere

Table 2. Order of magnitudes of en-
ergy in wind systems (* in desert re-
gions when the ground is heated to
very high temperatures)

System Kinetic energy

Gust <1
Dust devil* 10
Tornado 104

Thunderstorm 106

Hurricane 1010

Cyclone 1011

Nagasaki bomb 107

Hydrogen bomb 1010

is unstable and has high moisture content. The total power of a system is

difficult to ascertain because only part of it can be experienced at a time.

By any standard, the weather systems in the atmosphere are very powerful.

The amount of energy input required to develop such systems is even larger.

The difference is dissipated in overcoming friction and heating the air inside

and outside the system. The energy of the systems in general is spread over a

large area. Therefore, the destructive effect is not apparent when compared

to for example that of a nuclear bomb. On the other hand, a tornado is

concentrated around a smaller area within a radius of about 100 m and

therefore the effects are explosive.
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2.1.4. Water vapour in the atmosphere

The amount of water vapour contained in the atmosphere (Fig. 4) is a

function of several factors such as the availability of a source of moisture,

place, temperature, elevation etc. It is measured by the relative humidity,

which is defined as the ratio of the amount of moisture in the air to the

amount needed to saturate the air at the same temperature. The saturation

vapour pressure (SVP) ranges from about 5 mb (at 0◦C) to about 50 mb

(at about 32◦C).

Fig. 4. Water vapour in the atmosphere.

The “precipitable water” is the total amount of water in a column of

air. It is the maximum possible precipitation under total condensation (very

rare). It however gives no indication of the actual precipitation because the

air is always in motion and a column when depleted of its moisture will be

replaced with more moisture from adjacent columns. Considering a column

of unit area of moist air, it can be shown that the total mass of water

vapour (mw) between two pressure levels p1 and p2 is given by

mw = −1

g

∫ p2

p1

(ρw/ρ)dp, (2.3)

where ρw is the water vapour density (= absolute humidity = mw/V ) and

mw is the mass of water vapour in volume V , ρ, the density of unsaturated

air = (mw + ma)/V ; ρ > ρw. The pressures are related to the elevations
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by p − zρg (z measured positive upwards). The ratio ρw/ρ is called the

specific humidity and is <1. The mass of water must then be converted to

an equivalent depth.

A water vapour particle undergoes various phases and physical changes

before precipitation takes place. The water vapour must first be carried to

upper levels where expansion and cooling take place. When the temperature

has reached the dew point, condensation will take place releasing the latent

heat of condensation to an otherwise adiabatic process. Cloud formation will

take place with nucleation around impurities in the water vapour. Droplets

coalesce with other droplets forming raindrops which are large enough to

cause precipitation.

Normally, if the air is pure, condensation will occur only when the

air is greatly supersaturated (taking more water vapour than saturation

value). However, impurities present in the atmosphere act as nuclei around

which water vapour in normal saturated form condense. The two main

types of nuclei are hygroscopic particles having affinity for water vapour

upon which condensation begins before saturation (mainly salt particles

from the oceans), and non-hygroscopic particles that need some degree of

supersaturation (e.g. dust particles, smoke, ash etc.). Condensation nuclei

range in size from a radius of 10−3µm to 10µm. The average raindrop size

is in the range 500 - 4000µm. (µm is a micron and 1µm = 10−6m). Once

cloud droplets are formed, they may grow depending on atmospheric condi-

tions. There are several theories that explain the growth of cloud droplets.

However, not all clouds produce precipitation. Small clouds on hot days

disappear as a result of evaporation. Large drops are formed by conden-

sation of water droplets on ice crystals or by the collision of droplets with

ice crystals. This means that the rain producing clouds must extend to the

region where ice crystals are formed (about 5 km). Falling crystals continue

to grow both through condensation and the capture of liquid droplets. They

change into rain after entering air in which the temperature is above freez-

ing. It is also possible that rain drops may be formed at temperatures above

freezing, by the mixing of warm and cold droplets. The warm droplets evap-

orate and condense on cold droplets. Showers produced by this method are

usually light.
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2.2. Atmospheric circulation

2.2.1. Forces in the atmosphere

The forces in the atmosphere include the gravitational force which is di-

rected towards the centre of the Earth, the pressure gradient force, which

in the vertical direction acts upwards to balance the gravitational force,

and in the horizontal direction acts from high to low pressure, the fric-

tional force, and the Coriolis force. The vertical pressure gradient near the

ground is about 100 mb/km whereas the horizontal pressure gradient is

about 1 mb/100 km at ground level. The horizontal pressure gradient is

important in producing wind. The frictional force acts in the direction op-

posite to that of motion. It is significant only near the ground (up to about

1 km). Coriolis force is a fictitious force (or, acceleration) introduced into

the Newtonian equation of motion to make it valid for a rotating frame of

reference since atmospheric motions are measured from a frame of reference

on Earth which is rotating and therefore is accelerating.

In the case of a particle moving with velocity u relative to a frame of

reference rotating with angular velocity Ω, the Coriolis acceleration can

be shown to be equal to 2Ω × u. Coriolis acceleration is always normal

to the direction of u but may be either to the left or to the right of u

depending on the direction of rotation of the frame of reference. In the

Northern Hemisphere, winds are deflected to the right; in the Southern

Hemisphere it is to the left. At a point on Earth in the Northern Hemisphere

at latitude φ, the angular velocity Ω of the rotation of Earth can be resolved

into two components: Ω sin φ along the local vertical, or z-axis, and, Ω cos φ

along the poleward horizontal, or y-axis.

2.2.2. Equations of motion

Newton’s second of law of motion is (Force F = mass, m× acceleration a)

F = ma (2.4)

The acceleration term ‘a’ consists of the acceleration relative to Earth and

the Coriolis acceleration (and a centrifugal acceleration term which we will

neglect):

a =
Du

Dt
+ 2Ω × u (2.5)
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The forces involved are pressure gradient, gravitational and frictional. Then,

for a unit mass, the equations of motion (Navier-Stokes equations) are

Du

Dt
= 2vΩ sin φ −2wΩ cos φ − 1

ρ

∂p

∂x
+Fx (2.6a)

Dv

Dt
= −2uΩ sin φ − 1

ρ

∂p

∂y
+Fy (2.6b)

Dw

Dt
= 2uΩ cos φ − 1

ρ

∂p

∂z
+Fz − g (2.6c)

where u, v, and w are velocities in the east (x-axis), north (y-axis) and

the local vertical (z-axis) directions respectively and Fx, Fy and Fz are the

frictional forces per unit mass. The general equations of motion (Eq. 2.7)

can be simplified to represent different scales of motion.

2.2.3. Synoptic scales of motion

The approximate order of magnitude of the various elements of the equa-

tions of motion applicable to the synoptic scale can be summarised as fol-

lows:

Length (Horizontal) L 1000 km 106 m

Length (Vertical) H 10 km 104 m

Time t 1 day 105 s

Pressure change (Horizontal) ∆p 10 mb 103 Pa

Pressure change (Vertical) p 1000 mb 105 Pa

Air density ρ 1 kg/m3

Earths angular velocity Ω(=7x10-5) 10−4 rad/s

Acceleration due to gravity g 10 m/s2

Wind speed (Horizontal) u, v 10 m/s

Wind speed (Vertical) w 10−1 m/s

Acceleration (Horizontal) u/t, v/t 10−4 m/s2

Acceleration (Vertical) w/t 10−6 m/s2

Coriolis acceleration ΩV 10−3 m/s2

Horizontal pressure gradient ∆p/L 10−3 Pa/m
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Ignoring the friction terms Fx, Fy and Fz, an order of magnitude analysis

of Eqs. 2.7a-c gives

2vΩ sin φ − 1

ρ

∂p

∂x
= 0 (2.7a)

−2uΩ sin φ − 1

ρ

∂p

∂y
= 0 (2.7b)

−1

ρ

∂p

∂z
− g = 0 (2.7c)

Eqs. 2.9a and 2.9b are called the “geostropic equations” and Eq. 2.9c

the “hydrostatic equation”.

2.2.4. Small scale motion

The approximate order of magnitude of the various elements of the equa-

tions of motion applicable to the small scale can be summarised as follows:

Length (Horizontal & Vertical) L 10 km 104m

Minimum time scale t 103s

Pressure change (Horizontal) ∆p 1 mb 102Pa

Wind speed (Horizontal) u, v 10m/s

Angular velocity of earth Ω 10−4/s

Wind speed (Vertical) w 0.5 m/s

Acceleration (Horizontal) u/t; v/t 10−2m/s2

Acceleration (Vertical) w/t 10−3m/s2

Pressure gradient (Horizontal) ∆p/L 10−2 Pa/m

An order of magnitude analysis, neglecting higher order terms in Eqs.2.7a-

c) gives

Du

Dt
= −1

ρ

∂p

∂x
(2.8a)

Dv

Dt
= −1

ρ

∂p

∂y
(2.8b)

g = −1

ρ

∂p

∂z
(2.8c)

In polar co-ordinates, Eqs. 2.10a & 2.10b transform to (vφ is the tangential

velocity)

v2
φ

r
=

1

ρ

∂p

∂r
(2.9)
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which is the equation for a forced vortex. It gives a balance of pressure

gradient and centrifugal forces. Small scale phenomena such as tornadoes,

waterspouts are described by this equation. In a small scale phenomenon

such as a tornado, the velocities are of the order of 50 m/s within a radius

of about 100 m. The resulting pressure gradient therefore is of the order of

25mb/100 m which is very powerful and destructive.

2.3. Weather Systems

2.3.1. Scales of meteorological phenomena

Various atmospheric phenomena have varying magnitudes both in space

and time (Fig. 5). Although there can be variations of an order of magnitude

in the same phenomenon, the time scales give a guide to predict the scales

of influence of these phenomena. From Fig. 5, it can be seen that it is not

Fig. 5. Scales of meteorological phenomena. (Note: The Earth’s circumference, which
is approximately 40,000 km, is at the extreme end of the above scale.)

possible for a single thunderstorm to affect a large area such as China or

USA and that it will not last more than a day. The most important scale for

weather is the synoptic scale, or weather map scale. It includes atmospheric

phenomena with typical horizontal scales of 800 - 8000 km.
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2.3.2. Monsoons

The word monsoon has its root in the Arabic word mausim which means

season. Considering the region in the south and south-east of Asia with the

south Asian mountains as a natural boundary, i.e. approximately 35◦N -

25◦S and 30◦W - 170◦E, the monsoon is characterised by a reversal of wind

direction between January and July of at least 120◦. The monsoons con-

sists of two seasonal circulations - a winter outflow from a cold continental

anti-cyclone and a summer inflow into a continental heat low (cyclone),

i.e. surface winds flowing persistently from oceans to continents in summer

and just as persistently from continents to oceans in winter. The summer

winds blowing from the oceans are warm and moist whereas the winter

winds blowing from the continents are dry and cool. There is a correspond-

ing change in the surface pressure gradient and in prevailing weather. The

important features of northern summer monsoons are: (i) surface pressure -

low on land; high on oceans, (ii) pressure in the upper troposphere - high on

land; low on oceans, (iii), zonal wind in the lower troposphere - westerlies

on land; easterlies on oceans, (iv) zonal wind in the upper troposphere -

easterlies on land; westerlies on oceans, (v) meridional wind in the lower tro-

posphere - southerly on land; northerly on oceans, (vi) tropospheric mean

temperature - warm on land; cold on oceans, (vii) total moisture - humid

on land; relatively dry on oceans, and (viii) rainfall - much larger on land

than in the trade wind belt on oceans.

Monsoons bring large amounts of rainfall. The world’s highest recorded

annual rainfall of 26,470 mm, and an average annual rainfall of about 12,000

mm was in Cherrapunji (25◦15’N, 91◦44’E) in Northeast India, which also

has a monthly record of 9300 mm. This rainfall is brought about by the

Southwest Monsoon. In India, 70% of the rainfall takes place during the

Southwest Monsoon (June - September). In Sri Lanka, the Southwest Mon-

soon which comes in summer during the period April - September is called

“Yala” and the Northeast Monsoon which comes in winter during the period

October to March is called “Maha”.

The driving forces in monsoon winds are is the pressure gradient be-

tween large land mass and the ocean. It can be thought of as a convective

motion generated by differential heating of the land and the oceans. The

swirl introduced to wind by the rotation of the Earth is also a contributing

factor. The differential heating is caused by the differences in the specific

heats of the oceans and the land masses. The specific heat (energy required

to raise the temperature by 1◦C) of water is twice that of dry soil. Solar
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energy received on land heats only a few metres of the Earth’s sub-surface;

much of the energy goes into heating the air. For the oceans, it is quite

the opposite; less energy is available for heating the air. The effective heat

capacity of the ocean is very much larger than that of land.

In summer, the rise in temperature over the oceans is less than the rise

in temperature over land. The mean summer temperature over the oceans is

about 5 - 10◦C less than on land at the same latitude. In winter, large heat

storage in the oceans leads to higher temperatures in the oceans. Westerly

winds at the lower levels and easterly winds at the higher levels generate

the convective motion. The reversal takes place at about 6 km elevation.

Monsoon arrival is gradual and starts in June. They last from 2 - 4 months.

In the Indian sub-continent, an extensive anti-cyclone dominates above the

monsoon winds. In mid latitudes, the pressure gradient force and Coriolis

force balance each other. At low latitudes, Coriolis force weakens and there

is no geostropic balance.

2.4. Extreme Weather

2.4.1. Cyclones

A cyclone is any circulation around a low pressure centre regardless of size

and intensity. While rotating about the axis, they also move horizontally.

They spin (or appear to spin) clockwise in the Southern Hemisphere and

anti-clockwise in the Northern Hemisphere, i.e. the same direction as the

direction of rotation of the earth. The main driving force in a cyclone for-

mation is the pressure gradient force which acts from the high pressure to

the low pressure region. Tropical cyclones occur in the tropics (23◦27’N

and S). They originate around 5◦- 15◦ latitudes from the equator and are

quite common in the Indian and Pacific Ocean parts of the monsoon re-

gion. Wind speeds of up to 250 knots at times have been reached. When

travelling across continents, they lose energy and die down. Cyclones are

usually accompanied by heavy rain. In different regions of the world, tropi-

cal cyclones have different names. For example, in North America, they are

called Hurricanes, in Japan, Northern China, South-east Asia, and North-

western Pacific Ocean, they are called Typhoons, in the Indian Ocean,

they are called Cyclones, in the Philippines, they are called Baguios, and

in Australia, they are called Willey-Willys. Any storm is a form of cyclone.

Tropical cyclone is the proper generic name whereas tropical storm is a less

technical term. The World Meteorological Organisation classifies cyclones

according to the maximum sustained wind speeds near the centre of the
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cyclone. In the USA, a cyclone with wind speeds in excess of 32.6 m/s (119

km/hr) is called a hurricane. Speeds of up to 90 m/s (324 km/hr) have

been recorded. It has a calm central area called the eye (common to all

cyclones). In most cases the surface wind speeds do not usually exceed 67

m/s (241 km/hr), but they may occur over a large area. The time scale of

a hurricane is of the order of a few days.

2.4.2. Tornadoes

Tornadoes are quite common in the USA. They last only for a few minutes

but with extreme force. Wind speeds are of the order of 130-180 m/s (480 -

640 km/hr). Distances affected are of the order of 100 m - 1000 m. Because

of the extreme low pressure, no man-made structure can survive a direct

hit by a tornado. When tornadoes occur in water, a phenomenon known as

water spout is formed.

2.4.3. Thunderstorms

When the atmosphere is unstable and the moisture content is high, convec-

tive cloud development once started proceeds at a rapid rate. The cloud air,

because of its buoyancy, continues rising. In a very unstable air mass, the

rising parcel of air becomes more and more buoyant with altitude. This is

because of the temperature decrease with altitude. In some cases the cloud

air may be warmer than the environmental air up to the lower layers of the

stratosphere. A cloud air ascending at the rate of perhaps 1 m/s at 1500

m may attain speeds of 25 m/s at an altitude of 7500 m. In this manner,

small clouds become bigger and in turn develop into cumulonimbus clouds

or better known as thunderstorms. These extend to altitudes of about 10

- 20 km. The upper limit of the growth of a thunderstorm is determined

by the height of the stratosphere. This is so because the lower layers of

the stratosphere are very stable, the temperature gradient at the strato-

sphere is zero or negative. Once it has reached an altitude where the cloud

is colder than the environment, it begins to slow down but will continue

upward movement a few thousand metres because of its momentum.

When the thunderstorm is matured the upward movement takes place

at its maximum speed. Because of the growth of precipitation particles

which coalesce and move downwards there is a downward draft of equal

magnitude. At this stage, heavy rain, electrical effects and gusts at the sur-

face are common. The lifting of moist low level air to the high troposphere

can take place by three mechanisms: convectional lifting - when low level
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moist air is heated by high surface temperatures caused by solar radiation;

orographic lifting - when moist air is forced up by topographical barriers

such as mountain ranges; or frontal lifting - convergence of low level air in

the vicinity of cold fronts.

Lightning is another feature of thunderstorms. Electrons from the water

droplets accumulate at the base of the cloud. This negative charge induces

a positive charge on the Earth’s surface below the cloud. A potential gradi-

ent of about 1000 Volts/m occurs between the cloud and the ground. When

this is too large, a discharge of electrons takes place. The rapid heating of

the air in the lightning path produces a violent expansion of air which initi-

ates a sound wave propagating outwards at the speed of sound. (Lightning

travels at about 109 km/hr, whereas sound travels at about 960 km/hr).

By recording the times between seeing the flash and hearing the sound it is

possible to calculate the approximate distance from the place of lightning.

Thunderstorms can affect a large area, but will not last more than a day.

They bring large amounts of rain. Gustiness and falling temperatures are

signs of an approaching thunderstorm.

2.4.4. Tropical depressions and storms

Tropical depressions are centres of low pressure which form in the troughs.

They produce deep clouds and much precipitation mainly of the convective

type. By classification, wind speeds are less than 17.4 m/s. Tropical storms

are well developed low pressure systems surrounded by strong winds and

much rain. By convention, a system qualifies as a tropical storm if winds

range from 17.4 - 32.6 m/s (40 - 120 km/hr).

3. Hydrology

The two principal processes in the hydrological cycle are precipitation,

which deposits the atmospheric water on the surface of Earth, and evap-

oration, which returns the water on the surface of the Earth back to the

atmosphere. Runoff is the outcome of precipitation that can be thought of

as an integrator of all catchment processes which in excessive quantities

leads to flooding. Flood disasters on a global scale have been rising in the

past few years (Fig.1) and account for the major share of all natural disas-

ters. Flood damages, direct and indirect, have also been increasing globally.

Mitigation of flood damages has now become an essential step towards eco-

nomic development.
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Basically there are two approaches of mitigating flood damages: struc-

tural measures such as construction of storage and detention reservoirs to

temporarily store the flood waters, upgrading the hydraulic capacities of

drainage networks including natural river courses, construction of flood de-

fence structures such as levees, and, non-structural measures such as early

warning systems, flood zoning, flood hazard mapping, building community

awareness, among others. Structural measures are costly and not always en-

vironmentally friendly, whereas non-structural measures are less costly and

appears to be more favoured nowadays. “Adaptation” and, “living with

floods” have become two widely used slogans in this context. A brief de-

scription of the components that constitute an early warning system is given

below.

The basic input information that goes into an early warning system for

flood damage mitigation is rainfall which can be measured to a high degree

of accuracy. Runoff, or river flow, can also be used as basic input infor-

mation, but it is more difficult and costly to measure. Therefore runoff is

predicted using mathematical models that transform the input rainfall to

a corresponding output runoff or stage. Once the impending flood volumes

or levels have been predicted, warnings could be issued to the vulnerable

areas including information on evacuation routes and locations of shelters.

The mode of dissemination of the warning is important for its effectiveness.

Various types of communication media could be used, but the message

should be unambiguous, unique and directed from a single authority to

avoid confusion. Effective implementation of non-structural measures re-

quires the co-operation and involvement of the community. River discharge

(or “stage”) prediction becomes an important component of any early flood

warning system.

A parameter that is often used in the design of drainage structures is the

peak flow which is estimated from rainfall data using empirical approaches.

A widely used method in this context is the rational method which relates

the peak discharge Qp to the rainfall intensity I and the catchment area A

as

Qp = CIA (3.1)

This formula assumes that the rainfall intensity is uniform over the entire

catchment area throughout the duration of the storm and that the duration

is longer than the time of concentration of the catchment. The constant C

(0 < C < 1) is known as the runoff coefficient. When the time variation of

the flow is desired, the discharge hydrograph can be determined by using
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a number of methods. The unit hydrograph approach, the earliest of such

methods, is based upon the concept of rainfall excess. It assumes that the

transformation of rainfall excess to direct runoff is linear, and therefore the

principles of superposition and proportionality can be used. The difficulty

in this approach is how to separate the rainfall excess (or, runoff producing

rainfall) from the actual rainfall and direct runoff from actual runoff. With

certain assumptions the procedure can be implemented, and the method,

due to its simplicity has stood the test of time.

Other types of rainfall-runoff modelling can be broadly classified into

two categories: data-driven and distributed. Data-driven types include re-

gression methods, stochastic methods, artificial neural networks, genetic

algorithms, and phase-space reconstruction methods, among others. Dis-

tributed types are generally physics-based, but some semi-distributed mod-

els are conceptual in formulation. Regression models aim to find a regression

relationship between the rainfall data and the corresponding runoff data.

They are purely statistical in character and do not take into account the

processes that transform the rainfall to corresponding runoff. Stochastic

models consider the input (rainfall) data and/or output (runoff) data as

time series. The time series are decomposed into constituent components

such trends, periodic parts, dependent stochastic parts, and finally the re-

maining random residual part. Once the structure of the composition of the

time series is determined, more samples that will have the same statistical

structure could be generated for different random samples of the residual

component. Such methods can be used for synthetic data generation as well

as for forecasting purposes. Details of stochastic modelling and forecasting

are well documented in several text books (e.g. Box and Jenkins (1976);

Salas et al. (1980)).

Emerging data driven methods of rainfall-runoff modelling include the

application of artificial neural networks (ANN), genetic algorithms (GA),

genetic programming (GP) and phase space reconstruction methods. A typ-

ical multi-layer perceptron (MLP) type artificial neural network has a layer

of input nodes, one or more layers of hidden nodes and a layer of output

nodes as illustrated schematically in Fig. 6.

In an MLP type ANN, the relationship between the input x and the

output y can be expressed as

ypk = fo
k



θo
k +

L
∑

j=1

wo
kj

[

fk
j (θh

j +
N

∑

i=1

wh
ji xpi)

]



 , (3.2)
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Fig. 6. A multi-layer perceptron (MLP) artificial neural network

where is ypk the output of the network; fo
k is the activation function for the

output layer; θo
k is the bias term for the output layer; wo

kj is the connection

weight between the kth hidden node and the jth output node; fk
j is the

activation function at the hidden layer; θh
j is the bias term for the hidden

layer; wh
ji is the connection weight between the ith input node and the jth

hidden node; xpi are the inputs at the input layer; N is the dimension of

the input vector, and L is the dimension of the hidden layer. Generally, the

activation functions at the hidden and output layers are assumed to be the

same. The superscripts h and o refer to the quantities at the hidden and

output layers. There are many types of activation functions that can be

used but the Sigmoid which take the following forms and are continuously

differentiable are the most popular:

f(x) =

{

1
1+e−rx (logistic type)

tanh(rx) = 1−e−rx

1+e−rx (hyperbolic tangent type)
(3.3)

In Eq. 2.16, r is the steepness parameter. Once the output for a given set of

input values has been estimated, it is compared with the expected output,

and the difference, which is the error, is back-propagated to adjust the

weights incrementally until a certain stopping criterion is met. The weight

adjustment by back-propagation is done according to the back-propagation

algorithm which takes the form

wij(k + 1) = wij(k) − η
∂Ep

∂wij
+ a[wij(k) − wij(k − 1)] (3.4)
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where η, the learning rate and a, the momentum term are user defined

parameters, and Ep is an objective function defined in terms of the error.

The network can be fine tuned by this procedure to match with the expected

output to any desired degree of accuracy. Theoretical details of ANN can

be found in several text books (e.g. Haykin (1999)) while applications

in hydrology can be found in several research papers (e.g. Govindaraju

(2000); Jayawardena and Fernando (1998); Jayawardena et al. (2006)). An

example (Jayawardena and Zhou, 2000) of the application of ANN’s for

water level predictions at the Sylhet gauging station (24◦42’N; 91◦ 53’E)

across Surma River in Bangladesh is shown in Fig. 7.

Fig. 7. Time Series Plot of Measured and Predicted Water Level in Case of Application
(Calculated by MLP with BP Algorithm)

Distributed models may be of the conceptual type, such as for example,

the Xinanjiang model (Zhao et al., 1980; Jayawardena and Zhou, 2000) and

the Variable Infiltration Capacity (VIC) model (Wood et al., 1992; Liang

et al., 1994; Liang and Xie, 2003; Jayawardena and Ying, 2005), or physics-

based type such as for example the MIKE-SHE model (Abott et al., 1986;

Refsgaard et al., 1995). The approach to the development of a physics-based

model involves the description of the problem, simplification of the problem,

definition of a set of governing equations, choice of a set of boundary and

initial conditions, identification of the solution domain in space and time,

solution of the simplified governing equations subject to the given bound-

ary and initial conditions within the domain of interest using a numerical

scheme, calibration, verification and application. Distributed models are

more resource intensive and need a great deal more input information than

data driven models. Although, potentially, such models are capable of ac-
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commodating spatially varying inputs, outputs and parameter values, their

calibration becomes quite difficult. Because of the interactions among dif-

ferent parameters, very often it is not possible to obtain a unique set of

parameter values. A practice that is adopted is to ignore spatial variation

of physical and hydraulic parameters and obtain their spatially uniform val-

ues by optimisation techniques, thereby diluting the meaning of distributed

models. Practical applications of such models in a truly distributed manner

are still some way ahead.

4. Dynamics of water-related environmental hazards

Unlike hydro-meteorological hazards which cannot be prevented, environ-

mental hazards in general are preventable. Among the many types of envi-

ronmental disasters, those that are water-related by far have the greatest

effect on human population. Water-related environmental disasters may

be caused by pollution in rivers, streams, lakes, reservoirs, coastal bays,

groundwater, inland seas and the open oceans. They may also be caused

by the lack of water causing diseases and loss of food production leading to

famine. Pollution of waterbodies may take place slowly over a long period

of time or by accidents in a short time. To mitigate the consequences of

such pollution the first step would be to have a better understanding of the

dynamics of the fate and transport of pollutants in waterbodies. Due to the

complex nature of the mixing, decay and transport characteristics of dif-

ferent pollutants under different hydraulic conditions, certain assumptions

and simplifications are necessary.

4.1. Dynamics of well-mixed waterbodies

Water quality systems can be considered under various assumptions. The

well-mixed assumption implies that there are no concentration gradients

in the horizontal and vertical directions. Concentration is assumed to vary

only in the time domain. It is an idealised situation: in practice, well-mixed

conditions do not exist in real waterbodies. Nevertheless, the assumption

enables an understanding of the gross effects of how a pollutant attains

steady-state conditions from an initial state. The well-mixed assumption

alone is not sufficient to obtain solutions to the governing equations. Sev-

eral other assumptions are also necessary. For example, the input waste

load can be a constant or time-varying. Similarly, the output can also be

either constant or time-varying. The hydraulic parameters such as the flow

rate and velocity of the waterbody, as well as the reaction rates, may be
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considered as time-invariant or time-varying. Finally, the system can be

assumed to be either linear or non-linear. Non-linear approaches are rarely

used for modelling water quality systems because of the difficulties asso-

ciated with the modelling techniques as well as calibration. They also do

not have general applicability. Under a linear assumption, the parameters

and inputs may also be considered as constant or time-varying. Different

combinations of these assumptions and their variations can lead to a large

number of possible modelling systems.

The concentration gradient of a pollutant discharged into a well-mixed

waterbody can be obtained from the law of conservation of mass as follows:

V
dc

dt
= W (t) − Qc − kV c, (4.1)

where V [L3], is the volume of the waterbody, c[ML−3] is the concentration

of the pollutant, W [MT−1] is the rate of application of the waste load,

Q[L3T−1] is the net outflow from the water body, and k is the decay con-

stant (T−1). The ratio V
Q can be considered as the detention time of the

waterbody. Eq. 2.18 can be re-written as

V
dc

dt
+ k′c = W (t), (4.2)

where k′ = Q + kV . This is a linear first order ordinary differential equa-

tion and therefore the principles of proportionality and superposition hold.

Given the initial condition c = c0 at time t = 0, the solution to Eq. 2.19 is

of the form

c(t) =
1

V
e−

k′

V
tt

∫

0

W (t)e−
k′

V
tdt + c0e

−
k′

V
t (4.3)

which simplifies to

c(t) = c0e
−

k′

V
t, (4.4)

when W (t) = 0 and which is the effect of the initial condition. When W (t) ,=
0, it can take several forms: step (constant input for a period of time),

periodic, impulse, arbitrary, or stochastic. It can be written as a constant

and a variable part as

W (t) = W + W ′(t) (4.5)

The solutions to each of these input functions can be obtained as follows.
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4.1.1. Step function input

If a step input of magnitude is imposed at t0 = 0, the solution, by the

principle of proportionality, called the step response, can be shown to be

cu(t) =
W

k′

(

1 − e−
k′

V
t
)

, (4.6)

which as t → ∞, takes the form cu → W
k′

= W
Q+kV . If k = 0 (for a conser-

vative substance), then cu = W
Q . The total response (Eq. 2.21+Eq. 3.1) is

given by

cu(t) =
W

k′

(

1 − e−
k′

V
t
)

+ c0e
−

k′

V
t. (4.7)

The variation of the total response depends on the relative magnitude of

the initial condition with respect to the ultimate steady state concentration,

i.e. whether c0 > c∞, or c0 < c∞. In the former case, the two concentra-

tions are additive whereas as in the latter case, the total concentration

will decrease and attain a new steady state. A typical example of a step

function input is when a certain amount of waste load enters a waterbody

for a fixed period of time. The response to a combination of several step

function type waste loads can be easily determined using the principle of

superposition. The steady-state and maximum concentrations and the time

to attain a specified concentration would be of particular interest. Because

of the linear assumption, it is possible to obtain solutions to other forms of

W (t). Figs. 8a-c illustrate the different response functions for the case of a

well-mixed waterbody of volume 300 million m3, an outflow of 0.6 million

m3/day and a decay coefficient of 0.2/day with the following input condi-

tions and an initial concentration of 0.005 kg/m3: Fig 8a, a step waste input

of 50,000 kg/day; Fig 8b, an impulse waste input of 100 Tons; and Fig. 8c, a

periodic waste input given by the function W (t) = 50, 000+25, 000 sin( 2π
7 t)

kg/day.

4.1.2. Periodic input function

A periodic input function can be written in the form

W (t) = W + W0 sin(ωt − a), (4.8)

where W0 is the amplitude [MT−1] of the waste load, a is the phase shift an-

gle in radians measured from t = 0 to the beginning of the positive portion

of the sine curve, and ω is the angular frequency (=2π
T , T is the period).

Again, because of the linearity assumption, the principle of superposition
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Fig. 8. a) Effects of initial condition, step function and their combination, b) response
due to an impulse waste input, and c) response due to a periodic waste input combined
with a step function input.

can be made use of, and therefore only the time dependent part of the load

needs to be considered. The solution for the time dependent input function

W0 sin(ωt − a) is

c(t) = W0Am(ω) sin(ωt − a − θ(ω)), (4.9)

where

Am(ω) =
1
V

(

(

k′

V

)2
+ ω2

)
1
2

[L−3T]; and θ(ω) = arctan

(

ω
k′

V

)

.

The solution is therefore a function of Am(ω) and θ(ω) which are in turn

functions of ω. The limiting cases are:

When ω = 0 (when T → ∞), Am(ω)= 1
k′

; θ(ω)=arctan(0)=0.

When ω → ∞ (when T → 0), Am(ω) → 0; θ(ω) → π
2 .

4.1.3. Impulse input

A waste load can be applied at different rates. When the rate of appli-

cation is very high (implying time of application is very short), it can be

approximated by an impulse input which is mathematically equivalent to

the Dirac-δ type function. Physically it is represented by the discharge of
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an amount M (Kg) of waste in a very short time. Input function W (t) is

then given by

W (t) = Mδ(t − t0). (4.10)

In Eq. 4.10, δ(t− to) has the units of [T−1] because
∫

∞

−∞
δ(t− t0)dt = 1. If

a sequence of impulses are released at different times, then

W (t) =
n

∑

r=1

Mrδ(t − tr). (4.11)

If t0 = 0, then W (t) = Mδ(t). The solution to this case can be shown to be

c(t) =
M

V
e−

k′

V
t. (4.12)

When M = 1, the response is referred to as the Impulse Response Function,

I(t), the response due to an instantaneous unit load, I(t) = 1
V e−

k′

V
t.

4.1.4. Arbitrary input

The approach for an arbitrary input consists of approximating the input

by a series of finite impulse inputs. The concept and the procedure is the

same as that for the unit hydrograph theory.

c(t) =

∫ t

−∞

W (τ)I(t − τ)dτ, (4.13)

which is the well known convolution integral.

4.2. Dissolved oxygen systems

The health of a waterbody can be measured by the amount of dissolved

oxygen (DO) which depends upon its temperature, elevation and salt con-

tent. Under pristine conditions, the concentration of dissolved oxygen would

be at saturation level, which at 0◦C is about 14.6 mg/l, at 30◦C about

7.56 mg/l, and at 40◦C, about 6.41 mg/l. The dissolved oxygen concentra-

tion decreases with decreasing pressure and increasing salt content. In a

heavily polluted waterbody, the concentration of dissolved oxygen may be-

come zero. Under such conditions which give rise to a ‘dead’ waterbody, no

living species can survive. For fish to survive in a waterbody, the dissolved

oxygen concentration must be at least 4-6 mg/l.

The fluctuation of DO in a waterbody takes place as a result of oxygena-

tion and de-oxygenation. Oxygenation takes place via re-aeration, which

is the process of oxygen transfer from the atmosphere to the water body
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through the air/water interface, from tributaries carrying water with higher

DO concentration, and by photosynthesis. De-oxygenation takes place via

the oxidation of Carbonaceous Biochemical Oxygen Demand (CBOD), Ni-

trogenous Biochemical Oxygen Demand (NBOD), Sediment Oxygen De-

mand (SOD), and, algal respiration. CBOD refers to the reduction of or-

ganic carbon to CO2 in the presence of micro-organisms such as bacteria,

NBOD refers to the biological oxidation of ammonia (NH3) to nitrates

(NO−

3 ), and SOD refers to aerobic decay of organic benthic material, which

is negligible in flowing water.

When an oxygen demanding pollutant is released into a water body,

the dissolved oxygen in the water body is depleted. At the same time, a

certain amount of re-oxygenation also takes place since the water surface

is in contact with the atmosphere. A mass balance for this de-oxygenation

and re-oxygenation processes can be written as follows:

V dc
dt = Oin−Oout+(Rate of re-oxygenation)V −(Rate of de-oxygenation)V ,

where V is the volume of the waterbody [L3], c, the dissolved oxygen con-

centration [ML−3] (usually expressed as mg/l), Oin and Oout, the rates of

external oxygen inflow and outflow [MT−1]. Assuming that there are no

external inflows and outflows contributing to the oxygen mass balance, the

rate of change of concentration can be written as

dc

dt
=

(

dc

dt

)

decay

+

(

dc

dt

)

re−aeration

. (4.14)

Assuming a first order decay, the rate of decay (or de-oxygenation) and the

rate of re-aeration (or re-oxygenation) can be expressed respectively as
(

dc

dt

)

decay

= −kdL (4.15)

and
(

dc

dt

)

re−aeration

= kr(cs − c), (4.16)

where kd and kr are the de-oxygenation and re-oxygenation coefficients, L,

the BOD remaining in the water at time t, and cs, the saturation value

of dissolved oxygen concentration, which depends upon the temperature.

Eq. 4.15 assumes that kd is the overall de-oxygenation rate that includes

both oxidation of settled and soluble BOD. The Committee on Sanitary

Engineering Research of the American Society of Civil Engineers (ASCE,

1960) has proposed an empirical equation to relate the saturation dissolved
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oxygen concentration to temperature which takes the form

cs = 14.652 − 0.41022T + 0.0079910T 2 − 0.000077774T 3, (4.17)

where cs is in mg/l and T is the temperature in ◦C. Fig. 11 shows the

decreasing trend of the saturation value with increasing temperature, ac-

cording to Eq. 4.17.

Fig. 9. Variation of saturation dissolved oxygen concentration with temperature.

Substituting Eq. 4.15 and 4.16 in Eq. 4.14 gives

dc

dt
= −kdL + kr(cs − c). (4.18)

This is the differential equation that describes the dissolved oxygen con-

centration variation in a water body subjected to BOD loading. In many

situations, it is convenient to convert this equation to represent the oxygen

deficit D which is defined as D = cs − c. Then Eq. 4.18 becomes

dD

dt
= kdL − krD. (4.19)

Assuming first order decay for the BOD, this can be written as

dD

dt
+ krD = kdL0e

−kdt, (4.20)

where L0 is the ultimate BOD remaining in the water at time t. The solu-

tion, which is obtained by using an integrating factor, is of the form

D =
kdL0

kr − kd
(e−kdt − e−krt) + D0e

−krt, (4.21)
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or, in terms of the dissolved oxygen concentration,

c = cs −
kdL0

kr − kd
(e−kdt − e−krt) − D0e

−krt. (4.22)

In river systems, it is often desired to estimate the dissolved oxygen

concentration in the downstream direction. This can easily be achieved by

converting the time variable to a space variable (t = x
u ; x is the distance

from the outfall, u is the average velocity in the river). Then,

c = cs −
kdL0

kr − kd

(

e−kd
x
u − e−kr

x
u

)

− D0e
−kr

x
u . (4.23)

This solution to the mass balance differential equation has been first ob-

tained by Streeter and Phelps (1925), and is referred to as the Streeter-

Phelps equation, or the Oxygen Sag Curve. It was first applied to study

the water quality in Ohio River in USA, and has since then become the basis

of many applications of environmental modelling. Implicit in the Streeter-

Phelps equation are the assumptions that the flow in the river is non-

dispersive, steady state flow BOD and DO reaction conditions, and the

only reactions are de-oxygenation by decay and re-oxygenation by aera-

tion. It should also be noted that the Streeter-Phelps equation is not valid

when kr = kd.

The critical (minimum) oxygen deficit can be estimated by setting dD
dt =

0. This occurs when

tc =
1

kr − kd
ln

(

kr

kd

(

1 − D0(kr − kd)

kdL0

))

. (4.24)

Fig. 12 shows a DO deficit and DO variation with time for a typical set

of parameters for which the time at which the minimum DO deficit oc-

curs is 2.209 days (from Eq. 4.24). The corresponding DO deficit and DO

concentrations are 6.182 mg/l and 3.818 mg/l respectively.

4.3. Water quality in rivers and streams

Water quality variation in a river system depends upon many factors such

as the hydraulic parameters, presence of tributaries and abstraction points,

outfalls of waste material at fixed discharge points, non-point sources of pol-

lution, and whether the system is considered as at steady state or unsteady

state. Different conditions lead to different formulations and solutions. The

system should therefore be considered under specific assumptions and spe-

cific waste input conditions. The simplest is when there is a point source of

waste loading in a river which is assumed to be a one dimensional water-

body.
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Fig. 10. Dissolved oxygen sag and DO deficit curves (Eq. 4.24 with kr = 0.5 /day; kd

= 0.3 /day; L0 = 20 mg/l; u = 0.35 m/s; D0 = 2 mg/l and cs = 10 mg/l)

4.3.1. Point sources

The governing equation, or the mass balance equation, is formulated under

three major assumptions. First it is assumed that there is no concentration

gradient across the width and depth of the river. This is an idealized con-

dition which is justified only after some time (or distance) called the initial

period (or mixing length) has lapsed. After the initial period, complete mix-

ing is assumed to be achieved, at least in theory. The second assumption is

that there is no dispersion in the longitudinal direction. This condition is

also called plug flow system, or maximum gradient system or advective sys-

tem. There is no mixing of one control volume of water with another control

volume. The third assumption is that steady state conditions prevail.

Three mass balance equations under these assumptions can be written

for the flow and the waste material respectively as

Qucu + Qscs = Qdcd (4.25)

W = Qscs (4.26)

Q − d = Qu + Qs, (4.27)

where Qu, Qd and Qs respectively (all in [L3T−1]) are the upstream, down-

stream and point source flow discharges, cu, cd and cs respectively (all in

[ML−3]) are the concentrations of the waste material upstream, downstream

and at the source, and W is waste load [MT−1]. From Eqs. 4.25 and 4.27,

cd =
Qucu + Qscs

Qd
=

Qucu + Qscs

Qu + Qs
. (4.28)
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If the upstream waste concentration is zero (cu = 0), then

cd =
Qscs

Qd
=

W

Qd
, (4.29)

which gives the effect of dilution only. This condition can be applied to

tributary inflows which bring in waste concentrations. Because of the non-

dispersive well-mixed assumptions, the concentrations downstream of the

outfall will remain unaltered for a conservative pollutant until an external

input of flow or waste material is added or taken away. For a conservative

material, such as for example, total dissolved solids (TDS), chlorides, and

certain metals, there is no change in concentration between tributaries or

waste inputs. The concentration changes only at a discharge point. It is also

assumed that there is no leakage due to seepage. At a discharge point the

concentration will undergo a sharp increase or decrease depending upon

tributary inflows, outflows and waste inputs. For non-conservative (bio-

degradable) materials, such as BOD, nutrients, bacteria, volatile chemicals

etc., the mass balance equation, assuming a first order decay is

1

A

d

dx
(Qc) = −kc, (4.30)

where Q is the flow rate, A is the average cross sectional area of flow and

k is a decay rate [T−1]. If Q is constant, then,

u
dc

dx
+ kc = 0, (4.31)

where u = Q/A is the average velocity of flow. Eq. 4.31, with the boundary

condition c = c0 at x = 0, is a linear first order ordinary differential equation

that has a solution of the form

c = c0e
−

kx
u . (4.32)

This may be written in logarithmic form,

ln(c) = −kt∗ + ln(c0), (4.33)

where t∗ = x
u = time to travel a distance x at velocity u. This plots a

straight line from which the system parameters can be estimated for a

known concentration-time profile. For multiple-point sources, the principle

of superposition can be used. The total effect is the sum of individual effects

plus the effects due to boundary conditions.
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4.3.2. Unsteady state non-dispersive systems

The unsteady state can be considered either as a non-dispersive system or

as a dispersive system. In a non-dispersive system, there is no mixing in

the longitudinal direction. This means that each parcel of water does not

interfere with other parcels in front or behind. The condition is also called

“plug flow”. The governing equation is

∂c

∂t
+ u

∂c

∂x
+ kc = 0. (4.34)

The boundary condition is c = c0(t) at x = 0 which may be written as

c0(t) =
W (t)

Q
. (4.35)

The solution of Eq. 4.34, assuming that the waste load is a function of time,

is (Li, 1962)

c(x, t) =
W (t − t∗)

Q
e−

kx
u , (4.36)

where t∗ is the travel time. The concentration change is due to dilution
W (t)

Q and decay e−kx/u.

4.3.3. Unsteady state dispersive systems

In real world, plug flow rarely exists. Instead, mixing of the waste load takes

place along the longitudinal direction as well as in the vertical and lateral

directions, primarily due to the respective velocity gradients. In addition,

variations of geometrical parameters of the river channel also contribute to

mixing. Longitudinal dispersion refers to the process of mixing in the longi-

tudinal direction due mainly to velocity gradients. The governing equation

has the form

∂t

∂t
+ u

∂c

∂x
+ kc = D

∂c

∂x2
, (4.37)

where the dispersion coefficient D is of dimension L2T−1. The solution to

this equation depends upon the input type. For an impulse input of mass M ,

which is equivalent to a slug-type release, or sudden spill of a toxic material

where the time of application is very short, the solution of Eq. 4.37 takes

the form

c(x, t) =
M

A
√

4πDt
e−

(x−ut)2

4Dt
−kt. (4.38)
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This is mathematically equivalent to the Gaussian probability density func-

tion with mean ut and variance 4Dt.

Thus, if ‘t’ is fixed, the concentration - distance profile is symmetric

around its peak value. On the other hand, if the concentration - time profile

is considered at different locations, they will not be symmetric. A measure

of spread around its peak value is the variance σ2 (or standard deviation, σ)

which in this case is 4Dt. As t increases, σ also increases. The concentration

profiles flatten out as the waste material is carried downstream resulting

in reduction of the peak concentration. If D = 0, then, σ = 0 and the

result will be plug flow. The impulse response function can be used to

determine the response to other inputs using the principles of superposition

and proportionality. If the waste material is conservative (k = 0) or if there

is no advection (u = 0), Eq. 4.38 can be simplified.

Another type of input is the step function which refers to an input over

a fixed interval of time starting from zero, suddenly increasing to a fixed

value, remaining at that value for a fixed interval of time and suddenly

dropping back to zero. It has the shape of a rectangle. The general solution

of the governing equation for a steady input with constant coefficients given

by Thomann (1973) is

c(x, t) =
c0

2
e−

kx
u

(

erf

(

x − u(t − τ)(1 + η)
√

4D(t − τ)

)

− erf

(

x − ut(1 + η)√
4Dt

)

)

,

(4.39)

where c0 is the concentration of the input after mixing over the cross section,

τ is the time interval of the input, η = kD
u2 (dimensionless)a, and,

erf(t) =
2√
π

∫ t

0

e−z2

dz, Note : erf(−t) = −erf(t). (4.40)

If τ ≪ t∗, (i.e. the time of application of the input is short in comparison

to travel time), then, according to O’Loughlin and Bowmer (1975); Rose

(1977), the time of travel of the peak concentration a distance x is given by

tp =
x + uτ(1 + η)

u(1 + η)
, (4.41)

aFor upland streams, η < 0.01 (Thomann, 1973); for main drainage rivers, η = 0.01−0.5;
for large rivers, η = 0.5−1.0, i.e. that longitudinal dispersion is not significant in upland
streams.
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and the peak concentration cp at distance x and time tp is

cp(x, t) =
c0

2
e−

kx
u

(

erf

(

x − u(tp − τ)(1 + η)
√

4D(tp − τ)

)

− erf

(

x − utp(1 + η)
√

4Dtp

))

.

(4.42)

4.4. General Purpose Water Quality Models

Several water quality models that can simulate many different constituents

are now available for general use. Among them, are the Enhanced Stream

Water Quality Model (QUAL2E), and its more recent version QUAL2K,

both developed by the United States Environmental Protection Agency

(USEPA), Water Quality Analysis Simulation Program (WASP), and the

One Dimensional Riverine Hydrodynamic and Water Quality Model (EPD-

RIV1).

4.4.1. Enhanced Stream Water Quality Model (QUAL2E)

The Enhanced Stream Water Quality Model (QUAL2E) is applicable to

well mixed, dendritic streams. It simulates the major reactions of nutrient

cycles, algal production, benthic and carbonaceous demand, atmospheric

re-aeration and their effects on the dissolved oxygen balance. The model

assumes that the major transport mechanisms, advection and dispersion,

are significant only along the longitudinal direction of flow. It can predict

the following 15 water quality constituent concentrations: Dissolved Oxy-

gen; Biochemical Oxygen Demand; temperature; algae (as Chlorophyll ‘a’);

organic nitrogen (as ‘N’); ammonia (as ‘N’); nitrite (as ‘N’); nitrate (as

‘N’); organic phosphorus (as ‘P’); dissolved phosphorus (as ‘P’); coliforms;

arbitrary non-conservative constituent and three conservative constituents.

It is intended as a water quality planning tool for developing total max-

imum daily loads (TMDLs) and can also be used in conjunction with field

sampling for identifying the magnitude and quality characteristics of non-

point sources. By operating the model dynamically, the user can study di-

urnal dissolved oxygen variations and algal growth. However, the effects of

dynamic forcing functions, such as headwater flows or point source loads,

cannot be modelled with QUAL2E. The model assumes that the stream

flow and waste inputs are constant during the simulation time periods.

QUAL2EU is an enhancement that allows users to perform three types

of uncertainty analyses: sensitivity analysis, first order error analysis, and

Monte Carlo simulation. QUAL2K is an enhanced version of QUAL2E that
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takes into account the following: (i) unequally spaced river reaches and mul-

tiple loadings and abstractions in any reach, (ii) two forms of carbonaceous

BOD (slowly oxidising and rapidly oxidising) to represent organic carbon as

well as non-living particulate organic matter, (iii) anoxia by reducing oxida-

tion reactions to zero at low oxygen levels, (iv) sediment-water interactions,

(v) bottom algae, (vi) light extinction, (vii) pH, and (viii) pathogens.

The Windows interface provides input screens to facilitate prepar-

ing model inputs and executing the model. It also has help

screens and provides graphical viewing of input data and model re-

sults. More details of the software can be found in the website

http://www.epa.gov/OST/QUAL2E WINDOWS, and in: “The Enhanced

Stream Water Quality Models QUAL2E and QUAL2E-UNCAS: Documen-

tation and User’s Manual.” (EPA 600/3-87-007). NTIS Accession Number:

PB87 202 156.

4.4.2. Water Quality Analysis Simulation Program (WASP)

This program which is based on the work of several researchers can carry

out dynamic compartment modelling of aquatic systems including the water

column as well as the benthos. It can analyse a number of pollutant types in

one-, two- or three- dimensions. The program can also be linked to hydrody-

namic and sediment transport models. The pollutants it can handle include:

nitrogen; phosphorus; dissolved oxygen; biochemical oxygen demand; sed-

iment oxygen demand; algae; periphyton; organic chemicals; metals; mer-

cury; pathogens; and temperature. More information about WASP can be

found in the website: http//www.epa.gov/athens/wwqtsc/html/wasp.html.

4.4.3. One Dimensional Riverine Hydrodynamic and Water Quality

Model (EPD-RIV1)

This is a system of programs that performs one-dimensional (cross-

sectionally averaged) hydraulic and water quality simulations. The hy-

drodynamic model is first applied and the results are then used as in-

puts to the water quality model. The model can simulate the following

state variables: dissolved oxygen; temperature; Nitrogenous Biochemical

Oxygen Demand (NBOD); Carbonaceous Oxygen Demand (CBOD); phos-

phorus; algae; iron; manganese; coliform bacteria and two arbitrary con-

stituents. More information about EPD-RIV1 can be found in the website:

http//www.epa.gov/athens/wwqtsc/html/epd-riv1.html.
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5. Concluding Remarks

In this chapter, an attempt has been made to highlight the dynamics of

the processes that lead to hydro-meteorological and environmental hazards

and some of the approaches that are available for predicting their conse-

quences. To supplement the material presented here, which by no means

is exhaustive, a list of references as well as a bibliography is given for the

interested readers to follow up.
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Nonlinear waves are observed in all branches of science and engineering,
and are present in different aspects of daily life. The great Sumatra-
Andaman tsunami (December 2004) in the Indian Ocean provides an
example of a series of dramatic events dominated by nonlinear wave dy-
namics. This chapter will review tsunami behaviour at all stages, starting
from a source in the open ocean, through trans-oceanic propagation, and
up to breaking on shore. Major observed features of tsunami can be anal-
ysed using mathematical wave models of various complexities, such as
soliton theory and the Boussinesq approximation.

Several numerical models have been specifically developed for
tsunami research and operational forecasts worldwide, and application of
general hydrodynamic solvers is becoming common due to the availabil-
ity of ever-increasing computational power and resources. Operational
forecasters need instant solutions, which can as yet be achieved only
using data-driven models, such as those based on Artificial Neural Net-
works or Empirical Orthogonal Functions. Operational procedures for
tsunami forecasting and warning at major centres are reviewed in the
light of lessons learnt from the 2004 tsunami.

1. Introduction

Although tsunamis have been leaving tragic traces in human history from

ancient times, scientific understanding of the phenomenon has been built

up only during the past 150 years since the observations and experiments of

the British hydraulic engineer Scott Russell (Russell, 1885), and theoretical

work by the French mathematician and physicist J. Boussinesq (Boussinesq,

1877). All earlier tsunami descriptions were based on anecdotal evidence of

a few survivors, embedded in myths, folklore, and art.

273
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Following the deadly 1946 Aleutian Island earthquake and tsunami,

NOAA’s Pacific Tsunami Warning Centre Pacific Tsunami Warning Centre

(PTWC, Honolulu) was established in 1949; and the Japan Meteorologi-

cal Agency (JMA) initiated tsunami warning services in 1952. Until about

1980, semi-empirical charts (connecting tsunami threats to seismic sources)

were the only forecasting tools available. During the 80s and 90s, due to

pioneering work of F. Imamura, N. Shuto, C.E. Synolakis and others, fast

computers and efficient models have been employed for tsunami modelling.

In the early stages of the computing era, it was not possible to solve the

two-dimensional Boussinesq equations with nonlinear and dispersion terms;

instead, simplified alternatives became popular. Due to the efforts of PTWC

and JMA, most of the tsunami modelling and forecasting capabilities were

focused on the Pacific Ocean; in other regions, tsunami science and aware-

ness were not developed. Not surprisingly, the 2004 Indian Ocean Tsunami

caught off guard the coastal communities along the Indian Ocean shores,

killing almost 230,000 people.

The modern development of worldwide tsunami research started with

this devastating earthquake and tsunami which struck at 00.59 GMT 26th

December 2004. Fifteen minutes after the earthquake, PTWC issued the

Tsunami Bulletin #1 (http://www.prh.noaa.gov/ptwc/). This document

estimated the seismic source to be 8 on the Richter scale, but revised it

twice by the next day up to 9 (i.e., ten times stronger in terms of released

energy!). Implausibly, Bulletin #1 stated that the “earthquake is located

outside the Pacific. No destructive tsunami threat exists based on historical

earthquake and tsunami data.” An hour later, Tsunami Bulletin #2 made

the revised forecast that “no destructive tsunami threat exists for the Pacific

basin based on historical earthquake and tsunami data”, – more accurate but

still obviously problematic for countries along the Indian Ocean Rim. Forty

hours after the deadly earthquake, the first quantitative description of the

tsunami was released in Tsunami Bulletin #3, summarising measurements

rather than forecasts.

This tragic event drew attention to the lack of tsunami-warning in-

frastructure for the Indian Ocean, and triggered a worldwide movement

to develop tsunami modelling and forecasting capabilities in countries ad-

jacent to the Indian Ocean, as well as other regions. A United Nations

conference in January 2005 in Kobe (Japan) initiated the creation of the

Indian Ocean Tsunami Warning System , supported by the actions of in-

volved nations in developing their own regional tsunami warning centres.

The number of scientists and students migrating from different areas into
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the tsunami field has increased significantly, resulting in a re-examination

of established approaches and perceptions, and in the development of novel

ideas and methods. In Singapore, a similar movement has led to the de-

velopment of national earthquake and tsunami predictive capabilities, and

of a tsunami warning system. This chapter highlights some of the most

important steps and conclusions during the development stage, as well as

providing a review of the historical milestones that have led to our modern

understanding of tsunami behaviour.

2. Tsunami modelling

2.1. The first scientific encounter of solitons

We may start the description of tsunami behaviour using soliton theory,

which is a simplified substitute for a full-scale tsunami model. In math-

ematics and physics, a soliton is a self-reinforcing solitary wave (a wave

packet or pulse) that maintains its shape while it travels at constant speed.

The soliton phenomenon was first described by John Scott Russell who

observed a solitary wave in the Union Canal, Edinburgh (UK).

Fig. 1. John Scott Russell and his study on solitons.

He reproduced the phenomenon in a wave tank and named it the ‘Wave

of Translation’ (Russell, 1885). The discovery is described here in his own

words:

“I was observing the motion of a boat which was rapidly drawn along a

narrow channel by a pair of horses, when the boat suddenly stopped - not so
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the mass of water in the channel which it had put in motion; it accumulated

round the prow of the vessel in a state of violent agitation, then suddenly

leaving it behind, rolled forward with great velocity, assuming the form of a

large solitary elevation, a rounded, smooth and well-defined heap of water,

which continued its course along the channel apparently without change of

form or diminution of speed. I followed it on horseback, and overtook it

still rolling on at a rate of some eight or nine miles an hour [14 km/h],

preserving its original figure some thirty feet [9 m] long and a foot to a foot

and a half [300 - 450 mm] in height. Its height gradually diminished, and

after a chase of one or two miles [2 - 3 km] I lost it in the windings of the

channel. Such, in the month of August 1834, was my first chance interview

with that singular and beautiful phenomenon which I have called the Wave

of Translation.”

Following this discovery, Scott Russell built a 9m wave tank in his garden

and made observations of the properties of solitary waves, with the following

conclusions (Russell):

• Solitary waves have the shape asech2(k(x − ct)), where a is the

wave height, k is the wave number, and c is the wave speed;

• A sufficiently large initial mass of water produces two or more

independent solitary waves;

• Solitary waves can pass through each other without change of any

kind;

• A wave of height a and travelling in a channel of depth h has a

velocity given by the expression c =
√

g(a + h), where g is the

acceleration of gravity, implying that a large amplitude solitary

wave travels faster than one of low amplitude.

Throughout his life Russell remained convinced that his ‘Wave of Trans-

lation’ was of fundamental importance, but nineteenth and early twentieth

century scientists thought otherwise, partly because his observations could

not be explained by the then-existing theories of water waves.

The modern theory of solitons dates from the pioneering computer sim-

ulation of Kruskal and Zabusky (1965) of a nonlinear dispersion equation

known as the Kortewegde Vries equation (KdV). Kruskal and Zabusky car-

ried out numerical experiments similar to those made by Russell in his

wave tank and confirmed the above empirical findings. Solitonic behaviour

suggested that the KdV equation must have conservation laws beyond the

obvious conservation laws of mass, energy, and momentum, and these were

indeed discovered by Kruskal and Zabusky as well as by other authors at
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a later stage. Because of the particle-like properties of such a wave, they

named it a ‘soliton’ , a term that has been used to describe the phenomenon

ever since.

2.2. Behavior of solitons

We may start to understand soliton behavior by means of a simple convec-

tive wave equation

ηt + cηx = 0, (2.1)

where the wave speed c = c(η, x, t) could be generally a function of the

surface elevation η, space x, and time t, as in Figure 2.

If c = const, this equation has travelling wave solutions, and all waves

propagate at the same speed c. Particular interest for the subsequent ex-

amples attaches to the initial condition illustrated in Figure 3:

η(x, 0) = sech2(x), where sech2(x) = 1/ cosh(x) = 2/(ex + e−x) (2.2)

for which the exact solution of (2.1) at time t for c =const is

η(x, t) = sech2(x − ct) (2.3)

Fig. 2. Geometrical configuration for water waves.

If the wave speed is dependent on the wave elevation, initial wave profiles

are generally not self-preserving. The simplest example is given by c = ηp

(where p is an integer greater than or equal to 1), which being substituted

into the linear, non-dispersive wave equation (2.1) yields
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Fig. 3. Travelling wave solutions for linear wave equation.

ηt + ηpηx = 0 (2.4)

This equation governs a nonlinear wave propagation. Using the initial

wave profile Equation (2.2), solutions for η(x, t) describe waves such that

the profile eventually becomes multi-valued and gradient blowup occurs

(Figure 4a).

At the next step, we will look into the dispersion behaviour of the waves,

described with a dispersive wave equation

ηt + ηxxx = 0 (2.5)

This equation has travelling wave solutions

η(x, t) =
∫

∞

−∞
a(k) exp(ik3t + ikx)dk where a(k) is the component am-

plitude of the Fourier transform of the initial profile. If the initial wave

profile is again in the form of Equation (2.2), one can observe that a single

propagating wave splits (disperses) from the tail and resulting in oscillatory

waves of different frequency that continue to propagate at different speed

as in Figure 4b. This behavior is explicitly embedded in the dispersive wave

solution depicting shorter harmonics (with larger k) propagating left rel-

ative the peak of the wave. Hence, the solutions do not describe localized

traveling waves of constant shape and speed.

Wave propagation exhibits both nonlinear and dispersive behaviour if

described with the Generalized Korteweg-de Vries (GKdV) equation:

ηt + ηpηx + ηxxx = 0 (2.6)

This equation has localized traveling wave solutions (solitary waves) in

the form of
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Fig. 4. Nonlinear and dispersive soliton behavior: (a) nonlinear term only; (b) dispersion
term only; (c) nonlinear and dispersion terms balanced together.

η(x, t) =

[

1

2
(p + 1)(p + 2)c sech2(p

√

c(x − ct)/2)

]1/p

(2.7)

The GKdV equation (for p = 1) reduces to the Korteweg-de Vries equa-

tion, named after Korteweg and de Vries (Korteweg and de Vries, 1895),

though the equation was in fact first derived by Boussinesq (Boussinesq,

1877). It was then understood that balancing dispersion against nonlinear-

ity leads to traveling wave solutions (Figure 4c) as earlier observed by Scott

Russell, and this is precisely the physical feature of solitons.

For a tsunami propagating in the ocean, dispersion and nonlinearity are

not necessarily in equilibrium. In somewhat simplistic terms, if nonlinearity

dominates (usually nearshore) the incident soliton tends to break from the

front side; whereas in deepwater conditions dispersion results in the soliton

shedding waves from the tail. A tsunami can propagate across the ocean

as a series of several solitons probably originating from a single wave at

source.
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2.3. Derivation of Boussinesq-type and KdV Equations

To draw a more complete and accurate picture of tsunami behaviour in

the ocean, we need to start with the two-dimensional nonlinear water-wave

model involving Laplaces equation combined with boundary conditions,

nonlinear at the free-surface and linear at the sea bottom. This problem is

complicated by the fact that the moving surface boundary is part of the

solution. Direct numerical methods for solving the full equations exist, but

they are extremely time-consuming and can only be applied to small-scale

problems. As it is currently impracticable to compute a full solution valid

over any significant domain such as the entire Indian or Pacific Ocean,

approximations must be adopted, including the so-called Boussinesq-type

formulations of the water-wave problem.

To understand the physics and assumptions embedded in the

Boussinesq-type and KdV equations, it is advisable to follow the deriva-

tion in sufficient detail starting from the equations of motion, Eqs. (2.8)-

(2.11), which are themselves obtained from the Euler equations of an ideal

incompressible fluid (Dean and Dalrymple, 1984).

∇2φ = 0 in fluid (2.8)

φt +
1

2
(φ2

x + φ2
y + φ2

z) + gz = 0 at z = η (2.9)

ηt + φxηx + φyηy − φz = 0 at z = η (2.10)

φxhx + φyhy + φz = 0 at z = −h (2.11)

Here φ is the velocity potential , giving fluid velocity components

u = ∂φ
∂x , v = ∂φ

∂y , w = ∂φ
∂z . The Laplace equation (Eq. 2.8) is deduced from

the continuity equation, representing conservation of mass for irrotational

incompressible fluids. One boundary condition at surface is given by the

dynamic condition (Eq. 2.9) derived from Bernoulli’s equation. The kine-

matic condition at the surface (Eq. 2.10) and bottom (Eq. 2.11) are derived

from the assumption that any fluid particle originating on the boundary will

remain on it (this condition is violated when a wave breaks).

In the following text we follow a traditional derivation, as reviewed

by Debnath (1994); however, some other methods obtaining of Boussinesq

equations are available which might consider additional terms to account

for a strong dispersion, non-linearity, or varying anisotropic fluid proper-

ties. To differentiate from the original one-dimensional flat-bottom solution
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Fig. 5. Sketch of water column.

by Boussinesq (Boussinesq, 1877), researchers refer to the recent general-

izations as Boussinesq-type equations.

For convenience of analysis non-dimensional variables are introduced as

(x̃, ỹ) = 1
l (x, y), z̃ = z

h , t̃ = c
l t, η̃ = η

a , φ̃ = h
alcφ.

Here l is the typical horizontal scale, such as wave length; a is the wave

amplitude; h is the typical water depth; c =
√

gh is the dispersion relation

for shallow water waves , connecting wave speed c with depth h, see also

Appendix A; g is the gravitational acceleration.

If the horizontal length-scale of the sea bed non-uniformities L is much

larger than the wave length l (i.e., γ ≡ l/L, γ 1 1), the sea bed is considered

to have a ‘mild slope’, and the gradient of the sea-bed shape can be neglected

(i.e., hx, hy → 0), as in Figure 5.

Substituting the above non-dimensional variables into Equations (2.8)-

(2.11) and dropping the tildes gives

δ(φxx + φyy) + φzz = 0 in fluid (2.12)

φt +
ε

2
(φ2

x + φ2
y) +

ε

2δ
φ2

z + η = 0 at z = εη (2.13)

δ [ηt + ε(φxηx + φyηy)] − φz = 0 at z = εη (2.14)

φz = 0 at z = −1 (2.15)
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Here ε = a/h and δ = h2/l2 are scale parameters introduced to repre-

sent nonlinearity and dispersion, respectively. The bottom slope terms in

Equation (2.15) are dropped out by assumption of small γ.

For the Indian Ocean 2004 Tsunami , a = 1 m in the ocean, and up to

10 m nearshore; h = 4000 m and 10 m, respectively; l = 400 km and 50 km,

respectively. Thus, the introduced scale parameters may have ranges: ε =

10−4 in the ocean and up to 1 nearshore; δ = 10−4 and 10−5, respectively.

Following Boussinesq (1872), we expand the velocity potential in terms

of δ without any assumption about ε:

φ = φ0 + δφ1 + δ2φ2 + · · · (2.16)

and substitute into Eqs. (2.12)-(2.15) to derive the unknown terms

φ0 = φ0(x, y, t), u(x, y, t) ≡ (φ0)x, v(x, y, t) ≡ (φ0)y

φ1 = −z2

2
(ux + vy)

φ2 =
1

24
z4

(

(

∇2u
)

x
+

(

∇2v
)

y

)

(2.17)

The idea behind the Boussinesq approximation (2.16)-(2.17) was to incor-

porate the effects of non-hydrostatic pressure, while eliminating the ver-

tical coordinate z, thus reducing the computational effort relative to the

full three-dimensional problem. The assumption that the magnitude of the

vertical velocity increases polynomially from the bottom to the free surface

(Figure 6), inevitably leads to some form of depth limitation in the accuracy

of the embedded dispersive and nonlinear properties. Hence, Boussinesq-

type equations are conventionally associated with relatively shallow water.

Fig. 6. Vertical structure of the water column beneath the waves.

We next consider the free surface boundary conditions retaining all

terms up to order δ, ε in Eq.(2.13) and δ2, ε2, δε in Eq. (2.14) to obtain

2-D Boussinesq-type equations
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ηt + (u(1 + ε)ηx + (v(1 + ε)ηy − δ

6

(

(

∇2u
)

x
+

(

∇2v
)

y

)

= 0 (2.18)

ut + ε(uux + vuy) + ηx − 1

2
δ(utxx + vtxy) = 0 (2.19)

vt + ε(uvx + vvy) + ηy − 1

2
δ(utxy + vtyy) = 0 (2.20)

To simplify the set of Equations (2.18)-(2.20) to a single one, we assume

a similar small scale for the introduced parameters, i.e., δ ∼ ε, retain only

one dimension (x-dependence); eliminate u in liner terms of Equation (2.18)

using Equation (2.19), and in nonlinear terms using linearised relationship

u = η +O(γ). Resulting expression (the Boussinesq equation) comprised of

second and higher order derivatives, can be simplified further by letting δ ∼
ε ∼ γ. In physical terms the assumption γ 1 1 impose wave parameters,

such as height, length and direction of propagation, to be slow varying at

a distance of the wave length. In a contrast with the Boussinesq equation,

the condition allow to consider the progressive wave solution travelling to

one direction only, positive or negative with respect to x direction. For the

positive direction we obtain a single equation, universally known as the

Korteweg and de Vries (KdV) equation,

ηt + (1 +
3

2
ε)ηηx +

1

6
δηxxx = 0 (2.21)

While deriving Eqs. (2.18)-(2.20) we have implicitly assumed that δ 1 1,

ε 1 1, γ 1 1 and δ ∼ ε; therefore, the Boussinesq equations include

only the lowest-order effects of frequency dispersion and nonlinearity. They

can account for transfer of energy between different frequency components,

changes in the shape of the individual waves, and the evolution of wave

groups in the shoaling irregular wave train. However, the standard Boussi-

nesq equations have two major limitations in their application to long waves

on shallow water:

(1) the depth-averaged model describes poorly the frequency disper-

sion of wave propagation at intermediate depths and deep water

(see Appendix A);

(2) the weakly nonlinear assumption is valid only for waves of small

surface slope, and so there is a limit on the largest wave height that

can be accurately modeled.
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A number of attempts have been made to extend the range of applica-

bility of the equations to deeper water by improving the dispersion charac-

teristic of the equations, or to improve accuracy in the shallow water regime

by improving nonlinear terms. Technically, this can be done by assuming

different relationships between δ, ε and γ; or equivalently, by including

higher-order dispersion and/or nonlinear terms together with the conven-

tional lower-order terms. Thus for example, the assumption δ > ε relaxes

limitation (1) allowing for deeper water to be considered; and condition

ε2 ∼ γ permits simulation of higher (or shorter) waves as oppose to limi-

tation (2). Taking into account the above scaling, Equations (2.18)-(2.20)

eventually lead to the Stokes-type wave theory (Tkalich, 1986) describing

both, frequency and amplitude dispersion.

Witting (1984) used a different form of the exact, fully nonlinear, depth-

integrated momentum equation for one horizontal dimension, expressed in

terms of the velocity at the free surface. A Taylor-series-type expansion was

used to relate the different velocity variables in the governing equations, the

coefficients of the expansion being determined so as to yield the best lin-

ear dispersion characteristics. By retaining terms up to the fourth order in

the dispersion parameter δ, Witting obtained relatively accurate results for

both deep and shallow water waves. However, the expansions presented by

Witting are only valid in water of constant depth. Murray (1989) and Mad-

sen et al. (1991) examined the dispersion properties of various forms of the

Boussinesq equations as well as Witting’s (1984) Padé approximation of the

linear dispersion relation for Airy waves . Based on the excellent properties

of Padé approximants, the writers have introduced an additional third-

order term in the momentum equation to improve the dispersion properties

of the Boussinesq equations. The third-order is derived from the long-wave

equations and reduces to zero in shallow water, resulting in the standard

form of the equations in this case. The equations assume a constant water

depth and are thus not applicable to shoaling waves. On the other hand,

by defining the dependent variable as the velocity at an arbitrary depth,

Nwogu (1993) achieved a rational polynomial approximation to the exact

linear dispersion relationship without the need to add higher-order terms

to the equations. Although the arbitrary location could be chosen to give

a Padé approximation to the linear dispersion relationship, Nwogu chose

an alternative value which minimized the error in the linear phase speed

over a certain depth range. The equations obtained by both Madsen et al.

(1991) and Nwogu (1993) give more accurate dispersion relation at inter-

mediate water depths than do the standard Boussinesq equations. They
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have shown by examples that their extended equations are able to simulate

wave propagation to shallow water from much deeper water.

Although higher-order Boussinesq equations for the improvement of the

description of nonlinear and dispersive properties in water waves have been

attempted and have been successful in certain respects, most of these at-

tempts have involved numerous additional derivatives and hence made the

accurate numerical solution increasingly difficult to obtain. In justification

of such derivations of higher-order terms in the Boussinesq equations, pref-

erence has often been given to artificially constructed test cases having

little (if any) correspondence with real tsunamis. The Northern Sumatra

(December 2004) tsunami had provided a new test case for the various

models. After several decades of intensive worldwide research, it is inter-

esting to read the conclusion of Grilli et al. (2007) that “. . . in view of the

apparently small dispersive effects, it could be argued that the use of a fully

nonlinear Boussinesq equation model is overkill in the context of a general

basin-scale tsunami model. However, it is our feeling that the generality of

the modelling framework provided by the model is advantageous in that it

automatically covers most of the range of effects of interest, from propaga-

tion out of the generation region, through propagation at ocean basin scale,

to runup and inundation at affected shorelines.”

Even the presence of the third-order derivative terms for dispersion in

the standards Boussinesq equations (2.18)-(2.20) is considered challeng-

ing enough to be omitted in popular operational tsunami modelling codes,

such as Tunami-N2 (Goto et al., 1997). Boussinesq equations with omit-

ted dispersion terms often are referred to as the Nonlinear Shallow Water

Equations (NSWE). Alternative simplification suggested in MOST (Titov

and Gonzalez, 1997) and COMCOT (Liu et al., 1998) is to use NSWE, but

implicitly include dispersion phenomenon by shaping a numerical approxi-

mation error in the form of the third-order derivatives (dispersion terms).

To avoid complex derivatives, Stelling and Zijlema (2003) proposed a

semi-implicit finite difference model, which accounts for dispersion through

a non-hydrostatic pressure term. In both the depth-integrated and multi-

layer formulations, they decompose the pressure into hydrostatic and non-

hydrostatic components. The solution to the hydrostatic problem remains

explicit; the non-hydrostatic solution derives from an implicit scheme to

the 3-D continuity equation. The depth-integrated governing equations are

relatively simple and analogous to the nonlinear shallow-water equations

with the addition of a vertical momentum equation and non-hydrostatic

terms in the horizontal momentum equations. Numerical results show that



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

286 P. Tkalich and M.H. Dao

both depth-integrated models estimate the dispersive waves slightly better

than the classical Boussinesq equations.

2.4. Importance of various phenomena for tsunami

propagation, a sensitivity analysis

Modern tsunami research experiences two contradictory trends, one is to

include more physical phenomena (previously neglected) into considera-

tion, and another is to speed up the code to be used for the operational

tsunami forecast. The optimal code for tsunami modelling must be suffi-

ciently fast and accurate; however, the notions of speed and accuracy are

quickly changing to reflect current understanding of tsunami physics as well

as growing computational power. Hence, in order to assess parameters of the

currently optimal code, established and new approaches need to be regularly

re-evaluated to ensure that the most important (and yet computationally

affordable) phenomena are taken into account. The importance of some

phenomena, potentially capable of affecting tsunami propagation charac-

teristics, has been recently quantitatively evaluated by Dao and Tkalich

(2007).

To study the relative effects of various phenomena on tsunami wave

propagation, we start with the Nonlinear Shallow Water Equations on a

Cartesian grid, as commonly used in tsunami modeling, in particular the

model ‘Tunami-N2’. The NSWE could be obtained from the Boussinesq

equations (2.18)-(2.20) by returning to dimensional units, omitting the dis-

persion terms, and adding bottom friction terms, as below

ηt + Mx + Ny = 0

Mt + (M2/D)x + (MN/D)y + gDηx + τx/ρ = 0

Nt + (MN/D)x + (N2/D)y + gDηy + τy/ρ = 0

(2.22)

Here, D is the total water depth; ρ is the water density; τx and τy

are the bottom friction in the x and y directions, respectively. The fric-

tion coefficient can be computed from Manning’s roughness n as τx/ρ =

(n2/D7/3)M
√

M2 + N2 and τy/ρ = (n2/D7/3)N
√

M2 + N2. Values of

Manning’s roughness for certain types of sea bottom is given in Table 1.

The water velocity fluxes in the x and y directions, M and N are defined

as M =
∫ η

−h
udz = u(h + η) = uD and N =

∫ η

h
vdz = v(h + η) = vD.

This model has been improved by Dao and Tkalich (2007) to utilize

spherical coordinates, and to include Coriolis force and linear dispersion
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Table 1. Values of Mannings roughness for certain types of seabot-
tom.

Channel Material n Channel Material n

Neat cement, 0.010 Natural channels 0.025
smooth metal in good condition

Rubble masonry 0.017 Natural channels 0.035
with stones and weeds

Smooth earth 0.018 Very poor natural channels 0.060

terms. The modified code (TUNAMI-N2-NUS) is applied to simulate the

tsunami caused by the Northern Sumatra earthquake of 26th December

2004. The domain is discretized with a rectangular grid having 848×852

nodes and 2 minutes (∼3.7 km) resolution. Bathymetry (i.e. seafloor to-

pography data) is taken from the NGDC digital databases of seafloor and

land elevations on a 2 arc minute grid (etopo2, NGDC/NOAA). The earth-

quake fault parameters are adopted from Grilli et al. (2007). Five fault

segments were identified in sequence to depict rupture propagation from

south to north (Figure 7, left pane). The initial surface elevation is as-

sumed to be identical with the vertical instantaneous seismic displacement

of the sea-floor, given by Mansinha and Smylie (1971) for inclined strike-

slip and dip-slip faults (see Section 3.1 below). The computed maximum

tsunami height and arrival time of the first wave at 3.5 hours after the event

are depicted in Figure 7 (middle and right panes, respectively).

Fig. 7. Topography for computation domain and the fault segments S1-S5 (* is the
location of earthquake epicentre, left pane), the maximum tsunami height (middle pane)
and arrival time of the 1st wave (right pane).

Computations show that the following phenomena have been important

for the Northern Sumatra Tsunami (in reducing order of importance).
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Astronomical tide is one of the most important but often neglected

phenomenon. A typical tsunami is much shorter (in duration) than astro-

nomically driven tides; the tidal range has therefore usually been neglected

during tsunami modelling, the computed sea level dynamics being sim-

ply superimposed on the tidal dynamics after the computations. However,

strong tidal activity in shallow areas may affect not only the magnitude of

the inundation, but also the arrival time of a tsunami. It has been found

that in coastal areas with a tidal range about 3m (as in most of the coun-

tries affected) the tsunami could be 0.5m greater in amplitude during high

tide (as compared with low tide) and could arrive 30 minutes earlier. In

the past, discrepancies in wave height and arrival time in numerical simu-

lations (as compared with the recorded observations) have been frequently

attributed to local bathymetry features, but the error could be also due to

neglect of this interaction with tides.

When tsunami waves enter shallow waters near the coast, friction effects

in NSWE increase. To investigate the importance of this effect, different

Mannings roughness of 0.025 and 0.011 were chosen for simulations. The

results show some increases of 0.5-1.0m in the maximum tsunami height

nearshore, and the wave could approach 6 minutes earlier in the case with

the lower bottom friction. In the deep ocean the effect of bottom friction is

negligible.

Dispersion has a significant influence on tsunami simulations in deep

water. Due to the frequency dispersion, longer waves travel faster and sep-

arate from the shorter waves, leading to a decrease of computed tsunami

height; at the same time, since longer waves travel faster, they arrive earlier.

The dispersion effect is stronger in the direction of tsunami propagation and

toward deep waters where the wave speed is the largest. The analysis shows

that dispersion can cause a drop of 0.4m (40%) in the computed maximum

tsunami height in these areas (see Figure 8). A notable decrease of wave

height also occurs near shorelines. No significant change in arrival time is

observed.

Effects of the Earths curvature and rotation (Coriolis force) could have

influences on far-field tsunamis. The analysis shows that use of spherical

coordinates may lead to a minor 0.1m difference of computed maximum

tsunami height, and just one minute difference in arrival time. Even though

the effect of the Earths curvature is small, this effect increases at higher

latitudes or farther from the source in the main direction of the tsunami

propagation. The Coriolis effect is expected to be larger at higher latitudes
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or for higher water velocity fluxes. The analysis particularly depicts slight

variation of maximum tsunami height nearshore or far from the equator.

Fig. 8. Differences in maximum tsunami height (left) and arrival time (right) between
simulations with and without dispersion terms.

The analyses imply that some of the above phenomena may cause signif-

icant changes of the tsunami propagation characteristics. Tide and bottom

friction can alter significantly the waves near coastal areas and thus need

to be included in research and operational codes when considering wave-

shore interactions . Dispersion has a strong effect in deep water and little

influence in shallow water, so should be included in trans-ocean tsunami

simulations. The computation time required to solve the fully nonlinear

dispersion model to gain a little accuracy locally may be impracticable for

operational forecasts but still may be important for run-up simulation. The

effects of curvature and Coriolis force are smaller than others, but can still

be included for far-field tsunami modeling without sacrificing much compu-

tational resources. The final decision on what phenomena to include (and

when) depends on available computational power and the purpose of a par-

ticular study or code. In view of the uncertainties involved, the simplest

(and quickest) code may be appropriate for operational forecasts, whereas

a research code can afford to include all the considered terms.

3. Tsunami Forecasting

Long before the modern instrumental era, people were trying to predict

earthquakes and tsunamis using various nonscientific means (i.e., all that

was then available). We will neither discuss nor dismiss the validity of un-

conventional methods; instead we focus on the scientifically-based meth-



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

290 P. Tkalich and M.H. Dao

ods of Earth observation which are already sufficiently developed and uti-

lized today (Bernard et al., 2006), or could be developed in a short time-

frame (Rudloff et al., 2009). Among most recent ideas is the use of Global

Positioning System (GPS) networks to monitor ionospheric disturbances

in the atmosphere caused by tsunamis. Observational networks will never

be dense because the ocean is vast, so establishing and maintaining mon-

itoring stations is costly and difficult, especially in deep waters. However

sparse deep-ocean tsunami data combined with models (especially data-

driven) can provide timely and accurate forecast for the entire ocean basin.

As most tsunamis are triggered by earthquakes , seismometers are the

first obvious choice to trigger a tsunami warning system and to estimate

the source parameters. Seismic signals from the near-real-time IRIS Global

Seismographic Network (Figure 9a) are commonly used to infer an earth-

quake’s magnitude and epicenter location. If a tsunami has been generated,

the waves propagate across the ocean eventually reaching one of the NOAA-

developed DART buoys (Figure 9b), which report sea-level measurements

(‘mareograms’) back to the tsunami warning system (Figure 9c). The infor-

mation is processed to produce new, more refined, estimates of the tsunami

source, which can then be used to compute a more accurate tsunami fore-

cast. The speed and accuracy of the seismogram and mareogram inversion

to the source are crucial for success of the tsunami forecast in the initial

period.

Two auxiliary sources of tsunami information have to be mentioned,

i.e., near-shore tide gauges and open-sea satellite altimetry . The tide gauge

measurements are complicated by variations in local bathymetry and harbor

shapes, which severely limit the effectiveness of the data for providing useful

measurements for tsunami forecasting. Tide gauges can provide verification

of tsunami forecasts, but they cannot provide the data necessary for efficient

forecast itself, and definitely not for the coast where they are installed.

Tsunami detection by satellite altimetry is similarly restricted by the high

cost of imaging and low frequency of sampling.

3.1. Tsunami source estimation

The initial condition of a tsunami in a numerical model is often prescribed

as a static elevation of sea level due to the displacement (rupture) of the sea

bottom during an earthquake. For submarine earthquakes, a typical rupture

last for minutes, which can be considered as instantaneous comparing to

the time-scale of tsunami propagation (tens of minutes to a few hours). The
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Fig. 9. IRIS seismographic observation network (upper pane), and structure of a
tsunami forecasting system (lower pane).
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hydrodynamic effect is often neglected since the horizontal size of the wave

profile (hundreds of kilometers) is sufficiently greater than the water depth

(a few kilometers) at the source. Thus, a fault model is developed in which

the initial surface wave is assumed to be identical to the vertical static

co-seismic displacement of the sea floor, as given by Mansinha and Smylie

(1971) for inclined strike-slip and dip-slip fault planes . In this fault model

an earthquake is approximated by a displacement of an inclined plane. The

magnitude of the earthquake is proportional to the size of the plane, and the

displacement and rigidity of the earth at the earthquake center. A similar

algorithm can be obtained from Okada (1985). Fault models of this type

are simple, but very fast and accurate in most cases and have been used in

various simulations. Parameters used to describe an earthquake in the fault

model are: position of the earthquake epicenter (x, y, z), size of the fault

plane (length and width), direction of the fault plane (strike, dip, slip angle)

and displacement of the fault plane (Figure 10). The horizontal coordinates

x, y are the longitude and latitude of the earthquake epicenter. The vertical

position z is the depth of the epicenter measured downward from the sea

bottom. The strike angle is the clockwise angle of the rupture direction from

the geo-north direction. The dip angle is the angle between the fault plane

and the horizontal plane in the direction perpendicular to the strike angle.

The slip angle is the angle measured between the vector of displacement and

the horizontal plane in the strike direction. The length of the fault plane

is the length of the edge in the strike direction. The displacement is the

magnitude of the vector of displacement. With very long ruptures, where

the rupture occurs over an area more than 1000 km long and a few hundred

km wide, such as for Northern Sumatra 2004 earthquake, the instantaneous

rupture assumption in this fault model could lead to significant error. In

order to model long earthquakes, the rupture area can be segmented into

several rectangles. Each rectangle is treated as a fault plane, called a sub-

fault . A time-lag can be imposed for each sub-fault. By using this multi-

fault method, an earthquake that has a varying rupture direction can be

easily modelled.

A typical initial condition for the Northern Sumatra 2004 earthquake

calculated by this multi-fault model is shown in Figure 7. Using this ini-

tial condition for tsunami computations, the highest amplitude and the

tsunami arrival time are recorded at every computational node (as shown

in Figure 7), and then delivered to national forecasters worldwide as a part

of standard output package.
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Fig. 10. The fault plane and associated parameters (left) and segmentation of Sunda
Arc (right).

Fig. 11. A typical initial condition of a tsunami calculated by the fault model (the scale
of the wave height is different from the horizontal scale, for clarity).

3.2. Quick Tsunami Forecasting Techniques

Over the past few decades, accurate process-driven tsunami propagation

models (based on Navier-Stokes and Boussinesq equations)have been de-

veloped and thoroughly tested. Most advanced models require significant

computational resources at fine grid resolutions; hence, they cannot be used

for operational tsunami forecasts. Accurate and computationally fast data-

driven methods are found to be able to mimic the pattern of training data

sets, which make them ideal for real-time operations. The use of data-driven

methods can be extended to replace accurate but computationally demand-

ing process-driven tsunami propagation models by means of training data-

driven models with a large number of pre-computed tsunami scenarios.

A simplest data-driven tsunami forecast system consists of a database of

pre-computed scenarios and a case selection routine with a conventional in-



October 6, 2010 Lecture Note Series, IMS, NUS — Review Vol. 9in x 6in singapore˙book

294 P. Tkalich and M.H. Dao

terpolation algorithm such as those proposed by Whitmore and Sokolowski

(1996). In this method, the closest matching event from the database is

identified by comparing the pre-computed scenarios with measured wave

characteristics near the earthquake epicenter. Other researchers have pro-

posed different approaches, e.g. the inversion methods of Wei et al. (2003)

and Lee et al. (2005). These methods were constrained by the assumption

that the tsunami wave propagation is linear to allow linear superposition

of pre-computed data. Barman et al. (2006) used the Artificial Neural Net-

works (ANN) method in the prediction of the tsunami arrival time in the

Indian Ocean. Srivichai et al. (2006) used the General Regression Neural

Network (GRNN) method to forecast tsunami heights. This method al-

lows the application of nonlinear process-driven tsunami models to build a

database of scenarios, but the application was limited to only a few prede-

fined discrete observation points.

In Romano et al. (2009), the ANN technique has been developed to

provide a rapid and accurate prediction of maximum wave heights and

arrival times for any location in the Singapore Region, and the data-

driven model has become part of the Singapore tsunami warning system .

The well-trained ANN models could mimic closely the performance of the

TSUNAMI-N2-NUS model within seconds. In the paper, plausible models

for the rupture geometry and slip of the most important regional subduc-

tion zones have been used by the process-driven and ANN models in order

to simulate tsunamis of varying slip magnitudes.

In recent years ANN methods have become a standard for tsunami fore-

casting whereas alternative methods based on empirical orthogonal func-

tions (popular in other branches of fluid dynamics) were not utilized. One

such method has been recently applied for tsunami prediction by Dao et al.

(2008); a brief introduction and results are presented below. This method

allows low computational cost by using a reduced-order representation of

the output, i.e. by decreasing the number of unknowns to a computation-

ally tractable number, say tens to hundreds. To derive the reduced-order

representation, the output is expressed as a linear combination of q basis

vectors

y(x, t,w) =

q
∑

j=1

aj(t,w)φj(x) (3.1)

where the time-dependent coefficients aj depend on the vector of parame-

ters w; and the basis vectors φj characterize the spatial variation in output.
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Using (3.1), the size of the problem can be reduced from millions (size

of output y) to tens or hundreds (size q of the vector of coefficients aj).

The decomposition (3.1) applies generally to other relevant choices of the

pre-determined basis vectors φj , j = 1, . . . , q. There are several different

methods that could be used to define the basis vectors, such as Empiri-

cal Orthogonal Function (EOF), Principle Component Analysis (PCA) or

Proper Orthogonal Decomposition (POD). The POD basis is a preferred

choice, because for a given basis size it provides the optimal least-squares

representation of a given data set. Additionally, through a wide range of

applications, POD has been shown to provide an excellent low-order char-

acterization of important features of flow dynamics.

Let yi = y(x, T,wi) denotes a solution corresponding to final time T

and parameters wi, i = 1, . . . ,m. In tsunami forecasting, the final solution

could be the map of maximum wave height and the parameters a set of

fault parameters. A tsunami model is used to routinely simulate a series of

tsunami scenarios according to the list of {wi}m
i=1 to obtain {yi}m

i=1. The

POD method is applied to the set of pre-computed solutions {yi}m
i=1 to

obtain the orthonormal basis vectors {φi}
m
i=1. Once the coefficients aj are

determined, the prediction of a tsunami solution is given by (3.1). There

are different ways to calculate the coefficients aj depending on the available

information, such as fault (earthquake) parameters or tsunami wave record

at observation stations. In the following, we present the method as used

when the fault parameters are known.

As highlighted in the above section, rupture models have been developed

from geodetic and seismic data and based on fault geometry, aerial maps

and historical earthquake data (Figure 10). For each set of fault parameters

wi, the coefficient ai
j describes the magnitude of the POD basis vector j

needed to represent the ith solution, i.e., yi =
∑m

j=1 ai
jφj , and is given by

the projection ai
j = (φj , y

i). When a set of fault parameter w is available

for a tsunami that is actually occurring, the POD coefficients aj associated

with w (w being in the range, but not included in the list, of {wi}m
i=1)

can be found by interpolation among the ai
j . This interpolation can be

performed within seconds at the forecasting stage.

The performance of the method is shown in Figure 12. In this example,

a database of 40 tsunami solutions of maximum wave heights is built by

varying the slip magnitudes of a multi-fault rupture. Slips are chosen from

10m to 22m with an interval of 4m. A sub-fault with no rupture has zero

slip. Only 10 basis vectors are selected. A predicted solution is compared

with the exact one (computed by a full PDE model). The differences are
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Fig. 12. Comparison of maximum wave amplitude. Left: exact solution; Middle:
reduced-order model; Right: error. Colour scale unit is one metre. Axes represent grid
numbers, grid-cell size is 2 minutes

less than 0.2m in some small areas near the earthquake source; and are very

small elsewhere, including nearshore zones. Compared to the absolute values

of tsunami amplitude in these areas, the error is acceptable (less than 10%),

which is comparable with the discrepancy between a full PDE solution and

field measurements. Moreover, prediction in the domain of interest (near

coastlines) has a small error. The study also shows that with quite a small

number of solutions in the database, POD can produce satisfactory results.

Increasing the number of carefully selected scenarios will result in further

improvement.

4. Conclusions

In this Chapter we have reviewed the key developments leading to mod-

ern methods of tsunami modelling and forecasting. We started with the

first observation of a soliton and the later experiments of Scott Russell,

and followed with a derivation of the Boussinesq equations currently used

worldwide for tsunami modelling. Difficulties associated with use of the

Boussinesq equations are highlighted and alternatives are reviewed. For

quick tsunami forecasting we have outlined the application of the latest

data-driven methods, such as ANN and POD, and discussed the main func-

tions and general structure of a typical regional tsunami warning system.
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Rogue waves are fascinating: once part of the folklore, they now make
the news each time an observation is made. At the time of printing,
the last example is that of the Louis Majesty cruise ship that was hit
by an abnormal wave in March 2010, off the coast of Catalonia in the
Mediterranean. The wave impact was immortalized by several videos
taken by tourists on board the ship. Fortunately for travellers but un-
fortunately for scientists, rogue waves do not occur very often and their
origin remains a mystery, even if the state of the art in the understand-
ing of rogue waves has witnessed some unprecedented progress in the
last five years. Recently similar phenomena were observed in different
fields of physics, in particular in optics. Is there hope to learn more on
rogue waves from other fields or are these extreme events disconnected
phenomena? This chapter provides a review on rogue waves, with an
emphasis on the modulational instability and the absolute or convective
character of this instability .
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1. Introduction

The study of rogue waves is still relatively recent, even if this mysterious

phenomenon has been known in various environments such as ocean waves

for centuries. Undoubtedly rogue waves have practical consequences and

are not simply a theoretical subject. Views on rogue (or ’freak’) waves are

sometimes controversial and even contradicting. Even the definition of a

rogue wave is not so easy. The standard approach is to call a wave a rogue

wave whenever the wave height H (distance from trough to crest) exceeds

a certain threshold related to the sea state. More precisely the common

criterion states that a wave is a rogue wave when

H/Hs > 2 , (1.1)

where Hs is the significant wave height, here defined as four times the stan-

dard deviation of the surface elevation. Was this criterion satisfied during

the Louis Majesty incident? The answer is no. Indeed, the wave height (in

fact, there were three large waves) has been estimated to be 8 m, while

the significant wave height was 5 m. Nevertheless, the waves were powerful

enough to kill two tourists and to do quite a bit of damage.

Rogue waves arise in arbitrary water depth (in deep as well as shallow

water), with or without currents. The observed probability of occurrence

of freak waves in deep and shallow waters is approximately the same. It

is important to remember that one is dealing here with rare events and

consequently scientists have only few data available. However the under-

standing of rogue waves is witnessing regular progress. Freak waves may

have the shape of a solitary wave or correspond to a group of several waves.

Various mechanisms have been proposed for rogue wave formation, either

linear or nonlinear. Assuming that wind waves, at least in the framework

of linear theory, can be considered as the sum of a large number of inde-

pendent monochromatic waves with different frequencies and directions, a

freak wave may arise in the process of spatial wave focusing (geometrical

focusing) and spatio-temporal focusing (dispersion enhancement). The in-

teraction between a wave and a counter-propagating current can also be

at the origin of large wave events. Because freak waves are large-amplitude

steep waves, one would expect nonlinearity to play an important role as well

in the formation and the evolution of rogue waves. Nonlinearity modifies

the linear focusing mechanisms, but does not destroy them. In fact linear

mechanisms are more and more regarded as pre-conditioning for nonlin-

ear focusing. It is now recognized that most focusing mechanisms are also

robust with respect to random wave components.
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There is one mechanism of freak wave formation which is suggested in

the framework of nonlinear theory only: the modulational instability (MI),

also referred to as the Benjamin-Feir (BF) instability in the hydrodynamics

community.a A uniform train of relatively steep waves is unstable to side-

band disturbances , that is disturbances whose frequencies deviate slightly

from the fundamental frequency of the carrier waves. The BF instability

increases the frequency of occurrence of freak waves in comparison with the

linear theory. At the same time the randomness of the wave field reduces the

BF instability. All the processes mentioned above can be investigated in the

framework of weakly nonlinear models like the nonlinear Schrödinger (NLS)

equation, the Davey-Stewartson system, the Korteweg-de Vries equation ,

and the Kadomtsev-Petviashvili equation. An excellent review is given in

the recent book by Kharif, Pelinovsky & Slunyaev 2009. An earlier version

was given in the review article by Kharif & Pelinovsky 2003 (see also Dysthe

et al. (2008)). The state of the art on rogue waves can be found in the special

issue of the European Journal of Physics (December 2010).

Since the BF instability is the main focus of this chapter, let us provide a

brief review. A full account of the history of the BF instability can be found

in Hunt’s review article (Hunt, 2006). The discovery of the BF instability

of traveling waves was a milestone in the history of water waves. Before

1960, the idea that a Stokes wave could be unstable does not appear to

have been given much thought. The possibility that the Stokes wave could

be unstable was pointed out in the late 1950s, but it was the seminal work

of Benjamin and Feir (1967) that combined experimental evidence with a

weakly nonlinear theory that convinced the scientific community.

Indeed, Benjamin and Feir started their experiments in 1963 assum-

ing that Stokes waves were stable. After several frustrating years watching

their waves disintegrate - in spite of equipment and laboratory changes and

improvements - they finally came to the conclusion that they were wit-

nessing a new kind of instability. The appearance of “sidebands” in the

experiments suggested the form that the perturbations should take. The

water wave community will celebrate soon the 50-year anniversary of the

discovery of deep water wave instability but it is much more recently that

the community was convinced that this effect is able to generate a rogue

wave in the real sea. However there is still some controversy. Indeed the BF

instability may be suppressed by various unfavourable conditions (Segur

aIn order to distinguish between nonlinear optics and hydrodynamics, we will use the
MI terminology for optics and the BF terminology for water waves.
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et al., 2005; Bridges and Dias, 2007). Moreover it is well-known that in two

dimensions the BF instability does not occur in shallow water. This means

that the BF instability is not necessarily the dominant mechanism causing

rogue waves at least in the coastal zone where wave focusing and blocking

due to bathymetry and current effects are important.

The BF instability applies to a plane wave on which a small perturbation

is superimposed. Since ocean waves are characterized by a finite width

spectrum, the concept of BF instability must be generalized. The Benjamin-

Feir Index (BFI) was introduced by Janssen (2003). It measures the ratio

between the wave steepness and the spectral bandwidth. Rigorous results

for a broad-band spectrum are not straightforward, unless some hypotheses

on the statistics (usually a quasi-Gaussian approximation) are introduced.

Numerical results and recent experiments (Onorato et al., 2009) show that

sea states characterized by steep, long-crested waves are more likely to give

rise to rogue waves as opposed to those characterized by a large directional

spreading.

Several ship accidents have occurred in crossing sea conditions. The BF

instability of a crossing sea was investigated by Onorato et al. (2006), who

computed the growth rates based on two coupled NLS equations, and by

Laine-Pearson (2010), who extended the analysis to the full water-wave

problem. Tamura et al. (2009) investigated the sinking of the Suwa-Maru

fishing boat east of Japan on 23 June 2008. Their retrospective result for

sea-state conditions at the time of the incident indicated that a crossing

sea state developed four hours before the accident. However, the wave con-

dition was unimodal at the time of the accident and was favorable for the

occurrence of freak waves according to quasi-resonance theory. Thus, for

the case of the Suwa-Maru incident, the crossing sea was a “precursor” to

the development of the narrow spectrum. Interactions between wind waves

and swell took place as the wind speed increased and the sea state rapidly

developed into a unimodal freakish state.

In 2007 a paper by D.R. Solli and Jalali (2007) led to a fundamental

change in scientific thinking about rogue waves: rogue waves are not re-

stricted to ocean waves. They also occur in optics. More recently they have

also been observed in capillary waves (Shats et al., 2010) and conjectured

in the atmosphere (Stenflo and Marklund, 2010). The Solli et al. paper

prompted two of us (FD and JMD) to develop a new multidisciplinary
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project, the MANUREVA project.b Can the optics community help the

hydrodynamics community? A realistic ocean wave theory should be based

on reasonable physical principles that can be formulated in mathemati-

cal terms and should generate useful predictions about what can happen,

based on physically meaningful observations and parameters. It is a big

challenge to find a way to satisfy both requirements. This is the purpose

of the MANUREVA project. It is obvious that a useful theory that de-

scribes the statistics of rogue waves, regardless of how they are defined,

must go beyond the linear stochastic Gaussian wave theory based on fre-

quency decompositions. One must look for models that can reproduce steep

and asymmetric waves. The MANUREVA project is still under way, but

some conclusions have already been reached. They are summarized in the

MANUREVA paper of the special issue of the European Journal of Physics

mentioned above (Dudley et al., 2010). Collisions appear to play a central

role in the generation of large amplitude waves (Genty et al., 2010). Indeed

it is possible that the only real waves with statistics that can be charac-

terized as “rogue” with genuine long tails arise from collisions. Collisions

within NLS systems were proposed as ocean rogue wave generators previ-

ously. NLS related dynamics are obvious from a mathematical viewpoint,

but actually linking these effects to experiments is not so clear. For example

the discovery that Akhmediev breather theory and MI were linked exper-

imentally was made only recently, quite surprisingly (Dudley et al., 2009;

Kibler et al., 2010). Although the MI dynamics might be well known they

can still seed a wide range of different behaviours because one is always in

a perturbed NLS system.

In the context of rogue waves in optical fibre systems, Taki et al. (2010)

provided theoretical and numerical evidence that optical rogue waves orig-

inate from convective modulational instabilities. This is an important ob-

servation because the BF instability for water waves is not convective as

shown by Brevdo and Bridges (1997). This is what we review now.

2. The NLS equation

The celebrated NLS equation usually includes cubic nonlinearity and

second-order dispersion, at least in hydrodynamics. Here we consider the

bMANUREVA stands for “Mathematical modelling and experiments studying nonlinear
instabilities, rogue waves and extreme phenomena”.
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cubic NLS equation with additional third-order dispersion,

ia1At + a2Axx + ia3Axxx + a4|A|2A = 0.

Third-order dispersion is often considered in optics (Akhmediev et al.,

1990), together with Raman scattering and self-steepening. By scaling the

time t, the space x, and the amplitude A, all the coefficients can be set to

plus or minus one except the coefficient of Axxx. Assuming the situation

for BF instability, the canonical form of the equation is

iAt + Axx + ibAxxx + |A|2A = 0, (2.1)

where b is a real parameter.

The basic state which represents the Stokes wave is

A(x, t) = ξeiΩt , Ω = ‖ξ‖2 . (2.2)

Consider the linear stability of the Stokes wave (2.2); let

A(x, t) = (ξ + B(x, t))eiΩt .

Substituting into (2.1) and linearizing about (2.2) yields

iBt + Bxx + ibBxxx + ξ2B + ‖ξ‖2B = 0 . (2.3)

The general solution of (2.3) is

B(x, t) = B1 e(λt+ikx) + B2 e(λt−ikx) .

Substitution into (2.3) gives

iλB1 − k2B1 + bk3B1 + ξ2B2 + ‖ξ‖2B1 = 0

−iλB2 − k2B2 − bk3B2 + ξ
2
B1 + ‖ξ‖2B2 = 0 .

Solutions exist if and only if the following condition is satisfied:

det

[

iλ − k2 + bk3 + ‖ξ‖2 ξ2

ξ
2 −iλ − k2 − bk3 + ‖ξ‖2

]

= 0 , (2.4)

or

λ = ibk3 ±
√

2k2‖ξ‖2 − k4 .

When b = 0 we recover the usual plane-wave instability of NLS: when

the amplitude ‖ξ‖ > k/
√

2 there is a real positive eigenvalue giving insta-

bility. For small ‖ξ‖ or large ‖k‖ the plane wave is stable.

Now, when b ,= 0 the main change is that λ becomes complex. Adding

in the complex conjugate, there are four roots

λ = ±ibk3 ±
√

2k2‖ξ‖2 − k4 .
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When b ,= 0, k ,= 0 and 2‖ξ‖2 = k2 there is a collision of eigenvalues of

opposite signature on the imaginary axis at λ = ±ibk3.

In summary, with third-order dispersion the nature of the instability is

different. The difference is explained in the next section.

3. Absolute and convective instabilities

An instability is absolute if the dispersion relation has an unstable saddle

point, and the saddle point satisfies the pinching condition (Brevdo, 1988).

An instability is convective if it is not absolute!

Saddle points play a central role when looking for absolute instabilities.

Let λ = −iω. Then the dispersion relation (2.4) can be written in the form

D(ω, k) = −ω2 − 2bk3ω − 2k2‖ξ‖2 + k4 − b2k6 .

Saddle points satisfy

D = Dk = 0 ,

where

Dk = −6bk2ω − 4k‖ξ‖2 + 4k3 − 6b2k5 ,

and so, when b ,= 0 and k ,= 0, Dk = 0 gives

ω = − 2

3bk
‖ξ‖2 +

2

3b
k − bk3 . (3.1)

Back substitution into the dispersion relation gives a polynomial in k. As-

suming k ,= 0 and b ,= 0 this polynomial is

D(ω, k) = k2(k2 − 2‖ξ‖2) − 4

9b2k2
(k2 − ‖ξ‖2)2 .

Simplifying and re-arranging gives δ(k) = 0 with

δ(k) = 4(‖ξ‖2 − k2)2 + 9b2k4(2‖ξ‖2 − k2) .

This is a polynomial of degree six in k. However it is a polynomial of degree

two in ‖ξ‖2. So let us solve for ‖ξ‖ as a function of k. Assume b is non-zero

and denote saddle points by (ω0, k0) with k0 a root of δ(k0) = 0. Then

solving for δ(k0) = 0 gives

‖ξ‖2 = k2
0

√
1 − θ2

1 +
√

1 − θ2
, θ =

2

3bk0
. (3.2)

The frequency ω0 is obtained by substituting (3.2) into (3.1)

ω0 =
2k0

3b

(

1

1 +
√

1 − θ2

)

− bk3
0 .
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The only saddle points (ω0, k0) of interest are with ‖ξ‖ real, since ‖ξ‖ is

the modulus of the amplitude of the Stokes wave. All saddle points giving

real ‖ξ‖ satisfy (3.2). However, note that real roots exist only if θ < 1 or

k0 >
2

3b
.

4. The case with only second-order dispersion

This is the case b = 0 and it has already been considered in Brevdo and

Bridges (1997). In this case the dispersion relation simplifies to

D(ω, k) = −ω2 − 2k2‖ξ‖2 + k4 .

The necessary condition for absolute instability is the existence of a pair

(k0,ω0), with Im(ω0) > 0 satisfying D = Dk = 0, that is, the existence of

an unstable saddle point of ω := ω(k). Now,

Dk = −4k‖ξ‖2 + 4k3 = 4k(k2 − ‖ξ‖2) .

The point k = 0 corresponds to ω = 0 and so is a neutral saddle point.

When k ,= 0 there are two roots

k± = ±‖ξ‖ .

The corresponding values of ω are obtained from the dispersion relation

−ω2 − ‖ξ‖4 = 0 or ω = ±i‖ξ‖2 ,

and so the unstable saddle point is

ω = i‖ξ‖2 .

It is shown in Brevdo and Bridges (1997) that the pinching condition

is satisfied in this case. Here is another proof that the pinching condition

is satisfied. The pinching condition is defined as follows. Let (ω0, k0) be a

saddle point. That is

D(ω0, k0) = Dk(ω0, k0) = 0 .

Let ω = ω0 + iy with y real and positive. Then look at the roots of D(ω0 +

iy, k(y)), with k(0) = k0 the double root. The instability is absolute if k0

splits into two roots k−(y) and k+(y) with

Im(k−(y)) < 0 and Im(k+(y)) > 0 as y → ∞ .

A proof that the pinching condition is satisfied in the case b = 0 is as

follows. In this case

ω0 = i k2
0 with k0 = ‖ξ‖ ,
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and so

D(ω, k) = −ω2 − 2k2‖ξ‖2 + k4 = −(ω2 − ω2
0) + (k2 − k2

0)
2 .

Now set ω = ω0 + iy. Then

D(ω, k) = y2 + 2k2
0y + (k2 − k2

0)
2 .

Setting D = 0 then gives

k±(y) = k0 ± i

√
y

2k0
+ · · · ,

where the · · · represent terms which go to zero as y → ∞. Clearly in the

limit as y → ∞, k0 splits into two roots with imaginary parts of opposite

sign. Hence the pinching condition is satisfied and the instability is absolute

in the case b = 0.

5. Classifying the instabilities in the presence of

third-order dispersion

In the case b ,= 0 the instability is convective for some values of b. To see

this note that when θ2 > 1 then the only saddle points are associated with

complex values of ‖ξ‖. Hence there are no physical saddle points. Hence

the instability cannot be absolute and is therefore convective.

One can check whether there are any transition points, where the in-

stability goes from convective to absolute (or vice versa). According to Tri-

antafyllou (1994) (see also the review (de Langre, 2002)), a change from

absolute to convective instability (or vice versa) occurs when

D = Dk = Dkk = 0 ;

that is,

D = −ω2 − 2bk3ω − 2k2‖ξ‖2 + k4 − b2k6 = 0

Dk = −6bk2ω − 4k‖ξ‖2 + 4k3 − 6b2k5 = 0

Dkk = −12bkω − 4‖ξ‖2 + 12k2 − 30b2k4 = 0 .

Solving the latter two equations gives

‖ξ‖2 = −k2 +
9

2
b2k4 and ω =

4k

3b
− 4bk3 .

Substituting these two expressions into D gives

D = −k2

(

18b2k4 − 11k2 +
16

9b2

)

.
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This equation has four complex roots

k2 =

(

11 ± i
√

7

36

)

1

b2
.

These roots are complex and so it suggests that there is no change from

absolute to convective instability, since when one of these values of k is sub-

stituted into the expression for ‖ξ‖2, it gives non-physical complex values

of ‖ξ‖2.

6. Summary and conclusions

It appears that the instability is absolute when b = 0 (second-order disper-

sion only) and convective for all b ,= 0. This change is not continuous. The

discontinuity appears to be due to the fact that b ,= 0 is a singular per-

turbation. The character of the dispersion relation is dramatically changed

when b ,= 0:

D(ω, k, b) = −ω2 − 2k2‖ξ‖2 + k4 − bk3(2ω + bk3) .

While in nonlinear optics the effects of higher-order dispersion are well un-

derstood, their significance is not so clear in hydrodynamics. We have found

one major difference between the description of ocean waves and the de-

scription of waves in optical fibres. Although in each case the NLS equation

seems to be a valid model, what we observe in reality is another matter.

In optics one is measuring an averaged intensity, that is the square of the

modulus of the envelope. The carrier frequency is usually forgotten. In the

ocean one is observing the waves at the carrier frequency. Then an impor-

tant parameter is the phase difference between the carrier and the envelope.

The latter has been extensively discussed in optics when dealing with ul-

trashort pulses that contain only a few cycles but has not been discussed

in the case of ocean waves. Meanwhile, if this parameter is small, one can

observe higher amplitudes as opposed to the case when this parameter is

close to π. Moreover this parameter may change during wave propagation.

Then one may see the specific property of rogue waves that appear from

nowhere and disappear without a trace (Akhmediev et al., 2009). In the

ideal case, the effect would be periodic but in a chaotic wave field this may

happen only once.

To conclude, one can state that rogue wave studies are the most mature

in environments governed by the NLS equation (or its analogues), where

efforts of experts with various scientific cultures have shaped the existing
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mechanisms and created a coherent picture about potential phenomena.

However it is easy to get lost in the mathematical complexity of the prob-

lem. It is essential to remain focussed on trying to provide some concrete

insight into the formation of rogue waves and prediction must be a priority.

Going back to water waves, there is still a lack of laboratory experiments

where the two-dimensional surface is measured in time. Moreover the im-

portance of wave breaking in the study of extreme waves is being more and

more emphasized (Papadimitrakis and Dias, 2010). But is there a limiting

process equivalent to wave breaking in optics?
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inundation, 208
IRIS Global Seismographic Network,

290
isotropic turbulence, 21
isovortical perturbation, 12
ITCZ, 102

Japanese Meteorological Agency, 136
jet stream, 78, 83, 86, 87, 237
Joint Typhoon Warning Center, 136

Kadomtsev-Petviashvili equation, 303
Kelvin

circulation theorem, 8
modes, 16
waves, 86, 95, 105

Kelvin-Helmholtz instability, 11, 12
Kolmogorov theory, 22, 170
Korteweg-de Vries equation, 276, 280,

283, 303
generalized (GKdV), 278

Kuroshio, 88, 89

Lagrangian approach, 177
Lagrangian derivative, 12
Laplace equation, 280
lapse rate, 74, 238

dry adiabatic, 200, 238
environmental, 238
moist adiabatic, 202
saturated, 238

latent heat, 238, 239

lenticular clouds, 39
lifting, 201, 212

orographic, 220, 222
lightning, 250
linearisation, 13
liquid water, 197

MANUREVA project, 305
mareograms, 290
mass flux, 40
mean-square separation, 22
meridional overturning circulation, 88
meso-scale, 229
meso-scale convective system, 227
microphysics, 216
mixed layer (ocean), 76
mixing, 163
model

diagnostic, 222
distributed, 254
equations, 215
numerical, 214, 251

momentum, 7
flux, 40

monsoon, 93, 116, 162, 172, 247
Maha, 247
Yala, 247

Moore singularity, 13
mountain waves, 38
multi-layer perceptron, 252

Navier-Stokes equations, 6
Newton’s second law, 79
nitrogen dioxide, concentration of,

188
non-structural measures, 251
nonlinearity, 279
nonlinear Schrödinger equation

(NLS), 303
nonlinear shallow water equa-

tions (NSWE), 285,
286

North Atlantic Deep Water, 89
Nusselt number, 44

orography, 212
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ozone, 72, 158, 191
tropospheric, 158

Pacific-Japan pattern, 113
paleotempestology, 138
parametrization, 177, 216, 218
particle formation, 201, 216
Peclet number, 164
periodic input function, 257
phase

space reconstruction, 252
speed, 30
velocity, 37

pinching condition, 308
planetary boundary layer, 172
plumes, 47
PNA, 111
Poincaré section, 174, 175
Poiseuille flow, 12, 15
potential

intensity, 134
temperature, 34, 74, 159

equivalent, 181
vorticity, 81, 85, 92, 206

Prandtl number, 43
precipitation

average, 198
frontal, 207
orographic, 212, 219, 223
precipitable water, 241
probable maximum, 196, 222

pressure
atmosphere, 64
partial pressure, 65
saturation vapour pressure, 65

pressure gradient force, 243, 247
Principle Component Analysis

(PCA), 295
Proper Orthogonal Decomposition

(POD), 295
pseudo -scalar, 8

quasi-geostrophic approximation, 85

radiation, 66, 75, 196
longwave, 67

radiative forcing, 70, 71, 149
radiative transfer, 69
shortwave, 67

rain drop, 198
rapid distortion theory (DNS), 18
rational method, 251
Rayleigh-Taylor instability, 11
Rayleigh number, 43

boundary-layer, 46
critical, 44

relative dispersion, 169
residual circulation, 87
Reverse Domain Filling (RDF)

Trajectories, 180
Reynolds number, 11
Richter scale, 274
Rossby

number, 82
radius, 60, 88
waves, 81, 85, 86, 95, 105

runoff, 208

salinity, 34
satellite

altimetry, 290
imagery, 135

scales of meteorological phenomena,
246

scale height, 73
Scott Russell, 275
sea surface

elevation, 147
temperature (SST), 92, 133, 137

sensitivity analysis, 286
side-band disturbance, 303
Singapore tsunami warning system,

294
slip angle, 292
small scale motion, 245
smog, 157
smoke

forest fire, 184
plumes, 184

solitary wave, 276
soliton, 275, 277
Southern Oscillation, 94, 103
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specific heat capacity, 65, 238
spiral vortices, 14
spiral wind-up, 15
stability, static, 213
steady state conditions, 263
Stefan-Boltzmann, 66
step function input, 257
steric effect, 90
stirring, 163
Stokes wave, 284, 303, 306
storms, 78

maximum power dissipation, 137
stratification, unstable, 41
stratified flows, 30
stratosphere, 35, 65, 73, 75, 160

water vapor, 145
streamwise vortices, 17
Streeter-Phelps equation (Oxy-

gen sag curve),
262

strike angle, 292
strike-slip fault planes, 292
structural measures, 251
structure function, 22
sub-fault, 292
subgrid-scale processes, 216
sublimation, 239
subsidence, 228
subtropical jet, 161, 174
sulfate aerosols, 141
sun, 72

solar constant, 66, 239
solar forcing, 66

Sverdrup balance, 92
Sverdrup transport, 92
synoptic scale, 162, 204, 229, 244

Taylor vortices, 11
Taylor-Proudman, 83
temperature, average, 197
thermocline, 76, 94, 145
thermodynamics, 73, 80
thunderstorms, 249
tide gauges, 290
tornado, 240, 246, 249
transport, 163, 198

transport barrier, 172, 176
tropical cyclones, 133, 172
tropopause, 65, 160
troposphere, 35, 65, 73, 75, 133, 160,

205
tsunami, 31
tsunami forecasting, 289
turbulence, 218

transition to, 18

uniform shear flow, 15
unit hydrograph, 252
unsteady state dispersive systems,

265
unsteady state non-dispersive

systems, 265
updraft, 218
upwelling, 100

Vancouver tidal channel, turbulence
in, 24

vector potential, 4
velocity potential, 280
volcano, 72
vortex

atoms, 2
lines, chaotic, 9
lines, linkage of, 8
ring, 5
sheet, 11, 12
streamwise vortices, 15
tubes, 3
volcanic eruption, 5
vortices and dolphins, 6

vorticity equation, 7

Walker circulation, 93, 95, 107
water

disasters, 233, 236
quality in rivers and streams, 262

water vapour, 184, 197, 241
condensation, 39
pressure, 197

waves
baroclinic, 204
deep water, 32
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freak, 302
internal gravity, 33, 36
long, 31
mountain, 213
planetary, 162
propagating, 200
rogue, 301, 302
shallow water, 31, 281
stationary, 200
surface gravity, 30
tilt, 214, 220
wave-shore interactions, 289
wave equation, 277

weather, 77, 82
weather forecasting, numerical, 176
well-mixed waterbodies, 255
wind

geostrophic, see also
geostrophic equations

stress, 77, 94
thermal, 83, 86, 203
trade, 102
vertical, 201, 204, 222

Yoshida-Wyrtki jet, 114
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