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Preface

Shapes have been among man’s fascinations from the stone age to the space
age. The scientific study of shapes may indeed be traced back to D’Arcy
Thompson in his pioneering book On Growth and Form where shape was
shown to be dependent on functionality [6]. Numerous definitions of a notion
of a shape have been proposed in the past, each and every one highlighting
aspects relevant to a particular application of interest. The advent of digital
imagery, together with the ubiquitous exploitation of its characteristics in a
variety of applications, have triggered a renewed and keen interest in further
refining and possibly unifying the notion of shape. The present contributed
book is, to a large extent, motivated by this upsurge in activity and by the
need for an update on recent accomplishments and trends.

The research activity in shape analysis is distinguished by two main schools
of thought:

— The first approximates shapes by a finite-dimensional representation (a set
of landmarks), which is then subjected to various transformations to
account for variability and to subsequently derive models.

— The second, on the other hand, interprets shapes as closed contours in
an infinite-dimensional space, which, when subjected to transformations,
morph into other shapes, thereby yielding a notion of similarity in the
space of shapes.

1 Landmark-Based Shape Representation

Shape is about scale, orientation, and relationship among the so-called charac-
teristic points/landmarks of an object-delineating contour. Such information
about a data set better defines a shape. Equivalently, when such information
is taken out of two data sets, the resulting shapes may be compared. A planar
shape commonly coincides with a closed curve enclosed in a region of a plane
2 € R?, bearing landmarks given by a vector 7 = {(z},2?)},=1,. n}. With
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additional constraints on these coordinates (e.g., centered and normalized),
they represent a constrained subset of R? also referred to as a preshape space.
If we subject a preshape 7 (or rather the plane it lies in) to all rotations, we
obtain orbits O(7) of a preshape. Equivalence classes of shapes 7; are a space
of such orbits and form what is referred to as a shape space X4, which was
shown to form a Riemannian manifold by Kendall! [3] (see Chapters 13 and
15). A metric (or a geodesic) on this manifold, which affords a comparison
of shapes, is induced by a metric on the preshape space (or a sphere of pre-
shapes), and may be written as

d[O(Tl),O(Tg)] = inf{d[ﬂl(ﬁ),ﬁg(rg)] . O S 91,92 < 27‘(‘}. (1)

Related to landmark-based shapes, but independently proposed were graph-
based representations of shapes (See Chapters 1, 2, 3, 4), with more re-
cent extensions to 3D (or higher) shapes (See Chapters 6, 7, 8, 9, and 10).
The so-called Shock Medial and Topological graphs may in fact be thought
of as a collapse of a set of equivalent landmarks (an equivalence class) to
a graph edge. The nodes of the graph depict transitions among different
classes.

Another twist on landmark-oriented shapes is the pioneering work of
Grenander[2] on deformable templates, which instead simplifies a shape by us-
ing a polygonal approximation to a shape (i.e., using a linear spline between
two landmarks). The variability is addressed by rotation, translation, and
scaling of linear segments in tight coordination with their neighbors so as to
preserve a coherence of a shape in the course of its evolution. These deformable
models, together with those described above, have been extensively used in
shape classification and recognition, and more efficient and novel techniques
are continually being proposed.

Also related are particle-based models inspired by pattern formation in sta-
tistical physics. The particles may, for instance, be distributed over a region
and interact as a system of spin particles to yield a shape (see Chapter 11).
They may also model a limiting case of a landmark-based shape where a par-
ticle diffuses along a trajectory describing the shape in question (see Chap-
ter 12). Non-probabilistic versions of these limiting cases (infinite number of
points on a shape) form what is referred to as active contours, which is further
discussed below.

2 Infinite-Dimensional Shape Representation

An alternative to the landmark approach to shape representation and analysis
is the infinite-dimensional approach in which a shape is represented and ana-

!Similar ideas were independently proposed by Bookstein [1].
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lyzed in its entirety? as the locus of an infinite number of points (as opposed to
a finite number of landmark points). A standard way to represent such a locus
is to associate to each point a value of a parameter p defined over a real interval
7 (which is often chosen canonically to be the interval [0, 1]) and to encode the
coordinates of each such point by a mapping C' : Z — R2, C(p) = (x(p), y(p))
This parametric representation was used in capturing object boundaries in
images by way of so-called snakes or active contours first proposed by Kass,
Witkin, and Terzopoulos [4].

While algorithmically convenient, this approach with its nonunique pa-
rameterization scheme presented a fundamental difficulty in developing a
systematic machinery for basic analysis, such as computation of averages,
distances, just to name a few.

An alternative implicit representation addresses the issue of nonunique
parameterization and may be found in the seminal work of Osher and Sethian
[5], namely that of level-set methods (see Chapters 5, 6, 7). Here, a real-valued
function v : 2 — R is defined over a domain 2 € R? where all the contour
points reside. A given point (x,y) in this domain is then determined either to
belong to or be excluded from the contour based upon the value of ¥ (z,y).
However, the problem of nonunique parameterizations is replaced here by
nonunique choices of ¥ (z,y) for points that do not belong to the contour.

Both representations, therefore, suffer from an infinite-dimensional ambi-
guity if our goal is to do shape analysis in their respectively corresponding
functional spaces. The arbitrary parameterization of parametric approaches
or arbitrary choice of level-set functions make shape analysis difficult: its
evaluation for two different curves, for instance, may not necessarily be of
analytical utility. Attempts to “geometrize” the parameter space for explicit
representations (e.g., by using the arclength parameter) or the level-set func-
tion for implicit representations (e.g., by using the popular signed distance
function) are of little help since such geometric representations live in highly
nonlinear spaces: the arithmetic mean of two equal length curves parameter-
ized by arclength rarely yields a new curve parameterized by arclength, nor
does the arithmetic mean of the signed distance functions of two given curves
yield a new signed distance function.

2.1 Analysis in Infinite-Dimensional Space

While the ambiguities of implicit/explicit representations of shape may be
overcome by adopting a geometric formulation (signed distance function or arc
length parameterization), one’s inability to operate in convenient functional

It is inevitable that any representation or calculation implemented on a com-
puter will ultimately be discretized and therefore be finite dimensional. We differ-
entiate between finite- and infinite-dimensional shape representations, therefore, in
terms of how they are mathematically modelled prior to final implementation on a
computer.
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spaces still persists. Towards mitigating such limitations, some recent research
has embarked on exploiting the machinery of Riemannian geometry.

The fundamental problem in collective shape analysis is to derive a mea-
sure of distance between different shapes. Such a metric in hand expedites the
derivation from first principles of various other statistics of shapes. To arrive
at a distance measure in the framework of Riemannian geometry, one uses a
differential approach. Failing to be a vector space, the space of shapes is a
manifold M where two curves, Cy and C7, would lie as individual points. For
the sake of brief and simple exposition, let M be the space of all closed, simply
connected, smooth ? planar curves. Next, consider a trajectory v : [0, 1] — M
of smoothly varying curves (in M) between the two points Cy and Cy in M,
starting from v(0) = Cy and ending at v(1) = C;. The next step is to assign
a length to any such trajectory. The standard way to do this is to imagine
dividing the trajectory - into a large number of small incremental segments
whose individual lengths are summed together to obtain the total length of ~.
Since we consider smoothly varying trajectories, we may adopt the limiting
process by integrating the differential increment of + from 0 to 1. The dif-
ferential increment d~y corresponds to an infinitesimal deformation of a curve
(recall that each point along the trajectory v represents an entire curve taken
from the smooth morph from Cy to C1). We may represent this infinitesimal
deformation by a vector field along the curve itself, where each vector indi-
cates the direction and speed with which the corresponding point on the curve
will evolve as we progress along the trajectory . We will denote this entire
vector field along the curve by ‘Z—Z, where t € [0, 1] represents the parameter
for the trajectory «y. The length of the trajectory is now given by the following
integral.

dy dy
Length(v) = praien dt (2)
Different adoptions of norms yield different algorithmic techniques (Chap-
ters 12, 13, 14, 15).

The final step is to consider all possible trajectories v connecting two
curves Cy and Cy and to define the distance between Cy and C as the infimum
of the lengths of all such trajectories.

3 Goal of this Book

While the history of shape analysis is long, the topic remains wide open and
exciting. Fundamental problems in both schools of thought remain. This is

3For most of the contributed chapters in this volume, a sufficient notion of
smoothness is that parametric representations of the curve are twice differentiable,
thereby giving the curve a well-defined unit tangent and normal, as well as curvature
at every point.
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illustrated by the Riemannian framework where a definition of a natural norm
is yet to be found. The landmark-based representation of a shape is yet to have
a systematic, robust, and automatic choice of landmarks for an unambiguous
definition of a shape. Our goal in this book is to not only expose these dif-
ferent approaches to shape analysis, but also unveil the latest efforts in both
communities, thereby hopefully inspiring further research and creativity in
this surprisingly still young field of research.
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Summary. In an effort to articulate models for the intuitive representation and
manipulation of 2D and 3D forms, Blum invented the notion of a medial axis. His
insight was to consider a disk as a basic geometric primitive and to use it to describe
the reflective symmetries of an object. This representation became very popular in
a variety of fields including computer vision, computer aided design, graphics, and
medical image analysis. In this chapter we review the generic local structure of the
medial axis due to Giblin and Kimia. We then provide an overview of algorithms to
compute this representation; these algorithms are based on an integral measure of
the average outward flux of a vector field defined as the gradient of the Euclidean
distance function to the object’s boundary. Finally we examine the sensitivity of
medial loci to boundary perturbations by modeling this as a skeletal evolution.
We consider the common case where the maximal inscribed disk at a medial axis
point has first-order tangency to the object boundary at two bitangent points. We
derive an expression for the (local) velocity of a medial axis point as induced by
motions of these bitangent points. It turns out that the medial axis computation and
evolution are both closely connected by the object angle which measures the degree
of parallelism (locally) between the boundaries at the two bitangent points. Our
analysis provides some justification for the use of methods that consider measures
proportional to the object angle at a medial axis point to indicate their stability
under boundary deformation.

Key words: Medial axes, skeletons, average outward flux, skeletal evolution,
object angle.
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1 Introduction

Motivated largely by biological considerations, Blum introduced the notion of
a skeleton for representing two-dimensional (2D) and three-dimensional (3D)
forms [3, 4]. His essential idea was to consider a ball as a geometric primitive
placed within the volume occupied by the object and to dilate it until it could
no longer be grown without penetrating the object’s surface. The locus of all
such maximal inscribed balls along with their radii comprised the skeleton or
medial azis. Constructions related to the skeleton, such as the cut locus [6], had
been considered in the literature prior to Blum’s work. However, Blum’s efforts
served to revitalize interest in such descriptions and led to subsequent studies
on the properties of symmetry sets and central sets by mathematicians [23,
15, 17]. Blum’s intuition was driven by the insight that such representations
could offer significant advantages for the analysis and manipulation of 2D
and 3D forms. To enumerate a few: 1) as interior representations they could
be used to describe both geometric and mechanical operations applicable on
the object’s interior, such as bending, widening and elongation, 2) they could
provide positional, orientational, and metric (size) information in any locality
of the interior of an object, 3) their branching topology could be used to
describe the underlying “part” structure of the object, and 4) they could be
used to generate object-relative coordinate systems for object interiors and
their neighborhoods.

Over the past few decades skeletons have become popular tools for ob-
ject modeling in a variety of fields including computer vision, computer aided
design, graphics, and medical image analysis. A large number of algorithms
have been developed to compute skeletal representations, typically tailored to
specific applications in these domains. Nevertheless, the computation of skele-
tons in a way that is accurate, stable in the presence of slight perturbations to
the object, and numerically efficient remains a challenge. In this chapter we
detail our efforts toward the development of such algorithms, which are mo-
tivated by considerations of the behavior of an average outward flux measure
of a particular vector field. This measure is taken in the limit as the region
about which it is computed shrinks to zero. We also study the stability of
the medial axis when the underlying object boundary is deformed, focusing
on the common case where the Blum disk has first-order contact with the
boundary at two distinct boundary points. We do so by deriving an evolu-
tion equation for a medial axis point induced by the boundary motion of the
underlying bitangent points. A curious result is that there is a close connec-
tion between medial axis computation and evolution as revealed by the object
angle.

The chapter is organized as follows. In Section 2 we review the generic
local structure of the medial axis in two and three dimensions, as studied
recently by Giblin and Kimia [11, 12]. In Section 3 we provide an overview of
algorithms for computing medial axes based on average outward flux measures
[22, 9]. We derive medial axis evolution equations induced by arbitrary (local)
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motions of the boundary (bitangent) points in Section 4 and conclude with a
discussion in Section 5.

2 Local Structure of the Medial Axis

We now consider the local structure in the neighborhood of each medial axis
point x in the 2D and 3D cases. It turns out that only certain configurations
are generic, i.e., stable with respect to perturbations of the object’s boundary.
For example, in the 2D case, every point on the medial axis can be classified
as either an interior curve point, an endpoint of a curve, or a branch point
connecting three curves [11]. We begin with some necessary definitions.

Definition 1 (Object). An object X is a non-empty, bounded, open set
of R™.

The skeleton can also be defined for larger classes of sets, including un-
bounded sets, but these are typically not meaningful in the context of most
applications in computer vision, image analysis, or computer aided design.
There are several definitions of medial loci in the literature, some of which
are equivalent. We focus on the most common two, both of which have been
popularized by Blum [4]. The first one, which we shall call the “skeleton,” is
based on the notion of a maximal inscribed ball (Fig. 1).

Definition 2 (Maximal Inscribed Ball). An open ball B = B,.(x) included
in an object X is maximal if there is no other open ball B’ = B, (x') included
in X entirely containing B. Formally, B is a maximal inscribed ball if

VB, BCB CX= B =B.

Definition 3 (Skeleton). The skeleton of an object X, Sk(X), is the locus
of the centers of all mazximal inscribed balls of X:

Sk(X) = {x € X,3r > 0,B,(x) is a mazimal ball of X}.

Definition 4 (Skeleton Transform). The skeleton transform of an object
X, ST(X), is the skeleton Sk(X) together with the radius function, defining
for each point in Sk(X) the radius of the mazimal inscribed balls.

The second definition (see Definition 5), which we shall refer to as the
medial set, corresponds to Blum’s idea of a grass fire [4]. Assume that the
object is an isotropic homogeneous flammable material in a non-flammable
surrounding space and that its boundary is set on fire. The fire will propagate
inward until two or more flame fronts collide. The location of all such collisions
is the locus of the medial set (see Fig. 1). Interpreting the medial set this way
leads to the following definition.
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X2

xs3

Fig. 1. The subtle differences between skeletons, medial sets, and central sets:
x1, T2, x3 ¢ Me(X), x1 € Sk(x) but z2,z3 ¢ Sk(X), and finally z1, z2, x5 € Sk(X).

Definition 5 (Medial Set). The medial set (axis in 2D, surface in 8D) of X,
Me(X), is the set of points of X simultaneously reached by grass fires initiated
from at least two different points of OX. This is equivalent to the set of points
of X for which there are at least two closest points of 0X, in the sense of
Euclidean distance.

These definitions lead to very similar objects; in fact the only difference
between the medial set and the skeleton is that some limit points of Me are
included in Sk but not in Me. At such points, it is possible to have a maximal
inscribed ball which has only one contact point with the boundary and thus
belongs to the skeleton but not the medial set. In 3D, this maximal ball
is called a sphere of curvature. We have the following relationship between
skeletons and medial sets [21, 16]:

Me(X) C Sk(X), (1)

Me(X) = Sk(X). (2)

Here & denotes the topological closure of a set e, i.e., the union of e and its
limit points. The set Sk(X), which we call the central set after [23], is also
closely related to the skeleton and medial set. Figure 1 illustrates some of the
subtle differences between central sets, medial sets, and skeletons in 2D.

2.1 Classification of 3D Skeletal Points

The local structure and classification of the 3D central set has recently been
reviewed in [12]. This classification is based on singularity theory and more
specifically on the notion of contact [1]. In all of the local structure analysis,
the object under study is Me(X) and the boundary of the object X is assumed
to be a single, infinitely differentiable, closed surface.
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(a) A1 contact, k = 0. (b) Az contact, k =t + 1.

(c) As contact, Kk = —% + 1L (d) A4 contact, k = % + 1.

Fig. 2. Cross sections of examples of the different types of contacts between a sphere
of radius 1 and a smooth surface patch. The curvature x of the corresponding line
of curvature, parameterized by t, is given for each figure.

Let a sphere be in contact at a point x with a boundary element. We are
interested in classifying the generic types of contact between a sphere and
a surface. Our definition of genericity is based on the notion of degrees of
freedom.

Definition 6 (Degrees of Freedom). The number of degrees of freedom
in a problem, distribution, etc., is the number of parameters which may be
independently varied.

For example a sphere has 4 degrees of freedom, the 3D position (z., Y., z.) of
its center and its radius r. Similarly, a point on a 3D surface S has 2 degrees
of freedom given by (u,v), the parameterization of the surface S(u,v).

Definition 7 (Generic Contact). A contact is generic if the number of
conditions to obtain it is less than or equal to the number of degrees of freedom
of the contact.

A sphere has 4 degrees of freedom, a point on a surface has 2. Thus, we
call a generic contact between a sphere and one surface point, any contact
which is defined by at most 6 conditions. For example, if a surface and a
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><\/

a) A1 or As contact. b) A; contact. ) As contact.
d) Az contact. ) A4 contact. ) D4 contact.

Fig. 3. The generic intersections between a sphere and a smooth surface patch.

sphere have one second-order contact, i.e., they touch, share tangent planes
and curvatures at a point, 4 degrees of freedom are used. One condition is to
have the sphere pass through the point, two are to have their tangent planes
coincide and the last one is to have the curvatures coincide. A more complex
example is a sphere touching and sharing tangent planes (first-order contact)
with n surface points. Here the number of degrees of freedom is 4 4+ 2n and
the number of conditions is 3n. Therefore, generically, a sphere can have at
most four first-order contact points with a surface in R?. Any contact with
more conditions than degrees of freedom is non-generic and can be deformed
into a generic one by a small perturbation of the boundary element.

Following [12], the different generic types of contact between a sphere
and a surface at a point x and the local form of their intersection in the
neighborhood of x are as follows:

e Aj: The tangent planes of the sphere and the boundary element coincide
at the contact point, but the sphere is not a sphere of curvature (1/r # x1)
and (1/r # k2) (Fig. 2(a)). Generically, the intersection between the sphere
and the surface patch in the neighborhood of the contact point is either a
point (Fig. 3(a)) or a cross (Fig. 3(b)).

e Aj: The sphere is one of the spheres of curvature (1/r = k1 and 1/r # k3)
or (1/r # k1 and 1/ = K2), but 1/r is not an extremum of curvature along
the corresponding line of curvature (Fig. 2(b)). The generic intersection of
the sphere and the surface patch is a cusp (Fig. 3(d)).

e Aj: The sphere is a sphere of curvature at a ridge point. ((1/r = &k
and 1/r # ko) or (1/r # k1 and 1/r = k3)) and 1/r is an extremum of
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curvature along the corresponding line of curvature, i.e., the first derivative
of the curvature in this direction is zero (Fig. 2(c)). The intersection is a
point if the larger curvature is a mazimum or the smaller curvature is a
minimum (Fig. 3(a)) and is otherwise a cross (Fig. 3(c)).

e A,: The sphere is a sphere of curvature at a turning point. The curvature
has an inflexion point, i.e., its first and second derivatives in the direction
of the line of curvature are equal to zero (Fig. 2(d)). The intersection is a
cusp (Fig. 3(e)).

e Dy: The sphere is a sphere of curvature at an umbilic point (1/r = k1 =
k2). The intersection is a line (Fig. 3(f)).

The 3D central set is the locus of the centers of all maximal inscribed
spheres with at least two contact points on the boundary of the object,
along with its limit points. Here the object X is assumed to be a non-empty,
bounded, open set of R® whose boundary dX is a smooth (infinitely differ-
entiable) closed surface. Intuitively, each point @ on the medial manifold is
associated with at least two distinct points P;, P> on the object’s surface to
which it is closest in the sense of Euclidean distance (Fig. 4). Giblin and Kimia
classify the type of points on the 3D skeleton using the nature of contact be-
tween the maximal inscribed spheres within X and its boundary 0X [12]. In
particular, the number of contact points and their order determine the type of
point (surface, curve, rim, point) that the center of the sphere represents on
the 3D skeleton. For a center of a sphere to be on Me, the sphere is required to
be maximal and at least bitangent. To be on Me, the sphere is only required

XPl

Fig. 4. A medial manifold and the two surface patches to which it corresponds.
Each point @ on the medial manifold is associated with two distinct points P, P»
on the object’s surface to which it is closest in the sense of Euclidean distance.
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to be maximal, but a higher-order contact is expected. A maximal inscribed
sphere is by definition completely included in the object. Thus, its intersection
with the boundary in the neighborhood of each contact point includes only
that contact point.

Therefore, the types Aa, A4, and D4 cannot be 3D skeletal points (Fig. 3).
Let A represent a 3D skeletal point whose maximal sphere has k contact
points of the type A,. According to [12], only points of the following type
occur generically on the 3D skeleton:

e A?2: The sphere has A; contact with two distinct points. The skeleton is
locally a smooth piece of surface, or medial manifold, whose tangent plane
bisects the chord linking the two surface points.

e Aj: The sphere has Az contact with the boundary. This is the limiting
case of A% points as they approach the boundary of the medial manifold.
The medial surface is locally the border or rim of a medial manifold. We
call A3 points rim points.

e A3: The sphere has A; contact with three distinct points on the boundary.
The skeleton is locally the intersection curve of three medial manifolds.

e A;Aj3: The sphere has A; contact at one point and A3 contact at another
distinct point. The skeleton is locally the intersection point between an Aj
curve and an A3 curve.

e A%: The sphere has A; contact at four distinct points. The skeleton is
locally the intersection point of four A3 curves.

These types of 3D skeletal points are illustrated in Fig. 5. The formal classifi-
cation of 3D skeletal points and their local geometry leads to the following de-
scription: A 3D skeleton is generically organized into manifolds (A4%) bounded
by one type of curve (As) on their free end and attached to two other mani-
folds at another type of curve (A3). An A3 curve can only end at A; A3 points
where it must meet an A3 curve. An A3 curve can end at an A; Az point or
intersect three other A3 curves at an A point. One can imagine a simple rep-
resentation where each node is a medial manifold (A% connected component
along with its A3 boundary) connected to its neighboring manifolds with an
edge (A3 curves and A} point). The latter description seems more intuitive
but does not capture entirely the structure of the medial surface. The formal
classification suggests, as pointed out in [12], a hypergraph medial represen-
tation of shape. The nodes are A} or A; Az points, connected by A3 or Az
edges, themselves connected by A7 hyper edges.

2.2 Classification of 2D Skeletal Points

Points on the 2D medial set can be classified in a similar manner as shown
n [11]. The classification in 2D relies on the following two types of generic
contacts between a circle and the bounding curve of the object:

e A;: The tangent to the circle and the boundary element coincide at the
contact point, but it is not a circle of curvature.
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AN

Fig. 5. The generic local structures of the 3D skeleton [12]. A% points form a
smooth medial manifold, As points correspond to the rim of a medial manifold, A3
points represent the intersection curve of three medial manifolds, an A$ point is the
intersection point of four A3 curves, and an A;As point is the intersection point
between an A3 curve and an A‘i’ curve.

e Aj: The circle is a circle of curvature.

A 2D skeletal point is generically either the end of a branch (As), an inte-
rior point of a branch (A?), or the junction of three branches (A$). We now
introduce the notion of an object angle which applies to points of type A? in
2D and 3D.

Definition 8 (Object Angle). For an A? medial azis point Q the object
angle is the angle that the inward normal to the boundary at each contact
point P makes with the tangent plane m at Q.
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For example, in Fig. 4 the object angle is half the angle between the vectors
P1@Q and P(Q, since these vectors make the same angle with the tangent
plane 7 at Q. Intuitively the object angle measures the degree to which the
boundaries at the contact points are (locally) parallel.

3 Medial Axis Computation

We now present an overview of the skeletonization algorithm introduced in [22,
9]. Beginning with a binary 2D or 3D object as its input, this algorithm
produces a digitized version of the medial axis. We focus on the algorithm
for obtaining the 3D skeleton since the 2D case is obtained by dropping the
coordinate for the third dimension and using the appropriate 2D notions of
simple points and endpoints on a rectangular lattice, as explained in [22].

3.1 The Hamilton—Jacobi Formulation

Consider the grass fire flow oS

5~ N 3)
acting on a closed 3D surface S, such that each point on its boundary is moving
with unit speed in the direction of the inward unit normal N. In physics, such
equations are typically solved by looking at the evolution of the phase space of
an equivalent Hamiltonian system. Let D be the Euclidean distance function
to the initial surface Sy [5]. The magnitude of its gradient, ||V D], is identical
to 1 in its smooth regime. With q = (z,y, 2), p = (Ds, Dy, D.), and |p|| = 1,
the Hamiltonian system is given by

p:(07070)7 q: (DmDwaz) (4)

with an associated Hamiltonian function H = 1 + ||V D||. The discrimination
of medial from non-medial surface points can be approached by computing
the “average outward flux” of the vector field q at a point. This quantity is
given by .
_ féR(qv No>dS

Average Outward Flux (q) = arca0R) (5)
where dS is a surface area element of the bounding surface d R of a volume
R and N, is the outward normal at each point on the surface. It can be
shown that as the volume shrinks to a point not on the medial axis, the
average outward flux approaches zero. In contrast, when the volume over
which it is computed shrinks to a medial axis point, the average outward flux
approaches a strictly negative number. A formal proof of this property relies
on an extended version of the divergence theorem, one that applies even at
medial axis points (where the vector field q is multi-valued). For a detailed
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treatment we refer the reader to [9, 7]. A remarkable fact is that when the
shape of the neighborhood is taken to be a sphere, precise statements can be
made about the limiting value that the average outward flux measure takes
on. In fact, it turns out that this calculation essentially reveals a quantity
directly related to the object angle for all generic medial axis points. These
results are summarized for the 2D case in Table 1; a more general treatment
via the notion of a medial density that applies also to higher-dimensional cases
is presented in [7].

PoiNT TYPE lim 7(Q)
e—0 27e

A% (Regular) Points —Zsing

As (End) Points —2(sinp — @)

A% (Junction) Points |[—2 377 sin¢;

T i=1

Non-Skeletal Points 0

Table 1. For each generic medial axis point in 2D, the limit values of the average
outward flux through a shrinking disk reveals a quantity related to the object angle

o (see [9]). Here ¢ is the radius of the disk and F;(rg) is the average outward flux
through such a disk at point Q.

As a consequence of the above properties, the average outward flux mea-
sure is an effective way for distinguishing points which lie on the medial axis
and points which do not. In order to obtain medial axes that preserve homo-
topy type we use this measure to guide a thinning process in a cubic lattice,
while taking care to preserve the object’s topology.

3.2 Preserving Topology

A point is a simple point if its removal does not change the topology of the
object. Hence in 3D, its removal must not disconnect the object, create a hole,
or create a cavity. Malandain et al. have introduced a topological classification
of a point x in a cubic lattice by computing two numbers [13]:

e (": the number of 26-connected components 26-adjacent to x in O M NZg
e (' the number of 6-connected components 6-adjacent to x in O N Nyg,
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where O is the 26-connected object, O is its complement (the 6-connected
background), N3, is the 26-neighborhood of x without x and Nyg is the
18-neighborhood of x including x. Further, they have shown that if C* =1
and C' = 1, the point is simple, and hence removable.

Our basic strategy now is to guide the thinning of the object by the aver-
age outward flux measure computed over a very small neighborhood. Points
with the most negative average outward flux are the strongest medial surface
points. The process is stopped when all surviving points are not simple, or
have an average outward flux below some chosen (negative) value, or both.
Unfortunately the result is not guaranteed to be a thin set, i.e., one without
an interior.

This last constraint can be satisfied by defining an appropriate notion of
an endpoint in a cubic lattice. In R3, if there exists a plane that passes through
a point x such that the intersection of the plane with the object includes an
open curve which ends at x, then x is an endpoint of a 3D curve, or is on the
rim or corner of a 3D surface. This criterion can be discretized easily to 26-
connected digital objects by examining 9 digital planes in the 26-neighborhood
of x [20]. The thinning process proceeds as before, but the threshold criterion
for removal is applied only to endpoints. A full description of the procedure
is given in Algorithm 1.

3.3 Labeling the 3D Medial Axis

Points on the 3D medial axis can now be labeled as border points, curve
points, surface points, or junction points, using the classification of [13]. This
labeling is essentially the equivalent, on a cubic lattice, of the generic local
possibilities discussed in Section 2 (Fig. 5). Here A? points correspond to
surface points, A3 points to border points, and all other points to junction
points. Curve points comprise a new class on a cubic lattice (these are not
generic in the continuum).

It should be pointed out that some care has to be taken when implementing
this labeling because certain special configurations of voxels can lead to a
misclassification of junction points as surface points. These cases have to be
dealt with using a definition for simple surfaces [13]. Let x be a surface point
(C =2 and C* = 1). Let A, and By be the two connected components of
O N Nyg 6-adjacent to x. Two surface points x and y are in an equivalence
relation if there exists a 26-path xg,x1,...,X;,...,X, Withxg =xand x, =y
such that for i € [0,...,n —1],(Ax, N Ax,,, # 0 and By, N Bx,,, # 0) or
(Ax, NBx,,, # 0 and By, N Ax,,, # 0). A simple surface is defined as any
equivalence class of this equivalence relation.

All the distinct simple surfaces comprising the medial surface can be de-
tected automatically. The essential idea is to use a point on the medial surface
as a “source” and to build its corresponding simple surface via a depth-first
search strategy. This process is carried out recursively and terminates when
all medial surface points have been used.
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Algorithm 1: Average Outward Flux Ordered Thinning.

Part I: Average Outward Flux

Compute the Euclidean Distance Transform D of the object ;
Compute the gradient vector field VD;
Compute the average outward flux of VD using Eq. 5;

for (each point x in the interior of the object) do
26
1 ~
Flux(x) = ~ ;<Ni, VD(x:));
(where x; is a 26-neighbor of x and Ni is the outward normal at x; of
the unit sphere centered at x)

Part II: Topology Preserving Thinning

for (each point x on the boundary of the object) do
if (x is stimple) then
| insert(x, Heap) with Flux(x) as the sorting key for insertion;

while (Heap.size > 0) do
x = HeapExtractMax(Heap);
if (x is simple) then
if (x is an end point) and (Flux(x) < Thresh) then
| mark x as a skeletal (end) point;

else

Remove x;

for (all neighbors'y of x) do

if (y is simple) then
| insert(y, Heap);

3.4 Examples

Figures 6 and 7 show 2D and 3D examples of medial axes computed using
Algorithm 1 for a variety of objects. The labeling technique allows for me-
dial axis points belonging to distinct manifolds to be explicitly identified and
grouped, as illustrated by the part decomposition of the human object models.

The algorithms reviewed above have been compared to alternate ap-
proaches based on Voronoi tessellation as well as height ridges of intensity
functions in [19] and have been shown to have strong robustness properties.
Intuitively this occurs because the underlying average outward flux measure
is an integral one and thus does not suffer from numerical instability as do
approaches which attempt to find singularities of a scalar (or vector) field
by differentiation. In the following section we shift gears to study a related
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Fig. 6. Medial axes for a range of 2D objects, obtained using the average outward
flux based thinning algorithm [22, 9].

Vi

Fig. 7. Medial axes for different exemplars of a 3D human object model, ob-
tained using the average outward flux based thinning algorithm [22, 9]. The medial
axis is automatically partitioned into distinct parts, using the labeling technique of
Malandain et al. [13].

problem, that of the sensitivity of the medial axis to deformations of the
underlying boundary.

4 Medial Axis Evolution

It is a commonly held view that the medial axis is inherently unstable in
the presence of boundary perturbations. In order to address this concern we
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consider the case of an A? medial axis point @ and its associated bitangent
points P; and P, (see Fig. 4). We consider arbitrary perturbations of the
bitangent points and derive expressions for the induced normal and tangential
velocities of the medial axis point (). We begin by reviewing the 2D results
on this problem presented in [2] and then extend these results to 3D. It turns
out that this analysis highlights the important role that the object angle plays
with regard to the sensitivity of the medial axis to boundary perturbations,
and allows a link to be formed with the medial axis computation algorithm
in Section 3.

4.1 2D Case

Let C(.,t) be an evolving closed curve of R? and let X be its interior. The
medial axis of X is composed of branches each of which is a curve @ = Q(s, t),
where s is the arc length of the medial segment. Let r(s,t) be the radius
of the maximal inscribed disk of X centered at Q(s,t) which touches the
boundary of X at two points C; = C(s1,t) and Cy = C(s2,t), with s; and s
being arc-length parameterizations. The corresponding unit tangent vectors
are T = 8—?, T, = %, T, = % and the unit normal vectors are denoted
N, Ny, and Ny. The orientation of T with respect to the x axis is  and the

angle between T and Ny is o and is called the object angle. The setup of the
local coordinate frames is illustrated in Fig. 8.

Theorem 1 ([2]). Let an initial boundary curve C; = C(s;,0) be given, where
the parameterization is denoted by i = 1,2, as in Fig. 8. If the evolution for
the boundary is given by

aC; o
= iNiv 6
i (6)
where f; = fi(si) € R is the velocity of C; in its normal direction, then the
medial azis Q will evolve as

oQ . -
— =aT + 9N 7
5 = T+ N, (7)
where a and vy are the tangential and normal components of the medial axis
velocity and
_ dfi  0f2
“= 2sin(p) (831 059 (8)
_ f2'— f1 . )
2sin(p)

Moreover, the evolution of the radius v of the mazimal inscribed disk at Q is
given by

ot 2 2sin @

or  fi+tfo  rcosp (8f1 3f2)
- n . (10)
881 882
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Fig. 8. A maximal disk of radius r at a medial axis point ) touches the boundary
at points C1 and C2, adapted from [2]. T, Ty, T2 are the unit tangent vectors of Q,
C1, and Ca, respectively. The corresponding unit normal vectors are denoted N, Ny,
and Ns. @ is the object angle.

A pleasing application of this result is that, when the boundary is smoothed
by a geometric heat equation flow, % = kNN, the medial axis evolves according
to a related geometric heat equation [2]. Thus, there is a sense of smoothing

of the medial axis as well.

4.2 3D Case

We now extend this analysis to 3D. In this context, let Q(u, v, t) be the evolv-
ing medial surface € R3, r = r(u,v,t) € R be the radius of the maximal sphere
at Q(u,v,t), Tsy the tangent plane to the medial surface at Q and Ny the
normal to the medial surface at @ (see Fig. 9.).

In the simplest case the maximal sphere touches the boundary S at two
points S(x1) = S(u1,v1,t) € R3 and S(x2) = S(uz,vs,t) € R3. Let T1 and
T3 be the tangent planes to S at S(x1) and S(x2), respectively, N, be the

inward normal to S at S(x1), and Ny the inward normal to S at S(xz2). We
make two key observations:

Observation 0.1 By construction of the medial surface
Q_S(Xl):TNla (11a)

Q — S(xz) = rNy. (11b)
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Fig. 9. The case of two bitangent points S(x1) and S(x2) generating a medial
surface point Q.

Observation 0.2 Ty is the bisecting plane to the line segment [S(x1), S(x2)].

Now let us consider the plane P formed by the two tangent points and
the medial surface point P = (S(x1),Q,S(x2)). As Ty, is bisecting the chord
S(xl)S( 2), we have Ty, L P. Let (’i‘m’i‘b) comprise a basis for Ty. If we
set T, to be parallel to the line defined by the intersection of P and Ty, we
can set T, to be normal to P. This way we have Nl, N2, sk lying in the
same plane P and T, normal to P. The setup of the local coordinate frames is
shown in Fig. 10. The evolution of the surface S is described by the following
motion:

S = % = f(u,v,t)ﬁL (12)
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S(Xl)
N,
Sul S o S -
v1
S(xz) 1;&
A~ gvz
S,

Fig. 10. Setting up the local coordinate frames: Because Tsx bisects the chord
S(x1),S(x2), we can set T to be normal to the plane formed by S(x1), S(x2) and
Q. We also re-parameterize the surface S so that Svl and Sv2 are parallel to Ty,
and S,, and S,, are in the plane formed by S(x1), S(x2), and Q. This simplifies
the calculation of 7 and a.

where f is the velocity in the inward normal direction. The evolution of the
medial surface point @) is then given by

Q

.0
Q = = aT + ﬂTb + 7N3k7 (13)

where a, 3, and v are functions of f1 = f(u1,v1,t) and fo = f(ua,va,t).

This setup and Observation 0.1 allow us to derive closed form expressions
describing the motion of the medial surface given an arbitrary normal motion
on the surface boundary. We now turn to the derivation of each component
of the motion starting with its normal velocity.

The Normal Motion « of the Medial Surface

Taking the norm-squared of both sides of equation (11) we obtain
(Q—8(x1)) - (Q = S(x1)) = Q = SGa)|I* = r*| Ny ||> = 2 (14a)
(Q—S(x2)) - (Q = S(x2)) = |Q = S(x2)||” = r*|N2||> = 2. (14b)
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Then differentiating with respect to time, we get

2(Q — S(x1)) - (Q = S(x1)) = 2r7 (15a)
2(Q — S(x2)) - (@ — S(x2)) = 27 (15b)

Substituting (11), (13), and (12) into (15) and then simplifying, we obtain
i =aNy - T, + 8Ny - Ty, + 9N, - Ny — f1 (16a)
i=aNy T, 4+ Ny - Ty + /Ny - Ny, — fo. (16b)

Recall that Nh N% Nsk lie in the same plane P and Tb is normal to P. Thus,

(Ty - Ta) =0, (N, -T) =0, and (Ny - T}) = 0. So (16) becomes
i =aNy - T, + 9Ny - Ny, — fi1
T = aNQ -Ta—|—'yN2-Nsk — fa.

(X2)AQAS(X1)

We now introduce the angle ¢ = (s , see Fig. 11, which is commonly

called the object angle. Observe that (N1 . Ta) = cosp, (Ny-T,) = coso,
(N - N,;) = —singp and (Ny - N;.) = sin ¢. Substituting, we get

F=acosp—ysing — fi (17a)
7= qacosp+ ysing — fo. (17b)
A Nsk

)

ul

Fig. 11. The object angle ¢ is defined as half of the angle between the normals
at the two bitangent points. We have cos¢p = (N3 - Ta) = (N1 : Tq), sing =

—(N; - Ns’i) = (Ny - Nsk).ASimilarly —cosp = (Su; - Ny) = (Su, - Nyi) and

singp = —(Su, - Ta) = (Suy - Ta).
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By subtracting these two equations, we obtain the normal velocity of the
medial surface point

o N
e 2singp | (18)

If we add the two equations we get a relationship between « and 7:

Jit fo
2 b

which will later be useful for the computation of the tangential motion.

7= Qcosp — (19)

Tangential Velocities and the Rate of Change of Radius

To obtain the tangential velocities «, # and the rate of change of the radius
we take the first derivative with respect to time of equation (11):

- ON
Q—S(x1) =Ny +7 8t1

- ON
Q —S(x2) =7Nao+r (‘%2.

Substituting for Q, S(x), S(xz2) using equations (12) and (13) we obtain

R R . . . ON
o, + AT, + YNy, — f1N; — Ny — 7 8t1 =0 (20a)
R R . . . ON
o, + BTy + 7N, — foNy — #Ny — 1 8: =0. (20b)
Before we try to solve for «, 3, and 7 we need to obtain an expres-

sion for 881(11 and 8(1;2. If S(u,v,t) is a surface, then N(u,v,t) is given
by the (normalized) cross product of two distinct vectors in the tangent

plane:

- (Su x Sy)
N=——""=~.
[[Su x Sl

Differentiating with respect to time gives

5ux8)) OIS xSl

) a(
8_N _ ISy % Sull T 5 (Su X Sy) o)
ot [|Sy x Syll? ’

We first find an expression for

0Sux &) _ (qu x sy> + (su x 2SD)

O(SuxS8,) .
ot :

ot ot ot
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= (%St X Sv) + (Su X %St)
of of - ON ON
8u( xSU)+%(SuxN)+f<%xSU>+f<8u><%>.

Both aN and aN lie in the tangent plane; thus there exists 7, p1, 72, 2, such
that %1;1 = (TlSu + 11 S,) and %v = (128y + p2Sy). Substituting in (22):

(Sux S _ O af

+ f((11Su + NlSv) X Sy) + f(Su % (128 + 112Sy))

_Of ¢ of -

= %(N x 8y) + %(Su X N) + fr1(Su X Sy) + fru2(Su x Sy)
of < of <
8u( xSU)+%(Su X N) + f(m1 + p2)(Su X Sy)- (23)

We then derive 7‘3"5"5: Sull .
INSu xSl _ 0 1/2
0 = 81&[(8“ X Sp) - (Su x Sp)]

DSy % 80)  (Su x S)]
2((Su X Sy) - (Su x 8,))1/?

O(SuxSy
% Sy x Sy)

[Su x Sull (24)
_ |91 & of
= aU(N S>+8 (Su x N)
(Su x Sy)
+ [+ p2)(Su x Sy) 7”8” < Sl
= f(71 + p2)[|Su x Su |-
We combine (21), (23), and (24) to get an expression for a—N
oN 1 of < of s
ot ||Su x S| gu (N So) 5, (S x N)
+ (114 12)(Su X So) = (11 + p2)(Su X Sy) (25)

SN xS,)+ %L(S, xN)
[[Su x Sull
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We would like to re-parameterize S such that S; and Sy and N form an
orthonormal basis. Unfortunately, such a re-parameterization is time depen-
dent, and the previous derivation might not hold if u and v are functions of ¢.
Let @ and ¥ be a re-parameterization of S such that S(u(u,v,t),v(u,v,t)) =
S(u,v,t). We can write

oS (u,v) _s ou +8787

ou “ou ou
oS(u,v) . Ou ov
S Su% + Sv%.

Substituting for S, and S, in (25) we obtain
ON _ GE(Nx (Sali +Su52)) + (6 i+ Suge) x N)
ot H(Suau S“Hu) ( “81} ”av)H

(N X Sp)(fud2 = fo32) + (Sa xN) (o 5% — fu T2

(5550 — 5u3))[[Sa x So

Similarly for f we have

df(u,v) . 0u ov

gu "o 0
ofr) _ ou o
v u8v+fv8v'

Substituting for f, and f, we get

ON  (faBp8n — f,0u8u 4 g 3000 O000) (N x S,)

o (- Rl

0 D 0 D 01 du 05 9 S
(fa5y 5 — fodu 3y + fodo o — foguow) (S x N)

(355 — 5w ow)[1Sa x ol

_ (G5 - SEE) N x So) + [fo(F2 52 — F250)](Sa x N)
(55 5% — 5w 09)[|Sa x Sol|

+

SL(N x8y) + 5L(8a x N)
|Sa x Szl

We can therefore deduce that (21) is independent of the parameterization
chosen. This helps us simplify the derivation of tangential velocities by para-
meterizing S at S(x1) and S(x2) such that the tangent and normal vectors
form an orthonormal basis where one of the tangent vectors coincides with
Tb Formally, let (u1,v1) be a parameterization of § such that Sul, Sv17 and
N, are orthonormal at S(x1) and S, is equal to Ty. Similarly, let (ug,vs)
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be a parameterization such that SUQ, 302, and Ny are orthonormal at S (x2)
and 3@2 is equal to T,. The setup of the local coordinate frames is shown in
Fig. 10.

We now have (N x S,,) =

s (S x N) = =8, (S, xN) = =8,
and ||Su1 x S|l = 1. Slmllarly (N x 8,,) = =Suy, (Su, x N) = =8, and
S0, X Su,|l = 1. Thus we get

ONy  (0fia | Ofa
8t - <8U18 “ + (%1 Sm) (27&)
ONy  (0fo s | Ofoa
Erale <8u Su, + 81)28”2)' (27b)

We now turn back to (20), and take the inner product of both sides with T
to obtain (28)

of1
- 21 P
5=l (28a)
df2
=—r—1 28b
5= (281)
We therefore deduce that
Ofa _ 0fa
9fa _ 9N | P
(9’02 (9’01 ( 9)
Similarly, take the inner product of (20) with N, to obtain
v+ fising + 7sing + rafl Su, Ny =0 (30a)
Ofrs m.
v — fasing —7sing + r=—=38,, - Ng = 0. (30Db)
8112

Observe that (S, - Ng) = —cose and (S,, - Ngi) = —cos ¢ (see Fig. 11).
Hence we have

0
7+flsin<p+1'“sin<p—r£cos<p: 0
8’U,1

Af2
v = fgsmga—rsmcp—ra cosp = 0.

U2

Subtracting the above two equations we get 7

(31)

2 2sing \Ou;  dus

7;:_f1+f2+fcos<p <8f1 8f2> .
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Adding the two equations we obtain
Ofi | 9f2
2y — ——+ =] =0. 32
vy rcoscp(aul+au2 (32)

Substituting for v in (32) yields

Ouy  Ouy  rcospsing

To obtain the tangential velocity, one can now substitute (31) in (19):

- <% - %) . (34)

“= 2sinp \Juy  Ousg

4.3 Summary

We now summarize the results presented in this section. Let the surface S be
parameterized by u, v, t and consider the following motion (12):
oS o

S = T flu,v, )N,

where f is the inward normal velocity. Let @ be a medial surface point with
associated bitangent points S(x;) and S(x2) on the surface. Let S(x1), S(x2)
have normal velocities fi, f2, respectively. Let the coordinate frame be set up
as in Fig. 10. The medial surface will then evolve according to equation (13):

.0 . . )
Q = (9_? =aT, + ﬂTb + YNk,
if conditions (29) and (33) are satisfied
Ofs O
g2 Y91 d
8112 8111 07 at

%+%_ (f2—f)

Ouy  Ouy rcospsing’

The motion is then described by (34), (28), (18), and (31):

e (9h _on
2singp \ Quy  Ous

PR )

8111 (9’02
_fa—h
2singp

o hth | rese (0h 0h
o 2 2singp \Ou;  Ous )’
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We now interpret the medial axis evolution equations we have derived. It is
clear that the expressions for the 3D case bear a close resemblance to those for
the 2D case. In particular, the expression for the normal motion, v , of the 3D
medial axis in the object plane, P = (Q, S(x1),S(x2)), is identical to the one
for the normal motion of the medial axis in 2D, equation (9). The expressions
for the tangential motion, «, of the medial axis in the object plane and the
rate of change of the radius function are identical up to a parameterization
to the one in 2D, Egs. (8) and (10). In 2D the curve is parameterized by
arc length at both the boundary points (Fig. 8); in 3D the medial manifold
is parameterized such that the tangent to the surface at both the boundary
points is a unit vector lying in the object plane (Fig. 10). What is new is the
extra tangential velocity term 3 in the direction perpendicular to the object
plane. B is governed by the radius and the behavior of the speed f in the
vicinity of the bitangent points.

An important factor in the sensitivity of the medial axis to boundary
perturbations is the object angle . It appears in the denominator of the ex-
pressions for 7, «a, 7 and hence these terms can become infinite in the limit
as ¢ — 0. Moreover, when the normal velocities f; and fo are small, v is
also small, provided that the sine of the object angle ¢ does not approach
zero. These results provide a theoretical foundation for approaches which use
(heuristic) functions based on this angle as criteria for pruning medial sur-
faces, including [18, 14]. It is curious that the limiting behavior of the average
outward flux measure reveals exactly a function of this angle, for all generic
medial axis point types, as pointed out in Section 3.

There are important conditions on the behavior of the speed in the neigh-
borhoods of S(x;) and S(xz2), specifically (29) and (33). If these conditions
are not met, S(x1) and S(x2) will not be the bitangent points associated with
a medial surface point after the surface has evolved. In fact, although this is
not pointed out in [2], the following constraint:

%+%_ (f2— f1)

sy Osy  rcospsing’

very similar to (33), must also hold in the 2D case for a medial point to
remain associated with two bitangent points after the bounding curve has
evolved. This can be shown by an argument analogous to the one we have
used for the 3D case. As a consequence, the results obtained in [2] on skeletal
evolution must be interpreted with some caution. Unfortunately, a geometric
interpretation of the constraints is not so straightforward. In particular, the

conditions under which we can have Svl = .SA'U2 normal to P and % - gq{ - =0
on the one hand; and S,,, &, in P and g—fl + % = % remain to be
investigated.

Given our expressions it is straightforward to look at the special case of
constant boundary motion, the grass fire flow, where f = 1. In this case, we
confirm the 2D result of [2], i.e., a = =~v=0and 7= —1.
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5 Discussion

In this chapter we have reviewed the generic local structure of the medial
axis due to [11, 12], we have discussed average outward flux algorithms for
medial axis computation and finally have addressed the problem of medial axis
evolution by deriving the (local) velocity of points on the medial axis induced
by motions of the corresponding bitangent boundary points. The connection
between medial axis computation and evolution is provided by the notion of
an object angle which for a point of type A? is one half the angle between
the vectors pointing in from the bitangent points.! First, during medial axis
computation the average outward flux limit gives exactly a function of this
angle at each generic medial axis point. This suggests that the salience of a
medial axis point is proportional to this angle. Indeed, a closely related but
more formal notion of salience determined by a concept of medial density has
been provided in [7]. Second, during medial axis evolution the sine of the
object angle shows up as a denominator term in the medial axis velocities,
suggesting that the least “sensitive” points are precisely those for which the
object angle is high.

It is important to point out that the medial axis evolution we have covered
is different than the study of the skeleton under a one-parameter family of
deformations in [10, 11]. This latter works categorizes the various types of
transitions that can occur between generic medial axis point types but does
not explicitly address the likelihood of such transitions. We conjecture that a
more explicit connection between the evolution of medial axes and the notion
of medial axis stability can be made, in part because of the intimate connection
between medial geometry and boundary geometry revealed by Jim Damon’s
recent work [7, 8]. Investigating this conjecture remains the subject of ongoing
work.
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Summary. Statistical shape analysis of anatomical structures plays an important
role in many medical image analysis applications. For instance, shape statistics are
useful in understanding the structural changes in anatomy that are caused by growth
and disease. Classical statistical techniques can be applied to study shape represen-
tations that are parameterized by a linear space, such as landmark data or boundary
meshes, but they cannot handle more complex representations of shape. We have
been developing representations of geometry based on the medial axis description
or m-rep. While the medial representation provides a rich language for variability
in terms of bending, twisting, and widening, the medial parameters are elements of
a nonlinear Riemannian symmetric space. Therefore, linear statistical methods are
not applicable in the m-rep setting, and statistical methods for analyzing manifold
data are needed. This chapter presents a general method called principal geodesic
analysis (PGA) for computing the variability of manifold-valued data. PGA is a
direct generalization of principal component analysis (PCA) and is based solely on
intrinsic properties of the underlying manifold, such as the notion of geodesic curves
and distance. We demonstrate the use of PGA to describe the shape variability of
medial representations, and results are shown on a hippocampus data set. The app-
licability of PGA is also shown within a 3D image segmentation framework based
on a Bayesian posterior optimization of deformable medial models.

Key words: Shape analysis, Riemannian geometry, manifold statistics, medial
representations.

1 Introduction

Advances in medical imaging technology have provided the ability to acquire
high-resolution three-dimensional (3D) images of the human body. Imaging
technologies such as computed tomography (CT) and magnetic resonance
(MR) are noninvasive means for obtaining potentially life-saving informa-
tion. Statistical shape analysis [12, 28, 43] is emerging as a powerful tool
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for understanding the anatomical structures in medical images, and it is find-
ing applications in disease diagnosis, radiotherapy or surgery planning, and
tracking of anatomic growth. For example, a probability distribution of the
possible geometric configurations of an organ can be used as a prior to help
guide the automatic segmentation of anatomy in medical images. Statistical
characterizations of the differences between normal organ shape and diseased
organ shape can be used to improve the accuracy of disease diagnosis.

Several previous approaches to these problems have used linear models
of anatomic shape, and thus, linear statistical techniques to analyze shape
variability. Bookstein [4] uses landmarks to capture the important geometric
features in an image. The active shape model (ASM) of Cootes and Taylor
[10] represents an object’s geometry as a dense collection of boundary points.
Cootes et al. [9] have augmented their statistical models to include the vari-
ability of the image information as well as shape. Kelemen et al. [26] use a
spherical harmonic (SPHARM) decomposition of the object boundary.

In all of these approaches the underlying geometry is parameterized as a
Euclidean vector space. The training data is given as a set of vectors z1,...,zN
in a vector space V. For active shape models each vector is constructed by
concatenation of the boundary points in an object. For spherical harmonics
each vector is constructed as the concatenation of the coefficients of a spherical
harmonic surface representation of the object boundary. An average object
vector is computed as the linear average of the training set: y = % vazl Z;.
Principal component analysis (PCA) [23] is then used to find an efficient
parameterization of the model variability. This is accomplished by computing
an eigenanalysis of the sample covariance matrix

1 .
SZN;(%—M)(%—M) :

If v,k = 1,...,d are the ordered eigenvectors of the quadratic form S with
corresponding eigenvalues Ak, then a new object within the realm of statisti-
cally feasible shapes is parameterized by

d

T =p+ Zakvk,
k=1

where the oy € R are coefficients that control the modes of variation.

Shape is often defined as the geometry of objects that is invariant under
global translation, rotation, and scaling. To ensure that the variability being
computed is from shape changes only, an important preprocessing step of any
shape analysis technique is to align the training objects to a common position,
orientation, and scale. A common alignment technique used is Procrustes
alignment [19], which seeks to minimize, with respect to global translation,
rotation, and scaling, the sum of squared distances between corresponding
data points.
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While much of the work on the statistical analysis of shape has focused
on linear methods, there has been some work on statistical methods for
nonlinear geometric data. Kendall’s ground-breaking work formulates shape
spaces as complex projective spaces [27]. Related work includes the statistical
analysis of directional data [29]. Pennec [36] defines Gaussian distributions
on a manifold as probability densities that minimize information. The work
of Grenander and others [20, 31] constructs shapes as infinite-dimensional
manifolds and shape variations as actions by the diffeomorphism group. More
recently, Sharon and Mumford [42] as well as Mio and Srivastava [32] have
introduced metrics on the space of planar curves.

Linear shape models treat shape changes as combinations of local transla-
tions. However, richer models of shape and richer variations of shape can be
achieved with nonlinear models. The medial representation provides a power-
ful framework for describing shape variability in intuitive terms such as local
thickness, bending, and widening. However, the medial parameters are not
elements of a Euclidean space. Therefore, the standard linear techniques of
shape analysis, namely linear averaging and PCA, do not apply. In this chapter
we show that the medial parameters are in fact elements of a certain type of
manifold known as a Riemannian symmetric space. We then show how the
standard shape analysis techniques can be generalized to handle manifold
data. First, we describe how averages can be computed on a manifold. Next,
we develop a new method named principal geodesic analysis (PGA), a gen-
eralization of PCA, for describing the variability of data on a manifold. We
demonstrate how PGA can be used in a maximum posterior segmentation of
3D medical images via deformable m-reps models. The segmentation is based
on a Bayesian objective function that incorporates a geometric prior using
PGA. The optimization of this objective function uses the principal geodesic
modes of variation as a parameter space.

The remainder of this chapter is outlined as follows. In Section 2 we review
the medial shape representation and the deformable m-reps approach to seg-
mentation. Section 3 is a review of the necessary background on Riemannian
symmetric spaces and an explanation of how m-reps are parameterized as
such a space. Section 4 develops the general method of PGA for comput-
ing the statistical variability of manifold data. This framework is applied to
shape analysis using m-reps in Section 5. Finally, the application of m-rep
shape statistics to deformable model segmentation is presented in Section 6.

2 Medial Shape Representation

Medial representations of objects, or m-reps, are the foundation of the sta-
tistical shape analysis approach taken in this work. This section is a review
of the necessary background in medial geometry representations. The article
by Pizer et al. [40] provides an overview of the properties of the medial locus
and methods for extracting the medial locus from an object. The deformable
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m-reps approach to image segmentation is described in depth by Pizer et al.
[39]. The medial locus is a means of representing the “middle” or “skeleton” of
a geometric object. Psychophysical and neurophysiological studies have shown
evidence that medial relationships play an important role in the human visual
system [1, 6, 30]. The medial locus was first proposed by Blum in 1967 [2],
and its properties were later studied in two dimensions by Blum and Nagel
[3] and in three dimensions by Nackman [34]. Arising from the medial locus
definition is a surprisingly rich mathematical theory that incorporates many
aspects from differential geometry and singularity theory (see, for instance,
[11, 18]).

The medial locus of a 3D object consists of the centers of all spheres that
are interior to the object and tangent to the object’s boundary at two or more
points. In the m-reps framework, the medial description of an object is defined
by the centers of the inscribed spheres and by the associated vectors, called
spokes, from the sphere centers to the two respective tangent points on the
object boundary. A figure is a smooth 2D medial locus with a smooth edge,
i.e., it is diffeomorphic to a 2D disk. In this chapter we will only consider
objects that can be represented by a single medial figure. More complex ob-
jects can be represented as a collection of branching figures (see [39] for more
detail).

Fig. 1. A medial atom as a position, radius, and two spoke directions (left). A medial
end atom, adding a third bisector spoke with elongation parameter n (right).

A 3D medial atom (see Fig. 1) is a tuple (z,7,n9,n1) € R® x R* x 52 x §2.
The two unit length vectors, ng,n1, thought of as two points on the unit
sphere 52, represent the tangency points of the boundary with the inscribed
sphere. The spokes are the vectors pointing from the medial locus position to
the object boundary and are given by rng and rnji. Therefore, medial atoms
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Fig. 2. Two single figure m-rep models: a kidney (left) and a hippocampus (right).

give enough information to reconstruct the corresponding boundary points on
the object, yo,y1, given by the formulae

Yo = T + rno, y1 =2 +rng. (1)

A sphere on the edge of the continuous medial locus has a single point of
third-order contact with the object boundary, i.e., it is an osculating sphere to
the boundary. However, this single point of contact can be an unstable feature
for image analysis tasks. The representation can be stabilized by modeling
the crest of the object with atoms that have three points of contact with the
boundary. An end atom (see Fig. 1) is a special type of medial atom that
models an atom shifted back from the edge of the medial locus. It has an
extra spoke in the bisector direction, b, along which the true edge of the medial
locus lies. This extra spoke points to the crest of the implied boundary and has
length nr, where n is a parameter in the interval [1,1/ cos(6)]. A value of n =1
gives a circular end cap, while at the other extreme a value of n = 1/ cos()
gives a sharp corner.

In 3D a single figure object is represented by a quadrilateral mesh m;; of
medial atoms (ref. Fig. 2). Atoms on the edge of the mesh are represented
by end atoms with three spokes as described above. The atoms in an m-rep
mesh can be thought of as control points implying a full continuous sheet of
medial atoms. The continuous medial locus extends beyond the end atoms to
the curve of atoms osculating the crest of the implied object’s boundary. The
implied boundary of an m-rep figure is interpolated from the boundary points
(Yo, y1) and corresponding normals (ng, n1) implied by the medial atoms. This
also includes the crest points implied by the third spokes of the end atoms.
The surface interpolation used is due to Thall [46] and is an extension of the
Catmull-Clark subdivision method [8].
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An arbitrary medial mesh may not produce a smooth boundary surface,
as the spokes may cross one another and cause singularities in the implied
boundary. Damon [11] has formulated the necessary conditions on a medial
structure for the implied boundary to be free of such singularities. These
conditions are not currently enforced in m-rep models, but the mathemati-
cal foundation is there to ensure that m-rep models always generate legal
boundaries, and this is an area of current research.

2.1 Figural Coordinates

An m-rep sheet should be thought of as representing a continuous branch of
medial atoms with associated continuous implied boundary. This continuous
sheet of medial atoms can be parameterized by two real parameters (u,v).
Since each internal medial atom in a single figure implies two boundary points,
an extra parameter t € {—1,1} can be added to extend the medial coordinates
to a parameterization (u,v,t) of the implied boundary.

Fig. 3. The figural coordinate directions (u, v, t, 7) demonstrated on an m-rep model
of the hippocampus. Sample order 1 medial atoms on the sheet are also shown.

The figural coordinates further extend the implied boundary coordinates
to a parameterization of the space inside and just outside the m-rep figure.
A figural coordinate (rvef. Fig. 3) is a tuple (u,v,t,7), where the 7 pa-
rameter gives the r-proportional signed distance of the point in question
from the surface point at (u,v,t). That is, 7 is given as the signed dis-
tance along the normal to the surface at (u,v,t) divided by the r value
at (u,v,t). This coordinate system is valid inside the entire solid repre-
sented by the m-rep figure (i.e., each point has a unique coordinate). It is
also valid outside the figure’s boundary up to the exterior shock set of the
distance function to the boundary. This is useful, for example, during seg-
mentation in comparing image intensity values of the target image with the
image intensity values of a template image with respect to the current m-rep
object.
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2.2 Segmentation via Deformable M-reps

Following the deformable models paradigm, a 3D m-rep model M is deformed
into an image I(z,y, z) by optimizing an objective function, which is defined
as

FM|I)=L(IM) + a G(M).

The function L, the image match, measures how well the model matches the
image information, while G, the geometric typicality, gives a prior on the possi-
ble variation of the geometry of the model. The relative importance of the two
terms is weighted by the nonnegative real parameter «. In the Bayesian setting
this objective function F' with a = 1 can be seen as a log posterior probability
density, where the image match L is a log likelihood probability and the
geometric typicality G is a log prior probability. The segmentation strategy
described here is from Pizer et al. [39] and was also developed in previous
papers [37, 24]. Later, in Section 6, we describe how geometric statistics can be
incorporated into this segmentation strategy. This includes using a statistical
geometric prior for the geometric typicality, G, and using figural deformations
based on the statistical modes of variation.

The objective function F' is optimized in a multiscale fashion. That is, it
is optimized over a sequence of transformations that are successively finer in
scale. In this chapter only segmentation of single figures is considered, which
includes three levels of scale: the figural level, the medial atom level, and the
dense boundary sampling level. We will concentrate on the figural level in
Section 6, where the PGA modes describe the figural level deformations. For
details on the other scale levels, see [39].

The computation of the image match term in the objective function is
based on a a template model M. Image values in a template image Iata
particular figural coordinate of the template model are compared to image
values in the target image I at the corresponding figural coordinate of the
candidate model. The image match term of the objective function is computed
as a correlation over a collar (+e in the normal direction) about the object
boundary:

L(M,I):/B j Gt)I (8 + (t/#)R) I (s + (t/r)n) dt dw.

In this equation a hat (") always denotes an entity associated with the tem-
plate model M, and the same entities without a hat are associated with the
candidate model M. The parameter w = (u,v,t) is a figural boundary co-
ordinate, and B is the parameter domain of the boundary coordinates. The
following are functions of the boundary figural coordinate w: s,§ are para-
meterizations of the boundaries, r,# are the radius functions, and n, i are
the boundary normals. The function G, is the Gaussian kernel with standard
deviation ¢. The Gaussian kernel is used to weight the importance of the
image match so that features closer to the boundary are given higher weight.
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The values for the collar width and Gaussian standard deviation have been
set by experience to e = 0.3 and ¢ = 0.15.

3 Mathematical Background

PGA is a general method for describing the variability of data that lies on a
Riemannian manifold. Medial representations, it will be shown, can be para-
meterized as a particular type of Riemannian manifold known as a symmetric
space. In this section we provide the necessary background to Riemannian
manifolds and symmetric spaces that will be needed later. We also describe
how the medial parameters are an element of a symmetric space.

3.1 Riemannian Manifolds

A Riemannian metric on a manifold M is a smoothly varying inner product
(-,-) on the tangent space T, M at each point 2 € M. The norm of a vector
v € T,M is given by [[v]| = (v,v)2. Given a smooth curve segment in M,
its length is computed by integrating the norm of the tangent vectors along
the curve. The Riemannian distance between two points z,y € M, denoted
d(x,y), is defined as the minimum length over all possible smooth curves
between z and y. A geodesic curve is a curve that locally minimizes the length
between points. An isometry of M is a diffeomorphic map & : M — M
that preserves the Riemannian distance, i.e., d(z,y) = d(®(x),P(y)), for all
x,y € M. A manifold is said to be complete if all geodesics extend indefinitely.
This is an important property because it implies that between any two points
there exists a length-minimizing geodesic.

Given a tangent vector v € T,, M, there exists a unique geodesic, v, (t), with
v as its initial velocity. The Riemannian exponential map, denoted Exp,, maps
v to the point at time one along the geodesic 7,. The geodesic has constant
speed equal to ||dv,/dt||(t) = ||v||, and thus the exponential map preserves
distances from the initial point, i.e., d(z,Exp,(v)) = ||v||. The exponential
map is a diffeomorphism in a neighborhood of zero, and its inverse in this
neighborhood is the Riemannian log map, denoted Log,. Thus for a point y
in the domain of Log, the geodesic distance between z and y is given by

d(x,y) = | Log, (y)l- (2)

3.2 Lie Groups and Symmetric Spaces

Briefly, a Riemannian symmetric space is a connected manifold M such that
at each point the mapping that reverses geodesics through that point is an
isometry. For a detailed treatment of symmetric spaces see the standard texts
[5, 22]. A good concise introduction to Lie groups can be found in Chapter
1 of [35]. Common examples of symmetric spaces are Euclidean spaces, R™,
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spheres, S™, and hyperbolic spaces, H". Symmetric spaces, and the methods
for computing geodesics and distances on them, arise naturally from Lie group
actions on manifolds.

A Lie group G is a differentiable manifold that also forms an algebraic
group, where the two group operations,

w:(z,y) — xy . GxGE—-G Multiplication

izt : G—-G Inverse

are differentiable mappings (the symbol p used in this way should not be con-
fused with the mean). Many common geometric transformations of Euclidean
space form Lie groups. For example, rotations, translations, magnifications,
and affine transformations of R™ all form Lie groups. More generally, Lie
groups can be used to describe transformations of smooth manifolds.

Given a manifold M and a Lie group G, a smooth group action of G on
M is a smooth mapping G x M — M, written (g,z) +— g -, such that for
all g,h € G, and all x € M we have e-z = x, and (gh) -z = (g - (h - x)),
where e is the identity element of G. The group action should be thought of
as a transformation of the manifold M, just as matrices are transformations
of Euclidean space.

The orbit of a point © € M is defined as G(z) = {g -z : g € G}. In the
case that M consists of a single orbit, we call M a homogeneous space and
say that the group action is transitive. The isotropy subgroup of x is defined
as G, = {g € G : g-z = x}, i.e., Gy is the subgroup of G that leaves the
point z fixed.

Let H be a closed Lie subgroup of the Lie group G. Then the left coset
of an element g € G is defined as gH = {gh : h € H}. The space of all such
cosets is denoted G/H and is a smooth manifold. There is a natural bijection
G(z) 2 G/G, given by the mapping g -z — gG,. Now let M be a symmetric
space and choose an arbitrary base point p € M. We can always write M as
a homogeneous space M = G/G,,, where G is a connected group of isometries
of M, and the isotropy subgroup G, is compact. The fact that G is a group
of isometries means that d(z,y) =d(g-z,g-y), for all z,y € M, g € G.

As an example consider the symmetric space S?, the sphere in R3.
Rotations of the sphere are a smooth group action by the Lie group SO(3),
the 3 x 3 rotation matrices. We choose the base point to be the north pole,
p=(0,0,1) € S2. It is easy to see that the orbit of p is the entire sphere. Thus
52 is a homogeneous space. Also, the isotropy subgroup of p is the group of
all rotations about the z-axis, which can be identified with the group of 2D
rotations, SO(2). Therefore, S? is naturally identified with the quotient space
S0(3)/50(2).

Finally, we turn to the symmetric space of medial atoms, M(1) = R3 x
R* x 52 x S?, where the components in the direct product represent the
position, radius, and two unit spoke directions for a medial atom. The group
G = R3 xR* x SO(3) x SO(3) acts smoothly on M(1). Let g = (v, s, Ro, R1)
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be an element of G and m = (x, 7, ng,n;) be a medial atom. Then the group
action is given by

g.m:(X—'—V,S'T,RO'nO;Rl'nl)'

This action is transitive, and we can choose a base atom p with center x = 0,
radius r = 1, and both spoke directions, ng, ns, equal to (0,0, 1). The isotropy
subgroup, Gy, is given by {0} x {1} x SO(2) x SO(2). The medial atom space
can thus be thought of as the quotient M(1) = R® x R* x (SO(3)/S0(2)) x
(S0(3)/50(2)).

3.3 Geodesics

Geodesics on a symmetric space M = G/G, are computed through the group
action. Since G is a group of isometries acting transitively on M, it suffices
to consider only geodesics starting at the base point p. For an arbitrary point
x € M, geodesics starting at x are of the form ¢ - v, where x = g - p and
~ is a geodesic with v(0) = p. A geodesic is the image of the action of a
one-parameter subgroup of G acting on the base point p.

Returning to the sphere, S?, the geodesics at the base point p = (0,0, 1)
are the great circles through p, i.e., the meridians. These geodesics are realized
by the group action of one-parameter subgroups of SO(3). Such a subgroup
consists of all rotations about a fixed axis in R3 perpendicular to p. We con-
sider a tangent vector in 7,52 as a vector v = (v1,v2,0) in the z-y plane.
Then the exponential map is given by

sinfoll _sin|ju
Exp,,w):(vl- Ll g SR o). 3)

where [[v]| = \/v? + v3. This equation can be derived as a sequence of two
rotations that rotate the base point p = (0,0,1) to the point Exp,(v). The
first is a rotation about the y-axis by an angle of ¢, = ||v|. The second,
aligning the geodesic with the tangent vector v, is a rotation about the z-axis
by an angle of ¢, where cos(¢,) = v1/||v| and sin(¢,) = va/||v].

The corresponding log map for a point z = (21, x2,23) € S? is given by

0 0
Log,(z) = (xl “omg Y2 sin9> ) (4)
where § = arccos(x3) is the spherical distance from the base point p to the
point x. Notice that the antipodal point —p is not in the domain of the log
map.

Other examples of symmetric spaces are the compact Lie groups, such as
the rotation groups, SO(n), and the Euclidean groups, R™. These groups act
on themselves transitively by their group multiplication. Thus the geodesics
for such a Lie group at the identity are its one-parameter subgroups.
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4 Principal Geodesic Analysis

In this section we present a novel framework for computing the statistical
variability of data on general manifolds. Principal component analysis (PCA)
is a standard technique for describing the statistical variability of data in
Euclidean space R™. The method presented in this section, called principal
geodesic analysis (PGA), is a natural extension of PCA to manifold-valued
data.

In Section 4.1 we review existing definitions for the mean of manifold-
valued data. The definition of the mean used in this work is intrinsic to the
geometry of the manifold. In Section 4.2 we present PGA for describing the
variability of data on manifolds. This is based on generalizing the defini-
tion of PCA, using a variance-maximizing definition. We give an algorithm
for computing PGA as well as an algorithm for efficiently approximating it.
Finally, we compare both the PGA and approximation to PGA algorithms on
the sphere S2.

4.1 Means on Manifolds

The first step in extending statistical methods to manifolds is to define the
notion of a mean value. In this section we describe two different notions of
means on manifolds called intrinsic and extrinsic means, and we argue that
the intrinsic mean is a preferable definition. We then present a method for
computing the intrinsic mean of a collection of data on a manifold. Throughout
this section we consider only manifolds that are connected and have a complete
Riemannian metric.

Intrinsic versus Extrinsic Means

Given a set of points x1,...,xy € R”, the arithmetic mean T = % Zf\;l x; is
the point that minimizes the sum of squared Euclidean distances to the given
points, i.e.,

N
T = arg minz llz — 2|2
zeR™ 25

Since a general manifold M may not form a vector space, the notion of an
additive mean is not necessarily valid. However, like the Euclidean case, the
mean of a set of points on M can be formulated as the point which minimizes
the sum of squared distances to the given points. This formulation depends
on the definition of distance. One way to define distance on M is to embed
it in a Euclidean space and use the Euclidean distance between points. This
notion of distance is extrinsic to M, that is, it depends on the ambient space
and the choice of embedding. Given an embedding @ : M — R", define the
extrinsic mean [21] of a collection of points x1,...,xn € M as
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N

lig = arg minz |®(z) — q'S(xl)Hz
xeEM i=1

Given the above embedding of M, we can also compute the arithmetic
(Euclidean) mean of the embedded points and then project this mean onto
the manifold M. This projected mean is equivalent to the above definition of
the extrinsic mean (see [44]). Define a projection mapping 7 : R® — G as

m(x) = arg min || P(y) — a:HZ
yeM

Then the extrinsic mean is given by

1 N
U =T (N Z@(xﬁ) .
=1

A more natural choice of distance is the Riemannian distance on M. This
definition of distance depends only on the intrinsic geometry of M. We now
define the intrinsic mean of a collection of points x1,...,xny € M as the
minimizer in M of the sum of squared Riemannian distances to each point.
Thus the intrinsic mean is

N
[ = arg min d(z, z;)?, 5
£ min 3 d(r. ) (5)

where d(-,-) denotes Riemannian distance on M. This is the definition of a
mean value that we use in this chapter.

The idea of an intrinsic mean goes back to Fréchet [17], who defines it for
a general metric space. The properties of the intrinsic mean on a Riemannian
manifold have been studied by Karcher [25]. Moakher [33] compares the prop-
erties of the intrinsic and extrinsic mean for the group of 3D rotations. Since
the intrinsic mean is defined in (5) as a minimization problem, its existence
and uniqueness are not ensured.

We argue that the intrinsic mean definition is preferable over the extrin-
sic mean. The intrinsic mean is defined using only the intrinsic geometry of
the manifold in question, that is, distances that are dependent only on the
Riemannian metric of the manifold. The extrinsic mean depends on the geom-
etry of the ambient space and the imbedding ®. Also, the projection of the
Euclidean average back onto the manifold may not be unique.

Computing the Intrinsic Mean

Computation of the intrinsic mean involves solving the minimization problem
in (5). We will assume that our data z1,...,z, € M lies in a sufficiently small
neighborhood so that a unique solution is guaranteed. We must minimize the
sum of squared distance function
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1 Y
= 2
@) =55 Zld(xmcl) :
i=

where d is the Riemannian distance given in (2). We now describe a gradient
descent algorithm, first proposed by Pennec [36], for minimizing f. Using the
assumption that the z; lie in a strongly convex neighborhood, i.e., a neigh-
borhood U such that any two points in U are connected by a unique geodesic
contained completely within U, Karcher [25] shows that the gradient of f is

1 N
VH(@) =~ 3 Log, (@)
i=1

The gradient descent algorithm takes successive steps in the negative gradient
direction. Given a current estimate y; for the intrinsic mean, the equation for
updating the mean by taking a step in the negative gradient direction is

N
-
frj+1 = Exp,, (N Z Log,, (xl)> '
i=1

where 7 is the step size.

Because the gradient descent algorithm only converges locally, care must
be taken in the choices of the initial estimate of the mean po and the step
size 7. Since the data is assumed to be well localized, a reasonable choice
for the initial estimate pg is one of the data points, say x1. The choice of T
is somewhat harder and depends on the manifold M. Buss and Fillmore [7]
prove for data on spheres that a value of 7 = 1 is sufficient. Notice that if M
is a vector space, the gradient descent algorithm with 7 = 1 is equivalent to
linear averaging and thus converges in a single step. If M = R*, the Lie group
of positive reals under multiplication, the algorithm with 7 = 1 is equivalent
to the geometric average and again converges in a single step.

In summary we have the following algorithm for computing the intrinsic
mean of manifold data.

Algorithm 1. Intrinsic Mean
Input: z1,..., 2y € M
Output: 4 € M, the intrinsic mean
Ho = 21
Do
Ap = % PORN Log,,, ;
pj+1 = Exp,, (Ap)
While || Apl| > e.
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4.2 PGA

Although averaging methods on manifolds have previously been studied, PCA
has not been developed for manifolds. We present a new method called prin-
cipal geodesic analysis (PGA), a generalization of PCA to manifolds. We
start with a review of PCA in Euclidean space. Consider a set of points

Z1,...,xNy € R™ with zero mean. PCA seeks a sequence of linear subspaces
that best represent the variability of the data. To be more precise, the intent
is to find an orthonormal basis {vy,...,v,} of R™ that satisfies the recursive
relationship
N
v] = arg maXZ(v ca;)?, (6)
lvl=1 =
N k-1

v = arg maxz Z(vj )2+ (v (7)

lolI=1 =1 j=1

In other words, the subspace Vi, = span({v1,...,v;}) is the k-dimensional
subspace that maximizes the variance of the data projected to that subspace.
The basis {vy} is computed as the set of ordered eigenvectors of the sample
covariance matrix of the data.

Now turning to manifolds, consider a set of points x1, ..., zy on a manifold
M. Our goal is to describe the variability of the z; in a way that is analogous
to PCA. Thus we will project the data onto lower-dimensional subspaces that
best represent the variability of the data. This requires first extending three
important concepts of PCA into the manifold setting:

e Variance. Following the work of Fréchet, we define the sample variance of
the data as the expected value of the squared Riemannian distance from
the mean.

e Geodesic subspaces. The lower-dimensional subspaces in PCA are lin-
ear subspaces. For general manifolds we extend the concept of a linear
subspace to that of a geodesic submanifold.

e Projection. In PCA the data is projected onto linear subspaces. We define
a projection operator for geodesic submanifolds, and show how it may be
efficiently approximated.

We now develop each of these concepts in detail.

Variance

The variance 02 of a real-valued random variable x with mean  is given by
the formula

o? = El(a — p)?),
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where £ denotes expectation. It measures the expected localization of the vari-
able z about the mean. When dealing with a vector-valued random variable
x in R™ with mean g, the variance is replaced by a covariance matrix

D= £lx - p)x — w)"l.

However, this definition is not valid for general manifolds again since vector
space operations do not exist for such spaces.

The definition of variance we use comes from Fréchet [17], who defines the
variance of a random variable in a metric space as the expected value of the
squared distance from the mean. That is, for a random variable z in a metric
space with intrinsic mean p, the variance is given by

02 = Eld(u, z)?).

Thus given data points x1,...,x Ny on a complete, connected manifold M, we
define the sample variance of the data as

1 1
0% = = D dlmwi)? = 3 [ Log, (@), (8)
=1 =1

where p is the intrinsic mean of the x;.

If M is a vector space, the variance definition in (8) is given by the trace
of the sample covariance matrix, i.e., the sum of its eigenvalues. It is in this
sense that this definition captures the total variation of the data.

Geodesic Submanifolds

The next step in generalizing PCA to manifolds is to generalize the notion
of a linear subspace. A geodesic is a curve that is locally the shortest path
between points. In this way a geodesic is the generalization of a straight line.
Thus it is natural to use a geodesic curve as the one-dimensional subspace
that provides the analog of the first principal direction in PCA.

In general if N is a submanifold of a manifold M, geodesics of N are not
necessarily geodesics of M. For instance the sphere S? is a submanifold of
R3, but its geodesics are great circles, while geodesics of R? are straight lines.
A submanifold H of M is said to be geodesic at = € H if all geodesics of H
passing through x are also geodesics of M. For example a linear subspace of R™
is a submanifold geodesic at 0. Submanifolds geodesic at x preserve distances
to x. This is an essential property for PGA because variance is defined as
the average squared distance to the mean. Thus submanifolds geodesic at the
mean will be the generalization of the linear subspaces of PCA.

Projection

The projection of a point x € M onto a geodesic submanifold H of M is
defined as the point on H that is nearest to = in Riemannian distance. Thus
we define the projection operator g : M — H as
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7 (z) = arg min d(z, y)?. (9)
yeH

Since projection is defined by a minimization, there is no guarantee that
the projection of a point exists or that it is unique. However, if our data
is restricted to a small enough neighborhood about the mean, we can be
assured that projection is unique for any submanifold geodesic at the
mean.

Defining Principal Geodesic Analysis

We are now ready to define principal geodesic analysis for data x1,...,xN
on a connected, complete manifold M. Our goal, analogous to PCA, is to
find a sequence of nested geodesic submanifolds that maximize the projected
variance of the data. These submanifolds are called the principal geodesic
submanifolds.

Let T),,M denote the tangent space of M at the intrinsic mean yu of the
x;. Let U C T, M be a neighborhood of 0 such that projection is well de-
fined for all geodesic submanifolds of Exp,(U). We assume that the data
is localized enough to lie within such a neighborhood. The principal geo-
desic submanifolds are defined by first constructing an orthonormal basis
of tangent vectors vi,...,v, € T,M that span the tangent space T, M.
These vectors are then used to form a sequence of nested subspaces Vi, =
span({v1,...,vx}) NU. The principal geodesic submanifolds are the images
of the Vi under the exponential map: Hy = Exp,,(V%). The first principal di-
rection is chosen to maximize the projected variance along the corresponding
geodesic:

N
v = aﬁlg‘lmaxz I Log,, (7 (:)|1%, (10)
vI=l =1

where H = Exp,,(span({v}) N U).

The remaining principal directions are defined recursively as

N
VL :aw”gHmamZHLogN(WH(gci))Hz7 (11)
viI=l =1

where H = Expu(span({vl, s Ug—1, ) NU).

Approximating Principal Geodesic Analysis

Exact computation of PGA, that is, solution of the minimizations (10) and
(11), requires computation of the projection operator wg. However, the pro-
jection operator does not have a closed-form solution for general manifolds.
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Projection onto a geodesic submanifold can be approximated linearly in the
tangent space of M. Let H C M be a geodesic submanifold at a point p € M
and z € M a point to be projected onto H. Then the projection operator is
approximated by

i (x) = arg min || Log, (y)||?
yeEH

~ arg min || Log,,(z) — Lng(?J)H2~
yeH

Notice that Log,(y) is simply a vector in T, H. Thus we may rewrite the
approximation in terms of tangent vectors as

Log, (mr (7)) ~ arg min || Log,(x) — vl|2.
veT, H

But this is simply the minimization formula for linear projection of Log, ()
onto the linear subspace T,H. So, if v1,...,v; is an orthonormal basis for
T,H, the projection operator can be approximated by the formula

k

Log, (mu(x)) ~ Y _(vi,Log,(x)). (12)

i=1

Analyzing the quality of the approximation to the projection formula
(12) is difficult for general manifolds. It obviously gives the exact projec-
tion in the case of R™. For other manifolds of constant curvature, such
as spheres, S™, and hyperbolic spaces, H", the projection formula can be
computed exactly in closed form. This makes it possible to get an idea of
how well the linear approximation does in these cases. The error computa-
tions for the sphere S? are carried out at the end of this subsection as an
example.

If we use (12) to approximate the projection operator 7 in (10) and (11),
we get

N
V] A arg maxZ(%LOgu(xi))z»
N k-1

v ar”gumaxz Z(vj, Logu(xi))z + (v,LogN(xi»z.
vI=1 =1 =1

The above minimization problem is simply the standard PCA in T,,M of the
vectors Logﬂ(xi)7 which can be seen by comparing the approximations above
to the PCA equations, (6) and (7). Thus an algorithm for approximating
the PGA of data on a manifold is as follows.
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Algorithm 2. Principal Geodesic Analysis
Input: z1,..., 2y € M
Output: Principal directions, vy, € 1), M
Variances, A\ € R
p = intrinsic mean of {z;} (Algorithm 1)
u; = Log,, (z;)
S = % Zi\;l uguy

{vg, Ak} = eigenvectors/eigenvalues of S.

The approximation to PGA in the tangent space is similar to the tangent
space PCA introduced for Kendall’s shape spaces (see [12] for a discussion).
A major difference is that for PGA approximation we use the Riemannian log
map to put our points in the tangent space, whereas projection in Kendall’s
shape space is typically done as orthogonal projection onto the tangent space.
Using the Riemannian log map preserves distances to the mean value, while
orthogonal projection does not. This is an important feature of PGA approxi-
mation since it preserves the variance of the data, which is defined via squared
distance to the mean. Also, points generated from the approximate PGA can
be placed back onto the manifold via the Riemannian exponential map, again
preserving the distance to the mean.

Now we demonstrate the error computations for the projection operator
in the special case of the sphere S?. Since the sphere components (spoke
directions) are the source of positive curvature in the medial atom space, this
example can give us an idea of the error we can expect for m-reps. Let H be
a geodesic (i.e., a great circle) through a point p € S?. Given a point x € S2,
we wish to compute its true projection onto H and compare that with the
approximation in the tangent space T,,Sz. Thus we have a spherical right
triangle as shown in Fig. 4. We know the hypotenuse length ¢ = d(p, x) and
the angle 6, and we want to derive the true projection, which is given by the
side length a. We use the following two relations from the laws of spherical
trigonometry:

cos ¢ = (cosa)(cosb),

sinb .
—Q—— = s1nc.
sin 0

Solving for a in terms of the hypotenuse ¢ and the angle 6, we have

cosc
a = arccos — .
1 — (sin@sinc)?
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Fig. 4. The spherical triangle used to calculate the projection operator for S2.

The tangent-space approximation in (12) is equivalent to solving for the cor-
responding right triangle in R2. Using standard Euclidean trigonometry, the
tangent-space approximation (12) gives

a = ccosf.

For nearby data, i.e., small values for ¢, this gives a good approximation. For
s

example, for ¢ < 7 the maximum absolute error is 0.07 rad. However, the
error can be significant for faraway points, i.e., as ¢ approaches 3.

5 Application to M-reps

We now apply the statistical framework presented above for general manifolds
to the statistical analysis of m-rep models of anatomical objects. That is, we
will apply the mean and PGA algorithms to the symmetric space M(n),
representing m-rep models with n atoms. The initial data is a set of m-rep
models My, ..., My € M(n) that have been fit to a particular class of objects
in a training set of images. As is the case with other shape analysis methods,
since we are interested in studying the variability of shape alone, we must first
align the models to a common position, orientation, and scale. We present
an m-rep alignment algorithm that minimizes the sum of squared geodesic
distances between models, i.e., has the desirable property that it minimizes
the same metric as is used in the definition of the mean and principal geodesics,
but over the global similarity transformations of alignment. Next the mean
and PGA algorithms are adapted to the specific case of m-rep models.

The results of these techniques are demonstrated on a set of 86 m-rep
models of hippocampi from a schizophrenia study. A subset of 16 of these
models are displayed as surfaces in Fig. 5. The m-rep models were automat-
ically generated by the method described in [45], which chooses the medial



48 P. T. Fletcher, S. M. Pizer and S. C. Joshi

P DG P
W\ DI
TS T
P P\ B\

Fig. 5. The surfaces of 16 of the 86 original hippocampus m-rep models.

topology and sampling that is sufficient to represent the population of ob-
jects. The models were fit to expert segmentations of the hippocampi from
magnetic resonance imaging (MRI) data. The average distance error from the
m-rep boundary to the original segmentation boundary ranged from 0.14 mm
and 0.27mm with a mean error of 0.17mm. This is well within the original
MRI voxel size (0.9375mm x 0.9375mm x 1.5mm). The sampling on each
m-rep was 3 X 8, making each model a point on the symmetric space M (24),
which has dimension 192.

5.1 The Exponential and Log Maps for M-reps

Before we can apply the statistical techniques for manifolds developed in the
previous chapter, we must define the exponential and log maps for the sym-
metric space M(n), the space of m-rep models with n atoms. We begin with
a discussion of the medial atom space M(1) = R® x R* x S§2 x S2. Let
p=(0,1,po,p1) € M(1) be the base point, where po = p1 = (0,0, 1) are the
base points for the spherical components. The tangent space for M(1) at the
base point p can be identified with R®. We write a tangent vector u € T,M(1)
as u = (X, p,vo,v1), where x € R® is the positional tangent component, p € R
is the radius tangent component, and vp,v1 € R? are the spherical tangent
components. The exponential map for M(1) is now the direct product of the
exponential map for each component. The exponential map for R3 is simply
the identity map, for R it is the standard real exponential function, and for
S2 it is the spherical exponential map given in (3). Thus for M(1) we have

Exp, (u) = (x,e”, Exp,, (vo), Exp,, (v1)),

where the two Exp maps on the right-hand side are the S? exponential maps.
Likewise, the log map of a point m = (x, 7, ng, ny) is the direct product map

Logp(m) = (x,logr, Log,, (no), Log,, (n1)),
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where the two Log maps on the right-hand side are the spherical log maps
given by (4). Finally, the exponential and log maps for the m-rep model space
M(n) are just the direct products of n copies of the corresponding maps for
the medial atom space M(1). For end atoms there is an extra parameter
71 representing the elongation of the bisector spoke that points to the crest
(see Section 2). This is treated as another positive real number under mul-
tiplication. Therefore, end atoms are represented as the symmetric space
R3 x R* x §% x §%2 x R*. The exponential and log maps for these atoms
are just augmented with another copy of the corresponding map for R*.

Notice that the position, radius, and orientations are not in the same units.
For the PGA calculations in Section 4.2 we scale the radius and sphere com-
ponents (and n for end atoms) in the Riemannian metric to be commensurate
with the positional components. The scaling factor for both components is
the average radius over all corresponding medial atoms in the population.
The distance on the spheres must be scaled by the radius because the for-
mula for geodesic distance is for a sphere of unit radius. Scaling the log radius
by the average radius makes infinitesimal changes to the radius commensu-
rate, which can be seen by taking the derivative. Thus the norm of the vector
u = T, M(1) becomes

1
lull = (Il +72(p? + lloa | + [[e2]]%)) 7 ,

where 7 is the average radius over all corresponding medial atoms. Using this
norm and the formula for Riemannian distance, the distance between two
atoms mj, my € M(1) is given by

d(mj1, mz) = | Logy, (m2)]]. (13)

5.2 M-rep Alignment

To globally align objects described by boundary points to a common posi-
tion, orientation, and scale, the standard method is the Procrustes method
[19]. Procrustes alignment minimizes the sum of squared distances between
corresponding boundary points, the same metric used in defining the mean
and principal components. We now develop an analogous alignment proce-
dure based on minimizing sum of squared geodesic distances on M(n), the
symmetric space of m-rep objects with n atoms.

Let S = (s, R, w) denote a similarity transformation in R® consisting of a
scaling by s € R*, a rotation by R € SO(3), and a translation by w € R3.
We define the action of S on a medial atom m = (x, 7, ng,n;) by

S m=S-(x,r,n0,n)=(sR-x+w,sr,R-ng,R-nj). (14)

This action is the standard similarity transform of the position x, and the
scaling and rotation of the spokes are transformations about the medial po-
sition z. Now the action of S on an m-rep object M = {m; : i = 1,...,n}
is simply the application of S to each of M’s medial atoms:
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S M={S m;:i=1,...,n}. (15)

It is easy to check from the equation for the implied boundary points (1) that
this action of S on M also transforms the implied boundary points of M by
the similarity transformation S.

Consider a collection M1, ..., My € M(n) of m-rep objects to be aligned,
each consisting of n medial atoms. We write m,; to denote the ith medial
atom in the ath m-rep object. Notice that the m-rep parameters, which are
positions, orientations, and scalings, are in different units. Before we apply
PGA to the m-reps, it is necessary to make the various parameters commen-
surate. This is done by scaling the log rotations and log radii by the average
radius value of the corresponding medial atoms. The squared-distance metric
between two m-rep models M; and M; becomes

d MZ,M Z d mauma] ) (16)

where the d(-,-) for medial atoms on the right-hand side is given by (13).

The m-rep alignment algorithm finds the set of similarity transforms
Si1,...,Sy that minimize the total sum of squared distances between the
m-rep figures:

d(S1,...,SniMy,...,My) = > Y d(S;-M;,S; - M;)>. (17)
i=1 j=1

Following the algorithm for generalized Procrustes analysis for objects in RS,
minimization of (17) proceeds in stages, as shown in the following algorithm.

Algorithm 3. M-rep Alignment

1. Translations. First, the translational part of each S; in (17) is minimized
once and for all by centering each m-rep model. That is, each model is trans-
lated so that the average of its medial atoms’ positions is the origin.

2. Rotations and Scalings. The ith model, My, is aligned to the mean of the
remaining models, denoted ;. The alignment is accomplished by a gradient
descent algorithm on SO(3) x R* to minimize d(u;,S; - M;)?. The gradient
is approximated numerically by a central differences scheme. This is done for
each of the N models.

3. Iterate. Step 2 is repeated until the metric (17) cannot be further minimized.

The result of applying the m-rep alignment algorithm to the 86 hippocam-
pus m-rep models is shown in Fig. 6. The resulting aligned figures are displayed
as overlaid medial atom centers. Since the rotation and scaling step of the
alignment algorithm is a gradient descent algorithm, it is important to find a
good starting position. Thus the alignment was initialized by first aligning the
m-rep models with the Procrustes method applied to the implied boundary
points of the m-rep models.
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g

Fig. 6. The 86 aligned hippocampus m-reps, shown as overlaid medial atom centers
(left). The surface of the mean hippocampus m-rep (right).

5.3 M-rep Averages

Algorithm 1 can be adapted for computing means of m-rep models by taking
the manifold to be the symmetric space M(n). Recall that the gradient descent
algorithm for the mean, Algorithm 1, has a parameter 7, which is the step
size taken in the downhill gradient direction. For m-reps a step size of 7 = 1 is
used. Since M (n) is a direct product space, the algorithm will converge if each
of the components converges. Notice that each of the R® and R* components
in M(n) converges in a single iteration since they are commutative Lie groups.
The step size of 7 = 1 is sufficient to ensure that the S? components converge
as well. Also, care must be taken to ensure that the data is contained in a
small enough neighborhood that the minimum in (5) is unique. For the R3
and R* components there is no restriction on the spread of the data. However,
for the S? components the data must lie within a neighborhood of radius z
(see [7]), i.e., within an open hemisphere. This is a reasonable assumption
for the aligned m-rep models, whose spoke directions for corresponding atoms
are fairly localized, and we have not experienced in practice any models that
do not fall within such constraints. We now have the following algorithm for
computing the intrinsic mean of a collection of m-rep models.

Figure 6 shows the surface of the resulting intrinsic mean of the 86
aligned hippocampus m-rep models computed by Algorithm 4. The maximum

Algorithm 4. M-rep Mean
Input: My,...,My € M(n), m-rep models
Output: u € M(n), the intrinsic mean
po = My
Do
Ap = % sz\;l Log, M;
pj+1 = Exp,, (Ap)
While || Apl| > e.
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difference in the rotation angle from the mean in either of the S? compo-
nents was 0.1276 for the entire data set. Thus the data falls well within a

neighborhood of radius 7 as required.

5.4 M-rep PGA

The PGA algorithm for m-rep models is a direct adaptation of Algorithm 2.
The only concern is to check that the data is localized enough for the projec-
tion operator to be unique. That is, we must determine the neighborhood U
used in (10) and (11). Again there is no restriction on the R® and R* com-
ponents. For S? components it is also sufficient to consider a neighborhood
with radius 7. Therefore, there are no further constraints on the data than
those discussed for the mean. Also, we can expect the projection operator to
be well approximated in the tangent space, given the discussion of the error
in Section 4.2 and the fact that the data lie within 0.1276 rad from the mean.
Finally, the PGA computations for a collection of m-rep models is given by

the following algorithm.

Algorithm 5. M-rep PGA
Input: M-rep models, My,...,My € M(n)
Output: Principal directions, vy € T, M(n)
Variances, A\ € R
1 = intrinsic mean of {M;} (Algorithm 4)
u; = Log, (M;)

_ 1 N T
S=F2impwu

)

{vk, A} = eigenvectors/eigenvalues of S.

Analogous to linear PCA models, we may choose a subset of the principal
directions vy that is sufficient to describe the variability of the m-rep shape
space. New m-rep models may be generated within this subspace of typical

objects. Given a set of real coefficients a = (a1, ..., aq), we generate a new
m-rep model by
d
M(«a) = Exp,, (Z akvk> , (18)
k=1

where ay, is chosen to be within [—3v/Ag, 3v/Ag).

The m-rep PGA algorithm was applied to the aligned hippocampus data
set. Figure 7 displays the first three modes of variation as the implied bound-
aries of the m-reps generated from PGA coefficients o, = —3vAx, —1.5v A,
0, 1.5v/ Ak, 3v/ M. A plot of the eigenvalues and their cumulative sums is given
in Fig. 8. The first 30 modes capture 95 percent of the total variability, which
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Fig. 7. The first three PGA modes of variation for the hippocampus m-reps. From
left to right are the PGA deformations for —3, —1.5, 1.5, and 3 times /).
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Fig. 8. A plot of the eigenvalues from the modes of variation and their cumulative
sums.

is a significant reduction from the original 192 dimensions of the hippocampus
m-rep model.

In this statistical analysis of the hippocampus, the resulting mean model
(Fig. 6) and the models generated from the PGA (Fig. 7) qualitatively look
like hippocampi. Also, the generated models are legal m-reps, that is, they
produce valid meshes of medial atoms and smooth, nonfolding implied bound-
aries. There is, however, no guarantee of legality in the algorithms, and other
data sets might produce illegal m-reps. The mean and PGA algorithms have
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also been applied to populations of m-rep models of the kidney, prostate,
heart, and liver. In our experience so far, we have found that the mean and
PGA methods described in this chapter generate legal m-rep models when the
input models are legal. While we do not have quantitative results to say that
these methods produce legal models, our experiments indicate that they pro-
duce valid results for real-world data.

6 PGA in Deformable M-reps Segmentation

In this section we describe how the method of PGA can be used in a Bayesian
deformable models segmentation method based on m-reps. Recall from Sec-
tion 2 that m-reps segmentation proceeds in several stages corresponding to
different levels of scale. In this section we focus on the figure stage of the
optimization of a single figure model. PGA will be used in two aspects of the
segmentation process:

1. The principal geodesic components are used as a parameter space gener-
ating global deformations of the m-rep figure.

2. The geodesic Mahalanobis distance is used as the geometric prior term in
the Bayesian objective function.

In the segmentation problem we are given an image I, and we want to
fit an m-rep model to a particular object in the image. A statistical m-rep
model is trained on a population of known objects of the same class. The
training proceeds by fitting a set of m-rep models to binary segmentations
of objects from similar images. Next a mean m-rep model y and a PGA are
computed as described above. The PGA results in a set of principal directions
vy € TyM(n) and variances Ai. The first d principal directions are chosen
depending on the amount of variation that is desired.

6.1 Principal Geodesic Deformations

The mean model  is used as the initial model in the optimization. It is placed
within the image by the user applying a translation, rotation, and scale. As
described in the background section on m-reps (Section 2), the figure stage
proceeds by deforming the model by global transformations to optimize the
objective function. The difference is that we now use the principal geodesics
as the global deformations of the model. This is achieved by optimizing over
parameters ¢ = (c1, . . ., ¢q) that generate deformed versions of the mean model
given by

d
c
M(c) = S - Exp, ( * vk> .
— Ak
=1
Here S represents the user-defined similarity transform used to place the
mean model into the image. Care must be taken with the order in which the



Shape Variation of Medial Axis Representations 55

similarity transform is applied with respect to the PGA transformations. The
two operations do not commute, and since the principal directions are defined
as tangent vectors to the mean model, it does not make sense to apply them to
a transformed version of the mean. Therefore, the similarity transform must
be applied after the principal geodesic deformation. An alternative would be
to apply the similarity transform to the mean and also apply the derivative
mapping of the similarity transform to the principal directions (since they are
after all tangent vectors). Then the vy can be replaced by the transformed
vectors, and the similarity transform need not be applied during the optimiza-
tion.

6.2 PGA-Based Geometric Prior

The next part of using principal geodesic analysis in the deformable m-reps
segmentation is to use the geodesic Mahalanobis distance as a geometric prior
in the objective function. Recall from Section 2 that the posterior objective
function used for m-reps segmentation is given by

FM(e)[I) = L(IIM(c)) + o G(M(c)),

where L is the image match term and G is the geometric typicality. Again,
setting @ = 1, this objective function can be thought of in Bayesian terms as a
log posterior probability density, where the image match L is a log likelihood
probability and the geometric typicality G is a log prior probability.

We focus on the geometric typicality term G. We define this term to be
the squared geodesic Mahalanobis distance, which is proportional to the log
prior probability

d 2
GM(@) =3 () o loxlo(M(e).

=1

The probability distribution p can be constructed as a truncated Gaussian
distribution in the tangent space to the intrinsic mean, p € M(n). If U C
M(n) is the neighborhood in which PGA is well defined (recall Section 4.2),
then p is given by

_ 1 < 1 T y—1
p(M) = —V(U)(27T)%|E|% e p( 5 Log#(M) X Logu(M)) .

The statistical segmentation method presented in this section has been
implemented as a part of Pablo [39], the deformable m-reps segmentation tool
developed at the University of North Carolina (UNC). A study carried out by
Rao et al. [41] compared deformable m-rep and human segmentations of kid-
neys from CT. The m-rep segmentation process used was the one presented in
this section. The training set for the geometry statistics included 53 models of
the right kidney and 51 models of the left kidney (left and right kidneys were
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trained as two separate groups). The target images to be segmented were 12
CT images of the kidneys (left and right). Human segmentations were carried
out by manual slice-by-slice contour outlining by two different raters. The sta-
tistical m-rep segmentation gave reasonable results that compared favorably
with the human segmentations. The mean surface separations between the
human and m-rep segmentations were of subvoxel dimension. The differences
between the human and m-rep results were slightly larger than the differences
between the two human segmentations. However, the experiment was biased
towards this result since the humans used a slice-based segmentation while
the m-reps segmentation was a smooth 3D model. Shown in Fig. 9 is an exam-
ple result of the deformable m-rep segmentation process applied to a 3D CT
image of the kidney. For more details and quantitative analysis of the results,
see [41].

Fig. 9. An example result of a kidney segmentation in a 3D CT image using the
statistical deformable m-rep model segmentation. A coronal image slice with the
intersection of the boundary implied by the m-rep segmentation (left), the same
image slice with the overlaid implied surface in wireframe (middle), and the solid
3D implied surface (right).

7 Conclusion

We presented a new approach for describing shape variability through PGA of
medial representations. While m-rep parameters are not linear vector spaces,
we showed that they are elements of a Riemannian symmetric space. We de-
veloped PGA as a method for efficiently describing the variability of data
on a manifold. The statistical methods for computing averages and PGAs
were applied to the study of shape from m-rep models. The use of m-rep
shape statistics in a deformable model segmentation framework was demon-
strated. Additional material on medial representations including their appli-
cations and underlying mathematics will appear in the upcoming book by
Pizer and Siddigi [38].

We believe that the methods presented in this chapter will have appli-
cation well beyond m-reps. PGA is a promising technique for describing the
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variability of data that is inherently nonlinear. As Lie groups such as trans-
lations, rotations, and scalings are common entities in image analysis and
computer vision, statistical analysis on Lie groups is a promising area for fu-
ture applications. For example, we have begun to apply these methods to the
statistical analysis of diffusion tensor magnetic resonance images (DT-MRI),
where diffusion tensors can be appropriately modeled in a symmetric space
(13, 14].
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Summary. Topology and geometry are the attributes that uniquely define a shape.
Two objects are said to have the same topological structure if one can be mor-
phed into the other without tearing and gluing, whereas geometry describes the
relative position of points on a surface. Existing shape descriptors pay little at-
tention to the topology of shapes and instead operate on a smaller subset, where
all shapes are assumed to have a genus of one. In this chapter, we will describe a
novel 2D shape modeling method that keeps track of the topology of a shape in
combination with its geometry for a robust shape representation. Using a Morse
theoretic approach and the 3D shape modeling technique in [2] as an inspiration, we
focus on representing planar shapes of arbitrary topology. The proposed approach
extends existing modeling techniques in the sense that it encompasses a larger class
of shapes.

In short, we represent a shape in the form of a topo-geometric graph, which
encodes both of its attributes. We show that the model is rigid transformation
invariant, and demonstrate that the original shape may be recovered from the model.
While classification is beyond the scope of this chapter and hence not explicitly
addressed, note that it may greatly benefit from such models.

Key words: Shape modeling, topology, geometric modeling, skeleton, shock
graph, medial axis, Morse theory, classification.

1 Introduction

The goal of shape modeling is to provide a mathematical formalism to repre-
sent a class of shapes, each with an ideally unique fingerprint. Our proposed
modeling technique is specifically based on weighted skeletal graphs. Exten-
sive research work on shape modeling has been based on statistical approaches
8,1, 4, 11, 6, 22, 24, 27], which attempt to capture the inherent variability of
shapes. Our approach here is, however, more algorithmic in nature. Numerous
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other techniques have been proposed in an algorithmic/computational geo-
metric setting. An overview of these techniques together with their contrast
to the proposed approach are, hence, also in order.

Point Correspondences

Many algorithmic approaches are based on establishing point correspondences
between two shapes [19, 3, 4].

n [19], Sclaroff and Pentland proposed a point correspondence method:
the correspondences were established in a generalized feature space which is
determined by eigenmodes of a finite element representation of a shape. The
resulting correspondence was shown to be invariant under affine transforma-
tions and insensitive to noise. This method, however, is highly global and
operates on a shape contour as a whole without taking local features into
account.

Basri et al. [3], on the other hand, base their shape matching method
on a correspondence between the outlining contour points so as to mini-
mize the cost of the bending and stretching energy of morphing one shape
into the other. This cost then constitutes a basis for comparison. In addition
to its limited efficiency, this approach heavily relies on a preordered set of
points/landmarks, which may turn out to be difficult in practice.

In [4], Belongie, Malik and Puzicha propose point correspondence for un-
ordered boundary points using shape contexts. Specifically, a shape context
evaluated at a point is a distribution of contour points relative to this point.
Shape contexts for two shapes are used in a x? test statistic-based cost func-
tion whose minimization yields point correspondence. Following the establish-
ment of point correspondences, a transformation is defined that yields a shape
distance metric for shape comparisons.

Medial Azis

Another class of computational geometry-based methods is that of medial axis
representation of shapes [5, 9]. These models owe much to their simplicity
which is also their limitation of capturing variability across various shapes.
Specifically, medial axis methods may lead to a non-unique representation of a
shape. Zhu and Yuille presented a method and referred to it as FORMS, which
is based on a variant of medial axis [26]. Their model involves two primitives,
which when deformed yield what are called mid-grained shapes which in turn
capture parts of an object. These mid-grained shapes are in the end assembled
to represent complete objects by using a custom grammar. The dependence of
such a model on primitives and its complexity due to the burden of grammar
rules reduces its flexibility.

Shape Axis

Liu et al. proposed a method for shape recognition via matching shape azxis
trees which are derived from the shape axis [14]. The shape axis is similar
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to the medial axis and is defined as the locus of midpoints of corresponding
boundary points on two given shapes. Shape axis trees are then modified to
achieve the best match reflected by an associated cost which is based on the
approach in [3]. Although this method addresses articulations and occlusions,
it has limitations similar to those in [3].

Shock Graphs

Shock graphs are a variant of the medial axis, as they capture its evolution in
time. Specifically, the shock graph is a locus of singularities (shocks) formed
by a propagating wave (grass-fire) from the boundaries [12]. A shock graph
may be viewed as a medial axis endowed with additional information. Hence,
it may result in a unique representation over a wider class of shapes and
is, therefore, generally regarded as a better shape descriptor with numerous
variants.

Siddiqi et al. compare shock graph-based shapes by viewing them as trees
and employing subgraph isomorphism [21] or by finding the maximal clique of
association graphs [18]. They choose the oldest shock as the root node, which
is not always the most logical and may contribute to classification errors.

Sebastian et al. [20] simplified shape recognition through shock graphs
by partitioning the shape space where they group all shapes of the same
shock graph topology in an equivalence class. Subsequently, they discretize the
deformation space by describing all deformations with the same transitions
to be equivalent. Shape matching is carried out through graph edit distances
where an optimal sequence of transitions is found that deforms one graph to
the other.

Proposed Approach

Among all the methods mentioned above, our method is closet to those based
on shock graphs with a larger scope of applicability. To the best of our knowl-
edge, no previous attempt has been made to specifically address topologically
diverse shapes. In contrast, our method is also applicable to shapes which have
non-zero genus, while those in [21, 18], for example, will fall short, because
they view a shock graph as a tree, which is generally invalid in such cases.
We must mention that level set methods [17, 13, 23, 7] have also been proposed
for shape modeling, which employ distance fields for topology preservation.
While these low level modeling methods have remarkable segmentation ca-
pabilities, they have not been applied for shape classification. The proposed
method will use a shape (such as the segmented output of the level set tech-
nique) as an input for modeling to ultimately achieve a compact representation
suitable for subsequent storage and classification.

In contrast to our proposed approach, many of the previously described
methods, particularly those based on medial axis, minimally invoke the geo-
metric information and, hence, do not guarantee unicity of representation.
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The balance of this chapter is organized as follows. We start the next sec-
tion with motivation for our work, which we follow up with a background dis-
cussion of the mathematical framework of our proposed method. In Section 3,
we present our proposed skeletal model and its properties. Section 4 details
the geometric encoding of skeletal graphs. We conclude the chapter with sub-
stantiating examples in Section 5.

2 Motivation and Background

As noted above, little work to our knowledge has attempted to account for
topological features of shapes. In many practical instances, however, the
topological information is of paramount importance. Stripping a shape, for
instance, a nut as given in Fig. 1, of its topological information, makes recog-
nition difficult even for a human observer. Our goal of accounting for such
information (arbitrary topology) in shapes is to result in a model providing
a unique rigid transformation-invariant signature which will also be sufficient
to reconstruct a shape.

(a) (b) (c)

Fig. 1. Importance of topological information: (a) a nut; (b) silhouette of a nut with
minimal topological information; (c) segmented nut with all topological information.

In the proposed model, topology is captured by a Morse theoretic skeletal
graph constructed through the critical points of the distance function defined
on a shape. The resulting skeletal graph is such that it includes all geometric
information of a shape contour and also encodes the order in which it evolves.
In other words, it preserves the properties of shock graphs, with additional
characteristics to mitigate their limitations. In addition, we will demonstrate
that our graph is a unique signature of a shape in the sense that one may
reconstruct the original shape.

2.1 Morse Theory

In this section, we review some basic concepts of Morse theory [15, 16] as
a prelude to our proposed method. While Morse theory provides the basic
framework for topological analysis of smooth manifolds, we will be briefly
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discussing its role for the analysis of smooth compact surfaces embedded in
R™ before specializing the idea to planar shapes.
Morse theory relates the topology of a smooth manifold with the number of
critical points of a Morse function (see Definition 1) defined on this manifold.
A Ek-dimensional manifold M may be locally parameterized as

¢:02—=M, (1)

that is, 2 3 u +— ¢(u) € M, where an open connected set 2 C R¥ represents
the parameter space. Let f: M — R be a real-valued function defined on M.
By definition, the function f is smooth if the composition fo ¢ : 2 — R is
smooth for each local parameterization of M. A point x = ¢(u) € M, where
u € {2 is called a critical point of f if the gradient of f o ¢ vanishes at u, i.e.,
Vfo¢g(u) =0, and fod(u) is referred to as the corresponding critical value.
A critical point z € M is called non-degenerate if the Hessian /2 f o ¢(u) is
non-singular at ¢(u). Note that this definition is independent of the choice of
the local parameterization in the neighborhood of the critical point.

The Morse Lemma states that there exists a parameterization of a neigh-
borhood of a non-degenerate critical point of f in which f o ¢ attains a
quadratic form. For instance, the function f(x) = 2 has a non-degenerate
critical point at = 0, which is in accordance with the local quadraticity of
the function.

If f is a smooth function on a two-dimensional manifold M, three possible
types of non-degenerate critical points exist, namely the local minimum (index
0), the saddle point (index 1), and the local maximum (index 2).

Definition 1 (Morse function). A smooth function f : M — R on a
smooth manifold M is called a Morse function if all of its critical points
are non-degenerate.

A Morse function satisfies the following basic properties:

Critical points of a Morse function are isolated.
The number of critical points of a Morse function is stable, that is, a small
perturbation of the function neither creates nor destroys critical points.

e The number of critical points of a Morse function on a compact manifold
is finite.

The level set £; = f~1(t) C M of the Morse function f : M — R is called
critical, if it contains a critical point of f. For instance, in Fig. 3, L. is a
critical level of the surface M corresponding to the critical value ¢. According
to the Morse Deformation Lemma, if any two levels L., and L., have different
topological types, there is a number ¢ € (¢1, ¢z) such that L. is a critical level.
In other words, a change of topology occurs only at a critical point.

Ezample 1 (The Height Function on a Sphere). The height function defined
on a unit sphere M = S? is a real-valued function h : M — R such that
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h(z,y,z) = 2z,Y(x,y, z) € M. This function has two critical points, minimum
at the south pole and maximum at the north pole. It is straightforward to
show that both are non-degenerate, indicating that h is a Morse function.

Maximum

Saddle

Saddle

Saddle

Saddle

Minimum

Fig. 2. Critical points of a height function defined on a manifold M.

Figure 2 illustrates the critical points of the height function on a double
torus. There are six critical points: a minimum, a maximum, and four saddle
points.

2.2 Handle Decomposition

Topological analysis can also be explained in terms of handle decompositions.
Consider a height function h defined on a surface M as shown in Fig. 3, map-
ping M onto the interval [a,b] where a and b correspond to the two extrema.
Studying the topology of M is tantamount to looking at its intersections with
the level sets h =t € [a, b] of h, where ¢ is gradually increased.

Fig. 3. Study of a manifold M with handle decomposition.
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Starting at ¢ = a, we figure out that the portion of M that lies underneath
is an empty set. Clearly, there is a critical point pg corresponding to the level
t = a and if viewed in an e-neighborhood of a, we get a subsurface M+,
illustrated in Fig. 4. This cup-shaped subsurface is diffeomorphic to a D?-disc,
referred to as a 0-handle in accordance with the index of the critical point.
Hence, whenever a minimum is encountered, we attach a O-handle to the
portion of the surface that lies underneath, which, in turn, is an empty set in

this example.
S—_— (e

Po

Fig. 4. e-Neighborhood of a 0-index critical point.

Consider the case when we are just about to encounter the saddle point co,
as shown in Fig. 5(a), which corresponds to the level set L., _.. The subsurface
M, —- that lies under this level set contains two branches. As t is gradually
increased from L., ., we gradually move up the hill, eventually connecting the
two limbs at the critical point cg. In other words, a bridge is formed between
the two limbs, as shown in Fig. 5(b), which is diffeomorphic to a D! x D!
disc, and is referred to as a 1-handle. Hence, whenever a 1-index critical point
is encountered, we attach a 1-handle to the portion of the surface that lies
underneath.

Fig. 5. e-Neighborhood of a 1-index critical point.

Similarly, the cup corresponding to the maximum gives rise to a 2-handle
(Fig. 6). Recall that a compact surface has finite critical points, hence it
can be decomposed in a finite set of handles. Another point that becomes
clear in this discussion is the fact that a change in topology occurs only at a
saddle point, where we actually get a bifurcation or a merger of branches in
a surface. The symbology for different handles is given in Fig. 7(a), while the
handle decomposition of the surface of Fig. 3 is given in Fig. 7(b).
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90

Fig. 6. e-Neighborhood of a 2-index critical point.

Maximum T 2-Handle

Saddle Kg/ol-Handle

Minimum (L 0-Handle
(a) (b)

Fig. 7. (a) Symbology for different handles; (b) handle decomposition of the surface
given in Fig. 3.

2.3 Critical Points and Topology

We now briefly explain how the topology of a compact orientable surface can
be linked to the number of critical points of a Morse function defined on this
surface. This, however, requires defining two new interrelated concepts. First,
the genus of a surface is defined as the number of “handles” one needs to
add to a sphere to obtain the surface. Second, the Euler characteristics, x, is
defined as the sum of the number of vertices and the number of faces minus
the number of edges of an arbitrary triangulation of M. The topological type
of a compact orientable surface is in one-to-one correspondence with either of
these two numerical invariants. It follows from the previous section that the
genus is directly related to the topological type of a compact surface. On the
other hand, it can be shown that for any Morse function defined on a compact
orientable surface M, the Euler characteristic equals the number of maxima
plus the number of minima minus the number of saddle points. Thus, if a
Morse function on M is found, one can compute the Euler characteristics and
hence the genus, since both are interrelated by the formula y = 2 — 2¢g, which
in turn will determine the topological type of M.

3 Topological Model

For topological analysis of 2D shapes, we use the distance function as a Morse
function, which may be shown to be invariant under rotation, translation and
scaling.
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3.1 The Distance Function

Consider a distance function d : p ~— ||p|| in R?. Given a generic shape
M C R?, the restriction of the distance function on M,

d: M — Ry, (2)

is a Morse function. The distance function may, therefore, be used for con-
structing skeletal graphs.

To study a compact shape with a Morse distance function, we start at
d(p) = 0 and gradually increase the value of the distance function in K steps
to a sufficiently large value which we denote b. The integer K is called the
resolution of the skeletal graph. The larger the resolution, the greater the
precision of capturing the structural changes in the level sets of the distance
function. Recall that such changes only occur at critical level sets.

The level sets of d are concentric circles. We find the intersection of the
surface with circles of radius d, for all d € [0,b] and assign a vertex to each
connected component in an intersection. This is illustrated in Fig. 8. Hence,
skeletal graphs associated with the distance function may be described as a
quotient space M/ ~ where the equivalence relation ~ is defined as follows:

(
Fig. 8. Skeletal graph of an eight shape: (a) shape analyzed with an evolving circle;
(b) intersections of the circle and the shape; (c) vertex assignment in the graph.

Definition 2 (Equivalence). Two points p and q € M are equivalent, i.e.,
P ~ q, if they belong to the same connected component of the level set of the
function d. Mathematically, p ~ q if d(p) = d(q) and p € ConnComp,(q).

The skeletal representation is, hence, a set of all such equivalence classes
with each equivalence class mapped to the same value through a distance
function. Mathematically, this quotient space is defined as M/ ~:= {[p] :
p € M}, where [p] = {q € M : q ~ p} and the equivalence relation ~ is as
defined above.

Note that d, given by Eq. (2), is translation dependent. However, if the
origin is taken at the centroid p of a shape, we achieve translation invariance:

du(p) == [Ip — pl|- (3)
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We can introduce scale invariance through the following transformation:

7 d”(p) — dmin

du(p) = (4)

dmax — dmin '
Proposition 1 (Invariance). The distance function given by Eq. (4) is ro-
tation, translation and scale invariant [2].

The above proposition demonstrates the invariance of the distance function
to rigid body transformation under the condition that the centroid of the
manifold must be translated to the origin.

3.2 Analysis of Planar Shapes

In order to capture the topology of a shape M, as shown in Fig. 9, we have to
identify the special landmarks marked on M. To exploit the Morse function
formalism, we concentrate on the boundary of M, which is composed of 3
disjoint sets M1, Mo and Mj. Of course, if we were to use the distance
function as a Morse function we could have easily identified the maxima and
the minima of the independent curves. In practice, we have to identify the
critical points, represent them as graph vertices and subsequently establish
their mutual relationships, i.e., their connectivity to other critical points in a
graph.

M

(a) (b)

Fig. 9. Topological analysis of a 2D shape M, where M7, M3 and M3 define the
boundary of M. (a) Critical points of M1, M2 and Ms3; (b) handle decomposition
of M.

This requires a slightly different perspective where a shape is considered
as a whole. We focus on the neighborhood of M5® in Fig. 9(a), which is a
1-index critical point of a height function h. If we are moving in the decreasing
h direction, as we encounter MJ'® we detect a bifurcation of the shape in
two branches. Although M5 is not a saddle point, it behaves in a similar

way here and we, therefore, call it a pseudo saddle point. Its similarity with a
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saddle point is evident from the fact that it defines a change in the topology
of a shape much like its actual counterpart on a surface. Clearly, if we look
at the neighborhood around this point, we notice that as we move towards
it, we indeed attach a 1-handle to the portion of the shape that lies above it.
The idea of handle decomposition is, therefore, still applicable and provides
the basic framework for capturing topology. In other words, it allows us to
establish the connectivity of vertices and, hence, to represent the topology of
a planar object in the form of a skeletal graph.

A handle decomposition of an eight shape is shown in Fig. 9(b). Note that
here we are using a height function to explain the idea, but the formalism is
valid for any Morse function, and, hence, for our choice of distance function.

3.3 Algorithm

The algorithm for computing a Morse theoretic skeletal graph is illustrated
in Fig. 10. Note that the level sets of the distance function are concentric
circles and their intersections with any shape will always be circular arcs. In
order to generate a topological graph, we start with a circle of smallest ra-
dius which is gradually increased. In the process, we monitor its intersections
with the shape. Each intersection arc is subsequently specified with a graph
vertex at its centroid defined as an arithmetic mean of the points in the arc.
Connectivity between the vertices is established by looking at the connectiv-
ity of the circular arcs at two different levels. For instance, at a particular
instant, we have a current circle C. and a previous circle C,, as illustrated in
Fig. 10. Analyzing the shape with C, and C. gives two sets of intersection arcs
{Ap, Ap,y, Apy s Ap, t and { A, Ac,, Acy, Ac, }, which respectively yield two
sets of vertices {Na, }i=; and {N4, }i=;. To establish relationships between
the two sets of vertices, we look at the regions enclosed between the two cir-
cles, which in this example are { M7, M2, M3, M4}. Note that there is only
one arc at the current level that is connected to an arc at the previous level via
a shape region. For instance, it is only A., that is connected to A,, through
M. This allows us to add an edge (N4, , N4, ) to the skeletal graph. Other
edges in this example are determined similarly, i.e., {(Na, , N4, )}i=s-
We may now summarize the algorithm as given in Algorithm 1.

A Sampling View

Aside from the Morse theoretic framework, there is an alternative interpre-
tation of the previously described methodology. The intersections of a shape
with concentric circles may be viewed as an isotropic sampling process. This
means that we need to define a point spread function (PSF) that allows us to
identify circular arcs. In polar coordinates, we represent the PSF by K(r,0).
Analyzing a shape at a given point (r,0) means convolving it with the PSF:

A=8xK(r0), (5)
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Fig. 10. Skeletonization of a 2D shape M. Note that A=Ay UA, UA, UA,,
and A, = Ap, UAp, UA,, UA,, , M = M; UMz UMszUMy.

Algorithm 1. Skeletonization of planar shapes

N

Find the centroid of the shape M as the arithmetic mean of the shape points
Find dmax as the maximum distance from the centroid
Given K, define: J
ry =k 7k k=1,...,K (4)
Generate the previous circle Cp with radius R, =71
Find Ap = M NCp
Find the connected components in Ap. Bach connected component Ap in Ap
will be a circular arc. Assign a vertex N4, to each Ap at its centroid
For k=2 to K
e Generate the current circle Cc with radius R. = 7,
e Find Ac =MnCe
o If Ag =Cq, goto Step 7
e Find Mc = M N ([Cc] N [Cp]), where |.| and [.] identify interior and
exterior of a closed contour. Hence, M¢ will be the portion of M that lies
in between Cp and Cc
Find the connected components in Ac
For each connected component A¢ in A¢ do
— Assign a vertex Na, at the centroid of Ac
— For each connected region M¢ in ./\;lc do:
If the number of connected regions in M U Ac is one, find the arc
Ap in Ap such that (McUAc)UAp has only one connected region.
Connect Na, to Na,

— end for
e end for
° C P = Cc
o Ap=Ac
end for
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where S is a shape in polar coordinates. This convolution is computed at all
angles and all radii to get {{A(r,0) : 6 € [—m, 7|} : r € [dmin, dmax]}, which
represents all intersection arcs and, therefore, defines all vertices in a skeletal
graph. Note that the inner set represents an intersection of a shape S with
a circle of radius r and, therefore, Mean (ConnComp ({A(r,0) : 6 € [—7,7]}))
defines a graph vertex. The vertices whose degree is not two identify critical
points of the distance function.

Physical Interpretation

In addition to its location, each graph vertex attribute includes the radius
of the corresponding concentric circle. This allows us to keep track of the
order in which vertices originate. This process may intuitively be viewed as a
wavefront emanating at a point source located at a shape centroid and prop-
agating outwards. The shape itself may be viewed as a dense material with
some reflective index. For simplicity, we assume that the material has direc-
tional reflectivity, i.e., it can only reflect an outward propagating wave. Thus,
as the wave propagates through the material at each instance a portion of it
is reflected back to the source, which acts as the focal point of the reflecting
medium. The time to record a reflected wave is proportional to the distance
that it travels before reflection, which in turn equals the radius of the concen-
tric circles. Keeping track of the order of vertex evolution largely aligns this
method with the shock graph technique, which has a similar difference from
medial axis based methods.

Some illustrative skeletal graphs of shapes are given in Figs. 11 through
13 to demonstrate their topology capturing capabilities.

(a) (b) ()

Fig. 11. Skeletonization of an eight shape with various graph resolutions K:
(a) K=4; (b) K=5;(c) K=T.

4 Geometric Modeling
While the skeletal graphs presented in Section 3.3 demonstrate their capacity

to capture topological structure, they fall short of a complete shape represen-
tation, i.e., a shape cannot be reconstructed given its skeletal representation
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due to lack of geometric information. In this section, we investigate encoding
of the geometric information in a graph with no additional cost. To proceed,
first recall that graph vertices are assigned at the centroid of the circular arcs
which is defined as the arithmetic mean of the points in a given arc. We explore
an alternative definition of a centroid resulting from a geometric construction
which will lead to a complete shape representation.

(a) (b)

Fig. 12. Skeletonization of a kettle: (a) K =4; (b) K = 16.

(a) (b) (c)

Fig. 13. Skeletonization of an airplane: (a) K = 4; (b) K = 16; (¢) K = 64.

4.1 Geometric Encoding of Vertices

Suppose we are given an arc a as shown in Fig. 14, with end points A(z,,y,)
and B(z,,y,). This corresponds to an intersection arc of a level set of distance
function. Clearly, A and B lie on a shape boundary. Without loss of generality
we assume that the shape centroid lies at the origin, then:

alz,y) : 2® +y? =12 (6)

1. Find the perpendicular bisector CD of the line segment AB, where D is
the point where it intersects the circular arc a.

2. Take the midpoint N(z,,y,) of CD as a new definition of the centroid.
In other words, a vertex coincides with N.

With the above construction, given a vertex N(z,,y, ) at radius r, we can
always recover boundary/landmark points A and B using a simple geometric
manipulation (See the Appendix for details).

Recall that each shape is represented by a graph G which consists of a set
of vertices {N(r;) : i = 1,...,n} corresponding to radii {r; : i = 1,...,n}.
This means that we can recover the corresponding set of boundary points
{A(r;),B(r;) : i = 1,...,n}, and as the graph resolution goes to infinity we
get a continuous boundary.
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ABx,p)

D, 3p)

C(xe.de)

B(.)5)

Fig. 14. New definition of graph vertex.

5 Experimental Results

To substantiate the preceding geometric encoding construction, we randomly
simulate arcs and subsequently evaluate them for specific shapes.

5.1 Examples

Randomly generated arcs o, parameterized as a(t) : ¢t € [0, 1], with end points
A = a(0) and B = (1) are illustrated in Fig. 15. Let Np denote a vertex
computed using the old definition of the centroid. If we use N = 0.5(C + D)
as indicated in Step 2 of Section 4.1, the resulting vertex N # Ny, indicating
an error. This will ultimately yield a skeletal graph that does not coincide
with the skeletal graph constructed with the old definition.

05 0 05 1 05 0 05 1 05 0 05 1

Fig. 15. Illustration of difference between two vertex definitions (N = 0.5(C + D)).

As illustrated in Fig. 15, the point N needs to be moved closer to Np
by adjusting the weights for C and D in N(v) = vC + (1 — v)D. ~ should
be such that it minimizes the mean square error between N and Ng for all
cases. Such a minimization yields v = 0.4. Note that decreasing v may move
point N closer to Np for some cases (see Fig. 16(a)), but may also overstep
Ny for other cases (see Fig. 16(c)). There should, therefore, be an equilibrium
between two forces that are pushing N in opposite directions, as illustrated
in the state given in Fig. 16(d) for v = 0.4.
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1 ‘1 1
0.5 / “d ost
Ny [
N

05 st

Fig. 16. Illustration of difference between two vertex definitions (N = 0.4C'+0.6D).

We now reconstruct boundary points from a given vertex N, the results
for which are shown in Fig. 17.

Fig. 17. Reconstructed boundary points A and B.

5.2 Application to Planar Shapes

Applying the methodology to shapes is illustrated in Figs. 18 and 19 where a
comparison of results for old and new vertex definitions is carried out. We
notice that there is no visual difference between the two sets of graphs. The
advantage of the new definition is that it allows shape reconstruction. Fig. 20
presents some additional results while Fig. 21 shows reconstructed shapes.
Although the results shown in Fig. 21 actually reconstruct landmarks on the
boundary, instead of the boundary itself, fitting a contour to these landmarks
may be trivially carried out in most cases. Since landmark points lie on the
boundary, active contours [25] or principal curves [10] may give reasonably
good results due to the fact that the images are noiseless. Some results are
given in Fig. 22.

Since we can reconstruct a shape from a graphical representation, we have
experimentally confirmed that our skeletal graph forms a unique signature of
the corresponding shape.
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R
R

Fig. 18. Skeletonization of a kettle: (a) old definition of a vertex; (b) new definition.
(Left) K = 4; (center) K = 5; (right) K = 16.

A
Dl

Fig. 19. Skeletonization: (a) old definition of a vertex; (b) new definition. (Left)
horse, K = 5; (right) airplane, K = 8.

6 Conclusions

In this chapter, we addressed a problem of modeling a topologically diverse
class of shapes, a previously unaddressed problem. Our approach, based on
Morse theoretic skeletal graphs, not only models topology but fully captures
the geometry of a shape. The model, which is inherently rotation, transla-
tion and scale invariant, is therefore, a simpler, unique and compact shape
representation. Applications include storage and shape classification.
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i

Fig. 20. Skeletonization: (a) frog, K = 16; (b) camel, K = 16; (c) airplane, K = 100.

(a)
Fig. 21. Reconstruction of shape landmarks: (a) K = 8; (b) K = 100.

(a) (b)

Fig. 22. Contour fitting: (a) eight shape; (b) horse shape.

Appendix

The construction given in Section 4.1 allows the recovery of boundary points
from a given vertex. To that end, we first find the midpoint C' of the desired
line segment AB (we do not know its length yet). The following steps are
involved (see Fig. 23):

—
1. Identify point D as an intersection between ON and the circle 3 of ra-
dius r.
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D(xp. ¥p)

Mo, )

B(xy. )

Fig. 23. Reconstruction of shape.

2. Find point C(z,y.) on OD such that CN = DN.

3. Find the intersection of B with the perpendicular to the segment C'D
passing through C.

4. The two intersections, i.e., points A(x,,y,) and B(z,,y, ) give the bound-
ary points.
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Summary. We present a novel approach to measuring similarity between shapes
and exploit it for object recognition. In our framework, the measurement of similarity
is preceded by (1) solving for correspondences between points on the two shapes, and
(2) using the correspondences to estimate an aligning transform. In order to solve
the correspondence problem, we attach a descriptor, the shape context, to each point.
The shape context at a reference point captures the distribution of the remaining
points relative to it, thus offering a globally discriminative characterization. Corres-
ponding points on two similar shapes will have similar shape contexts, enabling us
to solve for correspondences as an optimal assignment problem. Given the point
correspondences, we estimate the transformation that best aligns the two shapes;
regularized thin-plate splines provide a flexible class of transformation maps for this
purpose. The dissimilarity between the two shapes is computed as a sum of matching
errors between corresponding points, together with a term measuring the magnitude
of the aligning transform. We treat recognition in a nearest neighbor classification
framework as the problem of finding the stored prototype shape that is maximally
similar to that in the image. We also demonstrate that shape contexts can be used
to quickly prune a search for similar shapes. We present two algorithms for rapid
shape retrieval: representative shape contexts, performing comparisons based on a
small number of shape contexts, and shapemes, using vector quantization in the
space of shape contexts to obtain prototypical shape pieces. Results are presented
for silhouettes, handwritten digits and visual CAPTCHAs.

Key words: Shape distance, shape correspondence, thin-plate spline (TPS),
object recognition.

1 Introduction

Consider the two handwritten digits in Fig. 1. Regarded as vectors of pixel
brightness values and compared using Lo norms, they are very different. How-
ever, regarded as shapes they appear rather similar to a human observer. Our
objective in this chapter is to operationalize this notion of shape similarity,
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with the ultimate goal of using it as a basis for category-level recognition. We
approach this as a three-stage process:

1. solve the correspondence problem between the two shapes,

2. use the correspondences to estimate an aligning transform, and

3. compute the distance between the two shapes as a sum of matching errors
between corresponding points, together with a term measuring the magni-
tude of the aligning transformation.

Fig. 1. Examples of two handwritten digits. In terms of pixel-to-pixel comparisons,
these two images are quite different, but to the human observer, the shapes appear
to be similar.

At the heart of our approach is a tradition of matching shapes by defor-
mation that can be traced at least as far back as D’Arcy Thompson. In his
classic work On Growth and Form [41], Thompson observed that related but
not identical shapes can often be deformed into alignment using simple coordi-
nate transformations, as illustrated in Fig. 2. In the computer vision literature,
Fischler and Elschlager [15] operationalized such an idea by means of energy
minimization in a mass-spring model. Grenander et al. [18] developed these
ideas in a probabilistic setting. Yuille [44] developed another variant of the
deformable template concept by fitting hand-crafted parameterized models,
e.g., for eyes, in the image domain using gradient descent. Another well-known
computational approach in this vein was developed by von der Malsburg and
collaborators [25] using elastic graph matching.

Our primary contribution in this work is a robust and simple algorithm
for finding correspondences between shapes. Shapes are represented by a set
of points sampled from the shape contours (typically 100 or so pixel locations
sampled from the output of an edge detector are used). There is nothing
special about the points. They are not required to be landmarks or curvature
extrema, etc.; as we use more samples we obtain better approximations to
the underlying shape. We introduce a shape descriptor, the shape context,
to describe the coarse distribution of the rest of the shape with respect to
a given point on the shape. Finding correspondences between two shapes
is then equivalent to finding for each sample point on one shape the sample
point on the other shape that has the most similar shape context. Maximizing
similarities and enforcing uniqueness naturally leads to a setup as a bipartite
graph matching (equivalently, optimal assignment) problem. As desired, we
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can incorporate other sources of matching information readily, e.g., similarity
of local appearance at corresponding points.

Given the correspondences at sample points, we extend the correspondence
to the complete shape by estimating an aligning transformation that maps one
shape onto the other. A classic illustration of this idea is provided in Fig. 2.
The transformations can be picked from any of a number of families — we
have used Euclidean, affine and regularized thin-plate splines in various appli-
cations. Aligning shapes enables us to define a simple, yet general, measure of
shape similarity. The dissimilarity between the two shapes can now be com-
puted as a sum of matching errors between corresponding points, together
with a term measuring the magnitude of the aligning transform.

ay
S

Fig. 2. Example of coordinate transformations relating two fish, from D’Arcy
Thompson’s On Growth and Form [41]. Thompson observed that similar biological
forms could be related by means of simple mathematical transformations between
homologous (i.e., corresponding) features. Examples of homologous features include
center of eye, tip of dorsal fin, etc.

Given such a dissimilarity measure, we can use nearest neighbor tech-
niques for object recognition. Philosophically, nearest neighbor techniques can
be related to prototype-based recognition as developed by Rosch and collab-
orators [37,38]. They have the advantage that only a pairwise dissimilarity
measure — not a vector space structure — is required. To address the scaling
issues that arise in nearest neighbor matching, we propose a fast pruning
technique for quickly retrieving a shortlist of likely matches.

We demonstrate object recognition in a wide variety of settings. Results
are presented on the MNIST dataset of handwritten digits (Fig. 8), silhouettes
(Fig. 9), the Snodgrass and Vanderwart line drawings (Fig. 10), and the EZ-
Gimpy CAPTCHA (Fig. 12).

The structure of this chapter is as follows. We begin by introducing the
shape context descriptor in Section 2. In Section 3 we develop the shape
context-based matching framework. We provide experimental results in a
variety of application areas in Section 4, and we conclude in Section 5.
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2 The Shape Context

In our approach, we treat an object as a (possibly infinite) point set and we
assume that the shape of an object is essentially captured by a finite subset of
its points. More practically, a shape is represented by a discrete set of points
sampled from the internal or external contours on the object. These can be
obtained as locations of edge pixels as found by an edge detector, giving us a
set P = {p1,...,pn}, pi € R?, of n points. They need not, and typically will
not, correspond to key points such as maxima of curvature or inflection points.
We prefer to sample the shape with roughly uniform spacing, although this
is also not critical. Fig. 3(a,b) shows sample points for two shapes. Assuming
contours are piecewise smooth, we can obtain as good an approximation to
the underlying continuous shapes as desired by picking n to be sufficiently
large.

For each point p; on the first shape, we want to find the “best” matching
point ¢; on the second shape. This is a correspondence problem similar to
that in stereopsis. Experience there suggests that matching is easier if one
uses a rich local descriptor, e.g., a gray-scale window or a vector of filter
outputs [23], instead of just the brightness at a single pixel or edge location.
Rich descriptors reduce the ambiguity in matching.

As a key contribution we propose a novel descriptor, the shape context, that
plays such a role in shape matching. Consider the set of vectors originating
from a point to all other sample points on a shape. These vectors express the
configuration of the entire shape relative to the reference point. Obviously, this
set of n—1 vectors is a rich description, since as n gets large, the representation
of the shape becomes exact.

The full set of vectors as a shape descriptor is much too detailed since
shapes and their sampled representation may vary from one instance to
another in a category. We identify the distribution over relative positions as a
more robust and compact, yet highly discriminative, descriptor. For a point
p; on the shape, we compute a coarse histogram h; of the relative coordinates
of the remaining n — 1 points,

hi(k) = #1{q # pi : (¢ — pi) € bin(k)}. (1)

This histogram is defined to be the shape context of p;. We use bins that are
uniform in log-polar! space, making the descriptor more sensitive to positions
of nearby sample points than to those of points farther away. An example is
shown in Fig. 3(c).

Consider a point p; on the first shape and a point g; on the second
shape. Let C;; = C(p;, ¢;) denote the cost of matching these two points. As

'This choice corresponds to a linearly increasing positional uncertainty with
distance from p;, a reasonable result if the transformation between the shapes around
pi can be locally approximated as affine.
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Fig. 3. Shape context computation and matching. (a,b) Sampled edge points of
two shapes. (¢) Diagram of log-polar histogram bins used in computing the shape
contexts. We use 5 bins for logr and 12 bins for 6. (d-f) Example shape contexts
for reference samples marked by o,¢,< in (a,b). Each shape context is a log-polar
histogram of the coordinates of the rest of the point set measured using the ref-
erence point as the origin. (Dark = large value.) Note the visual similarity of the
shape contexts for o and ¢, which were computed for relatively similar points on
the two shapes. In contrast, the shape context for < is quite different. (g) Corres-
pondences found using bipartite matching, with costs defined by the x? distance
between histograms.

shape contexts are distributions represented as histograms, it is natural to use
the x? test statistic:

NJM—!
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where h;(k) and h;(k) denote the K-bin normalized histogram at p; and g;,

respectively.? The set of costs Cij; over all ¢ and j provide us with a matrix

that can be used as the input to a variety of bipartite matching algorithms,
to be discussed in Section 3.

The cost C;; for matching points can include an additional term based

on the local appearance similarity at points p; and g;. This is particularly

useful when we are comparing shapes derived from gray-level images instead

2 Alternatives include Bickel’s generalization of the Kolmogorov—Smirnov test for
2D distributions [7], which does not require binning, or treating the shape contexts
as vectors and comparing them using an L, norm.
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of line drawings. For example, one can add a cost based on normalized corre-
lation scores between small gray-scale patches centered at p; and g;, distances
between vectors of filter outputs at p; and ¢;, tangent orientation difference
between p; and g;, and so on. The choice of this appearance similarity term is
application dependent, and is driven by the necessary invariance and robust-
ness requirements, e.g., varying lighting conditions make reliance on gray-scale
brightness values risky.

2.1 Invariance and Robustness

A matching approach should be (1) invariant under scaling and translation
and (2) robust under small geometrical distortions, occlusion and presence
of outliers. In certain applications, one may want complete invariance under
rotation, or perhaps even the full group of affine transformations. We now
evaluate shape context matching by these criteria.

Invariance to translation is intrinsic to the shape context definition since
all measurements are taken with respect to points on the object. To achieve
scale invariance we normalize all radial distances by the mean distance «
between the n? point pairs in the shape.

Since shape contexts are extremely rich descriptors, they are inherently
insensitive to small perturbations of parts of the shape. While we have no
theoretical guarantees here, robustness to small nonlinear transformations,
occlusions and presence of outliers is evaluated experimentally in [4].

In the shape context framework, we can provide for complete rotation
invariance if this is desirable for an application. Instead of using the absolute
frame for computing the shape context at each point, one can use a rela-
tive frame, based on treating the tangent vector at each point as the positive
z-axis. In this way the reference frame turns with the tangent angle, and the
result is a completely rotation-invariant descriptor. However, it should be em-
phasized that in many applications complete invariance impedes recognition
performance, e.g., when distinguishing 6 from 9, rotation invariance would
be completely inappropriate. Another drawback is that many points will not
have well-defined or reliable tangents. Moreover, many local appearance fea-
tures lose their discriminative power if they are not measured in the same
coordinate system.

Additional robustness to outliers can be obtained by excluding the esti-
mated outliers from the shape context computation in an iterative fashion.
More specifically, consider a set of points that have been labeled as outliers
on a given iteration. We render these points “invisible” by not allowing them
to contribute to any histogram. However, we still assign them shape contexts,
taking into account only the surrounding inlier points, so that at a later iter-
ation they have a chance of re-emerging as an inlier.
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2.2 Generalized Shape Contexts

The spatial structure of the shape context histogram bins, with central bins
smaller than those in the periphery, results in a descriptor that is more precise
about the location of nearby features and less precise about those farther away.
When additional features, such as local edgel orientations, are available, this
same structure can be applied to construct a richer descriptor. We call these
extended descriptors generalized shape contexts.

We have experimented with an instantiation of generalized shape contexts
based on edgel orientations. To each edge point g; we attach a unit length
tangent vector ¢; that is the direction of the edge at g;. In each bin we sum
the tangent vectors for all points falling in the bin. The descriptor for a point
p; is the histogram hi:

G EQ

Each bin now holds a single vector in the direction of the dominant orientation
of edges in the bin. When comparing the descriptors for two points, we convert
this d-bin histogram to a 2d-dimensional vector 9;, normalize these vectors,
and compare them using the Lo norm:

by = (hi" hHY R2T REY R by
dasc(hi, hy) = || — 052,

where fzzx and fzzy are the x and y components of Bf , respectively.

Note that these generalized shape contexts reduce to the original shape
contexts if all tangent angles are clamped to zero. Our experiments in Section 4
will compare these new descriptors with the original shape contexts.

2.3 Shapemes: Vector-Quantized Shape Contexts

Another extension we have explored uses vector quantization on the shape
contexts. Given a set |$| of shapes, and shape contexts computed at s sample
points on these shapes, the full set of shape contexts for the known shapes
consists of |$|- s d-dimensional vectors. A standard technique in compression
for dealing with such a large amount of data is vector quantization. Vector
quantization involves clustering the vectors and then representing each vector
by the index of the cluster that it belongs to. We call these clusters shapemes —
canonical shape pieces.

To derive these shapemes, all of the shape contexts from the known set are
considered as points in a d-dimensional space. We perform k-means clustering
to obtain k£ shapemes. Figure 4 shows the representation of sample points as
shapeme labels.
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Fig. 4. (a,c) Line drawings. (b,d) Sampled points with shapeme labels. & = 100
shapemes were extracted from a known set of 260 shapes (26000 generalized shape
contexts). Note the similarities in shapeme labels (2,41 on left side, 24,86,97 on right
side) between similar portions of the shapes.

2.4 Related Descriptors

Local Patch Models

Recent years have seen the emergence of local patch models as approaches
[1,12, 14, 28] for object recognition. These approaches capture appearance
information through a collection of local image patches, while shape infor-
mation is encoded via spatial relationships between the local patches. The
locations for the local patches are selected with various interest point opera-
tors and are represented either as raw pixel values [14] or histograms of image
gradients [12,28], termed scale invariant feature transform (SIFT) descriptors.
The major differences between our work using shape contexts and the
preceding methods are in the scope of the descriptor and the locations at
which they are computed. Shape contexts are a relatively large-scale point
descriptor. With a radius of approximately half the diameter of an object, each
shape context captures information from almost the entire shape. Second, the
shape contexts are computed at a dense set of locations spread over the entire
shape, as opposed to the interest points selected in the other approaches.

Extensions to Three Dimensions

As far as we are aware, the shape context descriptor and its use for matching
2D shapes is novel. The most closely related idea in past work is that due to
Johnson and Hebert [22] in their work on range images. They introduced a
representation for matching dense clouds of oriented 3D points called the “spin
image.” A spin image is a 2D histogram formed by spinning a plane around
a normal vector on the surface of the object and counting the points that fall
inside bins in the plane. The related problem of similarity-based 3D model
retrieval has also been explored extensively in the work of Osada et al. [33]
and Ben Hamza and Krim [20] who make use of a variety of histogram-based
shape descriptors.
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Frome et al. [16] have extended the original 2D shape contexts for use in
matching 3D point sets such as those obtained via laser range finders. The
extension is a natural one — an oriented sphere centered at each point in 3D is
divided into bins with equally spaced boundaries in the azimuth and elevation
dimensions, and logarithmically spaced boundaries in the radial dimension.
Frome et al. present results showing that these 3D shape contexts outperform
spin images in 3D object recognition tasks.

Extension to the Continuous Case

Berg and Malik [6] developed a descriptor which is akin to a shape context for
gray-scale images. Their features are based on a spatially varying smoothing of
edge energy, termed “geometric blur,” which increases along with the distance
from the center of the descriptor. This variation in smoothing level is similar
to the increase in radial width of the shape context bins as one moves away
from the center of the shape context descriptor.

3 Matching Framework

We turn now to the use of shape contexts as part of a theory of object recogni-
tion based on shape matching. As stated earlier, it is desirable for such a theory
to support both accurate fine discrimination as well as rapid coarse discrimi-
nation. This suggests the following two-stage approach to shape matching.

1. Fast pruning: Given an unknown 2D query shape, we should be able to
quickly retrieve a small set of likely candidate shapes from a potentially very
large collection of stored shapes. We have developed two algorithms for this
problem.

2. Detailed matching: Once we have a small set of candidate shapes, we
can perform a more expensive and more accurate matching procedure to find
the best matching shape to the query shape.

In this work we will not address the problem of scale estimation. Shapes
will be presented in a setting that allows for simple estimation of scale via
the mean distance between points on a shape. In a natural setting, multi-
scale search could be performed, or scale-invariant interest point detection or
segmentation could be used to estimate scale.

3.1 Fast Pruning

Given a large set of known shapes, the problem is to determine which of these
shapes is most similar to a query shape. From this set of shapes, we wish
to quickly construct a shortlist of candidate shapes which includes the best
matching shape. After completing this coarse comparison step, one can then
apply a more time-consuming, and more accurate, comparison technique to
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only the shortlist. We leverage the descriptive power of shape contexts towards
this goal of quick pruning.

We have developed two matching methods that address these issues. In
the first method, representative shape contexts (RSCs), we compute a few
shape contexts for the query shape and attempt to match using only those.
The second method uses the shapemes defined above to efficiently compare
the entire set of shape contexts for a query shape to the set of known
shapes.

Representative Shape Contexts

Fig. 5. Matching individual shape contexts. Three points on the query shape (left)
are connected with their best matches on two known shapes. Lo distances are given
with each matching.

Given two easily discriminable shapes, such as the outlines of a fish and
a bicycle, we do not need to compare every pair of shape contexts on the
objects to know that they are different. When trying to match the dissimilar
fish and bicycle, none of the shape contexts from the bicycle has a good
match on the fish — it is immediately obvious that they are different shapes.
Figure 5 demonstrates this process. The first pruning method, representative
shape contexts, uses this intuition.

In concrete terms, the matching process proceeds in the following manner.
For each of the known shapes S;, we precompute a large number s (about
100) of shape contexts {SC? : j = 1,2,...,s}. But for the query shape, we
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only compute a small number r (r = 5-10 in experiments) of shape contexts.
To compute these r shape contexts we randomly select r sample points from
the shape via a rejection sampling method that spreads the points over the
entire shape. We use all the sample points on the shape to fill the histogram
bins for the shape contexts corresponding to these r points. To compute the
distance between a query shape and a known shape, we find the best matches
for each of the r RSCs.

Note that in cluttered images many of the RSCs contain noisy data, or are
not located on the shape S;. Hence, for each of the known shapes S; we find
the best k£ RSCs, the ones with the smallest distances. Call this set of indices
G;. The distance between shapes @) and .S; is then

1 deasc(SCy, SC™)
dS(Q)‘S’i) = k Z ]3 5

ueG;
where m(u) = argminjdGSC(SCgpSCij)-

N, is a normalizing factor that measures how discriminative the representative
shape context SCg is:
1 m(u)
M= g > dasc(SCy, SCMM),
S, el
where $ is the set of all shapes. We determine the shortlist by sorting these
distances.

Pruning with Shapemes

The second pruning method makes use of the vector quantization process
described earlier to reduce the complexity of comparing two shapes. We rep-
resent each shape as a collection of shapemes. Each d-bin shape context is
quantized to its nearest shapeme, and replaced by the shapeme label (an
integer in {1,...,k}). A shape is then simplified into a histogram of shapeme
frequencies. No spatial information among the shapemes is stored. We have
reduced each collection of s shape contexts (d bin histograms) to a single
histogram with k bins.

In order to match a query shape, we simply perform this same vector
quantization and histogram creation operation on the shape contexts from
each of the known shapes and the query shape. We then find nearest neighbors
in the space of histograms of shapemes to construct a shortlist of potential
matches.

3.2 Detailed Matching

The process of detailed matching consists of two basic steps, which we opera-
tionalize in an iterative fashion: (1) solving for correspondences and (2) trans-
formation into alignment.
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Correspondence

Given the set of costs C;; between all pairs of points p; on the first shape and
gj on the second shape, we wish to determine the one-to-one correspondences
between them. A number of algorithms can be used for this purpose. The
simplest method is nearest neighbor, consisting of one arg min pass on the
rows of C' followed by another pass on the columns to break many-to-one
mappings. This is fast, but will in general leave a number of points unassigned.
A better approach is to find the permutation = that minimizes the total cost
of matching,

H(r) = Z C (pi, 4= (i) (2)

subject to the constraint that the matching be one to one. This is an instance
of the square assignment (or weighted bipartite matching) problem, which
can be solved in O(N?) time using the Hungarian method [34]. In our experi-
ments, we use the more efficient algorithm of [24]. The input to the assignment
problem is a square cost matrix with entries Cj;. The result is a permutation
m(i) such that (2) is minimized.

The above cost function can be augmented to incorporate mappings of
pairs of correspondences, so that geometric distortion can be taken into
account simultaneously with point-to-point matching cost. Berg et al. [5] take
such an approach, for which they employ an approximate solution of the
integer quadratic programming problem.

In order to have robust handling of outliers, one can add “dummy” nodes
to each point set with a constant matching cost of 4. In this case, a point
will be matched to a “dummy” whenever there is no real match available at
smaller cost than e4. Thus, ¢; can be regarded as a threshold parameter for
outlier detection. Similarly, when the number of sample points on two shapes
is not equal, the cost matrix can be made square by adding dummy nodes to
the smaller point set.

Transformation into Alignment

Given a finite set of correspondences between points on two shapes, one can
proceed to estimate a plane transformation 7' : R? — IR? that may be used
to map arbitrary points from one shape to the other. This idea is illustrated by
the warped gridlines in Fig. 2, wherein the specified correspondences consisted
of a small number of landmark points such as the centers of the eyes, the
tips of the dorsal fins, etc., and T extends the correspondences to arbitrary
points.

We need to choose T from a suitable family of transformations. A standard
choice is the affine model, i.e.,

T(x)=Az+o (3)
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with some matrix A and a translational offset vector o parameterizing the set
of all allowed transformations. Then the least squares solution 7' = (4, 6) is
obtained by

6= i Z (Pi — @ri)) 5 (4)

i=1

A=(Q*P), (5)

n

where P and () contain the homogeneous coordinates of P and Q, respectively,
ie.,

1 pu1 pr2
P=l: ¢ | (6)
1 Pn1  DPn2

Here, Q* denotes the pseudoinverse of Q.

In this work, we mostly use the thin plate spline (TPS) model [13,30],
which is commonly used for representing flexible coordinate transformations.
Bookstein [9] found it to be highly effective for modeling changes in biologi-
cal forms. Powell applied the TPS model to recover transformations between
curves [35]. Chui and Rangarajan [10] use TPS in their robust point matching
algorithm. The thin-plate spline is the 2D generalization of the cubic spline.
In its regularized form, which is discussed below, the TPS model includes the
affine model as a special case. We will now provide some background infor-
mation on the TPS model.

We start with the 1D interpolation problem. Let v; denote the target
function values at corresponding locations p; = (x;,y;) in the plane, with
i = 1,2,...,n. In particular, we will set v; equal to z and y; in turn to
obtain one continuous transformation for each coordinate. We assume that the
locations (x;,y;) are all different and are not collinear. The TPS interpolant
f(z,y) minimizes the bending energy

?F\° PFN\:  /9%\°
I = 2
1 //R<aw2) " (axay> +(6y2> ey
and has the form:
fl@,y) = a1+ awz + ayy + > wil (||(2i,9:) = (2,9)]),
=1

where the kernel function U(r) is defined by U(r) = r?logr? and U(0) = 0
as usual. In order for f(z,y) to have square integrable second derivatives, we
require that

n n n
Zwi =0 and Zwm = Zwiyi =0. (7)
i=1 i=1 i=1
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Together with the interpolation conditions, f(x;,y;) = v;, this yields a linear
system for the TPS coefficients:

(o) (2)- () ”

where K;; = U(||(xi,y:) — (5, y;)|), the ith row of P is (1,z;,y;), w and v
are column vectors formed from w; and v;, respectively, and a is the column
vector with elements a1, a,, a,. We will denote the (n+ 3) x (n + 3) matrix of
this system by L. As discussed, e.g., in [35], L is nonsingular and we can find
the solution by inverting L. If we denote the upper left n x n block of L~! by
A, then it can be shown that

Iy oc v' Av = w” Kw. (9)

When there is noise in the specified values v;, one may wish to relax the
exact interpolation requirement by means of regularization. This is accom-
plished by minimizing

n

H[f] = Z(Uz’ — f(i,9:))> + M. (10)

=1

The regularization parameter A, a positive scalar, controls the amount of
smoothing; the limiting case of A = 0 reduces to exact interpolation. As
demonstrated in [17,43], we can solve for the TPS coefficients in the regular-
ized case by replacing the matrix K by K + AI, where I is the n x n iden-
tity matrix. It is interesting to note that the highly regularized TPS model
degenerates to the least-squares affine model.

To address the dependence of A on the data scale, suppose that (x;,y;)
and (z},y}) are replaced by (az;,ay;) and (az}, ayl), respectively, for some
positive constant «. Then it can be shown that the parameters w,a,; of
the optimal TPS are unaffected if A is replaced by a?)\. This simple scaling
behavior suggests a normalized definition of the regularization parameter. Let
« again represent the scale of the point set as estimated by the median edge
length between two points in the set. Then we can define A in terms of «
and ),, a scale-independent regularization parameter, via the simple relation
A =a?),.

We use two separate TPS functions to model a coordinate transformation,

T(.L“,y) = (fx(m,y),fy(m,y)) (11)

which yields a displacement field that maps any position in the first image to
its interpolated location in the second image.?

30ne potential problem with the use of TPS is that it can admit local folds and
reflections in the mapping, and it may not have an inverse. Guo et al. [19] employ
an approach that addresses this problem by means of estimating a diffeomorphism
between the corresponding point sets.
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Fig. 6. Illustration of the matching process applied to the example of Fig. 1.
Top row: 1st iteration. Bottom row: 5th iteration. Left column: estimated corres-
pondences shown relative to the transformed model, with tangent vectors shown.
Middle column: estimated correspondences shown relative to the untransformed
model. Right column: result of transforming the model based on the current
correspondences; this is the input to the next iteration. The grid points illustrate the
interpolated transformation over R?. Here we have used a regularized TPS model
with A\, = 1.

In many cases, the initial estimate of the correspondences contains some
errors which could degrade the quality of the transformation estimate. The
steps of recovering correspondences and estimating transformations can be
iterated to overcome this problem. We usually use a fixed number of itera-
tions, typically three in large-scale experiments, but more refined schemes are
possible. However, experimental experiences show that the algorithmic per-
formance is independent of the details. An example of the iterative algorithm
is illustrated in Fig. 6.

4 Applications

Given a measure of dissimilarity between shapes, we can proceed to apply it
to the task of object recognition. Specifically, we treat the problems of recog-
nizing handwritten digits, shape silhouettes, line drawings of common objects,
and visual CAPTCHAS (tests that most humans can pass, but that computers
are meant not to). Our approach falls into the category of prototype-based
recognition. In this framework, pioneered by Rosch and collaborators [38], cat-
egories are represented by ideal examples rather than a set of formal logical
rules. As an example, a sparrow is a likely prototype for the category of birds;
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category membership, meaning that as one moves farther away from the ideal
example in some suitably defined similarity space, one’s association with that
prototype falls off. When one is sufficiently far away from that prototype, the
distance becomes meaningless, but by then one is most likely near a different
prototype. As an example, one can talk about good or so-so examples of the
color red, but when the color becomes sufficiently different, the level of dissimi-
larity saturates at some maximum level rather than continuing on indefinitely.

Prototype-based recognition translates readily into the computational
framework of nearest neighbor methods using multiple stored views. Near-
est neighbor classifiers have the property [36] that as the number of examples
n in the training set goes to infinity, the 1-NN error converges to a value
< 2E*, where E* is the Bayes risk (for K-NN, K — oo and K/n — 0, the
error — E*). This is interesting because it shows that the humble nearest
neighbor classifier is asymptotically optimal, a property not possessed by sev-
eral considerably more complicated techniques. Of course, what matters in
practice is the performance for small n, and this gives us a way to compare
different similarity/distance measures.

4.1 Shape Distance

In this section we make precise our definition of shape distance and apply
it to several practical problems. We used a regularized TPS transformation
model and 3 iterations of shape context matching and TPS re-estimation.
After matching, we estimated shape distances as the weighted sum of three
terms: shape context distance, image appearance distance and bending energy.
We measure shape context distance between shapes P and Q as the sym-
metric sum of shape context matching costs over best matching points, i.e.,

1 1
Ds. ) = i T i T » (12
(P, Q) n};)argggg(f(p (q))+m£argggg0(p (9)), (12)

where T'(-) denotes the estimated TPS shape transformation.

In many applications there is additional appearance information available
that is not captured by our notion of shape, e.g., the texture and color infor-
mation in the gray-scale image patches surrounding corresponding points.
The reliability of appearance information often suffers substantially from geo-
metric image distortions. However, after establishing image correspondences
and recovery of underlying 2D image transformation the distorted image can
be warped back into a normal form, thus correcting for distortions of the
image appearance.

We used a term Dac (P, Q) for appearance cost, defined as the sum of
squared brightness differences in Gaussian windows around corresponding
image points,

Dac (P,Q) =" 3" G(A) [Ip (pi + A) — Io (T (4n0) + A)]7, (13)

=1 pNeZ?
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where I'p and Ig are the gray-level images corresponding to P and Q, respect-
ively. A denotes some differential vector offset and G is a windowing function
typically chosen to be a Gaussian, thus putting emphasis to pixels nearby. We
thus sum over squared differences in windows around corresponding points,
scoring the weighted gray-level similarity.

This score is computed after the TPS transformation T has been applied
to best warp the images into alignment.

The third term Dy, (P, Q) corresponds to the “amount” of transformation
necessary to align the shapes. In the TPS case the bending energy (9) is a
natural measure (see [8]).

4.2 Digit Recognition

Here we present results on the MNIST dataset of handwritten digits, which
consists of 60,000 training and 10,000 test digits [27]. See Fig. 7. In the
experiments, we used 100 points sampled from the Canny edges to represent
each digit. When computing the Cj;’s for the bipartite matching, we included
a term representing the dissimilarity of local tangent angles. Specifically, we
defined the matching cost as Cj; = (1—8)C}¥ +ﬁC’fJ@", where C;¥ is the shape
context cost, Cf#"™ = 0.5(1 — cos(6; — 0;)) measures tangent angle dissimilar-
ity, and 8 = 0.1. For recognition, we used a K—NN classifier with a distance
function

D =1.6D,¢ + Ds. + 0.3Dy, . (14)

The weights in (14) have been optimized by a leave-one-out procedure on a
3000 x 3000 subset of the training data.
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Fig. 7. Handwritten digit recognition on the MNIST dataset. Left: Test set errors
of a 1-NN classifier using SSD and Shape Distance (SD) measures. Right: Detail of
performance curve for Shape Distance, including results with training set sizes of
15,000 and 20,000. Results are shown on a semilog-x scale for K = 1, 3,5 nearest
neighbors.
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Fig. 8. All of the misclassified MNIST test digits using our method (63 out of

10,000). The text above each digit indicates the example number followed by the
true label and the assigned label.
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On the MNIST dataset nearly 30 algorithms have been compared (http:
//yann.lecun.com/exdb/mnist/). The lowest test set error rate published at
this time is 0.7% for a boosted LeNet-4 with a training set of size 60,000 x 10
synthetic distortions per training digit. Our error rate using 20,000 training
examples and 3-NN is 0.63%. The 63 errors are shown in Fig. 8.4

As mentioned earlier, what matters in practical applications of nearest
neighbor methods is the performance for small n, and this gives us a way
to compare different similarity/distance measures. In Fig. 7 (left) our shape
distance is compared to SSD (sum of squared differences between pixel bright-
ness values). In Fig. 7 (right) we compare the classification rates for diff-
erent K.

“DeCoste and Scholkopf [11] report an error rate of 0.56% on the same data-
base using virtual support vectors (VSVs) with the full training set of 60,000.
VSVs are found as follows: (1) obtain SVs from the original training set using
a standard support vector machine (SVM), (2) subject the SVs to a set of de-
sired transformations (e.g., translation), (3) train another SVM on the generated
examples.
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Fig. 9. Examples of shapes in the MPEG-7 database for three different categories.

4.3 MPEG-7 Shape Silhouette Database

Our next experiment involves the MPEG-7 shape silhouette database, specif-
ically Core Experiment CE-Shape-1 part B, which measures performance of
similarity-based retrieval [21]. The database consists of 1400 images: 70 shape
categories, 20 images per category. Figure 9 shows examples of the shapes.
The performance is measured using the “bullseye test,” in which each image
is used as a query and one counts the number of correct images in the top 40
matches.

As this experiment involves intricate shapes we increased the number of
samples from 100 to 300. In some categories the shapes appear rotated and
flipped, which we address using a modified distance function. The distance
dist(R, Q) between a reference shape R and a query shape @ is defined as

dist(Q, R) = min{dist(Q, R%), dist(Q, R®), dist(Q, R°)},

where R%, R? and R° denote three versions of R: unchanged, vertically flipped
and horizontally flipped.

With these changes in place but otherwise using the same approach as in
the MNIST digit experiments, we obtain a retrieval rate of 76.51%. Currently
the best published performance is achieved by Latecki et al. [26], with a
retrieval rate of 76.45%.

4.4 Snodgrass and Vanderwart

To illustrate our algorithms for fast pruning, we use the Snodgrass and
Vanderwart line drawings [39]. They are a standard set of 260 objects that
have been frequently used in the psycho physics community for tests with
human subjects.



100 S. Belongie, G. Mori and J. Malik

The Snodgrass and Vanderwart dataset has only one image per object.
We use these original images as the training set, and create a synthetic set of
distorted and partially occluded shapes for querying. We distort each shape
by applying a random TPS warp of fixed bending energy to a reference grid,
and use this warp to transform the edge points of the shape. Occlusions are
then generated using a random linear occluding contour.

We generated 5200 distorted and occluded images (20 per original image)
for use as a test set. The occluded images were split into levels of difficulty
according to the percentage of edge pixels lost under occlusion. Figures 10 and
11 show the results for our two pruning methods. The graphs plot error rate
versus pruning factor (on a log scale). The error rate computation assumes
a perfect detailed matching phase. That is, a query shape produces an error
only if there is no correctly matching shape in the shortlist obtained by the
pruning method. The abscissa on each of the graphs shows the pruning factor,
defined to be |3|/length(Shortlist). For example, with |$| = 260 known shapes,
if the pruning factor is 26 then the shortlist has 10 shapes in it.

Sheo
MM T ey

Fig. 10. Shortlists for the distorted and occluded Snodgrass and Vanderwart dataset
using the representative shape contexts method. The first column is the query object.
The remaining 5 columns show closest matches to each query object.
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Snodgrass & Vanderwart: Representative Shape Contexts (SC) Snodgrass & Vanderwart: shapemes (SC) Snodgrass & Vanderwart: best results
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Fig. 11. Error rate vs. pruning factor on Snodgrass dataset. (a, b) Variation in per-
formance with respect to amount of occlusion in test image. (c) Comparative results
for all different methods. Results for best parameter settings from each method are
shown.

Note that on this dataset, the generalized shape contexts perform slightly
worse than the original shape context descriptors. The reason for this is that
the synthetic TPS distortions used to create the test set corrupt the tan-
gent vectors used in generalized shape contexts. The random TPS distortions
contain local scale warps that deform the tangent vectors greatly.

4.5 CAPTCHA

A CAPTCHA is a program [42] that can generate and grade tests that most
humans can pass, but current computer programs cannot. CAPTCHA stands
for Completely Automated Public Turing test to Tell Computers and Humans
Apart. EZ-Gimpy (Fig. 12) is a CAPTCHA based on word recognition in the
presence of clutter. The task is to identify a single word, chosen from a known
dictionary of 561 words, that has been distorted and placed in a cluttered
image.
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(d) sound (e) rice (f) space

Fig. 12. Results on EZ-Gimpy images. The best matching word is shown below
each image.

For our experiments, a training set of the 561 words, each presented
undistorted on an uncluttered background, was constructed. We applied the
representative shape contexts pruning method, using the 561 words as our
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objects, followed by detailed matching to recognize the word in each EZ-
Gimpy image. This algorithm is referred to as “Algorithm B” in our previous
work on breaking CAPTCHASs [32]. Two details are different from those in
the other experiments. First, we constructed generalized shape contexts that
are tuned to the shape of words: they are elliptical, with an outer radius of
about 4 characters horizontally, and Z of a character vertically. Second, the
texture gradient operator [29] was used to select the placement of the RSCs,
while Canny edge detection is used to find edge pixels to fill the bins of the
shape contexts.

We generated 200 examples of the EZ-Gimpy CAPTCHA. Of these
examples, 9 were used for tuning parameters in the texture gradient modules.
The remaining 191 examples were used as a test set. Examples of the EZ-
Gimpy CAPTCHA images used and the top matching words are shown in
Fig. 12. The full set of test images and results can be viewed at http:
//www.cs.sfu.ca/~mori/research/gimpy/ez/. In 92% (176/191) of these
test cases, our method identified the correct word. This success rate compares
favorably with that of Thayananthan et al. [40] who perform exhaustive search
using Chamfer matching with distorted prototype words.

Of the 15 errors made, 9 were errors in the RSC pruning. The pruning
phase reduced the 561 words to a shortlist of length 10. For 9 of the test
images the correct word was not on the shortlist. In the other 6 failure cases,
the deformable matching selected an incorrect word from the shortlist.

The generalized shape contexts are much more resilient to the clutter in
the EZ-Gimpy images than the original shape contexts. The same algorithm,
run using the original shape contexts, attains only a 53% success rate on the
test set.

5 Conclusion

We have presented a new approach to shape matching. A key characteristic of
our approach is the estimation of shape similarity and correspondences based
on a novel descriptor, the shape context. Our approach is simple and easy
to apply, yet provides a rich descriptor for point sets that greatly improves
point set registration, shape matching and shape recognition. To address the
computational expense associated with large-scale object databases, we have
also shown how a shape context-based pruning approach can construct an
accurate shortlist.
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Summary. The Achilles’ heel of most shape recognition systems is the decision
stage, whose goal is to clearly answer the question of whether two shapes look alike
or not. In this chapter we propose a method to address this issue, that consists in
pairing two shapes as soon as their proximity is unlikely to be observed “by chance.”
This is achieved by bounding the number of false matches between a query shape and
shapes from the database. The same statistical principle is used to extract relevant
shape elements from images, yielding a complete procedure to decide whether or not
two images share some common shapes.

Key words: Shape recognition, a contrario decision, background model,
number of false alarms, level lines, shape elements.

1 Introduction

This chapter is concerned with the problem of visual recognition of two-
dimensional planar shapes. Shape recognition methods usually combine three
stages: feature extraction, matching (the important point here being the defin-
ition of a distance or dissimilarity measure between features) and decision. The
first two stages have been largely studied in the literature (see for instance [41]
or [43] and the references therein), and will be addressed in Section 2. How-
ever, the decision problem for shape matching in a generic framework has been
much less studied. Moreover, complete procedures starting from raw images
and including this decision step are rarely exposed. In this chapter we show
that this program is realistic and, even though entering all details is beyond
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the scope of this chapter, we present the main ingredients of the proposed
method.

Let us briefly describe the content of this contribution. In Section 2, we
define the main atoms of our recognition procedure and explain how to extract
them from images. Invariance and stability requirements lead us to consider
shape elements, which are suitably selected, normalized and encoded pieces of
level lines. In Section 3, we introduce an abstract setting in which we build
decision rules for pairing two shape elements. This section is quite general
and the matching methodology is not restricted to the specific shape elements
introduced in Section 2. The decision rule relies on a framework introduced
by Desolneux, Moisan and Morel [12, 14], based on a statistical principle, the
Helmholtz principle. The adaptation of this principle to the shape matching
problem leads to an automatic decision rule. In Section 4, we present some
experiments that show the validity of the proposed model. It is verified that
the methodology satisfies the Helmholtz principle [15]: a meaningful match is
a match that is not likely to occur in noise (this notion will be given a precise
meaning). We the present experimental results in Section 5 and conclude in
Section 6.

Before proceeding, let us specify what is meant by an “automatic decision
rule” for shape matching and say a few words about the methodology to
be developed in Section 3. The situation is as follows. We are looking for a
query shape § in a shape database and we have chosen a distance between
shapes. We want to answer the question: how to threshold that distance to
ensure recognition? Observing two shapes at a small distance J, there are two
possibilities:

1. ¢ is small because both shapes “match” (they are similar because they
are two instances of the same object, in the broadest sense).

2. Because the shape database is large, one of its shapes is close to S by
chance (there is no common cause between them).

If we can compute the probability of the second possibility and if this quantity
is very small for two given shapes, then the first possibility is certainly a better
explanation. In contrast to classical approaches to hypothesis testing, we will
see that we can build a decision rule only on the likelihood of the second
possibility, which is usually more simple to model than the first one. This a
contrario methodology will be detailed in Section 3, where we will also see that
the shape elements selection method of Section 2 follows the same principle.

2 From Images to Normalized Shape Elements

The recognition of shapes (in the widest sense) is invariant with respect to
a large set of transformations, as global or nonrigid deformation, contrast
change, corruption by noise, scaling, local occlusion, etc. Therefore, the atoms
of computational shape recognition should satisfy the same properties. An
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algorithm extracting pieces of Jordan curves corresponding to invariant local
representations of shapes in images was proposed by Lisani et al. [24, 25], and
mostly satisfies the above conditions. It proceeds with the following steps,
which will be detailed below.

1. Extraction of meaningful level lines.

2. Affine invariant smoothing of the extracted level lines.

3. Semi-local encoding of pieces of level lines after affine or similarity nor-
malization.

The conjunction of these three stages was first introduced by Lisani et al.
(24, 25]; the third stage is also based on the seminal work of Lamdan et al. [22],
followed by Rothwell’s work on invariant indexing [36]. For a more recent
application of similar ideas, see Orrite et al. [35].

2.1 Extracting Meaningful Curves from Images

In computer vision, extraction of shape information from images dates back to
Marr [27], but Attneave [5], as well as Wertheimer [42] and other Gestaltists
had already remarked that information in images is concentrated along con-
tours, and that shape perception is invariant to contrast changes (changes
in the color and luminance scales). As we will see in the next paragraph,
shapes can then be modeled as Jordan curves. However, as pointed out by
Kanisza [21], in everyday vision most objects are partially hidden by other
ones, and despite this occlusion phenomenon humans still can recognize shapes
in images. Consequently, the real atoms of shape representation should not
be the whole Jordan curves corresponding to objects boundaries, but pieces
of them. In this work we will adopt this atomic shape representation; we will
call a shape element any piece of a Jordan curve.

Topographic Map and Tree of Level Lines

Following the ideas of mathematical morphologists, the image information is
completely contained in a family of binary images that are obtained by thresh-
olding the images at given values [28, 38]. This is equivalent to considering
level sets; the (upper) level set of u at the value A is

xa(u) = {x € R*  u(z) > A} (1)

Obviously, if we only consider a coarsely quantized set of different gray levels,
information is lost, especially in textures. Nevertheless, it is worth noticing
how large shapes are already present with as few as 5 or 6 levels. As remarked
by Serra [38], we can reconstruct an image from the whole family of its level
sets by

u(z) =sup{A e R, =z € xa(u)}.
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Thus, the level sets provide a complete representation of images. Morpholo-
gists also noticed that boundaries of level sets fit parts of objects boundaries
very well. They call level lines the topological boundaries of connected com-
ponents of level sets, and the topographic map of an image the collection of
all its level lines. Note that, if the image u is C*, level lines coincide with
isophotes in the neighborhood of = such that Du(z) # 0. The topographic
map also enjoys several important advantages [10]:

e It is invariant with respect to contrast change (a contrast change is the
composition of the image with an increasing real function). It is not invari-
ant to illumination change, since in this case the image is really different
although it represents the same scene. However, many pieces of level lines
remain the same under such illumination changes.

e In general, edge detectors lead to disconnected pieces of curves which are
too small to be individually relevant. A preliminary grouping step is nec-
essary to get shape elements. On the contrary, using level lines directly
yields long curves since, for almost all gray levels, level lines of images
with bounded variation are Jordan curves [17]. We consider it easier to
compute shape elements by locally encoding level lines.

e It is a hierarchical representation: since level sets are ordered by the inclu-
sion relation (as are their connected components), the topographic map
may be embedded in a tree structure.

e Most important regarding the main subject of this chapter, object con-
tours locally coincide with level lines very well. Basically, level lines are
everywhere normal to the gradient as edges. Contrarily to local edges, level
lines are accurate at occlusions. Whereas edge detectors usually fail near
T-junctions (and additional treatments are necessary), there are several
level lines at a junction (see Fig. 1).

Fig. 1. Level lines and T-junction. Depending on the gray-level configuration be-
tween shapes and background, level lines may or may not follow the objects’ bound-
ary. In any case, junctions appear where two level lines separate. Here, there are two
kinds of level lines: the occluded circle and the shape composed of the union of the
circle and the square. The square itself may be retrieved by difference.

However, level lines in textures are usually very complicated and are not al-
ways useful for shape recognition. Moreover, because of noise and interpolation,
many level lines may follow roughly the same contour. Thus it is useful, for
practical computational reasons, to select only the most meaningful level lines.
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Note that level lines are Jordan curves and, for continuous images, do
not intersect. Moreover, for almost all levels of a C! image, the interior of
a closed level line is a simply connected set. Monasse and Guichard [32] call
such a set a Shape, and to avoid any confusion, we will write morphological
shape. Basically, morphological shapes are either connected components of
level sets whose holes have been filled, or connected components of holes of
level sets whose own holes have been filled. Actually, the situation is slightly
more complicated because of open level lines that meet the image border
and must be closed one way or another. Nevertheless, Monasse and Guichard
proved that these morphological shapes could be used to define a tree which
is called the tree of level lines. Each node of the tree is a morphological shape,
attached to a gray level, or equivalently the boundary of the morphological
shape, which is a level line of the image. In Fig. 2, we display an example of
such a tree for a simple synthetic image. An algorithm called Fast Level Set
Transform [32] allows one to efficiently compute this tree. It may be extended
to a bilinearly interpolated image, whose level lines suffer less from pixelization
effects than those of a pixelwise constant image. In this case, images become
continuous and have infinitely many level lines. Thus, there is a preliminary
choice of quantization of these lines. If the original image was encoded on 8
bits, we simply choose a quantization step equal to 1, since we know that 256
gray levels give fair enough visual quality. Moreover, the selection procedure
we describe below would not give more level lines with a thinner quantization

step.
®e
C
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Fig. 2. Top: a synthetic image. Middle: its morphological shapes. Bottom: the
corresponding tree.

Meaningful Boundaries

A very simple and efficient method to select the most meaningful level lines
in the topographic map has been introduced by Desolneux, Moisan and Morel
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in [13]. Recent improvements have been achieved in [9] but, for the sake of
simplicity, we only describe the original arguments which rely on an a contrario
detection principle which will be detailed in Section 3.

Let u : R2 — R be a differentiable gray-level image. Assume that we have
a measure of contrast. To simplify, we take it here equal to the norm of the
gradient. Assume that we know the distribution of the gradient of u, given
by

Ho() = P(IDul > p).

In practice, we shall take a finite difference approximation of the gradient.

The empirical histogram is used to approximate H.. That is, we assume that

the gradient norm is distributed as the positive random variable X defined

by

_ #{z € I, |Du(z)| > u} @)
#{z € I, |Du(zx)| > 0}’

where the symbol # designs the cardinality of a set, I" the finite sampling
grid and |Du| is computed by finite difference approximation.

Yu >0, P(X >up)

Definition 1 ([13]). Let E be a finite set of Ny level lines of w. We say that
a level line C' is an e-meaningful boundary if

1/2
NFA(C)= NyH, (Irgg |Du(x)|> <e, (3)

where [ is the length of C. This number is called the number of false alarms
(NFA) of C.

This definition will be explained in details in Section 3.4, since its justification
uses the a contrario framework that will be introduced in Section 3. Let us
take it for granted for now.

Maximal Boundaries

We know that all level lines are needed to perfectly reconstruct the image.
Nevertheless, only a few of them suffice to describe most shape information.
Because of interpolation and blur, level lines accumulate along edges, and
even meaningful level lines still are locally redundant, as far as shapes are
concerned. A very elegant way to eliminate some redundancy is to use the
structure of the tree of level lines which simply contains the topological inclu-
sion relation between level lines.

Definition 2 ([31]). A monotone section of a tree of level lines is a part of
a branch such that each node has a unique son and where the gray level is
monotone (no contrast reversal). A mazimal monotone section is a monotone
section which is not strictly included in another one.



Shape Recognition Based on an a Contrario Methodology 113

Definition 3 ([13]). We say that a meaningful boundary is maximal mean-
ingful if it has a minimal NFA in a mazximal monotone section of the tree of
meaningful level lines.

Note that this definition makes sense since meaningful level lines still enjoy
the same tree structure as level lines. In practice, meaningful level lines often
represent less than 10% of the total number of level lines (most of which are
actually very small and due to noise and texture). About one meaningful level
line over 10 is usually a maximal one. Hence, about 99% of all level lines are
eliminated.

Figure 3 illustrates that the loss of information resulting from the use
of meaningful level lines is negligible compared to the gain in information
compactness. This reduction is crucial in order to speed up the shape matching
stage that follows the encoding.

Fig. 3. Extraction of meaningful level lines. (a) original “La Cornouaille” image,
(b) level lines, represented here with gray-level quantization step equal to 10 (there
are 54,790 level lines for a quantization step of 1, and they fill the whole image),
(c) the 296 maximal meaningful level lines (there are 4342 meaningful level lines but
with no real additional information).

2.2 Level Lines Smoothing

The next step is to smooth meaningful level lines to get rid of noise and
aliasing effects. Since we are interested in affine invariance for the recognition,
the geometric affine scale space [2, 37] is convenient because it commutes
with special affine transformations. It is given by the following motion by
curvature:

where z is a point on a level line, Curv(z) the curvature and n(z) the normal
to the curve, oriented towards concavity. We use a fast implementation by
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Moisan [29]. Logically, it would be interesting to use this equation in a true
multiscale recognition procedure: each extracted shape should be described
at several different scales. The price to pay is of course a higher numerical
complexity. In this chapter, we only use this equation as a way to wipe out
pixelization effects due to quantization, so that the invariance properties of the
equation are not used to their full potential. The scale at which the smoothing
is applied is fixed and given by the pixel size. Nevertheless, this is still very
useful: the aim is to reduce the complexity of meaningful level lines by sim-
plifying them. Indeed, smoothing reduces the number of bitangents on level
lines by eliminating those due to noise; consequently, it also reduces the num-
ber of encoded shape elements, as will become clear from the normalization
procedure that we now present.

2.3 Semi-local Normalization and Encoding

The last stage of the invariant shape encoding algorithm is semi-local normal-
ization and encoding. Roughly speaking, in order to build invariant representa-
tions (up to either similarity or affine transformations), we define local frames
for each level line, based on robust directions (tangent lines at flat parts, or
bitangent lines). Such a representation is obtained by uniformly sampling a
piece of curve in this normalized frame. The following section is devoted to
an improvement of Lisani’s algorithm.

The proposed semi-local normalization of level lines or, more generally
speaking, of Jordan curves is based on robust directions. These directions
are given by bitangent lines, or by tangent lines at flat parts (a flat part
is a portion of a curve which is everywhere unexpectedly close to the seg-
ment joining its endpoints, with respect to an adequate background model
[33, 40]).

We now detail the procedures used to achieve similarity invariance for
semi-local normalization and encoding of Jordan curves. In what follows
we consider direct Euclidean parameterization for level lines. We treat the
similarity invariant case and refer the reader to [25] for the affine invariant
encoding.

The procedure is illustrated and detailed in Fig. 4. Two implementation
parameters, F' and M, are involved in this normalization procedure. The
value of F' determines the normalized length of the shape elements and is
to be chosen keeping in mind the following trade-off: if F' is too large, shape
elements will not deal well with occlusions, while if it is too small, shape
elements will not be discriminatory enough. One therefore faces a classical
dilemma in shape analysis: locality versus globality of shape representations.
The choice of M is less critical from the shape representation viewpoint, since
it is just a precision parameter. Its value is to be chosen as a compromise
between accuracy of the shape element representation and computational
load.
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In order to represent a level line L, for each
flat part, and for each couple of points on
which the same straight line is tangent to
the curve, do:

a) Let Py and P» be either the tangency
points when dealing with bitangency,
or the endpoints for the detected seg-
ment when dealing with flat parts.
Consider the tangent line D to these
points;

Starting backward from P, call P; the
previous tangent to £, orthogonal to D.
Starting forward from Ps, call P2 the
next tangent to £, orthogonal to D;
Find the intersection points between Py
and D, and between P2 and D. Call
them R; and Ra2, respectively;

Store the normalized coordinates of M
equidistributed points over an arc on
L of normalized length F', centered
at C, the intersection point of £ with
the perpendicular bisector of [RiR2].
By “normalized coordinates” we mean
coordinates in the similarity invariant
frame defined by points R, R2 mapped
to (—%,O), (%,0), respectively.

Fig. 4. Similarity invariant semi-local encoding. On the left, an illustration based
on a flat part.

In Fig. 5 we show several normalized shape elements extracted from a
single line, taking F' = 5 and M = 45. Notice that the representation is
quite redundant. While the representation is certainly not optimal because
of redundancy, it increases the possibility of finding common shape elements
when corresponding shapes are present in images, even if they are degraded
or subject to partial occlusions.

All experiments to be presented in Section 5 concerning matching based
on this semi-local encoding (or the affine invariant procedure detailed in [25])
were carried out using F' = 5 and M = 45, since it seems to be a good
compromise solution. We observed that in general these parameters can be
fixed once and for all, and do not need to be tuned by the user. Note that
some curves cannot be coded with F' = 5: when their length is too small with
respect to the length of the segment line [R; Ra], the resulting shape element
will overlap itself.



116 P. Musé, F. Sur, F. Cao, Y. Gousseau and J.-M. Morel

by
-0.24
o T
A
. { /
\ /
o
7
. /
L
. Al
5 s <4 92 o7 o4 ws o8
- -
-0.24
(/ —~ °l /‘ \r———v\;./"“‘
\ Q\_/ b /
EamnmRa : Sy
| T I 1
9 <~ . AN
= pusj
o
T5 s o4 2 7w  os o8 I <8 @8 94 <2 o oa o8 o8

Fig. 5. Example of semi-local similarity invariant encoding. The line on the top
left generates 19 shape elements (F' = 5, M = 45). Twelve of them are based on
bitangent lines, the other ones are based on flat parts. The representation is quite
redundant. Here are displayed three normalized shape elements, one deriving from
bitangent lines, and two from a flat part.

3 An a Contrario Decision Framework

By applying the procedures of the previous section, similarity invariant shape
elements are extracted from images. (Affine invariant shape elements may
be extracted as well, see [25].) These are the basic objects to be recognized.
Generally speaking, the recognition problem is difficult. Sorting the shape ele-
ments along a similarity measure to a query shape element is not enough and
we must decide whether two given shapes are alike or not. The problem con-
sists in automatically setting a threshold ¢ over the similarity measure and in
giving a confidence level to this decision. This is precisely the aim of the pro-
posed methodology. We shall first build up an empirical statistical model of the
shape elements database. The relevant matches will be detected a contrario as
rare events given this background model. This detection framework has been
recently applied by Desolneux et al. to the detection of alignments [12] or con-
trasted edges [13], by Almansa et al. to the detection of vanishing points [1],
by Stival and Moisan to stereo images [30], by Gousseau to the comparison
of image “composition” [19] and by Cao to the detection of good continua-
tions [7]. The main advantage of this technique is that the only parameter
which controls the detection is the number of false alarms, which has already
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been introduced for level lines selection in Section 2 and will be defined for
shape matching in Section 3.2.

3.1 Shape Model Versus Background Model

Let us first introduce some notation. Our aim is to compare a given query
shape element & with the N shape elements of a database B. We assume S to
be represented by a code, that is a set of K features x1(5), z2(5), ..., zx(S),
each of them belonging to a set F; endowed with a dissimilarity measure d;.
We then define the product dissimilarity measure on Fy X Fo X --- X Ex by
!/ !/
d(s,8" = ie{rﬂ?i(K} di(z;(S), x;(S")).

Observe that in order for this definition to be sound, the d;’s are supposed
to have the same range, a property that will be satisfied by the dissimilarity
measures to be considered in this chapter. In what follows, we will call these
dissimilarity measures distances, although they are not necessarily metrics.

We assume no other information but the observed set of features, and we
are interested in shape elements which are close to the query shape element &
because their generation shares some common cause with the generation of S.
But what is the underlying common cause? We probably do not know, and
this is the point. Indeed, directly addressing this problem is not possible,
unless we have the exact model of § at hand. Such a model would imply an
extra knowledge (for instance some expert should have first designed it). We
are therefore unable to compute the probability that a shape element is near
S because it has been generated by the shape model of S.

Consequently, we wonder whether a database shape element is near the
query S casually and we detect correspondences as unexpected coincidences.
In order to address this latest point, we have to design a background model to
compute the probability of a casual match. We assume that shape elements
are defined on some probability space ({2, 4,Pr). A background model, at
fixed S, is defined as follows.

Definition 4. We call a background model any random model S’ for which
the following holds true:

(A) The random variables d;(z;(S),z;(S")) (i € {1,...,K}) from 2 to R
are mutually independent.

From now on, at fixed S, and for every i € {1,..., K}, we denote

Pi(8,0) := Pr(d;(z;(S), z:(S")) < 9).

3.2 A Detection Terminology
Number of False Alarms

In order to automatically set a threshold on the dissimilarity measures, we
will rely on the following quantities.
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Definition 5. The number of false alarms (NFA) of the shape element S at
a distance d is
NFAS,d):=N [[ P(S.d).
ie{1,...K}

We will see in Section 3.3 that this number can be seen as the average number
of false alarms that are expected in a statistical test framework, when we test
whether the distance from each shape element in the database to S is below d.

Definition 6. The number of false alarms of the query shape element S and
a database shape element S’ is the number of false alarms of S at a distance
d(§,8"):

NFA(S,S') := NFA(S,d(S,S)).

The number of false alarms between S and S’ corresponds to the expected
number of database shapes which are “false alarms” and whose distance to &
is lower than d(S,S).

Remark 1. For simplicity, the same notation is used for both preceding def-
initions of the number of false alarms. Note also that the arguments of this
latest NFA (seen as a two-variable function) do not play a symmetric role.

Meaningful Matches

Next, we decide which shapes of the database match the query shape S by
bounding the number of false alarms.

Definition 7. A shape element S’ is an e-meaningful match of the query
shape element S if their number of false alarms is bounded by €:

NFA(S,S') < e.

Notice that since the functions P;(S,d) : d — Pr(y € E; s.t. d;i(x;(S),y) < d)
are non-decreasing, the function d — NFA(S,d) is pseudo-invertible. That
is, there exists a unique positive real number §(¢) (depending on the query
shape S) such that

d(e) :== max{d > 0,NFA(S, ) < e}.
The proposition that follows is then straightforward.

Proposition 1. A shape element S’ is an e-meaningful match of the query
shape element S if and only if

(S, 8") < 5(e).

The decision rule we propose thus amounts, for a fixed S, to compare d(S,S’)
to the bound §(e). The justification behind this rule is that the expectation
of the number of shapes that match S “by chance” is then bounded by e. The
following proposition makes this claim more formal.



Shape Recognition Based on an a Contrario Methodology 119

Proposition 2. Under the assumption that the database shape elements are
identically distributed following the background model, the expectation of the
number of e-meaningful matches is less than €.

Proof. Let S;» (1 < j < N) denote the shape elements in the database, and
let x; be the indicator function of the event e;: “SJ’- is an e-meaningful match
of the query S ” (i.e., its value is 1 if S; is an e-meaningful match of S, and 0

otherwise). Let R = Zjvzl X; be the random variable representing the number
of shapes e-meaningfully matching S.

The expectation of R is E(R) = Zjvzl E(x;). Using Proposition 1, it follows
that

E(x;) = Pr(S; is an e-meaningful match of S) = Pr(d(S, ;) < d(¢)).

Since shape elements from the database are assumed to satisfy the assump-
tions of the background model, one has

K
E(x;) = [ Pi(8.6() = 1-NFA(S, 6(2))
=1

Linearity of expectation implies E(R) = 4 Zjvzl NFA(S,d(¢)). Hence, by
definition of §, this yields E(R) < Zjvzl e - N71; therefore E(R) < e. O

The key point is that the linearity of the expectation allows us to com-
pute E(R) without knowing the dependencies between events e;.

Let us now summarize. A reference shape S being given, we seek its e-
meaningful matches, which by Proposition 1 amounts to a bound on distances.
For each matching shape S’, the number NFA(S,S’) quantifies the quality
of the match, and Proposition 2 gives a handy meaning to the number ¢ (we
will always use € = 1 in subsequent experiments).

Recognition Threshold is Relative to the Context

Notice that the empirical probabilities take into account the “rareness” or
“commonness” of a possible match. Indeed the computed threshold § is less
restrictive in the first case and stricter in the other one. If a query shape S is
rarer than another one S5, then the database contains more shapes close to Sy
than shapes close to S, below a certain fixed distance d’. Now, probabilities
will be estimated through empirical frequencies over the database (see Sec-
tion 3.6). As a consequence, if a query shape S; is rarer than another one Sa,
then we have, for i € {1,..., K} and d < d’,

Pi(81,d) < P(S2,d).

This yields (with obvious notation) ds, < ds, (provided both quantities are
below d'), i.e., the rarer the sought shape, the higher the recognition threshold.
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All the same, if a given query shape is rarer among the shapes of a data-
base By than among the shapes of a database Bs, then for every i € {1,..., K}
and for d “small enough”

PX(S,d) < PA(S,d),

where ]51-1 and ]51-2 are respectively estimated over B; and Bs. This yields
69 < 607. This latest point is in fact one of the key points of the proposed
methodology, and should be the cornerstone of every shape recognition system.
Suppose that we seek a character, let us say an ‘a’ among different characters
from an ordinary scanned text. Then the recognition threshold (under which
a character matches the sought ‘a’) should be larger than the one obtained
when searching the same ‘a’ among other ‘a’ characters of various slightly
different fonts. Indeed, the sought shape would be relatively much rarer in the
latter case than in the former. The conclusion is that the distance threshold
proposed by our algorithm auto-adapts to the relative “rareness” of the query
shape among the database shapes. The “rarer” the query shape, the more
permissive the corresponding distance threshold, and conversely.

Observe also that the number of false alarms, and therefore the confidence
of a recognition, depends upon the size of the searched database. This is coun-
terintuitive, but only at first sight. Indeed, when the size of the searched data-
base grows, the probability that a piece of shape be created “just by chance”
grows too. Let us take a classical example. Images of vegetation can lead hu-
mans and computer vision algorithms to hallucinate faces. The explanation is
simple; such textured images create lots of casual spatial arrangements. Some
of them can look like a searched shape. The larger the database, the likelier
such false alarms.

Why an a Contrario Decision?

The advantages of the a contrario decision based on the NFA compared to the
direct setting of a distance threshold between shape elements are obvious. On
the one hand, thresholding the NFA is much more handy than thresholding the
distance. Indeed, we simply set ¢ = 1 and allow at most one false alarm among
meaningful matches (we simply refer to 1-meaningful matches as “meaningful
matches”) or ¢ = 107! if we want to impose a higher confidence in the obtained
matches. The detection threshold ¢ is set uniformly whatever the query shape
element and the database may be: the resulting distance threshold adapts
automatically according to them as explained in the preceding section. On the
other hand, the lower ¢, the “surer” the e-meaningful detections are. Of course,
the same claim is true when considering distances: the lower the distance
threshold §, the surer the corresponding matches, but considering the NFA
quantifies this confidence level. Moreover, computing the NFA does not need
any shape model. This is a major advantage of the proposed method, since
having a shape model means that the query shape has already been recognized
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before somehow or other. We will see in Section 3.3 how this point relates to
the control of false positives in a classical hypothesis testing framework.

Comparing Two Databases

Let us end up with the definition of the number of false alarms when comparing
all shape elements in a database to all shape elements in another database.
This corresponds to the experiments of Section 5 where the shape contents of
two images are compared. When searching the shapes belonging to a database
B1, made of N; shape elements, among the Ny shape elements belonging to
a database By, we have the following definition.

Definition 8. The number of false alarms of a shape S (belonging to B1) at
a distance d is

NFA(S,d) = Ny - Ny -Pr (S', max d;(z;(8S),x:(S")) < d) .
ie{l..K}

The probabilities (depending on the searched shape S) are estimated as be-
fore, as a product of K empirical estimates over the database B2 among which
the query shapes are sought. For each shape in B; we also define e-meaningful
matches. The claim up to which we shall expect on the average € false alarms

among the e-meaningful matches over all N7 - N, tested pairs of shapes (Propo-
sition 2) still holds.

3.3 A Contrario Decision as Hypothesis Testing

In this section, we show how the proposed methodology can be interpreted
in a statistical testing framework [16, 39]. For a shape &’ being observed,
we are interested in hypothesis Hi: “S’ has been generated by the shape
model of §.” However, as explained before, handling this hypothesis with our
assumption (no available shape model for S) is impossible. We are therefore
led to concentrate on an alternative hypothesis Hy: “S’ follows the background
model.” We consider a test relying on the distance between shapes.

Definition 9. A query shape element S being given, the statistical test T5(S)
is defined as follows:

e if a database shape element S’ is such that d(S,S’) < &, then hypothesis
H1 is accepted (S’ is near S because of some causality).

o Otherwise, H1 is rejected and the null hypothesis Hy is accepted (S’ is
near S casually).

The quality of a statistical test is measured by the probability of taking
wrong decisions: reject Hy for S although Hy is valid (type I error, false
positive) or reject H; for an observation S for which H; is actually true (type
IT error, misdetection). A probability measure can be associated to each type
of error.



122 P. Musé, F. Sur, F. Cao, Y. Gousseau and J.-M. Morel

e The probability of false alarms (associated with type I error)
a =Pr(d(S,S8") < §|Ho).

e The probability of non-detection or probability of a miss (associated with
type II error) o = Pr(d(S,S’) > §|H1).

It is clear that the lower o and o, the better the test, but it is also clear
that o and o' cannot be independently optimized. The problem is to find a
trade-off between these two probabilities. Two well-known approaches to this
problem are the Neyman—Pearson Theory and Bayesian tests. These theoret-
ical frameworks are limited in the sense that one must know the likelihood
of both Hy and H;p, which is in general unrealistic if the aim is to recog-
nize an unspecified query shape (a generative model is indeed needed for the
query shape S to compute the likelihood of a shape S’ under hypothesis Hy).
Moreover, the Bayesian approach needs prior information, which is either ar-
bitrary or is strongly related to a specific problem for which supplementary
information is provided.

Let us summarize the situation. We are not able to compute the probability
of non-detection Pr(d(S,S’) > §|H1). On the other hand, a straightforward
computation provides the value of the probability of false alarms of the sta-
tistical test 75(S), that is, Pr(d(S,S’) < §|'Ho). Indeed, by the definition of d,

Pr(d(S,S8") < 8|Ho) = Pr ( max  d;(z;(8S),z;(S')) <4 | Ho> .

ie{l,..,.K}

Now, by the definition of Hy, the independence assumption (A) holds true so
that

Pr(d(S,8') <dlHo) = ] Pr(di(:(S),z:(S")) <6)

ie{l,...,K}
= JI P~ (4)
ie{l,...,K}

It is therefore straightforward (by the definition of §(¢)) that the statistical
test 75(-)(S) has a probability of false alarm bounded by /N

Pr(d(S,S") < /M) < e/N.

The a contrario decision rule therefore consists in accepting hypothesis
‘H; when the null hypothesis Hy is unlikely, this likeliness being quantified
by €. Recall also that Proposition 2 shows that the average number of false
alarms when testing a shape against all shapes in the database is bounded
by e, therefore giving a clear meaning to this bound. In short, we accept the
hypothesis “a database shape element S’ matches the query shape element
S 7 as soon as it is not likely that S’ is near S “by chance.”

Several earlier works conceive the shape recognition problem in the same
spirit, being based on the computation of a probability of false alarms. This



Shape Recognition Based on an a Contrario Methodology 123

computation can be achieved by following several approaches. All of them
are of course based on the background modeling. For instance, Grimson and
Huttenlocher [20] estimate the probability that some features of the sought
shapes are retrieved only because of the so-called “conspiracy of random,”
by assuming that features are uniformly distributed. A more accurate ap-
proach consists in building a tighter background model. Examples can be
found in the literature on the detection of low-resolution targets over a clut-
tered background (see for example [11]). Such approaches are derived from
classical signal processing methods (where the noise is modeled as a Gaussian
process, thus enabling one to exactly compute the probability of false alarms
and derive the detection threshold, see, e.g., [4]). Specific background models
can also be built, depending on the considered problem. For instance, Amit
et al. [3] address a shape classification problem in this perspective. Another
approach is to simultaneously use a background and a shape model, as done by
Lindenbaum in [23] where performances of shape recognition algorithms are
studied in a fairly general context. Let us also mention statistical parametric
mapping (SPM), which is a popular method for analysis of brain imaging data
sequences: by integrating spatial dependences, large deviations with respect
to the SPM are attributed to the cognitive process of interest (see [18] for an
introduction).

3.4 Meaningful Boundaries and a Contrario Framework

Let us now interpret the definition of meaningful boundaries that we gave
in Section 2 in the a contrario decision framework. The implicit definition of
contours contained in Definition 1 is that the norm of the gradient should
be large everywhere along an edge. Again, we consider it hard to model the
dependence of the gradient values along a true edge and prefer to take the
decision by contradicting an independence hypothesis.

Assume that X is a real random variable described by the inverse distri-
bution function H(u) = Pr(X > u). Assume that u is a random image such
that the values |Du| are independent with the same law as X. Let now E
be a set of random curves (C;) in u such that #E (the cardinality of E) is
independent of each C;. For each i, we note p; = mingec, |Du(x)|. We also
assume that we can choose L; independent points on C; (points that are afar
at least by Nyquist’s distance, a property which in particular bounds L; from
above). We can think of the C; as random walks with independent increments
but since we choose a finite number of samples on each curve, the law of the
C; does not really matter. We assume that L; is independent from the pixels
crossed by C;.

By mimicking Definition 1, we say that C; is e-meaningful if

NFA(C;) = #FE - H(u)" <e.

Proposition 3. The expected number of e-meaningful curves in a random set
E of random curves is smaller than ¢.
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Proof. Let us denote by X; the binary random variable equal to 1 if C; is
meaningful and to 0 otherwise. Let also N = #E. Let us denote by E(X) the
expectation of a random variable X in the a contrario model. We then have

E (ix_—) & (E (f;m)) |

We have assumed that N is independent from the curves. Thus, conditionally
to N = n, the law of 3.1, X; is the law of 3.7, ¥;, where Y; is a binary vari-
able equal to 1 if nH (u;)* < ¢ and 0 otherwise. By linearity of expectation,

N n n
E (ZXAN = n> =E (ZY) = > E(Y)).
=1 i=1 i=1

Since Y; is a Bernoulli variable, E(Y;) = Pr(Y; = 1) = Pr(nH ()% < &) =
Yo Pr(nH ()" < e|L; = 1)P(L; = l). Again, we have assumed that L; is
independent of the gradient distribution in the image. Thus conditionally to
L; = 1, the law of nH (u;)* is the law of nH(u;)'. Let us finally denote by
(aa,..., ) the I (independent) values of |Du| along C;. We have

Pr(ort(e <) =P (1,0 < (7))

A . . .
=Pr (max H(ag) < (—) ) since H is nonincreasing
1<k<I n

! 1/1
— H Pr (H(ozk) < (%) ) by independence

since if H is the inverse distribution function of X, Pr(H(X) < t) < t. The
last term in the above inequalities does not depend upon [, thus

Pr(nH(u)% < e|lL; =) Pr(L; =1) < =S Pr(L; = 1) = =.
; r(nH (pi)™" < el 1) Pr( l)_n; r( 1) -

Hence,
N
E (ZXAN = n) <e.
i=1

This finally implies E (Zi\; Xi) < g, which means exactly that the expected
number of meaningful curves is less than €. O
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3.5 Building Statistically Independent Features

Why is it so important to consider independent features (cf. Assumption (A)
in Definition 4)? The reason is that using independent features is a way to
beat the curse of dimensionality [6]. Using a few independent features enables
one to reach very low numbers of false alarms without needing huge databases
to estimate the probability of false alarms. In his pioneering work Lowe [26]
presents this same viewpoint for visual recognition: “Due to limits in the ac-
curacy of image measurements (and possibly also the lack of precise relations
in the natural world) the simple relations that have been described often fail to
generate the very low probabilities of accidental occurrence that would make
them strong sources of evidence for recognition. However, these useful un-
ambiguous results can often arise as a result of combining tentatively-formed
relations to create new compound relations that have much lower probabilities
of accidental occurrence.”

Let us give a numerical example. If the considered database is made of N
shape elements, the lowest value reachable by each empirical probability,

PAS,d) = 1 - #{S' € B diwi(S), 7:(8)) < d

is at least 1/N. Consequently, if the background model is built on K =1 fea-
ture, and the database is made of N = 1000 shapes, then the lowest reachable
number of false alarms would be 1000 - 1/1000 = 1. This means that even
if two shape elements S and &’ are almost identical, based on the NFA we
cannot ensure that this match is not casual. Indeed, an NFA equal to 1 means
that, on the average, one of the shape elements in the database can match S
by chance. Assume now that the background model is built on K = 6 features
(and still N = 1000), then the lowest reachable number of false alarms would
be 1000 - 1/1000° = 1018,

In practice, we observe a number of false alarms between similar shapes
as low as 10710, This means that such matches would still be meaningful in
a database 10'° times larger.

To summarize, in our framework and in order to be reliable for the shape
recognition task, shape features have to meet the three following requirements.

1) Features provide a complete description: two shapes with the same features
are alike (so that shapes are accurately described).

2) Distances between features are mutually independent (so that we may
design the background model).

3) Their number is as large as possible (so that we may reach low NFAs).

Finding features that meet all three requirements is a hard problem. Indeed,
there must be enough features so that the first requirement is valid, but not
too many, otherwise the second requirement fails.

The decision framework we have been describing so far is actually com-
pletely general in the sense that it can be applied to find correspondences
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between any kind of structures for which K statistically independent features
can be extracted. In the following section, we concentrate on the problem of
extracting independent features from the normalized shape elements defined
in Section 2.

3.6 From Normalized Shape Elements to Independent Features

In this section, we detail a procedure to extract features from normalized shape
elements. After performing various experiments, we found that the best trade-
off in achieving simultaneously the three feature requirements of Section 3.5
is as follows (see Fig. 6 for an illustration). Each piece of Jordan curve C is
split into five subpieces of equal length. Each one of these pieces is normalized
by mapping the chord between its first and last points on the horizontal axis,
the first point being at the origin: the resulting “normalized small pieces of
curve” are five features C1, Cy, ..., Cs (each of those C; being discretized with
9 points). These features ought to be independent; nevertheless, C1,...,C5
being given, it is impossible to reconstruct the shape they come from. For
completeness a sixth global feature Cg is therefore made of the endpoints of
the five previous pieces, in the normalized frame. For each piece of level line,
the shape features introduced in Section 3.1 are made of these six “generic”
shape features Cy, ... , Cg. Using the notation introduced in the previous
sections, we have x;(S) = C; (i € {1,...,6}). For every i € {1,...,5} and
E; = (R?)?, Eg = (R?)S.

It now remains to define similarity measures d;. As mentioned earlier, since
the distance d between shape elements is defined as the maximum over the

~—""
] \\\_____ | .
W .
\\ f\\ ~—_ 7
S F— ~ b)

Fig. 6. Building independent features. Sketch a): example of a Jordan curve in a
normalized frame based on a bitangent line. The bold part corresponds to a shape
element; it is split into 5 pieces C1, C2, C3, C4, and Cs. Sketch b): each piece is
normalized and a sixth feature Cs made of the endpoints of these pieces is added.
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d;’s, we must choose distances having the same range. This will not be the
case with L*°-distances (the range of the L*>° distance between the features
CS is clearly not the same as for the other features). We choose the following
normalization for the d;’s:

di(i(S), zi(S")) = Pr(8" € 2 s.t. [[2i(S) = 2i(8")loo < [|2i(S) = 2i(S)|o0)-

Note that the d;’s are not symmetrical. This normalization yields the following
result, whose proof is left as an exercise.

Proposition 4. Assume that, fori=1,..., K, the distribution functions 0 —
Pr(||z; — z||eo < &) are invertible, then

K
NFA(S,S) =N (miax di(:(S), xi(S’))) : (5)

In practice, NFAs are computed using formula (5), the d;’s being computed
using empirical frequencies:
di(2i(S), 2i(S')) = %#{5” € Bs. t.[[2i(S)—2i(S")loo < [|2i(S)—2:(S")lso},
where as before N is the cardinality of the database.

We have also investigated the use of a principal component analysis
(PCA) [34]. The experimental NFAs we observed appeared to be valid, even
though PCA only provides decorrelated features and not independent ones.
However, results were disappointing. Indeed, the linearity assumption needed
by PCA is clearly not satisfied in the space of shapes. Results with the extrac-
tion of features we presented in this section are experimentally much more
reliable, in the sense that meaningful matches do mostly correspond to in-
stances of the same objects.

4 Testing the Background Model

The objective of this section is to test the independence assumption (A)
under which the probability for two shapes to be at a distance smaller than
0 has been computed. Of course, the accuracy of NFA(S,d) (Definitions 5
and 8) strongly relies on this independence assumption. In most experiments,
we are not able to objectively separate false alarms and correct matches, so
that we cannot check whether the NFA is effectively bounded by €. Now, the
Helmholtz principle [15] states that no detection in “noise” (the definition
of which has to be given) should be considered as relevant. All e-meaningful
matches in the noise should thus be considered as false alarms; therefore, in
such a situation, there should be on the average about € of them.

In this section we test the proposed procedure on shape element features
that are extracted from a white noise image. Observe that in this case the back-
ground model (independence of features) is not necessarily true. On the one
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hand, shape elements correspond to pieces of Jordan curves, and consequently
are constrained not to self-intersect. On the other hand, shape element fea-
tures derive from a normalization procedure (as explained in Section 2) which
introduces some structural similarities (for example, shape elements coming
from bitangent points show mostly common structures). Table 1 quantifies
the “amount of dependency” due to these two aspects. We can see that the
observed number of matches in white noise images is indeed very near to ¢
and does not depend on the database size.

[value of e: 0.01]0.1] 1 | 10 [ 100 | 1,000 [ 10,000 |
100, 000 shape elements|0.09|0.77(3.38{19.98|134.71|1,073.23|9, 777.80
50,000 shape elements|0.07|0.45|2.45|17.19(123.07|1,038.41|9, 771.81
10,000 shape elements|0.08(0.31|2.1 {13.41|107.18| 980.43(9,997.85

Table 1. Normalized pieces of white noise level lines. Average (over 1000 queries)
number of e-meaningful detections versus ¢, for databases of various sizes.

5 Experiments

In this chapter, we illustrate the proposed matching methodology through
several experiments. A “query image” and a “database image” are given and
meaningful level lines from each of them are encoded. We then compare the
two databases, as explained at the end of Section 3.2. Then, 1-meaningful
matches (in the sense of Definition 8) are computed. More experiments can
be found in [33] and [40].

The reader should keep in mind that the decision rule deals with nor-
malized shape elements. However, the results for the corresponding pieces of
level lines (“de-normalized” shape elements in some sense) are shown here for
clarity, superimposed to images.

What we call “false matches” in the following sections are in fact mean-
ingful matches that do not correspond to the same “object” (in the broadest
sense). Only an a posteriori examination of the meaningful matches enables
us to distinguish them from matches which are semantically correct. As ex-
plained in the previous sections, we actually only detect matches that are
not likely to occur by chance, or more precisely, matches that are not ex-
pected to be generated more than once by the background model (by fixing
the NFA threshold to 1). We experimentally observed that most of the time
false matches have an NFA larger than 10~1. If we want very sure detections,
we simply set the NFA threshold to 10~1.

All the following experiments have been performed with the same values
for the parameters of the encoding stage (M = 45 and F' = 5, see Section 2.3)
and by thresholding the NFAs to 1 (both for the extraction of meaningful
lines and the matching).
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5.1 Two Unrelated Images

The aim of this experiment is to check the main property of the proposed
method, namely that the NFA is an estimation of the expected number of
matches that are due to chance. In Fig. 7 one can see two different images
(results are representative of what is obtained when considering other images).
The similarity invariant normalized shape elements of the meaningful level
lines from the first one are searched among the normalized shape elements
from the second one. Only one 1-meaningful match is retrieved (i.e., the NFA
of this match is below 1). As stated in Proposition 2, one should expect at
most about one meaningful match. Although the method does not distinguish
between good and false matches, the NFA gives a good estimate on “how good
a match is.”

Fig. 7. Two unrelated images. Original images (left) and meaningful level lines
(middle). The 846 normalized shape elements from the top image are searched among
the 281 normalized shape elements from the bottom image. Only one 1-meaningful
match is detected (right). Its NFA is 0.2, which is very near to 1. This match actually
corresponds to pieces of level lines that look coarsely alike “by chance.”

5.2 Perspective Distortion

This second experiment illustrates the proposed matching method in the pres-
ence of weak perspective distortions. The target image is a photograph of Pi-
casso’s painting Les Demoiselles d’Avignon in a museum and from an angle,
whereas the database image is a poster of the same painting. They are shown
in Fig. 8, together with the corresponding maximal meaningful boundaries.
Using affine invariant encoding (detailed in [25]), 1727 and 1595 shape
elements were extracted, respectively, from the target image and from the
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Fig. 8. Les Demoiselles d’Avignon: original images and their corresponding maximal
meaningful boundaries to be encoded. The image on top is considered as “target”
image. In the target image, 889 level lines are detected, and 212 level lines are
detected in the database image.

database image. The number of 1-meaningful matches detected is 12. These
12 matched shape elements are shown, superimposed to images, in Fig. 9.
Only one false match is detected, with an NFA of 0.12. The best match has
an NFA of 2 x 10~® and corresponds to the face in the upper right part of the
painting. Observe that ideal perfect matches in this experiment would have
an NFA of 1727 x 1595/15955 = 1.7 x 10~!3 (when the empirical distributions
of distances to target codes are learned using the considered database image
only, as we do here).

5.3 Logo Recognition

In this experiment, we apply the method with a small logo image as target,
and an image containing the logo as database. We use similarity invariant
encoding. The number of target codes is 80, whereas the number of database
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Fig. 9. Affine invariant semi-local recognition method: the 12 meaningful matches
between shape elements. Only one false match is detected (other matches correspond
to the same “piece of object”), with an NFA of 0.12. The lowest NFA is 2 x 1078
and corresponds to the contour of the face in the upper right part of the painting.

codes is 8866. As we can see in Fig. 10, there are no false matches, even though
the database image is complex and relatively cluttered. Recall also that, as
illustrated in the experiment of Section 5.1, the method not only enables us
to locate the logo, but also to decide whether the logo is present or not in an
image or a collection of images. We display a similar experiment in Fig. 11,
where pieces of a street nameplate are sought. In this experiment, there are
five false matches, and they all have an NFA between 0.1 and 1.

Fig. 10. The logo on the left is searched for in the image on the right, using a
similarity invariant encoding. There are 9 matches, and none of them is false, in the
sense that they correspond to the same pieces of the logo. The smallest NFA has a
value of 4.4 x 10712,

5.4 Dealing with Partial Occlusions and Contrast Changes

The last experiment consists in comparing the codes extracted from two views
of Velzquez’ painting Las Meninas (see Fig. 12). The codes extracted from
the query image (11,332 codes) are searched for among the codes extracted
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Fig. 11. Pieces of the street nameplate on the left are sought in the right image,
using a similarity invariant encoding. The two plates comes from different locations
in the street. There are 15 matches. Five of them are false but they all have an NFA
between 10! and 1.

Fig. 12. Las Meninas original images (on the left) and meaningful level lines (on
the right). Top: query image and its level lines. Bottom: database image and its
level lines. The codes from the query image are sought among the codes from the
database image. Normalization is here with respect to similarity transformations.
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from the database image (12,833 codes). Shape elements are normalized with
respect to similarity transforms. Note that the target image is a photograph
which was taken in the museum: visitors’ heads hide a part of the painting.

Fig. 13 shows all 55 1-meaningful matches. Only 5 false matches can be
seen and they all have an NFA between 1 and 107!, In fact, 36 matches show
an NFA lower than 1071,

Fig. 13. Las Meninas. The 55 meaningful matches. Half of them have an NFA lower
than 1072, The best match has an NFA equal to 4 x 107, To each bold piece of
level line on the right corresponds a bold piece of level line on the left.

6 Conclusion and Perspectives

In this chapter, we considered shape elements as pieces of long and sufficiently
contrasted level lines. This definition naturally comes from an analysis of the
requirements that shape recognition meets, namely robustness to “small” con-
trast changes, robustness to occlusions, and concentration of the information
along contours (i.e., regions where the gray level changes abruptly). The pur-
pose of this chapter is to propose a method to compute the NFA (number of
false alarms) of a match between some shape elements, up to a given class
of invariance. Computing this quantity is useful because it leads to an accep-
tance/rejection threshold for partial shape matching. The proposed decision
rule is to keep in consideration the matches with an NFA lower than 1 (or
10~ if we are concerned with “surer” detections). This automatically yields
a distance threshold that depends on both the database and the query.

Of course, dealing only with pieces of level lines is not enough to decide
whether an object is present or not in a given image. Nevertheless, object
edges coincide well with pieces of level lines, so that it is worth taking them
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into account. A further step should thus combine the matches, by taking ac-
count of their spatial coherence. Indeed, as we can see in the experiments we
have presented, false matches (i.e., matches that do not actually correspond
to the same “object”) are not distributed over the images in a conspicuous
way, unlike “good” matches. Each pair of matching shape elements leads to
a unique transformation between images, which can be represented as a pat-
tern in a transformation space. Hence, spatially coherent meaningful matches
correspond to clusters in the transformation space, and their detection can
then be formulated as a clustering problem. To achieve this task, we have
developed an unsupervised clustering algorithm, still based on an a contrario
model [8]. Results in [8] show that combining the spatial information furnished
by matched shape elements strongly reinforces the recognition confidence of
the method.
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Summary. For shapes represented as closed planar contours, we introduce a class
of functionals which are invariant with respect to the Euclidean group, and which
are obtained by performing integral operations. While such integral invariants enjoy
some of the desirable properties of their differential cousins, such as locality of com-
putation (which allows matching under occlusions) and uniqueness of representation
(asymptotically), they do not exhibit the noise sensitivity associated with differen-
tial quantities and therefore do not require pre-smoothing of the input shape. Our
formulation allows the analysis of shapes at multiple scales. Based on integral invari-
ants, we define a notion of distance between shapes. The proposed distance measure
can be computed efficiently, it allows for shrinking and stretching of the boundary,
and computes optimal correspondence. Numerical results on shape matching demon-
strate that this framework can match shapes despite the deformation of subparts,
missing parts, and noise. As a quantitative analysis, we report matching scores for
shape retrieval from a database.

1 Introduction

Geometric invariance is an important issue in computer vision that has re-
ceived considerable attention in the past. The idea that one could compute
functions of geometric primitives of the image that do not change under
the various nuisances of image formation and viewing geometry was appeal-
ing; it held potential for application to recognition, correspondence, three-
dimensional (3D) reconstruction, and visualization. Toward the end of the last
millennium, the decrease in popularity of research on geometric invariance was
sanctioned mostly by two factors: the progress on multiple view geometry (one
way to achieve viewpoint invariance is to estimate the viewing geometry) and
noise. Ultimately, algorithms based on invariants did not meet expectations
because most entailed computing various derivatives of measured functions
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Fig. 1. Sample shapes.

of the image (hence the name “differential invariants”). As soon as noise was
present and affected the geometric primitives computed from the images, the
invariants were dominated by the small-scale perturbations. Various palliative
measures were taken, such as the introduction of scale-space smoothing, but
a more principled approach has so far been elusive. Nowadays, the field is
instead engaged in searching for invariant (or insensitive) measures of pho-
tometric (rather than geometric) nuisances in the image formation process.
Nevertheless, the idea of computing functions that are invariant with respect
to group transformations of the image domain remains important, because
it holds the promise to extract compact, efficient representations for shape
matching, indexing, and ultimately recognition.

1.1 Why Shape Distances?

Our ultimate goal is to compare objects represented as closed planar contours.
This has obvious implications in shape classification for object recognition,
content-based image retrieval, medical diagnosis, etc. At this level of general-
ity, this is a monumental task that admits no simple meaningful solution [55].
Therefore, before we proceed any further, we need to specify what we mean
by “objects,” explain how we describe their “shape,” and concentrate our at-
tention on particular ways in which they can “differ.” Within the scope of this
chapter, by objects we mean closed planar contours' embedded in R2. This is
the bounding contour of a silhouette and it does not admit internal contours.
An object’s shape is the equivalence class of objects obtained under the action
of a finite-dimensional group, such as the Euclidean, similarity, affine, or pro-
jective group [42]. Therefore, objects that are obtained from a closed planar
contour by rotating, translating, and scaling it, for example, have the same
(similarity) shape; all other objects have a different shape. However, in com-
paring shapes, we want to be insensitive to certain variations that can occur
to an object: for instance, in Fig. 1, we want rotated, jagged, articulated, and
occluded objects to be judged as having shapes that are similar to that of the
original object. We prefer not to use the word “noise” when referring to these
variations because, with the exception of the jaggedness, they are not obtained
with standard additive, zero-mean, small variance perturbations. For the case

! Many of our considerations can be extended to compact surfaces embedded
in R3.
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of the articulated and occluded objects, for instance, the perturbation can be
quite significant in energy, and highly localized along the contour. Our goal
is to define a distance with respect to which the occluded hand in Fig. 1 is
close to the the other hands in the same figure regardless of the value of their
set-symmetric difference.

The type of variations we want to be resistant to can be separated in three
categories: “small deformations” that result in small set-symmetric differences
between the interior of the curves being compared, “high-frequency noise”
that affects a large portion of the contour, and “localized changes” that sig-
nificantly affect the total arclength of the contour but are spatially localized,
such as spikes or wedges. Many researchers have addressed the comparison of
objects under small deformations in a way that is invariant with respect to
various transformation groups (see Section 2); fewer have addressed the sensi-
tivity to high-frequency noise and yet fewer have addressed localized changes
[75, 65]. In this chapter, we plan to develop a framework that will allow ad-
dressing all of these variations in one go. To this end, we plan to employ a
representation of shape in terms of integral invariants, so that the distance
between objects will by construction be invariant with respect to the action
of the chosen group; defining a multi-scale representation of such invariants
allows us to address high-frequency noise in a principled way. Finally, es-
tablishing point correspondence among contours allows us to handle localized
changes. All these approaches are integrated into a shape distance measure
that is designed to mimic natural shape matches as might be favored by
humans.

1.2 Differential versus Integral Invariants

Commonly, shape invariants are defined via differential operations. As a con-
sequence they are inherently sensitive to noise. As most practical applications
of invariants require some robustness to small perturbations of the shape,
it is necessary to revert to palliative smoothing and accept the unfortunate
side effect that meaningful information will be lost as well. In this work, we
first introduce invariants which are defined as integral functions of the shape.
We restrict our analysis to Euclidean invariants, although extensions to the
similarity and affine groups fit within the framework we propose. These in-
tegral invariants share the nice features of their differential cousins, being
invariant to certain group transformations and being local descriptors, which
makes them well suited for matching under occlusions. Yet, in contrast to
the differential invariants, the integral ones are inherently robust to noise and
therefore do not require any preprocessing of the input data. In addition,
they have the favorable feature that varying the size of the integration ker-
nel provides a natural multi-scale notion that, unlike differential scale spaces,
does not require destructive smoothing. This allows us to take into account
features at various scales on the shape for measuring similarity or finding
correspondence.
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1.3 From Invariants to Shape Distance Measures

Based on integral invariants, we define a shape distance between matching
parts. Here a meaningful shape matching, a dense correspondence mapping
the parameterized domains of one shape to another (and vice versa), is cru-
cial, as distance is defined as the integral (over the shape) of the difference
between the invariant values of corresponding points. By minimizing an ap-
propriate energy functional we compute the optimal correspondence, which
is affected both by differences in the local geometry of the two curves and
by the amount of stretching or shrinking of the shapes’ parameterization re-
quired to map similar points to each other. Given this dense correspondence,
the concepts of shape comparison, modeling, and interpolation can be natu-
rally derived. We compute the optimal correspondence by casting the problem
as one of identifying the shortest path in a graph structure, the nodes of which
label possible correspondences between the points of the two contours. Similar
shortest path concepts were exploited in the context of shape matching and
warping in [65, 75, 31, 41, 82, 4].

In this chapter, we briefly review the literature on shape analysis in this
context (Section 2) before defining integral invariants and giving a few exam-
ples (Section 3). We then explore an optimization framework for computing
shape distance and shape matching from invariants (Section 4), and we detail
the implementation of this framework in Section 6. In Section 5 we discuss the
extension of the proposed integral invariants to multi-scale analysis. Finally,
before concluding, we demonstrate our method for computing correspondence
and shape distance on noisy shapes (Section 7).

2 Previous Work and Our Contribution

Given the wealth of existing work on invariance, scale-space, and correspon-
dence, our work naturally relates with a large body of literature, as we describe
in the next subsection. The reader should notice that we consider each object
as one entity and perform no analysis or decomposition, so there is no no-
tion of hierarchy or compositionality in our representation, which is therefore
intrinsically low level.

2.1 Shape and Shape Matching

In the literature one finds various definitions of the term shape. Kendall for
example defines shape as whatever remains of an object once you factor out
a certain group transformation — for example the similarity group covering
translation, rotation, and scaling. We refer to [27] for a short review of the
history of shape research. In this work, we revert to a more specific notion
of shape as being a closed planar contour modulo certain group transfor-
mations. Moreover, we will denote by shape matching the process of putting
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into correspondence different parts of two given shapes. Applications of shape
matching in computer vision include the classification of objects and the re-
trieval of objects of the same class based on the similarity of the object bound-
ary [41]. In medical imaging, a given anatomical structure may be modeled by
a statistical shape representation [45]. Statistical representations of shape may
also be useful when modeling complex shape deformations, for example when
observing the silhouette of a 3D object in various 2D views [20]. In computer
graphics, intermediate shapes between two objects can be generally obtained
based on their correspondence.

There exists a vast literature on comparing shapes, represented as a col-
lection of points [3, 74, 84, 41], points augmented with tangents [15], curves
[86, 48, 89, 64, 5, 31, 90], and continuous curves reduced to various types of
graph representations [92, 76, 78, 63, 49, 38]; we represent curves as continuous
objects living in infinite-dimensional spaces. Within this choice, many have ad-
dressed matching curves under various types of motion [3, 74, 84] and deforma-
tions [48, 89, 64, 5, 31, 23, 90, 17, 80], some involving a mapping from one curve
to another that has some optimality property [6, 31, 48, 64, 89, 17, 80, 5, 90].

The role of invariants in computer vision has been advocated for vari-
ous applications ranging from shape representation [57, 8] to shape matching
[7, 46], quality control [85, 16], and general object recognition [66, 1]. Conse-
quently a number of features that are invariant under specific transformations
have been investigated [25, 39, 26, 86, 15, 34, 56, 79, 73].

In particular, one can construct primitive invariants of algebraic entities
such as lines, conics, and polynomial curves, based on a global descriptor of
shape [59, 29].

In addition to invariants to transformation groups, considerable attention
has been devoted to invariants with respect to the geometric relationship
between 3D objects and their 2D views; while generic viewpoint invariants do
not exist, invariant features can be computed from a collection of coplanar
points or lines [67, 68, 33, 10, 30, 93, 1, 77, 40].

An invariant descriptor of a collection of points that relates to our approach
is the shape context introduced by Belongie et al. [7], which consists in a radial
histogram of the relative coordinates of the rest of the shape at each point.

Differential invariants to actions of various Lie groups have been addressed
thoroughly [44, 37, 19, 58, 75, 31, 48, 64, 89]. An invariant is defined by an
unchanged subset of the manifold which the group transformation is acting
on. In particular, an invariant signature which pairs curvature and its first
derivative avoids parameterization in terms of arc length [14, 60]. Calabi and
co-workers suggested numerical expressions for curvature and first derivative
of curvature in terms of joint invariants. However, it is shown that the ex-
pression for the first derivative of curvature is not convergent, and modified
formulas are presented in [9].

In order to reduce noise-induced fluctuations of the signature, semi-
differential invariants methods are introduced by using first derivatives and
one reference point instead of curvature, thus avoiding the computation of
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high-order derivatives [62, 32, 43]. Another semi-invariant is given by trans-
forming the given coordinate system to a canonical one [87].

A useful property of differential and (some) semi-differential invariants is
that they can be applied to match shapes despite occlusions, due to the local-
ity of the signature [12, 11]. However, the fundamental problem of differential
invariants is that high-order derivatives have to be computed, amplifying the
effect of noise. There have been several approaches to decrease sensitivity to
noise by employing scale-space via linear filtering [88]. The combination of in-
variant theory with geometric multi-scale analysis is investigated by applying
an invariant diffusion equation for curve evolution [70, 71, 18]. A scale para-
meter is another way to build a scale-space which is determined by the size
of the differencing interval to approximate derivatives using finite differences
[13]. In [54], a curvature scale-space was developed for a shape matching prob-
lem. A set of Gaussian kernels was applied to build a scale-space of curvature
whose extrema were observed across scales.

To overcome the limitations of differential invariants, there have been at-
tempts to derive invariants based on integral computations. Some of the “mea-
suring functions” discussed in [86] fit our definition of integral invariants,
although the benefits of their integral properties were not explored. A statis-
tical approach to describe invariants was introduced using moments in [36].
Moment invariants under affine transformations were derived from the clas-
sical moment invariants in [28]. They have a limitation in that high-order
moments are sensitive to noise which results in high variances. The error
analysis and analytic characterization of moment descriptors were studied
in [47]. The Fourier transform was also applied to obtain integral invariants
[91, 52, 2]. A closed curve was represented by a set of Fourier coefficients
and normalized Fourier descriptors were used to compute affine invariants. In
this method, high-order Fourier coefficients are involved and they are not sta-
ble with respect to noise. Several techniques have been developed to restrict
the computation to local neighborhoods: the wavelet transform was used for
affine invariants using the dyadic wavelet in [81] and potentials were also
proposed to preserve locality [35]. Alternatively, semi-local integral invariants
are presented by integrating object curves with respect to arc length [72].
More recently attempts to develop invariants with the locality properties, but
without the sensitivity, of differential invariants have resulted in functions of
curves that are based not on differential operators, but on integral operators
applied to the contour or the characteristic function of its interior [51, 65].

In this manuscript, we introduce two general classes of integral invariants;
for one of them, we show its relationship to differential invariants (in the
limit), which allows us to conclude that the invariant signature curve obtained
from the integral invariant is in one-to-one correspondence with the original
shape, up to the action of the nuisance group. We use the invariant signature
to define various notions of distance between shapes, and we illustrate the
potential of our representation on several experiments with real and simulated
images.
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2.2 Implicit versus Explicit Contour Representations

In the context of image segmentation, the implicit representation of closed con-
tours as the zero-crossing of corresponding embedding functions has become
increasingly popular. The level set method [24, 61] provides a framework to
elegantly propagate boundaries in a way which allows for topological changes
of the embedded contour and does not require reparameterization. Recently,
shape dissimilarity measures and statistical shape models have been formu-
lated on the basis of the level set representation [45, 83, 69, 22, 21]. Yet,
such implicit representations do not provide an inherent notion of pointwise
correspondence. In order to model the psychophysically relevant notion of
corresponding features and parts and therefore a psychophysically relevant
notion of shape similarity (quantified by shape distance), we therefore revert
to explicit parameterizations of closed contours.

3 Integral Invariants

In this section we focus on the definition and examples of integral invariants.

Throughout this section we indicate with C' : S' — R? a closed planar
contour with arclength ds, and G a group acting on R?, with dx the area
form on R2. We also use the formal notation C to indicate either the interior
of the region bounded by C (a two-dimensional object), or the curve C itself
(a one-dimensional object), and du(z) the corresponding measure, i.e., the
area form dz or the arclength ds(x), respectively.

Definition 3.1 Let G be a transformation group acting on R?. A function
I:R? — R is a G-invariant if it satisfies

I(C)=1I(g-C), Vgeq.

The function I(-) associates to each point on the contour a real number.
In particular, if the point p € C' is parameterized by arclength, the invariant
can be interpreted as a function from [0, L], where L is the length of the
curve, to the reals:

{C:S' = R?} = {Ic(p(s) : [0, L] — R}

Similarly, if p € C' is parameterized from [0, 1], the invariant can be interpreted
as a function from [0, 1] to the positive reals:

{C:S' = R?*} — {Ic(p(s)) : [0,1] — R}.

We abuse this generalized notation in our discussions.
This formal definition of an invariant includes some very familiar examples,
such as curvature.
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Ezample 3.1 (Curvature) For G = SE(2), the curvature  of C' is G-invariant.

The profiles of the curvature for the rectangular shape in Fig. 2(a) and its
noisy version in (b) are shown in Fig. 2(c¢) and (d), respectively. The curvature
is called differential invariant since its calculation is based on differential op-
erations. The curvature is a useful feature for describing shapes and matching
due to its invariant property under a group transformation of SE(2), which
will be considered as a transformation group G for the following invariants.
However, it is sensitive to noise because the calculation of the curvature is
dependent on second-order derivatives as shown in Fig. 2(d). Thus, we intro-
duce an invariant that is robust to noise by employing integral operations for
its calculation. We begin with a general notion of integral invariant.

Definition 3.2 A function Io(p) : R? — R is an integral G-invariant if there
exists a kernel h : R? x R? — R such that

m@zémemx (1)

where h(-,-) satisfies
[ hp-yiu() = [ blgp.)duta) ¥ g € . @)
C gC

where gC = {gz | g € G,z € C}, and similarly for gC.

The definition can be extended to vector signatures, or to multiple integrals.
Note that the point p does not necessarily lie on the contour C', as long as
there is an unequivocal way of associating p € R? to C' (e.g., the centroid of
the curve).

Note that a regularized version of curvature, or in general a curvature scale-
space, can be interpreted as an integral invariant, since regularized curvature
is an algebraic function of the first- and second-regularized derivatives [54].
Therefore, integral invariants are more general, but we will not exploit this
added generality, since it is contrary to the spirit of this manuscript, that is of
avoiding the computation of derivatives of the image data, even if regularized.

Ezample 3.2 (Distance integral invariant) Consider G = SE(2) and the fol-
lowing function, computed at every point p € C:

IAM£Aym@wu» 3)

where d(z,y) = |y — x| is the Euclidean distance in R2. This is illustrated in
Fig. 3(a).

One can immediately show that this is an integral Euclidean invariant,
since Euclidean transformations preserve distance. We note that, unlike cur-
vature, the range of values for the distance invariant is R™. This invariant is
computed for a few representative shapes in Fig. 2.
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(a) A rectangular shape. (b) A rectangular shape with noise.
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Fig. 2. Demonstration of the effect of noise on different invariants.

The profiles of the distance integral invariant for the shapes in Fig. 2(a)
and (b) are shown in Fig. 2(e) and (f), respectively. The distance integral
invariant is robust to noise, the effect of which is reduced as shown in Fig. 2(f).
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(b)

Fig. 3. (a) Distance integral invariant defined in Eq. (3), made local by means of a
kernel as described in Eq. (4). (b) Integral local area invariant defined by Eq. (5).
The approximations of the invariant shown in (b) are for the analysis in Section 3.1
and are not used for the computation of the invariant.

However, it is a global descriptor in that a local change of a shape affects the
values of the distance integral invariant for the entire shape.
A version of the invariant I that preserves locality can be obtained

by weighting the integral in Eq. (1) with a kernel ¢(p, z), so that Ic(p) =
Jo h(p,x)ds(x) where

h(p,z) = q(p, z)d(p, ). (4)

The kernel ¢(-,-) is free for the designer to choose depending on the final
goal. This local integral invariant can be thought of as a continuous version
of the “shape context,” which was designed for a finite collection of points [7].
The difference is that the shape context signature is a local radial histogram
of neighboring points, whereas in our case we only store the mean of their
distance.

The local distance integral invariant is a local descriptor provided by the
integral kernel restricted on a circular neighborhood. It is also robust to noise
as shown in Fig. 2(g) and (h). Thus, it may be effective for both noise and
occlusion. However, this invariant is not discriminative in that it can have the
same value for different geometric features. This drawback is demonstrated
in Fig. 4. The two points marked by o and A on different geometric fea-
tures of the shape in Fig. 4(a) have the same local distance integral invari-
ant, as shown in Fig. 4(b). This is a motivation to introduce the following
invariant.

Ezample 3.3 (Area integral invariant) Consider now the kernel h(p,z) =
X(Br(p) N C)(z), which represents the indicator function of the intersection
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Fig. 4. (a) A rectangular shape with two mark points o and A. (b) Local distance
integral invariant of (a) and corresponding mark points, which have the same invari-
ant value even though they have very different shapes (i.e., a corner and a straight
line). (c¢) Local area integral invariant of (a) and corresponding mark points.

of a small circle of radius r centered at the point p with the interior of the
curve C. For any given radius r, the corresponding integral invariant

I (p) = /B o (5)

can be thought of as a function from the interval [0, L] to the positive reals,
bounded above by the area of the region bounded by the curve C. This is
illustrated in Fig. 3(b) and examples are shown in Fig. 2.

As shown in Fig. 2(i) and (j), the local area integral invariant is robust to
noise and has a locality property similar to the local distance integral invari-
ant. In addition, it has a strong descriptive power with respect to the shape
due to its relationship with the curvature as demonstrated in Fig. 4(c). Thus,
the local area integral invariant is an effective descriptor at shape matching,
and we rely on this integral invariant throughout this work.

Naturally, if we plot the value of I (p(s)) for all values of s and r ranging
from zero to a maximum radius so that the local kernel encloses the entire
curve B,(p) D C (at which point the invariant would be a constant), we can
generate a graph of a function that can be interpreted as a multi-scale integral
invariant, as shown in Fig. 5. We will return to this topic in Section 5. Fur-
thermore, x(B,(p)) can be substituted by a more general kernel, for instance
a Gaussian centered at p with o = 7.

Note also that the integral invariant can be normalized via I,./7r? for
convenience. The corresponding integral invariant is then bounded between 0
and 1.

3.1 Relation of Local Area Integral Invariant to Curvature

Curvature provides a useful descriptor for shape matching due to its invari-
ance and locality. It is considered as a complete invariant in the sense that
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Fig. 5. Scale-space of the local area integral invariant for the shapes in Fig. 2(a)
and (b).

it allows the recovery of the original curve up to the action of the symme-
try group. Furthermore, all differential invariants of any order on the plane
are functions of curvature [87], and therefore linking our integral invariant to
curvature would allow us to tap into the rich body of results on differential
invariants without suffering from the shortcomings of high-order derivatives
at its computation.

We first assume that the curve C' is smooth, so that a notion of curvature is
well defined, and the curvature can be approximated locally by the oscillating
circle? Bg(p) shown in Fig. 3(b). The invariant I,.(p) denotes the area of the
intersection of a circle B,.(p) with the interior of C', and it can be approximated
to first-order by the area of the shaded sector in Fig. 3(b), i.e., I,.(p) ~ 2r%6.
Now, the angle 6 can be computed as a function of  and R using the cosine
law: cosf = r/2R, and since curvature x is the inverse of R we have

I.(p) ~ 2r2 cos™! (%mm) .

Now, since cos™!(z) is an invertible function, to the extent in which the ap-
proximation above is valid (which depends on r), we can recover curvature
from the integral invariant. The approximation above is valid in the limit
when r — 0.

4 Shape Matching and Distance

Given two shapes represented by curves Cp, Cs, we want to compute their
shape distance, a scalar that quantifies the similarity of the two contours, as
might be perceived by a human. Basing this computation on a group invari-
ant will ensure that the shape distance is not affected by group actions on

2 Notice that our invariant does not require that the shape be smooth, and this
assumption is made only to relate our results to the literature on differential
invariants.
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the shape; further basing it on an integral invariant will make the distance
computation robust to noise and local deformations of the contour. Naively,
we could define the shape distance to be the difference between the invariant
functions, but upon further reflection we see that this distance is meaningful
only if the computation somehow compares similar parts of the two shapes.
If we compare one (for example) rabbit’s ears to another’s leg, we will de-
cide (incorrectly) that the two shapes are very different. Yet this will be the
effect of computing a shape distance without first establishing a dense cor-
respondence between the points of the contours. Computing the difference of
invariant values between corresponding points is the equivalent of compar-
ing one rabbit’s ears to the second rabbit’s ears, a much more meaningful
metric.

Thus we wish to find an optimal correspondence between the contours
and concurrently measure the shape distance based on the correspondence.
Intuitively, two corresponding points on two contours should have similar
invariant values, which leads us to define the optimal correspondence in
terms of an energy functional E(Iy,Is,d;s) for the discrepancy between
two integral invariants Ip, I, in terms of the disparity function d(s), as
follows:

E(I,I>,d;s) = Eq(I1, I3, d; s) + Ea(d'; s)

/Hhs— $)) — Io(s + d(s))| ds+a/ |d'(s)|2ds, (6)

where a > 0 is a constant. The first term Fj of the energy functional mea-
sures the similarity of two curves by integrating the local difference of the
integral invariant at corresponding points. A cost functional based on a lo-
cal comparison minimizes the impact of articulations and local changes of
a contour because the difference in invariants is proportionally localized in
the domain of the integral; contrast this with a global descriptor where local
changes influence the descriptor everywhere.

The second term Fs of the energy functional is associated with the elas-
tic energy of the disparity function d(s) with the control parameter « that
penalizes stretching or shrinking of the disparity. When d(s) = 0, the para-
meterizations of the two contours instruct the matching (i.e., points on the
contour with the same parameter value correspond). d’'(s) = 0 allows “shifts”
of the correspondence circularly. Other values of d(s) “stretch” or “shrink”
the length of segments of one contour onto the other; it is this action of d(s)
that the Fy energy term penalizes.

The shape matching of two curves is obtained by finding a correspondence
between their integral invariants. The correspondence between two curves is
determined by the disparity function d(s) that minimizes the energy functional
as follows:

d*(s) = argr;zir;E(Il,IQ,d; s).
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(a) o = 100. (b) a = 30. | \\ (c) a=1.

Fig. 6. Correspondences between two invariant signals I (s) [top] and I2(s) [bottom]
with different values for the control parameter « in the energy functional. Smaller
values of the parameter « in (6) will facilitate contour shrinking and stretching in
the matching process.

Given the correspondence d*, the shape matching between two curves (Cy, Cs)
is given as

Ci(s—d*(s)) ~ Ca(s+d*(s)), Vsel0,1] CR,

where ~ denotes the pointwise correspondence between curves.

For the effect of the control parameter in the energy functional, one ex-
ample of the optimal correspondence between two integral invariants with
various values of the contour parameter is demonstrated in Fig. 6. One inte-
gral invariant is represented by a straight line shown on the bottom and the
other integral invariant is represented by a line with a pike shown on the top
in each figure. The larger the control parameter «, the more correspon-
dence is regularized, as shown in Fig. 6(a). Figure 6(c) shows that a fea-
ture characterized by the spiculation in one integral invariant on the top
is mapped to an infinitesimal portion in the other integral invariant on the
bottom. The difference of geometrical features is emphasized more with a
small a.

Ultimately, a notion of shape distance should be symmetric. It is gener-
ally undesirable to privilege one shape rather than the other when matching
two shapes. The energy functional defined in Eq. (6) is designed to satisfy a
symmetry property that gives

d*(s) = argg%ir)lE(Il,Ig,d; s) & —d*(s) = argr;zir;E(Ig,Il,d; s)
E(Ih 127 d*(S), S) = E(Il, I27 d*(s); S).
The shape distance D(C, Cz) between two curves Cp, Cy is measured via

the optimal correspondence d*(s) in the energy functional E between their
integral invariants I1, I as defined by

D(Ch Cg) = E(Ihlg,d*; S).

Since the energy functional is symmetric, the shape distances is as well.
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5 Shape Matching with Multi-Scale Integral Invariants

The integral invariant intrinsically introduces the notion of scale; varying
the size of the kernel naturally forms a multi-scale invariant. Motivated by
previous work on the connections between multi-scale invariant descriptions
and shape matching, in this section we discuss the properties of the natural
extension of the area integral invariant to multiple scales.

A shape matching approach based on a scale-space of differential invariants
was employed in [53]. Curvature is calculated from a curve that is convolved
with Gaussian kernels with different variances (scales) and the zero-crossings
of the curvature (which are equivalent to the inflection points of the curve) are
observed across scales. In this approach, the matching is obtained by minimiz-
ing the error of the corresponding inflection points by tracking them across
scales. The matching between inflection points in the curvature scale-space
is recursively performed from the coarsest scale to the finest scale. However,
mismatching in the first stage causes fatal errors because this algorithm recur-
sively finds matching points at finer scales based on points previously matched
at coarser scales. Since only inflection points of the curve are of interest in
this method, a dense correspondence between the curves cannot be derived.
Further, since curvature scale-space is derived from Gaussian smoothing, the
inflection points move with increased blurring, and re-parameterization is re-
quired to find correspondence between these inflection points across scales.
Matching at a coarse scale requires a re-parameterization to be applied at
a finer scale. In Fig. 7, the curvature scale-space and a multi-scale integral
invariant (more specifically, the local area invariant with varying kernel ra-
dius) for the shape in Fig. 2(a) are compared. The dislocation of the extrema
points occurs across scales in the curvature scale-space, as shown in Fig. 7(a).
In contrast to the curvature scale-space, the location of the extrema points
stays the same across scales in the multi-scale integral invariant, as demon-
strated in Fig. 7(b) since features at various scales are observed based on the

(a) (b)

Fig. 7. Scalogram of the shape in Fig. 2(a) and trace of local extrema across scales.
(a) Scalogram of the curvature scale-space. Note the dislocation of the extrema.
(b) Scalogram of the integral invariant scale-space.
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original shape with the integral invariant rather than on the blurred version
of the shape. Thus, re-parameterization for finding correspondence between
inflection points is unnecessary.

The notion of scale is involved in the matching process and the hierarchi-
cal description of features is represented by the multi-scale integral invariant.
The matching using the integral invariants at a fine scale provides a corre-
spondence taking into account detail features on the shapes, and the matching
using the integral invariants at a coarse scale considers large features on the
shapes. Figure 8 demonstrates how the matching is influenced by the choice
of scale for the integral invariant. The spiculated feature on the shapes is a
significant feature at a finer scale, as shown in Fig. 8(a). On the contrary, that
feature is ignored at the coarse scale as shown in Fig. 8(c).

(a) fine scale. (b) intermediate scale. (c) coarse scale.

Fig. 8. Demonstration of correspondences between two rectangular shapes with
spikes at different scales. The figures show the optimal point correspondence deter-
mined by our algorithm for increasing size of the kernel width = in (5). The two
spikes are identified as “corresponding” on a fine scale only.

6 Implementation

In Section 4 we presented a distance between invariants (and therefore shape)
that depends on the choice of a disparity function d(s). To complete the
calculation to distance, and to establish a local correspondence between
the curves, we must optimize distance with respect to d(s). This section
briefly outlines the implementation of the computation of the local area
integral invariant and a well-known approach to globally optimize the cor-
respondence for a discrete representation of the curves as ordered sets of
points.

To efficiently compute the local area integral invariant, consider the bi-
nary image x(C) and convolve it with the kernel h(p,z) = B,(p — ), where
p € R2, not just the curve C. Evaluating the result of this convolution on
p € C yields Iy, without the need to parameterize the curve. However, we
retain a parameterized representation of the curve for the computation of the
correspondence. In Section 7 we also compute the differential invariant for
comparison, using the method outlined in [14, 9].
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Fig. 9. Graph representation of correspondence between two invariants I; and Is.
(a) Each node in a directed graph represents a pointwise correspondence. (b) Cor-
respondence between two invariants represented by the graph (a).

Our implementation is based on dynamic programming approaches similar
to those employed by many in the shape, stereo, and registration (for medical
imaging) communities [65, 75, 31, 41, 82, 4]. An intuitive algorithm would be
as follows. We first find an initial correspondence between a point on each
curve (discussed below). The “next” correspondence should be the choice of
action that minimizes the energy (Eq. 6); the possible actions are (1) locally
contracting the first curve onto the second, (2) locally contracting the second
curve onto the first, or (3) locally mapping the curves as one-to-one (Fig. 9).
This sketch of the algorithm lends itself to a graph formulation, where each
node of a periodic, directed graph is a correspondence between a point on
each curve, and each edge represents one of the possible actions, linking the
current node to the possible “next” nodes. The edges are weighted by the
distance between the invariants associated with the “next” node, c.f. Eq. 6.

In order to adopt a graph search framework, the representation of the
correspondence needs to be recast as a parameterized path. Thus we exchange
the disparity function d(s) for the warping function, u(§) = (h1(§), h2(§)) for
curves (Cy(s), Ca(s)) in the energy functional defined in Eq. (6) by setting

s —d(s) = hi(§)
s+d(s) = ha(§).

Then, the original energy functional in Eq. (6) becomes

L , ,
Bttt = [ (100n(©) - na©)) (T ) g

o () (2359)

(€
(€

) 2
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where £ is the parameter along the correspondence (represented as a pa-
rameterized curve in R?) (hy(€),ho(€)) and L is its total length given by

VI(6)2 + R (€)?. In this way, the warping function p(€) derives a formula
for the energy functional in terms of (h1(€), ha(£)),

p: E(L, Iz, d; s) — E(IL, Iz, h, has €).

Then, finding an optimal disparity function d*(s) in the energy functional
E becomes equivalent to finding an optimal warping function p*(§) =
(hi(€),h5(£)) in the energy functional E as follows:

d*(s) = argrﬁisr)lE(thd; s) < (h1(£), h5(8))

= ar min  FE(I, Iz, hy, ho;&).
B P f o i)

The re-parameterized energy functional E is formulated in a graph representa-
tion G = (V, E). The domain 2; of I; and the domain 25 of I5 are discretized
with equal spacing as follows:

.Ql:[0,A81,2A81,...,MA81:1]7 Asy = R M e NT

= g~

92:[0,A82,2A82,...,NA82:1]7 Asy = N, N e NT*.

The weighted, directed graph G = (V, E) is formed based on a grid structure
of the domain 2 = ( x {25 as shown in Fig. 9. Each node v(i,j) € V
in the graph represents a pointwise correspondence between I(iAs;) and
I(jAs2) ([1(iAs1) ~ I2(jAss)) where ¢ € [0,M] € N and j € [0,N] C
N. The adjacency relation of nodes is defined by an edge e(v(i, ), v(k,l))
that represents a directed relation v(i,j) — wv(k,l) indicating the following
correspondence v(k, ) given the current correspondence v(i,5).

The minimization of the energy functional E is equivalent to finding a
shortest path p = (vg, v1,v2,...,vr) that gives a minimum weight from vy =
v(0,0) to vr, = v(M,N):

L—

w(p) = Z w(ve, vey1)

=0

=

~

based on a weighting function w(v¢, v¢41) defined by

(7 + hs)

w(v(i, j),v(k,1)) = |I1(kAsy) — L(1Asy)|? 5

(W + hY)
2 9

hy — hy
hy + hi

+a‘
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where we set as follows:

A
A
h’le%lza = G-l i k=i, l=j+1
A A
W= 2 g = e i k=it 1,l=j+1.

VAT + As3 2T A+ A

The direction of edges in the graph is constrained so that the warping function
(&) is monotonic. The monotonicity of the warping function prevents cross
correspondence that causes a topological change in matching. This constraint
is implied by setting the weighting function as

w(v(i, j),v(k, 1)) = oo, if k>i+lorl>j+1, k<iorl<j.

Dijkstra’s algorithm is used for finding a shortest path from a single source
node to a single destination node in a graph. Let p be a sequence for the
shortest path in the graph G = (V, E),

p= <’U07’U17027 cee 7UL>
— <’U(7;0,j0),U(i17j1)7v(l’2,j2), e 7v(7;L7jL)>7

where ig = jo = 0,ip = M,jr = N. Then the optimal warping function
(&) = (h1(€), h2(€)) is given by

hl(f) = (7;07i17i27 cee 77;L)
h2(€) = (j07.j17.j27' .. 7.jL)'

For two curves with N points, the graph has N2 nodes and 3N? edges.
An example of the result of this algorithm is shown in Fig. 10.

No fast algorithm exists to determine the best choice of the initial cor-
respondence. Previous implementations (cited above) choose a fixed a point
on the first curve and pair it with all possible choices of points on the sec-
ond curve, calculating the path for each pair to determine the shortest. (This
process can be thought of as exhaustively searching among all possible values
of d(0) or h1(0).) This exhaustive search can be avoided by observing that
strong features, such as corners or convex/concave points, provide a heuristic
way to propose point correspondences. These points are easily classified in the
invariant space. For instance, for the local area invariant, points with little or
no curvature are in a ball around I = .5. We find a subset of points outside
this ball, {s||I1(s) — .5| > T} where T is some threshold (typically T' = .1).
These points, with their nearest neighbors on I, form a set of likely initial
correspondences. In this way, we can find an initial correspondence and com-
pute the warping function p and its associated distance for two curves with
100 points each in less than 1 second using MATLAB on a computer with an
Intel 800 MHz processor.
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Fig. 10. Optimal path through the graph. The path warps the parameterization
of the hand (on the bottom of the graph) and the parameterization of the noisy
occluded (four-fingered) hand (on the left side of the graph). Both shapes are shown
in Fig. 1. The vertical stretch of the path corresponds to the missing finger. The
gray levels indicate the dissimilarity between points; lighter color indicates higher
dissimilarity. See text for more details.

7 Experimental Results

This section presents experiments that show the locality and noise robustness
properties of the integral invariant result in a shape description that is less
sensitive to occlusions or localized deformations, when compared to similarly
implemented differential invariant methods. We will begin with experiments
demonstrating the computation of shape distance and correspondences be-
tween two shapes before demonstrating the retrieval of matches for noisy
shapes from a database [75].

Figure 11 shows the shape matching induced via the local-area integral
invariant and via curvature between two different bunnies® despite increasing
noise. Noise is added by perturbing all points on the contour in the normal
direction by a distance drawn from a Gaussian random variable with specified
o. We indicate the correspondence by showing the mapping of the numbered
landmarks onto the noisy shape, although we emphasize that invariant values
from everywhere on the curve, and not just at feature points, are used to
compute shape matching and distance. Figure 12 is a plot of the shape distance
for the matching shown in Fig. 11. Note that the distance computed via the
integral invariant increases as o increases, but in general added noise affects
the shape distance only slightly. Contrast this with the distance computed via
curvature, which increases drastically as a function of ¢ until the curves are
so noisy that a meaningful correspondence cannot consistently be computed
using differential invariants (e.g., the o = 2.5 column of Fig. 11). The drastic
decrease in shape distance for values of o beyond this “breakdown value”
further demonstrates the dangers of relying on differential invariants; even
though the distance value indicates that this correspondence is optimal, the
correspondence is subjectively incorrect.

3 Although the two bunnies look similar, closer examination shows that the noisy
bunny has a thicker body and a longer snout, in addition to differences in position.
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Fig. 11. Shape correspondence between Shape 24 [top] and Shape 20 with increasing
noise perturbation. [Middle] Correspondence computed via integral invariants and
[bottom] via differential invariants. Since the integral invariant is more robust to
noise than the differential one, it enables us to identify the corresponding parts, even
for contours which are strongly perturbed by noise. For the differential invariant,
on the other hand, the algorithm fails to capture the correct correspondence when

o > 2.5.

Shape dist

—— Int. Inv.
—— Curvature

sigma

Fig. 12. Shape distance as a function of noise. While the shape distance measure
based on differential invariants strongly varies with noise, the distance based on
integral invariants is much more insensitive to noise. (See text for details.)
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Fig. 13. Shape correspondence between Shape 24 [top] and several perturbations
of Shape 20 (with noise of scale o = 2.5). [Middle] Correspondence computed via
integral invariants and [bottom] via differential invariants. In contrast to the distance
based on differential invariants, the integral invariant distance consistently provides
the correct correspondence.

Figure 13 again shows the noise robustness of the integral invariant, com-
pared to differential invariants, when used for shape matching. The variance
of the noise is held constant at ¢ = 2.5, however, the experiment is repeated
multiple times. Shape matching via the integral invariant provides a consistent
correspondence (as shown with the labeled features in the second row) and
a consistent shape distance, as shown in the plot in Fig. 14. Computation of
shape matching and shape distance via curvature results in a correspondence
that varies with the noise, as shown in the third row, and a more erratic shape
distance, shown in Fig. 14.

In Fig. 15 the results of matching and retrieving noisy shapes (shown on
the left side) from a database (shown across the top) are shown. We especially
highlight several pairs where representation by differential invariants leads to
mismatches, such as the third, fourth, and fifth fish (in the first group). Due
to the differential invariant’s sensitivity to noise, these fish have a lower shape
distance to the rabbits, where the shape distance based on integral invariants
orders the shapes correctly (fish are closer to themselves than to rabbits).
Examination of the data shows several such cases where integral invariants
are more robust than curvature on noisy shapes.

Figure 16 shows this same data in a more aggregate way, using shades
of gray to indicate distance. The distance matrix computed using integral
invariants (top) has low distances on the diagonal and the block-diagonal
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—k— Int. Inv.
—— Curvature

Shape Dist
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Fig. 14. Shape distance for multiple perturbations of Shape 20 with noise at scale
o = 2.5. At a fixed noise scale, the computed shape distance based on integral
invariants remains essentially constant over all trials (in contrast to the distance
based on differential invariants).

structure, as expected in a database with grouped classes. Contrast this with
the curvature-based distance matrix (bottom) which clearly lacks lower dis-
tance on the diagonal and has a vertically banded structure opposed to the
desired block-diagonal structure, indicating that the added noise, and not the
shape, influences the shape distance.

8 Discussion and Conclusions

In this chapter, we address one of the key disadvantages of differential in-
variants for shape matching — namely their inherent sensitivity to noise.
We introduce a new distance for 2D shapes which is based on the notion of
multi-scale integral group-invariant descriptions of shape. Both theoretically
and experimentally we relate these integral invariant shape distances to pre-
viously proposed shape distances which are based on differential invariants.

While integral invariants are employed for robustness to high-frequency
noise and small deformations, shape warping by the computation of an op-
timal re-parameterization allows one to account for large localized changes
such as occlusions and configuration changes. We embed both of these con-
cepts in a formulation of a shape distance, and outline how distance and opti-
mal correspondence are jointly computed via efficient dynamic programming
algorithms.
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Fig. 15. Noisy shape recognition from a database of 24 shapes. The upper number
in each cell is the distance computed via the local-area integral invariant; the lower
number is the distance computed via curvature invariant. The bold, italic number
in each row represents the best match for the noisy shape at the left of that row;
the four remaining italic numbers represent the next four best matches. See text for
more details.

On a theoretical level, we prove that the proposed integral invariant as-
ymptotically converges to curvature which is commonly used in differential
invariants. On an experimental level, we demonstrate robustness of the in-
tegral invariant distances for shape matching and identifying corresponding
shape parts under perturbation by increasing amounts of noise. Our ongoing



Integral Invariants and Shape Matching 161

WU NN N U E WL UYL KRN Y e ke

WU NN % U E W R R KA N Y Aahe e

T EE 6T RAARIRCCCECNEC L L /AL S 5 s R A AR RECECCECAC L [ 2 )AL

Fig. 16. Shape distance between noisy shapes (across top) and original shapes
(along left side) via [top] integral invariant and [bottom] differential invariant.
Lighter shade of gray indicates higher distance. See text for more details.
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research is focused on implementing the optimization in an optimal-transport
framework, and on integrating these “intelligent” shape distance measures as
shape priors into image segmentation processes [50].
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Summary. In this chapter, we explore shape representation, registration, and mod-
eling through implicit functions. To this end, we propose novel techniques for global
and local registration of shapes through the alignment of the corresponding dis-
tance transforms by defining objective functions that minimize metrics between the
implicit representations of shapes.

Registration methods in the space of implicit functions like the sum of squares
differences (SSD), which can account for primitive transformations (similarity), and
more advanced methods like mutual information, which are able to handle more
generic parametric transformations, are considered. To address local correspon-
dences we also propose an objective function on the space of implicit representa-
tions where the displacement field is represented with a free form deformation that
can guarantee one-to-one mapping. In order to address outliers as well as intro-
duce confidence in the registration process, we extend our registration paradigm
to estimate uncertainties through the formulation of local registration as a statisti-
cal inference problem in the space of implicit functions. Validation of the method
through various applications is proposed: (i) parametric shape modeling and seg-
mentation through active shapes for medical image analysis, (ii) variable bandwidth
non-parametric shape modeling for recognition, and (iii) object extraction through
a level set method. Promising results demonstrate the potentials of implicit shape
representations.

Key words: Distance transforms, implicit representations, sum of squares
differences, mutual information, free form deformations, gradient descent.
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1 Introduction

Shape modeling is a critical component in various applications of imaging and
vision, and registration [52] is its most challenging aspect. In the most general
case, given a source and a target shape, registration consists of recovering a
transformation that creates some correspondence between the two shapes.
Segmentation, recognition, indexing and retrieval, tracking and animation are
some examples where registration is needed. Often, segmentation consists of
deforming a prior shape model to the image while recognition consists of
element-wise comparison between structures of interest that were aligned.
A similar concept is applicable when addressing indexing and retrieval, while
tracking can be formulated as a registration problem [56] of the target from
one image to the next.

Global registration refers to parametric transformations with a small num-
ber of degrees of freedom, while non-rigid local registration aims to establish
dense correspondences between the two shapes and in principle can have an
infinite number of parameters. The importance of shape registration/modeling
in computational vision was a motivation for researchers and therefore one can
find extensive prior work [1, 2, 11, 13, 15, 33, 41, 57]. Given the definition of
the registration problem, one can classify existing methods according to three
aspects: (i) representation for the structures of interest, (ii) nature of plau-
sible transformations, and (iii) mathematical framework used to recover the
optimal registration parameters.

1. Shape representation refers to the selection of an appropriate repre-
sentation for the shapes. Clouds of points [1, 11], parametric curves and
surfaces [15], Fourier descriptors [46], medial axes [42], and implicit dis-
tance functions [33] have been considered.

2. Transformation can be either global or local. Global parametric models
like rigid, similarity, affine, and perspective among others are applicable to
the entire shape. On the other hand, local alignment is defined at the local
shape element level and used to represent non-rigid deformations leading
to dense correspondences between shapes. Optical flow [7, 33], thin-plate
spline (TPS) [1, 11], and space deformation techniques such as free form
deformations (FFDs) [40, 43] are some examples.

3. Registration criterion is a mathematical framework used to recover
the optimal registration parameters given the shape representation and
the nature transformation. One can find in the literature two dominant
techniques: (i) estimation of explicit geometric feature correspondences
that are used in a second stage to determine the transformation parame-
ters [1, 2, 11, 57], and (ii) recovery of the optimal transformation parame-
ters through the minimization of an objective function [7, 12, 33, 53].

Point clouds are a quite popular and rather intuitive generic shape rep-
resentation [1, 11] with certain strengths and numerous limitations. On one
hand one can adopt certain freedoms on the shape topologies either in two or
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three dimensions while on the other hand the sampling rule used to determine
the number of shape basic elements as well as their distribution can have a
substantial effect on the registration process. In particular, when addressing
local registration one should be cautious in introducing similar or quite dense
representations both for the source and the target shape. In the opposite case
correspondences could be meaningless in the presence of improper sampling
and lead to erroneous registration results.

Parametric curve representations of shapes [15, 27] are more appropriate
selections at least in the case of two and three dimensions. Parametric rep-
resentations could provide meaningful correspondences since shape structure
could be recovered through efficient interpolation techniques at the expense of
being quite inefficient when handling complex topologies or shapes in higher
dimensions. Fourier descriptors [46] and medial axes [42], although promising
shape representations to measure similarity between shapes, become quite in-
efficient for registration and in particular when seeking local correspondences
between the basic shape elements which is generally the case for parametric
representations. Local correspondences require proper selection of the basis
elements, the position, and the number of control points which in order to be
optimal has to be shape driven and cannot be done a priori.

Rigid (translation and rotation), similarity (translation, rotation, and
isotropic scaling), and affine (translation, rotation, isotropic or anisotropic
scaling, as well as shearing) are the most frequently used models to address
global registration. The case of local registration is more complex since the
number of constraints is inferior to the number of parameters to be recovered.
Therefore additional constraints are often introduced, as in the case of optical
flow estimation through a regularization process. However, shape registration
is a different problem than optical flow estimation since advanced regulariza-
tion and smoothness constraints [7, 33] can fail to preserve the topology of the
source shape and at the same time cannot guarantee a one-to-one mapping.
Such a limitation can be partially addressed through a TPS model [1, 11] with
the expense of recovering explicit correspondences between landmark points
along the source and the target shape. Once such correspondences are recov-
ered, one can estimate the local deformation field through a TPS interpolation
on the landmarks. Selection of landmark points as well as establishing corre-
spondences between these points are the most challenging steps within such
an approach.

Numerous shape alignment methods were proposed to address global as
well as local registration. The use of explicit feature correspondences in es-
timating the transformation [1, 57, 2, 11] is the most primitive approach for
recovering registration parameters through robust optimization techniques.
Such an approach is rather sequential and therefore it heavily depends on the
feature extraction process. Furthermore, the registration problem can become
underconstrained, especially in the case of non-rigid registration when many
reliable correspondences are needed in order to solve for the local deformation
parameters.
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A different approach consists of addressing registration as a statistical
estimation problem [24] through successive steps. Within each step the un-
certainty in the estimates is computed [48] and is used to guide further steps
of the overall algorithm [35]. In [47] the covariance matrix is used within
an iterated closest point (ICP) algorithm to sample the correspondences so
that registration is well constrained in all directions in parameter space. Last,
but not least, in [45] local deformations and uncertainties are simultaneously
recovered for the optical flow estimation problem through a Gaussian noise
assumption on the observation. Prior research leads to the conclusion that
shape modeling and registration are open research topics.

In this chapter we propose an alternative representation to the existing
methods that introduces novel elements in each component of the registra-
tion process. To this end, first we assume shape representations to be im-
plicit functions [33, 34] (Euclidean distance transforms). Such representations
are invariant to translation and rotation, can account for scale variations,
and can cope to some extent with noise and local deformations [59]. Reg-
istration is addressed in a complete fashion through a global and a local
component.

Objective functions that aim to account for global transformations in the
space of implicit representations are introduced. Global registration models of
increasing complexity are addressed like the rigid, similarity model [33] using
a SSD approach or the affine, homographic model [22] using a mutual infor-
mation criterion. FFDs and higher-order polynomials [22] are used to encode
local deformations in the space of implicit functions. Such a model is robust
to the presence of outliers, and can provide a one-to-one mapping between
the source and the target shape while also preserving their topologies. Shapes
refer to components of variable complexity and different degrees of freedom
which at the same time are often corrupted by noise. Such information is to be
accounted for, and therefore we propose a statistical inference approach that
associates certain uncertainties on the local deformation field [50], leading to
a complete local registration paradigm, as shown in Fig. 1.

Toward validation of the proposed method, we consider parametric shape
modeling for the segmentation of the left ventricle in ultrasound images, non-
parametric variable-bandwidth shape modeling for shape recognition, and im-
plicit active contours for knowledge-driven object extraction within a level set
approach.

The remainder of the chapter is organized as follows: In Section 2 we
present the implicit shape representation, its properties, and its use for global
alignment. Local registration is introduced in Section 3, along with the esti-
mation of the deformation uncertainties. Validation of the method is included
in Section 4, and applications are presented in Section 5. The discussion and
conclusions are presented in Section 6.
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(ii)
(1 (2) 3)
Fig. 1. Registration pipeline: (i.1) implicit representations of the source and the
target, (1.2) rigid registration, (i.3) affine registration, (ii.1) free form deforma-
tion of the grid, (ii.2) local correspondences between the source and the target,
(ii.3) uncertainties estimates of the registration process.

2 Implicit Representation of Shapes and Global
Registration

Distance transforms have been popular in image analysis for a while. One can
refer to the famous chamfer transform [3] often used for object extraction and
to the use of implicit representations (often called level set methods [16, 17,
30]) for curve propagation.

Such representations are heavily considered in the domain of computa-
tional vision because they have an intrinsic and parameter-free nature and
can also be used to describe multi-component shapes and structures. Finally,
they offer a straightforward estimation of various geometric properties of the
shape (normal, curvature, skeleton) often needed for registration, curve prop-
agation, etc. Let us consider a closed curve S that defines a bimodal image
partition of 2. In such a partition [Rs] is the region that is enclosed by S, and
[£2—Rs] the background. An implicit level set representation of S consists of

0, xeS
ds(x) =< +D(x,8) > 0, x € Rs
-D(x,8) <0, x€[2—Rs]

that embeds S in a higher-dimensional distance function ¢ : 2 — R™ that is
assumed to be a Lipschitz function of the Euclidean distance from the shape S,
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D S = 1 - .
(x,8) = min {[lx - yll2}

Such a representation can be constructed in various ways, simple two passes
in the image [3] could provide an approximate form, while more advanced
methods like the fast marching algorithm [44] or PDE-based techniques [49]
can also be considered.

Such implicit shape representation provides a feature space in which ob-
jective functions that are optimized using a gradient descent method can be
conveniently used. One can prove that the gradient of the embedding distance
function is a unit vector in the normal direction of the shape and the represen-
tation satisfies a sufficient condition for the convergence of gradient descent
methods, which requires continuous first derivatives. Furthermore, the use
of the implicit representation provides additional support to the registration
process around the shape boundaries and facilitates the imposition of smooth-
ness constraints, since one would like to align the original structures as well
as their clones which are positioned coherently in the image/volume plane.
Finally, implicit shape representations are invariant to rigid transformations
while the effect of isotropic scale changes can be accounted for.

Let us consider a global transformation A. Suppose that ¢ is the level
set obtained after transformation of ¢ by A. The zero-crossing of (5 gives a
shape S which corresponds to the original shape S after being transformed
by A that refers to a rigid transformation with a translation vector T and a
rotation angle R:

A(x) =Rx+T.

One can prove that QAS is also the distance transform of S. Let % be the location
of x after being displaced according to A. Then, for all x in the image domain
(2, we have

D(%,8) = min {||x — y|2}
yeS

=min{|[Rx+ T — (Ry+ T)[2} =min{|R (x - y)[2} = D(x,S),
YES yeS

which is equivalent to saying that distance transforms are invariant to trans-
lation and rotation:

$(%) = 6(x) = D(x,S)
x=Rx+T = D(x,5) =D(x,S5).

We can now also deduce the effect of adding a scale factor in the transforma-
tion: A(x) =sRx+ T;

D(%,S) = I;leig{Hﬁ —¥l2} =min{llsR (x - y)ll2} =sD(x,S).

Since for the directly transformed level set image representationAqAS we have
¢(%) = D(x,8)LD(x,S), we can derive the distance transform of S by simply



On the Representation of Shapes Using Implicit Functions 173

multiplying the scale factor s to ¢. One can now address a similarity invariant
registration through the definition of an objective function in the space of
implicit representations of shapes.

Global parametric registration consists of recovering a transformation A
that creates pixel-wise intensity correspondences between the implicit rep-
resentation of the source ¢s and the target ¢z shape. Similarity or affine
transformations have been primarily considered with either 4 or 6 degrees of
freedom.

2.1 Similarity Registration of Shapes

In the case of similarity transformations [A(x) = sRx + TJ, given the ex-
plicit relation between the implicit representations of the source and the target
[6(%) = D(x, S)iD(x, S)], a primitive criterion to recover registration para-
meters uses the SSD

B RT) = [ (36500 — 0r(460)” dx.

which measures the dissimilarity between the intensity values (i.e., distance
values) of pixels in a sample image domain on the source representation and
that of the projected pixels on the target representation according to the
transformation A. This is a computationally expensive approach. One can
address such a concern through the adoption of a narrow band in the em-
bedding space as the sample domain. The use of a band indicator function
Xa(¢s(x)) can reduce the registration domain:

E(sR,T) = / /Q Yo (05 (%)) (8 65(%) — dr(A(X)))? dx,

where x(¢s(x)) is given by
07 )
Yald) = { o=

1, otherwise.

Such a modified function accounts for pixels (isophotes) within a range of
distance « from the source shape, and their projections on the target are
considered in the optimization process. One can consider the calculus of vari-
ations and a gradient descent-based method to recover the optimal registration
parameters:

—T_2// Ya(6s(x)) (x) Vor (A(x)) dx
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(ii)
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(ii)
Fig. 2. Global registration using the similarity transformation model. (i) Initial
pose, (ii) similarity-invariant registration (the same target contour is used).

where (s ¢s(x) — ¢7(A(x))) is the residual error that has been replaced by
¥ (x) and p is the number of rotation angles [R = (6;)]. Examples of such a
registration process are shown in Fig. 2. Based on the experimental results
one can claim that shapes undergoing similarity transformations are properly
registered.

On the other hand, dealing with rather generic parametric transforma-
tions like the affine type is not straightforward. In principle the effect of such
transformations cannot be predicted in the space of implicit representations.
Therefore the distance function of the transformed shape is not available and
has to be recomputed, which is a rather inefficient procedure within iterative
processes like the one we have adopted. One can overcome such a limitation
through the consideration of an alternative affine-invariant objective func-
tion that does not seek point-to-point correspondences (like the SSD case)
between the implicit representations of the source and the target. Mutual
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information [36] is a convenient registration paradigm that satisfies such con-
straints, particularly when registering distance transforms [22, 21].

2.2 Affine-invariant Registration of Shapes

Scale variations can be considered as global illumination changes in the space
of distance transforms. Therefore, registration under scale variations is equiv-
alent to matching different modalities that refer to the same structure of
interest. Mutual information-based registration is an information theoretic
criterion that is an invariant technique based on a monotonic transformation
of the two input random variables. Such a criterion is based on the global
characteristics of the structures of interest. In order to facilitate the nota-
tion let us denote: (i) the source representation ¢s as f, and (ii) the target
representation ¢ as g.

In the most general case, registration is equivalent to recovering the para-
meters @ = (01,0s,...,0N) of a parametric transformation A such that the
mutual information between fo = f(£2) and g = g(A(©;(2)) is maximized
for a given sample domain {2:

MI (an,Xgé> =H [an] +H [Xgé} —H [an,gé} ;

where H represents the differential entropy. Such a quantity represents a mea-
sure of uncertainty, variability, or complexity and consists of three compo-
nents: (i) the entropy of the model, (ii) the entropy of the projection of the
model given the transformation, and (iii) the joint entropy between the model
and the projection that encourages transformations where f explains g. One
can use the above criterion and an arbitrary transformation (rigid, affine,
homographic, quadratic) to perform global registration that is equivalent to
minimizing

E(A(®)) = —MT (Xfﬂ,Xgé)

fo.90
= —// pf”’gé(h,lz)log%dlldl%
R? ple(l1)p92 (I2)

where (i) p? corresponds to the probability density in fq (QSS(Q)), (i) pgé
corresponds to the density in g4 (¢7(A(®;2))), and (iii) p/2:9% is the joint
density. This framework can account for various global motion models. To
achieve a continuous form of the criterion, a non-parametric Gaussian kernel
density model can be considered to approximate the joint density, leading to
the following expression:

oo, l2>ﬁ / /Q Gllr = [(%), Iz — g(A(©;x)))dx,
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(ii)
Fig. 3. Global registration using the affine transformation model. (i) Initial pose,
(ii) affine-invariant registration (the same target contour is used).

where V' (£2) represents the volume of 2 and G(I; — f(x),ls — g(A(O;x))) is a
two-dimensional (2D) zero-mean differentiable Gaussian kernel. A similar ap-

proach can be considered in defining p/2 (I;) and pI (I2) using a 1D Gaussian
kernel. The calculus of variations with a gradient descent method [22] can be
used to minimize the cost function and recover the registration parameters 6;:

pfmgg(ll 12)
//722 <1+1 gpfn(ll)pgg(12)>

= 0
{m / |Gl = arly = B)(Vg(A®ix)) - 5o A(©:x))dx| dirdly
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f.th_() .1
/ / [ / / 1+ log pl9e(ly,ly)
R ® o7 ()73 (1)

( —Ga(ly —ayly — ﬁ))dlldlg} (Vg(A(©;x)) -

0
20, (©;x))dx.
The resulting global registration protocol is the following: given a source and
a target shape, implicit representations in the space of distance transforms
are recovered. Then, the mutual information criterion is used to estimate the
parameters of the optimal transformation between the source and the target
implicit representations. Examples of this approach for rigid as well as affine
registration are given in Fig. 3. However, in numerous application domains of
computational vision, global transformations are not a proper answer when
solving the registration problem, e.g., in the case of medical imaging [19].

3 Local Registration

Local deformations are a complementary component to the global registration
model. Dense local motion (warping fields) estimation is an ill-posed problem
since the number of variables to be recovered is larger than the number of
available constraints. Smoothness as well as other forms of constraints have
been employed to cope with this limitation.

In the proposed framework, a global motion model (\A) is recovered using
different criteria. One can use such a model to transform the source shape S to
anew shape S = A(S) that is the projection of S to 7. Then, local registration
is equivalent to recovering a pixel-wise deformation field that creates visual
correspondences between the implicit representation [¢7] of the target shape
S and the implicit representation [¢¢] of the transformed source shape S.

3.1 Free Form Deformations

Such a deformation field £(®;x) can be recovered either by using standard
optical flow constraints [33, 34] or through the use of warping techniques like
the free form deformation (FFD) method, [40], which is a popular approach in
graphics, animation, and rendering [18]. In contrast to optical flow techniques
(where smoothness is introduced in the form of an additional constraint),
FFD techniques support smoothness constraints in an implicit fashion, ex-
hibit robustness to noise, and are suitable for modeling large and small non-
rigid deformations. Furthermore, under certain conditions, FFD can support
a dense registration paradigm that is continuous and guarantees a one-to-one
mapping. Such a concept and a primitive comparison with the optical flow
approach are presented in Fig. 4.

The essence of FFD is to deform an object by manipulating a regular
control lattice P overlaid on its volumetric embedding space. We consider an
incremental cubic B-spline FFD to model the local transformation £. To this
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(1)

@)

(a) (b) (c) (d)
Fig. 4. Comparison with the non-rigid shape registration algorithm presented in
[22]. (1) Results from the algorithm in [33, 34]. (2) Results from our algorithm.
(a) Initial poses of the source (in light) and target (in dark) shapes. (b) Alignment
after global registration. (1.c) Local registration result; (1.d) local registration with
regularization constraints. (2.c) Local registration result; (2.d) established corre-
spondences.

end, dense registration is achieved by evolving a control lattice P according to
a deformation improvement [§P]. The inference problem is solved with respect
to the parameters of FFD which are the control lattice coordinates.
Let us consider a regular lattice of control points
Ponn=P;

m,n’

Py .);m=1,...M, n=1,... N
overlaid to a structure
i={x}={(z,y)1 <2< X, 1<y <Y}

in the embedding space that is the distance transform of the source structure
once the global registration parameters have been applied. Let us denote the
initial configuration of the control lattice as P° and the deforming control
lattice as P = PY 4 6P. Under these assumptions, the incremental FFD
parameters are the deformations of the control points in both directions (x, y);

0 = {(JP7

m,n’

5PY, )} (m.n) € [1,M] x [1, N].

The motion of a pixel x = (z,y) given the deformation of the control lattice
from PO to P is defined in terms of a tensor product of the cubic B-spline:

3 3
L(O;x) =x+0L(0;%) = > Y Br(u)Bi(v)(PYyy i1 + 0Ptk 1),
k=0 1=0

RERSRTE

where
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and . . y y
u=gM-|g M| v=g N |7 N

The terms of the deformation component are as follows:

o 6Py 1, (k1) €]0,3] %[0, 3] consists of the deformations of pixel x’s (16)
adjacent control points,
dL(x) is the incremental deformation at pixel x, and
By (u) is the kth basis function of a cubic B-spline (B;(v) is similarly
defined):

Bo(u) = (1 —u)3/6, Bi(u) = (3u® — 6u® +4)/6
Bo(u) = (—=3u® +3u® +3u+1)/6,  Bs(u) =u®/6.

Local registration now is equivalent to finding the best lattice P configu-
ration such that the overlaid structures coincide. Since structures correspond
to distance transforms of globally aligned shapes, the SSD can be considered
as the data-driven term to recover the deformation field £(®;x)):

Eoata( £(6)) = / /Q Xa(65(x))(9s(x) — dr(L(;%))) dx.

The use of such a technique to model the local deformation component
of the registration introduces in an implicit form some smoothness constraint
since displacement refers to a cubic spline interpolation. Therefore, it can deal
with a limited level of deformation. In order to further preserve the regularity
of the recovered registration flow, one can consider an additional smoothness
term on the deformation field d£. We consider a computationally efficient
smoothness term:

Bnaotiness £00)) = [[ (120 +12,(@5)F) ax.

This smoothness term is based on a classic error norm that has certain known
limitations. One can replace this smoothness component with more elabo-
rated norms like a regularization term motivated by the thin-plate energy
functional [55]:

Bunootnesl £0)) = [[ (161007 + 210, (@0 +1£,,(@:30]) dx.

which can be further simplified in the case of the cubic B-spline and reduced
to the quadratic form [50]. One can claim that second-order regularization
terms are more flexible than the ones of first order since they allow free affine
transformations. Within the proposed framework, an implicit smoothness con-
straint is also imposed by the spline FFD. Therefore there is no need to in-
troduce complex and computationally expensive regularization components.
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Fig. 5. Global registration using the FFD local transformation model. (i) Initial
pose (after affine) (ii) deformation of the grid (the same target contour is used).

The data-driven term and the smoothness constraint component can now
be integrated to recover the local deformation component of the registration
to solve the correspondence problem:

E(@) = Edata(®) + BEsmoothness(e);

where (3 is the constant balancing the contribution of the two terms. The cal-
culus of variations and a gradient descent method can be used to optimize this
objective function [22] (the error-two norm is adopted to impose smoothness):

0

55(0) = -2 [[ (65 - 67 (£(05))) Vor (£(©:x) - 55-5L(®:x)ix

00;

0 0 (0 0 o (0
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Fig. 6. Established correspondences using incremental FFD. Source shapes after
global transformations, target mean shape, and correspondences (dark lines) for a
fixed set of points on the mean shape.

The flow consists of a data-driven update component and a diffusion term
that constrains the parameters of the FFD to be locally smooth. The perfor-
mance on recovering successful local deformations is demonstrated in charac-
ter registration (Fig. 5) and in cardiac shape registration (systolic left ventricle
dataset) (Fig. 6). Computational complexity is the most important limitation
of this method and it can be addressed through an efficient multi-level imple-
mentation, as shown in Fig. 5.

To this end, multi-resolution control lattices are used according to a coarse-
to-fine strategy. A coarser level control lattice is applied first to account for
relatively global non-rigid deformations; then the space deformation resulting
from the coarse level registration is used to initialize the configuration of a
finer resolution control lattice. On this finer level, the local registration process
continues to deal with highly local deformations and achieve better match-
ing between the deformed source shape and the target. Generally speaking,
the hierarchy of control lattices can have an arbitrary number of levels, but
typically 2 ~ 3 levels are sufficient to handle both large and small non-rigid
deformations. The layout of the control lattices in the hierarchy can be com-
puted efficiently using a progressive B-spline subdivision algorithm [20]. At
each level, we can solve for the incremental deformation of the control lattice;
at the end, the overall dense deformation field is defined by these incremental
deformations from all levels. In particular, the total deformation §£(x) for a
pixel x in a hierarchy of r levels is
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T
SL(x) = > oLkF(O":x),
k=1

where 0L*(OF; x) refers to the deformation improvement at this pixel due to
the incremental deformation ©F of the kth-level control lattice.

The proposed registration framework and the derivations can be straight-
forwardly extended to three dimensions. For global registration, parameters
of a 3D transformation model can be solved by optimizing the global regis-
tration criterion in the 3D sample domain; for local registration, FFDs can
be defined by the 3D tensor product of B-spline polynomials, and the SSD
energy functional is defined in the 3D volumetric domain. More details on
the 3D formulation for non-rigid FFD registration can be found in [23]. We
can use the 3D registration framework to align, register, and stitch 3D face
scans captured from range scanners. This problem plays an important role in
face modeling, recognition, etc. We show one set of such registration results

A =
(a) (b) (c)
(a) (b)
(a) (b) () (d)

Fig. 7. Global-to-local registration for open 3D structures (both source and target
shapes are from face range scan data). (1) Global registration using the similarity
transformation model: (a) initial source shape; (b) target shape; (c) initial pose of the
source shape relative to the target shape; (d, e) globally transformed source shape
shown overlaid on the target—front view (d) and side view (e). (2,3) Local registra-
tion using FFD. The results are shown from both a 3D front view in the second row
and a side view in the third row. (Front view and side view): (a) Source shape after
rigid transformation; (b) target shape; (c) locally deformed source shape after FFD
registration; (d) locally deformed source shape shown overlaid on the target.
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from our framework in Fig. 7. The global transformation model consists of
translation, scaling, and quaternion-based rotation and the local incremental
FFD model uses control lattices in the 3D space and a 3D tensor product of
B-spline polynomials. Qualitatively, the result after local non-rigid registration
can be seen from two views: the front view and the side view. Quantitatively,
the FFD-based local registration reduced the average registration error from
8.3 to 1.2, using three resolutions and 20 iterations for each resolution. The
total time spent was 4.6 minutes.

However, one can claim that the local deformation field is not sufficient
to characterize the registration between two shapes. Often data is corrupted
by noise while at the same time outliers exist in the training set. Therefore
recovering measurements that do allow the characterization of the quality of
the registration process is an eminent condition of accurate shape modeling.

4 Estimation of Registration Uncertainties

Several attempts to build statistical models on noisy sets of data in order
to infer the properties of a certain model have been proposed in the liter-
ature. In [24], various techniques to extract feature points in images along
with uncertainties due to the inherent noise were reported while in [35] an
iterative estimation method was proposed to handle uncertainty estimates of
rigid motion on sets of matched points. Also, in [47] an iterative technique to
determine uncertainties within the iterated closest point [9] registration algo-
rithm was proposed. In a quite different context, [45] introduced uncertainties
within the estimation of dense optical flow, which can be seen as a form of
registration between images.

In the present case curves are considered using implicit representation,
therefore uncertainty does not lie in the relative position of points but in
an isosurface, and therefore one can seek equivalences with the “aperture
problem” in optical flow estimation. Inspired by the work in [4, 47] we attempt
to recover uncertainties on the vector © while using only the zero isosurface,
defining the shape itself. To this end, we use a discrete formulation of

mmW@F/AM%ﬂM%M—MW&@WM

which can be rewritten in the following fashion when o — 0:

K

K
Basol £0)) = [[ 63 (0(@:30)dx = 3 p (07(£(6. %)) = 3 plor(x)

i=1

with x’ = £(0;x). Let us consider q; to be the closest point on the target
contour from x}. Since ¢7 is assumed to be a Euclidean distance transform,
it satisfies the condition |V¢r(x})|| = 1. Therefore one can express the values
of ¢ (x}):
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o1 (x}) = (% — @) - Vor (x).
Then, one has a first-order approximation of ¢7(x) in the neighborhood of
X5, in the form

o1 (X + 0%}) = o7 (X)) + 0% - Vor(x])
= (x} + 0%} — qi) - Vor(x])

that reflects the condition that a point-to-curve distance is adopted rather
than a point-to-point one. Under the assumption that E(L(©)) = o(1l) we
can neglect the second-order term in the development of ¢ and therefore
write the following second-order approximation of Ej in quadratic form:

B(L(©)) =Y [(L(O,%:) —ai) - Vor(x))]”.

FFD is a linear transformation with respect to the parameters @ = 0P, ;.
Therefore one can rewrite this transformation over the image domain in a
rather compact form:

3 3
L(O;x)=x+ 0L(0;x) :ZZBk(u)Bl (v) (P?Jrk,ﬂ_l +0P ;g1 1) =x+X(x),
k=01=0

where X (x) is a matrix of dimensionality 2 x N with N being the size of ©.
One now can substitute this term in the objective function:

B(£©) =(X-0~y) (X -6 ~y)

with . .
m X (x1) m (a1 —x1)
X = and y = :
N X (XK ) Nk (A — XK)

and [n; = V¢r(x};)] due to the distance transform nature of the implicit
function. We assume that y is the only random variable. This assumption is
equivalent to saying that errors in the point positions are only quantified along
the normal direction. This accounts for the fact that the point set is treated as
samples extracted from a continuous manifold. One can take the derivative of
the objective function in order to recover a linear relation between @ and y:

xXTxoe =xTy.

Last, assume that the components of y are independent and identically distrib-
uted. In that case, the covariance matrix of y has the form ¢2I of magnitude
o? with I being the identity. In the most general case one can claim that the
matrix X7 X is not invertible because the registration problem is undercon-
strained. Additional constraints are to be introduced toward the estimation
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Fig. 8. Examples of registration with uncertainty estimation at the FFD grid.

of the covariance matrix of @ through the use of an arbitrarily small positive
parameter :

E(L(©)) = (X6 —y)" (X6 —y) +~ 07O,
Then the covariance matrix of the parameter estimate is
Yo =c*(XTX +al)7 L.

Some examples of such estimates are shown in Fig. 8. Once registration
between shapes has been addressed numerous computational vision tasks can
be considered. Shape modeling with applications to object extraction and
recognition are the more frequent ones.

5 Applications

In this section, we present three applications of the proposed global-to-local
registration framework to demonstrate its potential in the domains of grouping
and recognition.

5.1 Statistical (Gaussian) Modeling of Anatomical Structures and
Segmentation of the Left Ventricle in Ultrasound Images

Organ modeling is a critical component of medical image analysis. One would
like to obtain a compact representation that can capture the variation in an
anatomical structure of interest across individuals. Building such a representa-
tion requires establishing dense local correspondences across a set of training
examples. The registration framework proposed in this chapter can be used
to solve the dense correspondence problem.

As an example, we show the statistical modeling of systolic left ventricle
(LV) shapes from ultrasonic images, using 40 pairs of hand-drawn LV con-
tours. We first apply global rigid registration to align all contours to the same
target. Local registration based on FFD is then used to non-rigidly register
all these contours to the common target. In order to establish dense one-to-
one correspondences between all the aligned contours, we pick a set of sample
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points on the common target and compute their correspondences on each
training contour based on the local registration result (Fig. 6) for established
local correspondences. A similar procedure is applied for the endiastolic shape
of the left ventricle.

Principal component analysis (PCA) can be applied to capture the statis-
tics of the corresponding elements across the training examples. PCA refers to
a linear transformation of variables that retains, for a given number o1, 05 of
operators, the largest amount of variation within the training data, according
to

01 02
d:d/—FZ)\Z (ugvvg)v S:SI"'Z/\Z (Ui, vi)s
k=1 k=1
where d’ (resp. s’) is the mean diastolic shape, 01 (resp. 03) is the number of
retained modes of variation, (uf,v{) (resp. (u,v{)) are these modes (eigen-
vectors), and A{ (resp. \j) are linear factors within the allowable range defined
by the eigenvalues.

Once average models for the systolic and diastolic cases are considered, one
can further assume that these models are registered; therefore there is a one-
to-one correspondence between the points that define these shapes. To this
end, their implicit representations ¢4, ¢s are aligned using first a similarity
transformation and then an FFD.

Let (d = (x{,x4,...,x%)) be the diastolic and (5§ = (x§,x3,...,x5,)) the
systolic average model once global and local registration between them has
been recovered. Then one can define a linear space of shapes as follows:

ca)=as+(1—-a)d, 0<a<l
= (ax‘li +(1—a)xs,...,ox¢ 4+ (1 - a)x;,)
and a linear space of deformations that can account for the systolic and the
diastolic frames as well as the frames in between:

01 02
c(a, )‘Zv )‘g) =7c(a) + Z )‘g (ugv Vg) + Z AL (ag, vi).
k=1 k=1

The most critical issue to be addressed within this process is the global and
local registration between the systolic and diastolic average shapes. The ap-
proach proposed in [22], which performs registration in the implicit space of
distance functions using a combination of the mutual information criterion
and an FFD principle, is used. The resulting composite model has limited
complexity and can account for the systolic and the diastolic forms of the
endocardium as well as for the frames between the two extrema.

Rough Segmentation Through Registration

The central idea behind active shape models is to recover (i) an approxi-
mate solution through a global registration (a,.A) between the time-varying
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average model and the image and (ii) the exact solution through a linear com-
bination of the principal modes of variation ¢(\¢,A\9). To this end, given an
initial position of the average model and a number of control points c;, the
method seeks in a repetitive manner the most prominent correspondence of
each control point in the image plane p;. Once such correspondences have
been recovered, the registration parameters between the image and the model
are updated so that the recovered projection to the image approximates the
desired image features:

Edatu a A Z P |~’4 Cz pi')v (1)
=0

where A refers to translation, rotation, and scale, a dictates the model space,
and p is a robust error metric.

However, recovering the correspondences p; is a tedious task. Active shape
models are based on generating an intensity profile for each control point along
the normal to the model and seeking a transition from tissue to the ventricle.
We consider a probabilistic formulation of the problem. One would like to
recover a density puqu(;) that can provide the probability of a given pixel w
being at the boundaries of the endocardium.

Let prissue(; ) be the probability of a given intensity being part of the endo-
cardium walls and ppe0d(; ) the density that describes the visual properties of
the blood pool. Then correspondences between the model and the image are
meaningful in places where there is a transition (tissue to blood pool) between
the two classes. Given a local partition one can define a transition probability
between these two classes.

Such a partition consists of two line segments [L(A(x;)), R(A(x;))] along
the normal [A(N;)]. Their origin is the point of interest .A(x;) and they have
opposite directions. Therefore in statistical terms one can write

Puwal(w) = p ([tissue|p € L(w)] N [blood|p € R(w)]) .
Furthermore, independence between the two classes can be considered:

Pwan(w) = p (tissue|¢ € L(w)) p (blood|¢ € R(w))
H ptissue(l((b)) H pblood(I((b)).
pEL(W) PER(w)

One can evaluate this probability under the condition that the blood pool
and tissue densities are known. The use of the -log function can be considered
to overcome numerical constraints, leading to

(I(QS) — ,szissue)2
Z Ablood () + Z W.
peL(wW) PER()

after dropping the constant terms. Thus, the best correspondence (p;) is re-
covered by evaluating FE(w) for all w (within a search window) that belong to
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the line segment that is normal to the latest solution A(N;) at a given control
point c;.

Recovering the optimal transformation A can now be done in an incre-
mental manner by solving a linear system

0
(m7n)7 mEdam(a’ -A) =0—

(lA(ci(a)) —pil) =0,

(A ()~ pi) 5
=0 m,n

3

where (o) are the parameters of the global transformation A, four in the
case of similarity that was considered. On the other hand, the estimation of
a is done through an exhaustive search. The process alternates between the
estimation of the transformation (A) and the blending parameter between
the systolic and the endiastolic model until convergence to the endocardium
boundaries. Then the distribution parameters for the tissue and blood case are
adaptively recovered using the latest position of the mean model. The inner
region is used to determine the Laplacian parameter (Apjp0q) while a narrow
band in the outward direction dictates the estimates of (sissue, Ttissue)-
Once appropriate models and similarity transformations have been recov-
ered, the next step is precise extraction of the endocardium walls. Such a task

Fig. 9. (a) Diastole endocardium segmentation, (b) systole endocardium segmen-
tation: (i) apical 4 view, (ii) apical 2 view.
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is equivalent to finding a linear combination of the modes of variation that
globally deforms the model toward the desired image features. The space of
variations consists of the diastolic and the systolic models. We claim that the
need of a blending parameter between systolic and diastolic modes of varia-
tion is not present. It can be easily shown that adding such a factor leads to
a multiplication of the (Ad,...,\§,...) coefficients that are to be recovered,
and therefore such a multiplication factor can be omitted.

Under the assumption of existing correspondences p; and the global trans-
formation (a, .A) these linear coefficients are recovered through

Eraﬁne-data()\g, sy 8, .. ) =
> p ('A@(a)) DO (il v+ DN (uhvi) - pi|> .
=0 k=1 k=1

K3

The objective function is minimized using a robust incremental estimation
technique. The calculus of Euler-Lagrange equations with respect to the un-
known variables (Ad,... S, ...) leads to a [0; + 02] X [01 + 02] linear system
that has a closed-form solution. This step is repeated until convergence. Ex-
amples of such a segmentation process are shown in Fig. 9. While the form of
the left ventricle can be well described using a Gaussian density, in the most
general case shapes that refer to objects of particular interest are non-linear
structures, and therefore the assumption of simple parametric models like the
Gaussian one is rather unrealistic. Therefore within our approach we propose
a non-parametric form of the pdf. Such a selection is enforced by the nature of
the proposed registration algorithm, which, along with the deformation field,
estimates confidence measures (uncertainties).

It is natural to assign less importance to the variations that appear in areas
with low registration confidence. Such areas in principle are not related to
the distribution of the training samples after registration. Kernels of variable
bandwidth can be used to encode such conditions and provide a structured
way for utilizing the variable uncertainties associated to the sample points.

5.2 Variable-Bandwidth Density Estimation and Shape
Recognition

Let {x;}*, denote a random sample with common density function f. The
fixed-bandwidth kernel density estimator consists of

. 1 M 1 M 1
f(X) = MZKH(X_Xi) = MZWK (H_l/Q(X—Xi)),
i=1 i=1

where H is a symmetric definite positive, often called a bandwidth matrix,
that controls the width of the kernel around each sample point x;. The fixed-
bandwidth approach often produces undersmoothing in areas with sparse ob-
servations and oversmoothing in the opposite case. The usefulness of varying
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bandwidths is widely acknowledged in estimating long-tailed or multi-modal
density functions with kernel methods.

In the literature, kernel density estimation methods that do rely on such
varying bandwidths are generally referred to as adaptive kernel density esti-
mation methods [54]. An adaptive kernel approach adapts to the sparseness
of the data by using a broader kernel over observations located in regions of
low density. Two useful state-of-the-art variable-bandwidth kernels consist of
the sample point estimator and the balloon estimator.

The first one refers to a covariance matrix depending on the repartition of
the points constituting the sample:

M
Folx) — 1 -1/2 _
fs(x) = M; T2 K (H(Xl) (x Xi)) :
where a common selection of H refers to

with h(x;) being the distance of point x; from the kth nearest point. One
can consider various alternatives to determine the bandwidth function. This
estimator may be used directly with the uncertainties estimates H(x;) = uXo,
as proposed in [8].

Our registration method assumes an estimation of the uncertainty on the
point to be evaluated. In order to make use of this information, we introduce
the standard variable-bandwidth kernel method known as the balloon estima-
tor. It adapts the measures to the point of estimation depending on the shape
of the sampled data according to

) M 1 e
fo(x) = o= Zl a7 K (B (- %)),

where H(x) may be chosen with the same model as the sample point esti-
mator. This function may be seen as the average of a density associated to
the estimation point x on all the sample points x;. We point out that such
a process could lead to estimates on f(x) that do not refer to the density
function in terms of discontinuity, integration to infinity, etc.

Let us consider {x;}}, a multi-variate set of measurements where each
sample x; exhibits uncertainties in the form of a covariance matrix ;. Our
objective can be stated as follows: estimate the probability of a new measure-
ment x that is associated with covariance matrix 2.

Let X be the random variable associated to the training set and assume a
density function f. f may be estimated with f in a similar fashion as for the
sample point estimator. Therefore f may be expressed in the form f = > f;
where f; are densities associated to a single kernel x;. Let Y be a random
variable for the new sample with density g.
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Then one can claim that in order to estimate the probability of the new
sample, one should first determine for all possible u € RV their distance from
the existing kernels of the training set X, f(u) in a similar fashion as for the
sample point estimator and weight them according to their fit with the density
function of Y:

169 = [ gtuau= [ [ﬁm] g(@dt:ﬁ [ / ﬁ(t)g(t)dt].

This concept could be relaxed to address the case of non-Gaussian kernels
according to a hybrid estimator that is considered:

M
fr(x) = % ; mmﬂ(z, IOV (x - x)).

Such a density estimator takes into account the uncertainty estimates both
on the sample points themselves as well as on the estimation of point x,
as introduced in [28]. The outcome of this estimator may be seen as the
average of the probabilities that the estimation measurement is equal to the
sample measurement, calculated over all sample measurements. Consequently,
in directions of important uncertainties the density estimation decreases more
slowly when compared to the other directions.

This metric can now be used to assess for a new sample the probability of
being part of the training set through a process that evaluates the probabil-
ity for each of the examples in the training set. The resulting approach can
account for the non-parametric form of the observed density. However, the
evaluation of such, density with respect to a candidate x is time consuming
since it is linear with respect to the number of samples in the training set.
Therefore, there is an eminent need to decrease the cardinality of the set of
retained kernels.

The maximum likelihood criterion expresses the quality of approximation
from the model to the data. Consider a set Zx = {X1, Xa,..., Xk} of ker-
nels extracted from the training set with mean and uncertainties estimates
{xiEi}ilfl. Then the probability of any registered shape with associated ker-
nel Y has the form

and K(X,Y) corresponds to the calculation of the hybrid kernel estimator.
For such a selection of kernels, one can evaluate the log-likelihood for the
entire training set with the associated kernels {Y;}¥ ;:

N
Ci = Y log(Pz, (V7))

=1
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B3 s a3

(b)

Fig. 10. (a) Distribution of the distance of the training set from the kernel-based
model built for 3 in logarithmic scale. (b) Distribution of the distance of the training
set from the kernel-based model built for 9 in logarithmic scale.

We use an efficient suboptimal iterative algorithm to update the set Zxk.
A new kernel Y is extracted from the training set as the one maximizing
the quantity Ck41 associated to Zxy; with Zx41 2k [JY. One kernel may
be chosen several times in order to preserve a decreasing order of Cx when
adding new kernels. Consequently the selected kernels Y; used to evaluate the
global density probability have prior weight.

The proposed method is indented to provide efficient models for a family
of shapes with important variations. Digits are an example where the shape of
the characters varies along individuals and therefore one can claim important
variability on the training set. Based on this observation and using an impor-
tant training set from the database, we have considered two digits (random
variables of 2000 samples each) that have a quite similar structure, 3 and 9.
Upon intraclass registration two models have been built of 100 kernels each
according to the maximum likelihood principle. Then, a cross-validation task
was performed where for all samples of the database (3 and 9) the probability
of being part of the classes 3 and 9 was estimated according to the presented
variable-bandwidth density function. In Fig. 10(a) one can see in a logarith-
mic scale the performance of the method using the model built for 3 and also
applied to the samples of 9. The opposite case is presented in Fig. 10(b). In
both cases one can see a clear separation of the two classes and a substantial
difference in terms of probabilities between the true and the non-true case. It
is important to note that the presented method is not indented for such an
application. However, given this validation we can claim that such a model
can capture samples of increasing complexity and that the use of deformations
along with uncertainties provides efficient density estimators.

5.3 Knowledge-Based Object Extraction Using Distance
Transforms and Level Set Methods

The idea of global as well as local registration can be explored to impose prior
knowledge within a level set [29, 30] segmentation process [10, 14, 25, 38, 51].
This method is based on the propagation of an initial contour (in practice, its
implicit function) toward the desired image characteristics [5, 6, 26, 31, 37].
Often, the signed distance function is considered to represent the evolving
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contour. In the most general case, one can assume a simplistic average shape
model [38] prq. Then, in order to constrain the segmentation process, one can
force the evolving curve ¢ to look like the prior, or

Eunape(é, (s, R, T) / /Q (s (%) — HAR)))? dx.

One can further assume that the image refers to a bimodal partition (R,
{2 — R) where the distributions of the visual properties of the object poy; :
N (ttobj, 0obj) and the background ppeg : N (e, Obeg) are assumed to be
Gaussian. Under the assumption of independence between hypotheses and
across pixels, the maximum posterior can be used to determine the optimal
segmentation results [32], or

Bata(6, N (110, o), N (Hsegs Obeg) / / log (po; (T(x)) dx

—//Q_Rlog (Poeg(Z(x))) dx.

Within the level set framework, one can use the ¢ function to describe this
partition [58] according to

Edata QS N(,Uobjao'obj) N(,ubcgyo'bcg)) -

_//Q Ha(d)log (pob; (T dx—// (1 — Ha (6))0g (poeg (T(x))) dx,

where H is the Heaviside function

1 , 0>«
Hold) = 0 , 0 < —a

L(1+ 2+ Lsin(22)), 19l < o

Finally, for smooth segmentation results one can impose a minimal length
curve constraint according to

Esmootn(¢ // da(0(x)) |Vh(x)| dx,

where ¢, is the Dirac function
N e

5a(¢):{ | (1+cos( )) 9] <

with [%HQ(@ = §a(¢)] One can now integrate smoothness, data-driven,
and shape-driven terms toward object extraction according to
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E(¢7 (:u'obja Uobj)a (:Ufbcga chg))a (S, R7 T)) = leshape(¢a (S, R, T))
+ w2Edata(¢,N(ﬂoij Jobj),N(ﬂbcg, chg)) + w3Esmooth(¢)v

where the object position, its visual properties, and the transformation be-
tween the object and the average model are to be recovered. The calculus of
variations with respect to the evolving interface (level set), its projection to
the mean model, and the statistical properties of appearance of the object
and the background can be considered to recover the lowest potential of the
designed cost function. We refer to Section 2 regarding the derivation with
respect to the pose parameters while the level set function evolves according to

9%
ot

X)=a X w ivm wa lo Dobj (Z(x))
(%) = a8(6(x)) ( v Slgpbcg(z(x))>

= 2015 (s0m(0) - 640 ).

(ii)

e

Fig. 11. Implicit representations, prior knowledge, and object extraction un-
der occlusions. The evolution of the contour is presented in a raster scan format.
(i) Original image from where the prior was extracted, (ii) changes of pose for the
object to be recovered, (iii) image with changes of scale, pose, illumination, noise,
and missing parts.
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One can also take the partial derivatives of the cost function with respect
to the mean and the standard deviation of the normal distributions describ-
ing the object and the background intensity properties [37]. This method is
demonstrated in Fig. 11 to address knowledge-based object extraction and can
be quite efficient when seeking objects of limited variations. More advanced
models that are based on the same principle can be considered to address
segmentation for cases of important deformations [39].

6 Discussion

In this chapter we have studied shape representations of implicit forms, in
particular distance transforms. We have demonstrated that such representa-
tions can be quite efficient for global and local one-to-one registration. Simple
similarity invariant (SSD) and more advanced registration metrics able to
account for various global transformations (mutual information) were consid-
ered in the space of implicit functions. Local registration was addressed using
FFDs and cubic splines in the space of distance transforms. Furthermore, we
have introduced the notion of uncertainties on the registration process to the
selected representation space.

Validation of the representation itself as well as the registration meth-
ods was done through parametric modeling of shapes and segmentation, non-
parametric modeling and recognition, and shape-driven level set based object
extraction with promising results.
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Summary. Point clouds are one of the most primitive and fundamental manifold
representations. A popular source of point clouds are three-dimensional shape ac-
quisition devices such as laser range scanners. Another important field where point
clouds are found is the representation of high-dimensional manifolds by samples.
With the increasing popularity and very broad applications of this source of data, it
is natural and important to work directly with this representation, without having
to go through the intermediate and sometimes impossible and distorting steps of
surface reconstruction. Under the assumption that the underlying object is a sub-
manifold of Euclidean space, we first discuss how to approximately compute geodesic
distances by using only the point cloud by which the object is represented. We give
probabilistic error bounds under a random model for the sampling process. Later
in the chapter we present a geometric framework for comparing manifolds given
by point clouds. The underlying theory is based on Gromov—Hausdorff distances,
leading to isometry invariant and completely geometric comparisons. This theory is
embedded in a probabilistic setting, as derived from random sampling of manifolds,
and then combined with results on matrices of pairwise geodesic distances to lead
to a computational implementation of the framework.

Key words: Point clouds, shape comparison, geodesic distance, random
coverings, Gromov—Hausdorff distance, isometry.

1 Introduction

One of the most popular sources of point clouds are three-dimensional (3D)
shape acquisition devices, such as laser range scanners, with applications in
geoscience, art (e.g., archival), medicine (e.g., prosthetics!), manufacturing
(from cars to clothes), and security (e.g., recognition), among other disciplines.
These scanners provide in general raw data in the form of (noisy) unorganized

The surgical or dental specialty concerned with the design, construction, and
fitting of prostheses.
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point clouds representing surface samples. With the increasing popularity and
very broad applications of this source of data, it is natural and important
to work directly with this representation, without having to go through the
intermediate step of fitting a surface to it (a step that can add computational
complexity and introduce errors). See for example [BC01, DGHO01, DFI02,
GPZ*, LP01, PG01, PGKO02] for a few of the recent works with this type of
data. Note that point clouds can also be used as primitives for visualization
[BWKO02, GPZ*, RLO00] as well as for editing [ZPKG02].

Another important field where point clouds are found is the representation
of high-dimensional manifolds by samples. This type of high-dimensional and
general codimension data appears in almost all disciplines, from computa-
tional biology to image analysis to financial data. Due to the extremely high
dimensions, it is impossible to perform manifold reconstruction, and the work
needs to be done directly on the raw data, meaning the point cloud.

A variety of objects/shapes are then naturally represented as point clouds
in R%. It is thereby important to be able to derive basic properties of the shape,
such as geodesic distances and curvatures, directly from this representation.
Also, one is often presented with the fundamental problem of deciding whether
two of the point clouds, and their corresponding underlying objects or man-
ifolds, represent the same geometric structure or not (object recognition and
classification). We are then concerned with questions about the underlying
unknown structures (objects), which need to be answered based on discrete
and finite measures taken between their respective point clouds. In greater
generality, we wonder what structural information we can gather about the
object itself by exploring the point cloud by which the object is represented.
Examples include intrinsic distances, curvatures, normals (see [MNO3]), di-
mension (see [CHO04]), spectrum of differential operators such as the intrinsic
Laplacian (see [Laf04] and references therein), and topological invariants (see
[CZCG04, NWS04]).

The first part of this chapter is devoted to setting some basic modeling
assumptions and presenting some basic results which will be used in later
sections. These results comprise mostly bounds on the probability of coverage
of a submanifold of R? by Euclidean balls whose centers are distributed on
(or around) the submanifold according to a certain probability measure. This
probability measure, for example in the case of shapes acquired by a 3D
scanner, models the acquisition process itself.

The second part of this chapter addresses one of the most fundamental
operations in the study and processing of submanifolds of Euclidean space:
The computation of intrinsic distance functions and geodesics. We show that
this can be done by working directly with the point cloud, without the need to
reconstruct the underlying manifold. The results are valid for general dimen-
sions and codimensions, and for manifolds with or without boundaries. These
results include the analysis of noisy point clouds obtained from sampling the
manifold.
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In the third part of the chapter, a geometric framework for comparing
manifolds given by point clouds is presented. The underlying theory is based
on Gromov-Hausdorff distances, leading to isometry invariant and completely
geometric comparisons. This theory is embedded in a probabilistic setting, as
derived from random sampling of manifolds, and then combined with results
on matrices of pairwise geodesic distances to lead to a computational imple-
mentation of the framework. The theoretical and computational results here
are complemented with experiments for 3D shapes.

The work in this chapter compiles and extends results reported in [MS04,
MS01, MS05].

We conclude by introducing some basic notation that will be used through-
out the chapter. For a compact and connected set 2 € R?%, dg(-,-) denotes
the intrinsic distance between any two points of {2, measured by paths con-
strained to remain in £2. We assume the convention that if A ¢ R? is com-
pact, and z,y are not both in A, then da(z,y) = D for some constant
D > max, yeada(z,y). Given a k-dimensional submanifold M of R?, (253/[
denotes the set {z € R : d(M,z) < h} (here the distance d(-,-) is the
Euclidean one). This is basically an h-offset of M. Given two sets A, B C R?
we define the Hausdorff distance between them, dgc(A, B), as the infimum
§ > 0 such that A C 2% and B C §29.

To state that the sequence of functions {f,(-)}nez+ uniformly converges

n

to f(-) as n 1 oo, we write f,, = f. For a given event &, P (&) stands for its
probability of occurring. For a random variable (R.V. from now on) X, its
expected value is denoted by E (X). We denote by X ~ U[A4] that the R.V.
X is uniformly distributed in the set A. For a function f : {2 — R, and a subset
Aof 2, f|la : A — R denotes the restriction of f to A. Given a point x on
the complete manifold 8, Bg(z,r) denotes the (intrinsic) open ball of radius
r > 0 centered at z, and B(y,r) denotes the Fuclidean ball centered at y of
radius . For a smooth submanifold § of R? and A C 8, a(A) will denote the
volume (Riemannian measure) of A.

2 Covering Submanifolds of R¢

In practice, we do not have much control over the way in which points are
sampled by the acquisition device (e.g., scanner), or given by the learned sam-
pled data. Therefore it is more realistic to make a probabilistic model of the
situation and then try to conveniently estimate the probability of achieving a
prescribed level of accuracy in the quantity we wish to estimate. This amounts
to assuming that the points were sampled on or around the manifold accord-
ing to some probability measure.? Very often it is the case that we need to

2In the case of objects sampled using a 3D scanner, this probability measure
models the acquisition process itself. As we will see, one needs to require that the
acquisition process does not leave big holes.
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establish coverage properties for the point cloud with respect to the object
it represents. We propose a model for this task and derive some bounds that
will be useful ahead.

Let P, = {p1,...,pn} be a set of n different points sampled from the

compact k-dimensional submanifold 8§ € R% and define Qé’gn = Ui, B(pi,h).?
In what follows we will first find an upper bound for P (8 ¢ Qéén) and then
an upper bound for P (dg¢(P,,8) > h).

We now present our model for the current setting: We assume that
the points in P, are independently and identically sampled on or around the
submanifold 8§ with a probability law given by the measure v.* We will write
this as p; ~ v. As we will see, the fundamental quantities one must control

- . . -
are f,(r) = mingeg v(B(z, 7)), which can be interpreted as an indicator of the
N .
presence of holes at scale r, and g,(s) = v (£2§), which measures how much

probability mass is located inside a (small) tube around 8. We will further
assume that v has no atoms.

Remark 1. 1t is possible to contemplate the case of p; having different proba-
bility laws v; but still being independent. In such a case, one should substitute

fu(r) by mini<;<p fu, () and g,(s) by mini<i<n g, ().
We now state a few lemmas; for proofs see [MSO05].

Lemma 1. Let x € 8 be a fixed point on 8. Then under the hypotheses on P,
described above for small enough h >0, P ({z ¢ Qgﬁn N8}) < (1—fu(h)".

Corollary 1. Under the hypotheses of Lemma 1, let § € (0,h), then
P (Bs(z,6) € .(253”) <(1—fu(h=20)".

Proposition 1. Let the set of hypotheses sustaining all of the previous state-
ments hold. Then

h v
P (ST 2 ) <Ns (5) e (B, (1)
where Ng(%) stands for the cardinality of an %—covering net of 8.

If a prescribed probability of coverage p is desired, given a certain covering
radius A, then we find a lower bound for the number of sample points needed,

n> ﬁ%) (ln(ﬁ) —HnNg(%)), provided f, (%) > 0.
Lemma 2 (Bounding the Covering Number). Under the hypotheses of
the Lemma 1 and further assuming 8 to be compact, we have that for any
small § > 0 there exists a d-covering of 8 with cardinality Ng (8) < ﬁ

vi2

3The balls now used are defined with respect to the metric of R?, they are not
intrinsic. Other covering shapes could be used as well, see comments ahead.
4This means that for any subset A C R?, and any p; € Pn, P (p; € A) = v(A).



Computing with Point Cloud Data 205

Using Lemma 2, we find a somewhat simpler bound for the probability of
not achieving coverage (f = fu(%))

—nfh
h e
P(SE2,) <5 (2)
Remark 2. In general, or at least in the applications that follow, §3 and §4,
one will require h tending to 0.
Note that for {am}men, am | 0, “—

is asymptotically greater than or equal to %. Then, in order to have the
right-hand side of (2) tend to zero we should have, for a sequence {hy}, with
hn | 0asn T oo®

e—ma

m ,
goes to zero as m | oo if ap,

logn

Iz — (3)

Let’s consider now the simple case of having a uniform probability mea-

sure on 8.5 In this case, f,(r) = minges % > mingeg %.
Now, using Bishop’s volume comparison theorem (see [Cha97, Sak96, Gra90]),

GS,T_(;’) — 0 when

we obtain mincesa(Bs(¢,r)) > wir® + 0s(r), where

r — 0 for ¢ < k+ 1. Hence f,(r) > % and the condition relat-

ing h, k, and n should then be h* > (a(S) %) 10%. Also, under condition

(3) we can estimate the rate at which f—nhj” approaches zero as n | oc.

ch
. h ~ logn e~ "fu ~
For example, with f} ~ =5= e

1
logn

asn ] co. Of course, we can

speed up the convergence towards zero by choosing slower variations of f/»
h
ef'nfu

logn” .~
n fr -

with n, for instance, with fhi» ~ , with v > 1 we have

Wll)"H asn T oo.

Bounds for P (8 € £} ) similar to ours can be found in [FN77, HJ73].
We should finally point out that the problem of covering a certain domain
(usually S') with balls centered at random points sampled from this domain
has been studied by many authors [Sol78, FN77, Fla73, Jan86, She72, KM63,
Hal88, HJ73], and even by Shannon in [Sha60].

To conclude this part, it will also be handy to obtain a lower bound for
P (ds¢(Pn, 8) <8).” Clearly, this probability equals P ({8 C Qg)n n{P,Cc28}),
by definition of the Hausdorff distance. Now, using the union bound and in-
dependence of p;, p; when ¢ # j we immediately find:

SThese kinds of conditions are common in the literature of random coverings,
[SheT2, Dvo56].

SFor simplicity of exposition we will restrict ourselves to the case when § has
no boundary. The modifications needed in our arguments are of the same nature as
those in [BASLTO00].

"This is not necessary when the sampling is NOISELESS: ?,, C 8.
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S5
o—nfl

P (dgc(Pn,8) <6) >P(8C 029 )+ P (P, C02) —1>— 7 + (g, (0))" .
(4)

In this section we have presented basic conditions for the (Euclidean) union
of balls centered at the point cloud to cover (with probability) the underlying
shape. When these conditions hold, we are then free to work with this Euclid-
ean structure, as done for example in the next section for computing intrinsic
geodesic distances without manifold reconstruction.

3 Distance Functions on Point Clouds

The goal of this part of the chapter is to show how to compute geodesic dis-
tances for point cloud data, which may be the most fundamental computation
for shape analysis. A number of key building blocks are part of the framework
here introduced. The first one is based on the fact that distance functions
intrinsic to a given submanifold of R can be accurately approximated by
Euclidean distance functions computed in a thin offset band that surrounds
this manifold. This concept was first introduced in [MSO01], where convergence
results were given for codimension one submanifolds of R? (hypersurfaces)
without boundary. In the paper [MS05], we extended these results to general
codimension and to deal with manifolds with or without boundary, see §3.2
ahead. We also showed that the approximation is true not only for the intrinsic
distance function but also for the intrinsic geodesic.

The approximation of intrinsic distance functions (and geodesics) by
extrinsic Euclidean ones permits us to compute them using computationally
optimal algorithms in Cartesian grids (as long as the discretization operation is
permitted, memory wise, see §3.5 and [MS05]). These algorithms are based on
the fact that the distance function satisfies a Hamilton—Jacobi partial differ-
ential equation (see §3.1), for which consistent and fast algorithms have been
developed in Cartesian grids [HPCD96, Set96a, Set96b, Tsi95]® (see [KS98]
for extensions to triangular meshes and [TCOZ03] for other Hamilton—Jacobi
equations).

Once these basic results are available, we can then proceed and work with
point clouds. The basic idea here is to construct the offset band directly from
the point cloud and without the intermediate step of manifold reconstruction.
This is addressed in §3.3 and §3.4 for noise-free points which are manifold sam-
ples, and in §3.4 for points considered to be noisy samples of the manifold. For
this (random) case, we use the bounds for the probability that the constructed
offset band contains the underlying manifold, as presented in §2. In the exper-
imental section, §3.5, we present a number of important applications. These

8Tsitsiklis first described an optimal-control type of approach to solve the
Hamilton—Jacobi eqisomuation, while independently Sethian and Helmsen both de-
veloped techniques based on upwind numerical schemes.
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applications are given to show the importance of this novel computational
framework, and are by no means exhaustive.

We should note that, to the best of our knowledge, the only additional
works explicitly addressing the computation of distance functions and geo-
desics for point clouds are the ones reported in [BASLT00, TdSL00]? and,
more recently, the one reported in [GWO03]. This last paper is also mesh
based, and follows the geodesics approach in ISOMAP with a novel neigh-
borhood/connectivity concept and a number of interesting theoretical results
and novel dimensionality estimation contributions. The comparison of perfor-
mances in the presence of noise between our framework and this mesh-based
one is given in [MSO05], where we argue that our framework is more robust to
noise.

Very recently, some further work, in a very similar spirit to ours, has been
done to understand topological properties of a submanifold represented by a
point cloud under probabilistic assumptions on the sampling [NWS04]. Some
of the results there can be obtained following our approach.

3.1 Preliminary Results

In [MS01], we presented a new approach for the computation of weighted
intrinsic distance functions on hypersurfaces. A key starting computational
motivation is that distance functions satisfy the (intrinsic) eikonal equation,
a particular case of the general class of Hamilton—Jacobi partial differential
equations. Given p € 8 (a hypersurface in R?), we want to compute ds(p, -) :
8§ — RT U {0}, the intrinsic distance function from every point on § to p. It is
well known that the distance function dg(p,-) satisfies, in the viscosity sense
(see [MMO3]), the equation

9 { [Vsds(p,z)|| =1, Vx €8,
ds(p,p) =0

where Vg is the intrinsic differentiation (gradient). Instead of solving this
intrinsic eikonal equation on 8, we solve the corresponding extrinsic one in
the offset band Qg‘,

IVodar (p,2)|| = 1, Vo € 24,

where d g (p,-) is the distance function measured by paths constrained to lie

in the flat (Euclidean) domain 2 and therefore now the differentiation is the
usual one.

%In addition to studying the computation of distance functions on point clouds,
[BASLTO00, TdSLOO] address the important combination of this topic with multidi-
mensional scaling for manifold analysis. Prior work on using geodesic distances and
multidimensional scaling can be found in [SSW89].
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It is the purpose of the next section to obtain bounds for the approximation
error ||ds —dgn L. -

This simplification of the intrinsic problem into an extrinsic one permits
the use of the computationally optimal algorithms mentioned in the introduc-
tion. This makes computing intrinsic distances, and from them geodesics, as
simple and computationally efficient as computing them in Euclidean spaces.'®
Moreover, as detailed in [MS01], the approximation of the intrinsic distance dg
by the extrinsic Euclidean one ng is never less accurate than the numerical
error of these algorithms.

3.2 Approximation Results for Submanifolds of R?

Theorem 1 below presents uniform convergence results for both distances
and geodesics in Qg‘, under no conditions on 98 except some smoothness.
Theorem 2 and Corollary 3 provide useful rate of convergence estimates (for
the uniform convergence of dng towards dg), under convexity assumptions
on 08.

Theorem 1 ([MS05]). Let 8 be a compact C? submanifold of R? with (pos-
sibly empty) smooth boundary 88. Let x, y be any two points in §. Then we

hl0
have: (1) Uniform convergence of distances: den lsxs(-s-) = ds(-,-); (2) Con-
vergence of geodesics: Let x and y be joined by a unique minimizing geodesic
vs 1 [0,1] — 8 over 8, and let yy : [0,1] — 28 be a QB -minimizing geodesic,
hl0
then v, =2 7s.

We now present a uniform rate of convergence result for the distance in
the band in the case 88 = (), and from this we deduce Corollary 3 below,
which deals with the case 98 # 0.

Theorem 2 ([MSO05]). Under the same hypotheses of Theorem 1, with 08 =
(0, there exists H > 0 such that Vh € (0, H),

MaX (5 )8 xS ‘d(zg sxs(®,y) —ds(z, y)‘ < Cs\/h, where the constant Cs does
not depend on h. Also, we have the following “relative” rate of convergence

bound, 1 <SUp .,y c s ddS('Z”’y)) <1+ CsvVh.
@ #y ol &Y

Remark 3. Note that, as the simple case of a circle in the plane shows, the
rate of convergence is at most C' - h. Check [MS01] for more details.

Corollary 2. Let p € 8, and r small enough, then B(p,r) N8 C Bg(p,r(1 +

Cs\/T)).

10This was the initial motivation for developing this approach. There are currently
no “fast marching” methods that can be used to deal with the discretization of
equation (x).
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Using the theorems above we obtain the following.

Corollary 3 ([MS05]). Under the smoothness assumptions of the previous
theorems, and assuming 8 to be strongly conver (see [dC92]), there exists
H > 0 such that for h € (0, H) the same conclusions of Theorem 2 (rate of
convergence) hold.

We are now ready to present approximation results for manifolds repre-
sented as point clouds.

3.3 Distance Functions on Point Clouds

We are now interested in making distance and geodesic computations on man-
ifolds represented as point clouds, i.e., sampled manifolds.

Let h, i/, and P,, be such that § C Qéén and P,, C .Qg', and max(h,h') < H.
Note that I’ represents a level of noise present in the sampling.

We then have 8 C 2}, C Qg*‘h/. We want to consider dgn (p, q) for any
pair of points p,q € § and prove some kind of proximity to the real distance
ds(p,q). The argument carries over easily since dng“” (p,q) < ngn (p,q) <

ds(p, q), hence 0 < ds(p,q) — dgy, (p,q) < ds(p,q) — dgnen (p,g), and the
rightmost quantity can be bounded by Cs (h + h')'/? (see §3.2) in the case
that 08 is either strongly convex or void. The key condition is dg¢(8, P,,) < h
for some prespecified h. In the noiseless case (W' = 0), the key condition is
S C Qg)ﬁ, something that can obviously be coped with using the compactness
of 8.1 We can then state the following.

Theorem 3 ([MS05]). (Uniform Convergence for Noiseless Point
Clouds) Let 8 be a compact smooth submanifold of R? possibly with boundary
08. Then

1. General case: Given € > 0, there exists he > 0, such that ¥V 0 < h < h,
one can find finite n(h) and a set of points P,y (h) = {p1(h), ..., Py (h)}

sampled from 8 such that max, gcs <ds (p,q) — den " (p, q)) <e.

2. 08 is either convex or void: For every sufficiently small h > 0 one
can find finite n(h) and a set of points Pppy(h) = {p1(h), ..., Py (h)}
sampled from & such that max, 4cs <d5 (p,q) — dQéﬁ U)(p, q)> < CsvVh.

n(h) "

In practice, one must worry about both the number (n) of points and the
radii (h) of the balls. Obviously, there is a trade-off between these quantities.

"By compactness, given h > 0 we can find finite N(h) and points
P1,P2,...,PN() € 8 such that 8§ = Uf\;(f)Bs(pi,h). But for p € 8, Bs(p,h) C

B(p,h) N8, and we also get § C Ufi(lh)B(pi,h).
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If we want to use only a few points, in order to cover 8§ with the balls we have
to increase the value of the radius. Clearly, there exists a value H such that
for values of h smaller than H we do not change the topology, see [ACKO1,
DGHO1, GWO03]. This implies that the number of points must be larger than
a certain lower bound. This result can be generalized to ellipsoids which can
be locally adapted to the geometry of the point cloud.

3.4 Random Sampling of Manifolds

We have to define the way in which we are going to measure accuracy. A pos-
sibility for such a measure is (for each ¢ > 0)

P (max (ds (p,q) = doy (P, Q)) > 5) :

p,q€8
Notice that we are somehow considering dmJé to be defined for all pairs

of points in § x §, even if it might happen that § N Qgsn # 8. In any case, we
extend dgn  to all of R? x R? by a large constant say K - diam (8), K >> 1.
Let us define the events

e 2 {max (ds (pq) — doy (p’Q)) ~ 6} wnd

P,qES
Ton = {SC O Y N{P, C 0L}

Now, since € = (€ NIpn) U(E-NT; ), using the union bound and the fact
that P (Ec NTpn) =P (Ec [Tnn) P (In,n) we find

It is clear now that we should use a convenient upper bound for the second
term in the previous expression. The first term can be easily dealt with using
the convergence theorems presented in previous sections.

Combining the preceding discussion with the results in §2 we obtain the
following convergence theorem, where the dependence of v with n (written as
vy,) means that there is a noise level present, which we require to vanish as
n T oo in order to recover the true geodesic distance. In the noiseless case, the
support of v is 8§ and therefore v,, = v for all n.

Theorem 4 ([MSO05]). Let 8 be a k-dimensional smooth compact subman-

ifold of R%. Let P, = {p1,...,pn} C R? be an i.i.d. set of points such that

pi ~ v, for 1 < i < n. Then if h = h, and v, are such that h, | 0,

fun(%") > 1“7”, and [1 = gy, (hn)| € 2= for some a > 0 hold as n | oo, we
ntToo

have that for any e >0, P(E;) — 0.
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Noiseless Sampling

Remark 4. As can be gathered from the preceding proof, for fixed ¢ > 0 and

—nfim .
large n € N, P (€.) can be upper bounded by € fhfn . For example, setting
1 .

[l =252 for 4 > 1 yields (n large enough)

P(E) <~y (©)
= ynr-llogn’
—n Z/Ln 3

We also see that by requiring anl ‘)fon < oo and using the Borel-

Cantelli lemma we obtain almost sure convergence, namely

P (hm max (dg(p,q) — dQ;Z (p, q)) = 0) =1.

nfoo p,q€8

logn
n

This can be guaranteed (for example) by setting f» =~ for v > 2.

Perhaps the following simple observation is of more practical value: Given
h >0, p e (0,1), and € € (0,Csvh), if the number of samples needed is
provided, then P (&.) < p.

Noisy Sampling of Manifolds

We now elaborate on a couple of noisy models for the sampling and derive
some rate estimates based on Remark 4 and Equation (4).

o pi~ U[QSA"]. In this case, assuming r > A,, we obtain f,(r) > %
8

and g,(r) = 1 since B(-,4,) C B(-,r). Moreover, using Weyl’s tube
theorem (see [Gra90]), we find an explicit formula for the lower bound:

fulr) > a(s)ﬁf—fﬁnm) where k(+) is a higher-order term. Hence, (6) holds

% ~ 181 “and h, > 2A,. Note that as h,, vanishes,
a(s)+ “on] n

if we set
the condition becomes A¥ ~ ~/1%&™ for some constant /.
e p, = u+ (n, where u ~ U[§] and ¢ ~ E(0,8,), v and ¢ are inde-
pendent, and where n; is unit norm and uniformly distributed in the
normal space to § at the point .12 Note that since {u € 8, [(| <
r} € {u+¢n, € 2%}, then g, (r) > 1 — e P". Then, in order to
satisfy |1 — gy, (hn)] < —= we can ask for the following condition to
hold (1): B, = (1 + Q)% to hold. Consider, for z € § and r > 0
the set C,, = {y € Rly = t + wwheret € Bs(z,7/2) andw =
Cny, 0 < C < r/2}. It is then easy to check that C,, C B(z,r).

12E(O, 0Brn) denotes the double-sided exponential density with parameter [,:
P(¢ € [a,b]) = [ ne=Pnll gz,

a 2
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Hence, P (p; € B(z,7)) > P(p; € C,,) > P(u € Bs(z,7/2))P(|¢| <r/2)

a(Bs(z,r/2))
a(8)

dition (1) holds, we find fun(%") > whk(1 — —5=) for some constants ¢
and w, which tells us that for n large enough, fl,n(%) > w'hF. We then
see that we could still impose, as in Remark 2, that h* ~ C 10%. The

resulting restriction for 3, is 3, = (logn)'=/knl/k,

and therefore f,(r) > min,cs (1—e~hnfn). Now, assuming con-

Note that although the results in this and in previous sections were pre-
sented for Euclidean balls of the same radius, this can easily be extended
to more general covering shapes, e.g., following [Coi], or using minimal
spanning trees still for balls but with different radii, or from the local di-
rections of the data [PGO1]. The band itself can be computed in several ways,
and for the examples below we have used constant radii. Locally adaptive radii
can be used, based for example on diameters obtained from minimal spanning
trees. Automatic and local estimation of h defining Qgﬁn was not pursued and
is the subject of current research; we are studying a multiscale approach.

3.5 Examples

We now present examples of distance functions and geodesics for point clouds,
Fig. 1, and use these computations to find intrinsic Voronoi diagrams; see also
[KWR97, LLO00]. These exercises were done to exemplify the importance of
computing distance functions and geodesics on point clouds, and are by no
means exhaustive.

For further examples of our framework see [MS05] and for other appli-
cations [MDO03] (for point cloud simplification) and [MMST04] (for meshless
subdivision of point clouds).

4 Comparing Point Clouds

There have recently been many approaches for the task of object recogni-
tion. Examples related to or that partially inspired the work presented in this
chapter include [EK01, HK03, BK04].13

Performing a geometric comparison between point cloud objects requires
that one first compute the interpoint distance matrix for all the members of
the point cloud (or for a representative selected subset of them). If one is
interested in comparing two different objects, the problem can be reduced
to a comparison between the corresponding interpoint distance matrices (as
formally proved in the work presented here, and as used in works such as

133ee [MS04] for more references and a more detailed presentation of the ideas
below. Also of interest is the work done by Patrizio Frosini and his collaborators in
which a theoretical framework for comparing Riemannian manifolds is put forward
[Fro90].
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Fig. 1. Left: Intrinsic distance function for a point cloud. (See the color figures
at http://mountains.ece.umn.edu/~guille/BirkChapter.) A point is selected in the
head of the David statue, and the intrinsic distance is computed following the frame-
work introduced here. The point cloud is colored according to intrinsic distance to
the selected point, going from bright red (close) to dark blue (far). The offset band,
given by the union of balls, is shown next to the distance figure. Right: Voronoi dia-
gram for point clouds. Four points are selected on the cloud, and the point cloud is
divided (colored) according to their geodesic distance to these four points. Note that
this is a surface Voronoi, based on geodesics computed with our proposed framework,
not a Euclidean one. Datasets are courtesy of the Digital Michelangelo Project.

those mentioned above). If the distance we use is the Euclidean one, these
matrices only provide information about their rigid similarity, and (assuming
that they have the same size) if they are equal (up to a permutation of the
indices of all elements), we can only conclude that there exists a rigid isometry
(rotation, reflection, translation) from one point cloud to the other. After
adding compactness considerations, we can also say something about the true
underlying (sampled) objects. Being a bit more precise, let the point clouds
P; C S; be €;-coverings of the surfaces S; in R?, for i = 1,2 (this will be
formally defined below). Then assuming that there exists a rigid isometry
7 : R® — R® such that 7(P;) = P2, we can bound the Hausdorff distance
(which we will also formally define below) between 7(S1) and Sy as follows:

dg¢(7(51), S2) < dac(7(51), 7(P1)) + dac(T(P1), P2) + doc (P2, S2) (7)
= dgc(S1,P1) + doc(T(P1), P2) + dac (P2, S2) < €1 + 0 + €.

And of course the same kind of bound holds for the Hausdorff distance between
the point clouds once we assume that the underlying continuous objects are
rigidly isometric (see §4.1 below, where we show that rigid isometries are also
contemplated by our approach).

If 51 and S2 happen to be isometric, thereby allowing for bends and not
just rigid transformations, we wonder whether we will be able to detect this by
looking at (finite) point clouds P; sampled from each S;. This problem is much
harder to tackle. We approach this problem through a probabilistic model, in
part because in principle, there might exist, even for the same object, two
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different samplings that look quite dissimilar (under the discrete measures we
can cope with computationally) for arbitrarily fine scales (see below).

With the help of the theory presented here we recast these considerations
in a rigorous framework and address the case where the distances considered to
characterize each point cloud (object) are more general. We concentrate on the
situation when we know the existence of an intrinsic notion of distance for each
object we sample. For the applications of isometric invariant shape (surfaces)
recognition, one must consider the distance as measured by paths constrained
to travel on the surface of the objects, better referred to as geodesic distance.
These have been used in [EKO01] for bending invariant recognition in 3D (the
theoretical foundations developed here include a justification of their work),
and in [GWO03, TdSLO00] to detect intrinsic surface dimensionality. This intrin-
sic framework not only has applications for, e.g., the recognition of articulated
objects, but also leads to comparing manifolds in a completely geometric way
and without being influenced by the embedding space (and as mentioned
above, rigid isometries being just a particular case covered by our results).

In this chapter, the fundamental approach used for isometric invariant
recognition is derived then from the Gromov-Hausdorff distance [Gro99),
which we now recall. If two sets (objects) X and Y are subsets of a com-
mon bigger metric space (Z,dz), and we want to compare X to Y in order to
decide whether they are/represent the same object or not, then an idea one
might come up with very early on is that of computing the Hausdorff distance
between them (see for example [CFK03, HKR93] for an extensive use of this
method for shape statistics and image comparison):

d%(X,Y) 2 max (sup dz(z,Y),sup dZ(y,X)> .

reX yey
But, what happens if we want to allow for certain deformations to occur and
still decide that the manifolds are the same? More precisely, we are interested
in being able to find a distance between metric spaces that is blind to isomet-
ric transformations (“bends”). This will permit a truly geometric comparison
between the manifolds, independently of their embedding and bending posi-
tion. Following [Gro99], we introduce the Gromov-Hausdorff distance between
metric spaces

dgoc(X,Y) 2 inf dfi(£(X),g(Y)),

where f: X — Z and g: Y — Z are isometric embeddings (distance preserv-
ing) into the metric space Z. It turns out that this measure of metric proximity
between metric spaces is well suited for our problem at hand and will allow us
to give a formal framework to address the isometric shape recognition problem
(for point cloud data). However, this notion of distance between metric spaces
encodes the “metric” disparity between the metric spaces, at first glance, in
a computationally impractical way. We derive below new results that connect
this notion of disparity with other more computationally appealing expres-
sions.
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Remark 5. In [EKO1] the authors proposed using multidimensional scaling
(MDS) applied to the geodesic distance matrices of each point cloud to obtain
a new pair of point clouds in R? such that the Euclidean distance matrices of
these new point clouds will resemble as well as possible (according to some cri-
terion) the geodesic distance matrices between the original point clouds. The
comparison then proceeds by computing some metric in R? to measure the
dissimilarity between the new point clouds. One could use, for example, the
rigid-isometries invariant Hausdorff distance d[R gt (. ) see §4.1 ahead. This
can be rewritten in a more appealing way as follows Let P; € R3 and P, C R?
be the original point clouds and Q; C R? and Qp C R? the corresponding new
point clouds. Let also f R? — R3 and 7 : R? — R? be such that f(?l) Q

and g(P2) = Qz. Then, the number we compute is d[R Tigid(F( P, G(Ps))
which has an interesting resemblance to the formula in the definition of the
Gromov-Hausdorff distance.'

Since we have in mind specific applications and scenarios such as those de-
scribed above, and in particular surfaces and submanifolds of some Euclidean
space R?, we assume that we are given as input points densely sampled from
the metric space (surface, manifold). This will manifest itself in many places
in the theory described below. We will present a way of computing a discrete
approximation to (or a bound for) dggc(,) based on the metric information
provided by these point clouds. Due to space limitations, most of the proofs
are omitted, see [MS04].

4.1 Theoretical Foundations

This section covers the fundamental theory behind the bending invariant
recognition framework we develop. We use basic concepts of metric spaces,
see for example [Kah75] for a detailed treatment of this and [BBIO1, Gro99,
Gro87, K099, Pet98, Pet93] for proofs of the different parts in Proposition 2
below.

Definition 1 (Metric Space). A set M is a metric space if for every pair
of points x, y € M there is a well-defined function dy(x,y) whose values are
non-negative real numbers, such that (a) dy(x,y) = 0 & x =y, and (b)
dyi(z,y) < dap(y,2) +du(z,2) for any x,y,2 € M. We call dpy : M X M —
Rt U {0} the metric or distance. For clarity we will specify a metric space as
the pair (M, day).

Definition 2 (Covering). For a point x in the metric space (X,dx) and
r > 0, we will denote by Bx(x,r) the set {z € X : dx(x,z) < r}. For
a subset A of X, we use the notation Bx(A,r) = UseaBx(a,r). We say that
a set C C X is an R-covering of X if Bx(C,R) = X. We will also frequently
say that the set A is an n-covering of X if A constitutes, for some r > 0, a
covering of X by n-balls with centers in points of A.

140f course, f and § are not isometries, in general.
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Definition 3 (Isometry). We say the metric spaces (X,dx) and (Y,dy)
are isometric when there exists a bijective mapping ¢ : X — Y such that
dx(x1,22) = dy(¢(x1),d(x2)) for all x1,29 € X. Such a ¢ is an isometry
between (X, dx) and (Y,dy).

Proposition 2. 1. Let (X,dx), (Y,dy), and (Z,dz) be metric spaces. Then
dgj—((X, Y) < dgj-{(X, Z) + dgg.((Z, Y)

2. If dg3¢(X,Y) = 0 and (X,dx), (Y,dy) are compact metric spaces, then
(X,dx) and (Y,dy) are isometric.

3. Let {x1,...,2,} C X be an R-covering of the compact metric space
(X,dx), then dgsc(X,{z1,...,2n}) < R.

4. For compact metric spaces (X,dx) and (Y,dy), 3 |diam (X) — diam (V)]
< dgy(X,Y) < 1max(diam(X),diam(Y)), where diam (X) 2
max, s ex dx (z,2) is the diameter of the metric space X .

5. For bounded metric spaces (X,dx) and (Y, dy),

. 1
dgoe(X,Y) = b o sup o gldx (@ we) = dv (),
YiY — X

Y1,y2 €Y
(z5,9;) € S(d, %)

where §(9,9) = {(z,6(x)), © € X} U{(W(y).y). y € Y} and the infimum
is taken over all arbitrary maps ¢ : X — Y andy:Y — X.

From these properties, we can easily prove the following important result.

Corollary 4. Let X and Y be compact metric spaces. Let moreover X,, be
an r-covering of X (consisting of m points) and Y., be an r’'-covering of Y
(consisting of m' points). Then |dgs(X,Y) — dggc(Km, Y/ )| <1+ 1.

We can then say that if we could compute dgs¢(,) for discrete metric spaces
which are sufficiently dense samplings of the continuous underlying ones, then
that number would be a good approximation to what happens between the
continuous spaces. Currently, there is no computationally efficient way to di-
rectly compute dgg¢(,) between discrete metric spaces in general. This forces
us to develop a roundabout path, see §4.1 ahead. Before going into the gen-
eral case, we discuss next the application of our framework to a simpler but
important case.

Warming up: The Case of Rigid Isometries

When we are trying to compare two subsets X and Y of a larger metric
space Z, the situation is less complex. The Gromov-Hausdorff distance be-
comes a somewhat simpler Hausdorff distance between the sets. In more de-
tail, one must compute dg&?gid (X,Y) 2 infe dZ(X,4(Y)), where & : Z — Z
ranges over all self-isometries of Z. If we know an efficient way of comput-
ing infe d% (X, P(Y)), then this particular shape recognition problem is well
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posed for Z, in view of Corollary 4, as soon as we can give guarantees of
coverage. This can be done in the case of submanifolds of R¢ by imposing a
probabilistic model on the samplings X,,, of the manifolds, and a bound on the
curvatures of the family of manifolds as explained in §2 (see computational
details in [MS04]).

In the case of surfaces in Z = R3, & sweeps all rigid isometries, and
there exist good algorithms which can actually solve the problem approx-
imately. For example, in [GMO99] the authors report an algorithm which
for any given 0 < a < 1 can find &, such that d”;f (Xm,@\a(ym/)) < 8+
a)infgs dﬁ?(xm,@(ym/)), with complexity O(s*logs) where s = max(m,m’).
This computational result, together with our theory, makes the problem
of surface recognition (under rigid motions) well posed and well justified.
In fact, just using (an appropriate version of) Corollary 1 and the trian-
gle inequality, we obtain a bound between the distance we want to esti-
mate dﬂ;j’”gw (X,Y) and the observed (computable) value d”;{s (Epm, e (Yo' ),

. R3,rigid / R3 -+ R3,rigid

with d5 "X, Y) = (r417) < d¥ (Ko, o (Vo)) < 10 (dg{ (X,Y)+
(r +7')). This bound gives a formal justification for the surface recognition
problem from point samples, showing that it is well posed. To the best of our
knowledge, this is the first time that such formality is shown for this very
important problem, both in the particular case just shown and in the general
one addressed next. In any case, if dg is the measure of similarity we are
considering, and gg\z is the computable approximate measure of similarity, the
kind of relation we seek to establish is

A(dx(X,Y) = a) < dg (K, Yor) < B(dx(X,Y) + ) (8)

for some constants A, B and numbers « and  which can be made small by
refining the samplings. Moreover, it may happen that relation (8) holds with
a certain controllable probability.

The General Case

The theory introduced by Gromov permits us to address the concept of
(metric) proximity between metric spaces. When dealing with discrete met-
ric spaces, as those arising from samplings or coverings of continuous ones,
it is convenient to introduce a distance between them, which ultimately is
the one we compute for point clouds, see computational details in [MS04].
For discrete metric spaces (both of cardinality n) (X = {z1,...,2,},dx) and
(Y=A{y1,-.-,yn},dy) we define the distance:

A 1
dg(X,Y) = Jnin | max §|dx(xv:, ;) — Ay (Yr; s Yr;)|, 9)

where IT,, stands for the set of all n x n permutations of {1,...,n}. A per-
mutation 7 provides the correspondence between the points in the sets, and



218 F. Mémoli and G. Sapiro

|dx (zi, ;) — dy (Y, Yr,)| gives the pairwise distance/disparity once this corre-
spondence has been assumed. It is evident that one has dgg¢(X,Y) < dg(X,Y),
from Property 5 from Proposition 2. Moreover, we easily derive the follow-
ing easy result, whose usefulness is evident from the computational details in
[MS04].

Corollary 5. Let (X,dx) and (Y,dy) be compact metric spaces. Let X =
{z1,...,2n} C X and Y = {y1,...,yn} C Y, such that Bx(X,Rx) = X and
By (Y, Ry) =Y (the point clouds provide Rx and Ry coverings, respectively).
Then dgsc(X,Y) < Rx + Ry + dg(X,Y), with the understanding that dy =
dx lyxy and dy =dy |y,y-

Remark 6. This result tells us that if we manage to find coverings of X and Y
for which the distance dg is small, then if the radii defining those coverings are
also small, the underlying manifolds X and Y sampled by these point clouds
must be close in the Gromov-Hausdorff sense. Another way of interpreting
this is that we will never see a small value of dg(X,Y) whenever dgg¢(X,Y) is
big, a simple statement with practical value, since we will be looking at values
of dg, which depend on the point clouds. This happens because, in contrast
with dggc(,), the distance dy is (approximately) computable from the point
clouds. See the computational details in [MS04].

We now introduce some additional notation regarding coverings of metric
spaces. Given a metric space (X,dx), the discrete subset N )((TTSL) denotes a

set of points {z1,...,2,} C X such that (1) Bx(N)(:’s),T) = X, and (2)
dx(x;,x;) > s whenever ¢ # j. In other words, the set provides a coverage
and the points in the set are not too close to each other (the coverage is
efficient).

The following proposition will also be fundamental for our computational
framework reported in [MS04], leading us to work with point clouds.

Proposition 3 ([Gro99)]). Let (X,dx) and (Y,dy) be any pair of given com-
pact metric spaces and let n = dgy¢(X,Y). Also, let N)((T”TSL) ={x1,...,x,} be
given. Then, given o > 0 there exist points {y%,...,y>} C Y such that: 1.
dy (N {yf o ui) < 0+ 0): 2 By ({of, -yt hor 4 200 +0) = Y
and 3. dy (y*,y5) > s —2(n+ a) fori# j.

Remark 7. This proposition tells us that if the metric spaces happen to
be sufficiently close in a metric sense, then given an s-separated covering on
one of them, one can find an (s’-separated) covering in the other metric space
such that dj between those coverings (point clouds) is also small. This, in
conjunction with Remark 6, proves that our goal of trying to determine the
metric similarity of metric spaces based on discrete observations of them is,
so far, a (theoretically) well-posed problem.

Since by Tychonoff’s theorem the n-fold product space ¥ x --- x Y is
compact, if s — 2n > ¢ > 0 for some constant ¢, by passing to the limit
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along the subsequences of {yf,...,y3}(420y as a | 0 (if needed) above
one can assume the existence of a set of different points {#1,...,9.} C Y
such that dg({gl,...,gn},N)({,’j)) < n, min;»; dy (4;,7;) > s — 2n > 0, and
By ({71, ,gn},r+2n) =Y.

Since we are given the finite sets of points sampled from each metric space,
the existence of {#1,...,%n} guaranteed by Proposition 3 does not seem to
make things a lot easier: Those points could very well not be contained in
our given finite datasets X,, and Y,,.. The simple idea of using a triangle
inequality (with metric dy) to deal with this does not work in principle, since
one can find, for the same underlying space, two nets whose dg distance is not
small, see [BK98, McM98]. Let us explain this in more detail. Assume that as
input we are given two finite sets of points X,,, and Y,,,» on two metric spaces,
X and Y, respectively, which we assume to be isometric. Then the results

above ensure that for any given N )(f;f) C X, there exists an Nl(,R‘S) cY

n

such that dg(N)(fT’LS), Nl(,ljzs)) = 0. However, it is clear that this Nl(/ljf) has no
reason to be contained in the given point cloud Y,,,. The obvious idea would
be to try to rely on some kind of independence property on the sample which
represents a given metric space, namely that for any two different covering
nets N1 and Na (of the same cardinality and with small covering radii) of X
the distance dg(N71, N2) is also small. If this were granted, we could proceed
as follows:

dy (N NS) < g (NS, N ) 4o (NS NE) = 0-+small(R, R),

(10)
where small(R, R) is a small number depending only on R and R. The property
we fancy to rely upon was a conjecture proposed by Gromov in [Gro93] (see
also [Tol96]) and disproved in [BK98, McM98] (see [Nek97] for some positive
results). Their counterexamples are for separated nets in Z2. It is not known
whether we can construct counterexamples for compact metric spaces, or if
there exists a characterization of a family of n-points separated nets of a given
compact metric space such that any two of them are at a small dj-distance
which can be somehow controlled with n. A first step towards this is the
density condition introduced in [BKO02].

If counterexamples do not exist for compact metric spaces, then the above
inequality should be sufficient. Without assuming this, we give below an argu-
ment which tackles the problem in a probabilistic way. In other words, we use
a probabilistic approach to bound dy for two different samples from a given
metric space. For this, we pay the price, for some applications, of assuming
the existence of a measure which comes with our metric space. On the other
hand, probabilistic frameworks are natural for (maybe noisy) random samples
of manifolds as obtained in real applications.
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A Probabilistic Setting for Submanifolds of R¢

We now limit ourself to smooth submanifolds of R?, although the work can
be extended to more general metric spaces (see further comments in §4.3).

Let Z be a smooth and compact submanifold of R? with intrinsic (geo-
desic) distance function dz(-,-). We can now speak more freely about points
{#}*, sampled uniformly from X: We say that the random point Z is uni-
formly distributed on Z if for any measurable C C Z, P(z € C) = %.15
This uniform probability measure can be replaced by other probability mea-
sures which, e.g., adapt to the geometry of the underlying surface, and the
framework developed here can be extended to those as well. See the comments
in §4.3.

Let Z = {z1,...,2p} and Z' = {z],..., 2} be two discrete subsets of
Z (two point clouds). For any permutation 7 € P, and 4,j € {1,...,n},
|dz (2, 2j) — dz (25, 27 )| < dz(zi, 27,) + dz (), 27, ), and therefore we have

i Ty T

d%(2,2') £ min maxdy (2, 2,,) > ds(2,2). (11)
TeP, k

This is known as the bottleneck distance between Z and Z', both being subsets

of Z. This is one possible way of measuring distance between two different

samples of the same metric space.'%

Instead of dealing with (10) deterministically, after imposing conditions
on the underlying metric spaces X and Y, we derive probabilistic bounds
for the left-hand side. We also make evident that by suitable choices of the
relations among the different parameters, this probability can be chosen at
will. This result is then used to bound the distance dj between two point
cloud samples of a given metric space, thereby leading to the type of bound
expressed in Equation (10) and from this, the bounds on the original Gromov—
Hausdorff distance between the underlying objects.

We introduce the Voronoi diagram V(Z) on Z, determined by the points in
Z (see for example [LLO0O]). The ¢th Voronoi cell of the Voronoi diagram defined

by {z1,...,2,} C Z is given by 4; 2 {z € Z| dz(z, 2) < minjx; dz(z;,2)}.
We then have Z = | |;_, Ay.

Lemma 3. 1. If the points {z1, ..., zn} are s-separated, then for any 1 < i < mn,
By(zi,5) C Ai. 2. If the points {z1,...,2,} constitute an R-covering of Z,
then A; C Bz(z;, R) for alli=1,...,n.

We consider Z to be fixed, and we assume Z’ = {#,..., 2} to be chosen
from a set Z,, C Z consisting of m > n ii.d. points sampled uniformly
from Z.

5Remember that a (B) denotes the area of the measurable set B C Z.
5In [Nek97], this distance is used to establish the equivalence (according to this
notion) of separated nets in certain hyperbolic metric spaces.
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We first want to find, amongst points in Z,,, n different points {z;,, ..., 2, }
such that each of them belongs to one Voronoi cell, {z;, € Aj for k =
1,...,n}. We provide lower bounds for P (# (A NZ,,) > 1, 1 <k <n), the
probability of this happening.

We can see the event as if we collected points inside all the Voronoi cells,
a case of the coupon collecting problem, see [Fel71]. We buy merchandise at
a coupons-giving store until we have collected all possible types of coupons.
The next lemma presents the basic results we need about this concept. These
results are due to Von Schilling ([Sch54]) and Borwein and Hijab ([BH]).

Lemma 4 (Coupon Collecting). If there are n different coupons one wishes
to collect, such that the probability of seeing the kth coupon is py, € (0,1), (let

p = (p1,-..,Pn)), and one obtains samples of all of them in an independent
way, then:

1. ([Sch54]) The probability Py(n,m) of having collected all n coupons after
m trials is given by

m
n

Potnym) =1-8, [ S0 (o] | (12)
k=j

=2

where the symbol S,, means that we consider all possible combinations of
the n indices in the expression being evaluated.'”

2. ([BH]) The expected value of the number of trials needed to collect all the
coupons is given by

Ey(n) = E (max §> , (13)

1<i<n p;

where X; are independent positive random variables satisfying P (X; > t) =
et fort>0and1<i<n.

Corollary 6. Forn € N let H,, 2 St iL Then, Pp(n,m) > 1— —Zo—

m-ming pg

We now directly use these results to bound the bottleneck distance.

Theorem 5. Let (Z,dz) be a smooth compact submanifold of RY. Given a

covering Ng;’ls) of Z with separation s > 0 and a number p € (0,1), there
exists a positive integer m = my(p) such that if Z,, = {zx}7", is a sequence of
1.i.d. points sampled uniformly from Z, with probability p one can find a set of

n different indices {i1,...,in} C {1,...,m} with d% (Ngﬁ;s), {ziy, .21, }) <

™ , Hp a(Z) 18
Rand Z = J,_, Bz(zi,,2R). Moreover, my(p) < (B 1o +1.

"For example, S3((p1 +p2)k) = (p1 +p2)k + (p1 +p3)k + (p2 +p3)k-
8For real x, [x] stands for the largest integer not greater than x.
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This result can also be seen the other way around: For a given m, the
probability of finding the aforementioned subset in Z,, is Py, (n, m) as given
by (12), for suitably defined pz. The precise form of pz can be understood
from the proof.

Corollary 7. Let X and Y be compact submanifolds of R with dgg¢(X,Y) =

n. Let N)((Rs) be a covering of X with separation s such that for some pos-
itive constant ¢, s —2n > c. Then, given any number p € (0,1), there
exists a positive integer m = my(p) such that if Yn, = {yx}i, is a se-
quence of i.i.d. points sampled uniformly from Y, we can find, with proba-
bility at least p, a set of n different indices {i1,...,in} C {1,...,m} such
that dy(NS2D Ayis - yin}) < 30+ R and Y = U, By (yi,, 2(R + 21)).

Moreover, my(p) < m% + 1.

Remark 8. 1. The preceding corollary deals with the case of positive detection:
X and Y are nearly isometric and we wish to detect this by only accessing
the point clouds. The constant ¢ quantifies this metric proximity as encoded
by the phrase nearly isometric. For instance, for a recognition task where
for any two similar objects X and Y, dgsc(X,Y) < Nmax, one could choose
C =5 — 2Nmax-

2. Note that the probability Py, (1, m) itself (or m, (p)) depends on dgg¢(X,Y)
through the constant c¢; see an example of the application of this idea
in [MSO04]. Note also that one can write down the following useful bound
Py, (n,m) > 1 — Hey, )a(Y), which was implicitly used in the

m-mingey a(BY (v,5)

proof of Theorem 5. It is sensible to assume that one is interested in performing
the recognition/classification task for a number of objects which satisfy cer-
tain conditions, that is, to tune the framework to a particular class of objects.
In particular, suppose that the class is characterized, among other conditions,
by an upper bound on the sectional curvatures. For small r > 0 this allows
us, via the Bishop—Giinther theorem [Sak96, Cha97, Gra90], to obtain a lower
bound on min, a(Bz(z,7)) valid for all objects Z in the class. This in turn
can be used to calibrate the system to provide any prespecified probability p
as in Corollary 7 for any two objects within the class, see [MS04].

A rougher estimate of the value of m,(p) alluded to in Corollary 7 can
be obtained using the value of Ep(n) when all the coupons are equally likely:
m~ Ei(n) =n-H, ~nlnn.

This concludes the main theoretical foundation of our proposed framework.
Now, we must devise a computational procedure which allows us to actually
find the subset Ny, inside the given point cloud Y,,, when it exists, or at
least find it with a large probability. Note that in practice we can only access
metric information, that is, interpoint distances. A stronger result in the same
spirit of Theorem 5 should take into account possible self-isometries of X (Y),
which would increase the probability of finding a net which achieves small dy
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distance to the fixed one. We present details on this computational framework,
which still contains important theoretical results, in [MS04].

4.2 Examples

We present experiments with real data. We have 4 sets of 3D shapes (the
datasets were kindly provided to us by Prof. Kimmel and his group at the
Technion), each one with their corresponding bends. We ran the algorithm
N = 6 times with n = 70, m = 2000, using the 4 nearest neighbors to compute
the geodesic distance using isomap’s Dijkstra engine. The data description
and results are reported in Fig. 2. We note not only that the technique is
able to discriminate between different object, but as expected, it doesn’t get
confused by bends. Moreover, the distances between a given object and the
possible bends of another one are very similar, as it should be for isometric
invariant recognition. More examples are provided in [MS04].

4.3 Scale-Dependent Comparisons and Future Developments

In some applications it might be interesting to compare objects in a more
local way, or in other words, in a scale-dependent way. For example, given
two objects 81 and 82 (with corresponding geodesic distance functions d; and
d2) one might wonder whether they resemble one another under the distance

dgg¢(,) when each of them is endowed with the metric dS 2 e(l — e_%), 1=
1,2.1° This choice for the new metrics imposes a scale-dependent comparison.
This situation has an important consequence: When e is small enough one
might choose to replace d; by their Euclidean counterparts since, for nearby
points z and 2’ on the submanifold § C R?, ds(z,2’) ~ dga(x,2’),?° and this
dispenses with the possible computational burden of having to approximate
the geodesic distance.

The extension to more general metric spaces can be made, in principle,
once one agrees upon some definition of uniform probability measure, some-
thing that could be done using the Hausdorff measure, which is defined from
the metric.

Another related possible extension is that of admitting the points to be
sampled from the manifolds with probability measures other than uniform.
Actually, in the case of surfaces in R? acquired by a 3D Scanner, the prob-
ability measure models the acquisition process itself. In this case, the frame-
work presented here can be extended for a wide family a probability measures,
namely those that admit a density function which vanishes at most in sets of
0-uniform measure; that is, there are no holes in the acquisition process.

In other situations it might simply make more sense to consider the recog-
nition problem for triplets (X, d, ), where (X, d) is a metric space and u is a
(probability) measure defined on sets of X.

¥Note that d; ~ d; when d; is small with respect to e.
20A more precise statement could be given by making use of Corollary 2.
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An interesting extension which might make the computational analy-
sis easier would be working with other definitions of Haus